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A one-dimensional two-parameter map whose behavior on the plane of control parameters
qualitatively reproduces the dynamics of a flow system — an rf oscillator describable by a system
of three ordinary differential equations. It is it is shown that that the behavior of the map
largely coincides with that of the flow system and is also similar to the results of a previous
experiment on the rf oscillator. ©1998 American Institute of Physics.
@S1063-7850~98!00109-8#
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A tunnel-diode oscillator has been constructed, inve
gated, and described by Kiashko, Pikovski�, and
Rabinovich.1–3 Physical experiments and numerical simu
tions by those authors showed that this oscillator exhi
chaotic oscillations. The experiments of Ref. 4 produced
first detailed map of the dynamical regimes on the plane
the control parameters – the damping rate and nonlinea
parameter — which showed the route to chaos and the
tern of the transitions between the different types
complex-periodic oscillations as the control parameters
varied. The same system, but with the real tunnel diode
placed by a piecewise-linear analog implemented by me
of an operational amplifier, was studied in Ref. 5. It w
shown in the course of numerical simulations and phys
experiments that replacing the nonlinear element by
piecewise-linear analog did not qualitatively alter the dyna
ics of this system.

It should be noted that the description of this system w
based on a flow model, i.e., the base model chosen for
description is a system of ordinary differential equations.
the other hand, in Refs. 6 and 7 a map was proposed, bas
on the initial differential equations~the tunnel diode charac
teristic was approximated by a piecewise-linear functi
which, however, was much more idealized and less like
real characteristic than that described in Ref. 5!, which in
spite of the fact that it was of an implicit form, permitted
clear explanation of the essence of the processes occurri
the system. However, the question of the degree to which
behavior of this map repeats the behavior of the flow sys
on the plane of control parameters was not considered
detail.

In the present paper we propose a one-dimensional t
parameter map which is a discrete analog of the abo
described oscillator with a piecewise-linear analog of
tunnel diode. It should be noted straightaway that this ma
not derived from a system of differential equations desc
ing the dynamics of the oscillator5 but rather is devised. I
should be stressed that such an approach~one of devising
discrete maps that are analogs of real physical systems
continuous time! has become more and more widely used
recent years.8,9 The map proposed in Ref. 7 was chosen
the base, which was then approximated by an explic
6651063-7850/98/24(9)/3/$15.00
i-

-
s
e
f
ty
t-

f
re
e-
ns

l
s
-

s
is
n

,
e

in
e

m
in

o-
e-
e
is
-

ith

s
y

specified continuous function depending on two parame
in such a way that, as the values of theses parameters
varied, the map constructed would exhibit dynamics ana
gous to the dynamics of an oscillator with a piecewise-lin
analog of a tunnel diode.

The map described above belongs to a fundament
new class of maps:

xn115 f w~«,xn!. ~1!

The essence of this type of map is that one of the parame
on which it depends is the angle of rotationw of the graph of
the map about some reference point~e.g.,~0;0!, as in the case
under discussion!. At a zero angle of rotation the map de
scribed has the form

f 0~«,x!5y1~x!s~y2~«,x!2y1~x!!

1y2~«,x!s~y1~x!2y2~«,x!!, ~2!

where the functionsy1(x), y2(«,x) are defined as

y1~x!5125x, ~3!

y2~«,x!52.85A~0.451«!21~x20.85!220.3, ~4!

ands(x) is the Heaviside step function. Despite the sup
ficial awkwardness of the form of map~2!, the principle by
which this map was constructed is quite transparent: Eq.~3!
describes the linear part of the map, which correspond
finding the flow system on thea branch of the characteristi
of the piecewise-linear analog of the tunnel diode~see
Ref. 5!; Eq. ~4! is a branch of a hyperbola and corresponds
finding the oscillator on theb branch of the characteristic
and the step functions(x) matches them at the crossin
point and ensures the continuity of the function~2!. The
numerical values in relations~3! and~4! have been chosen s
as to make the dynamics of the map similar to the dynam
of the initial flow system.

Now, to obtain a one-dimensional map for another va
of the parameterw, one must rotate the graph of the ma
about the origin by this anglew. It is clear that for any
rotation anglewÞ0 the mapf w(«,x) cannot be written in
explicit form ~in the general case!. Moreover, it is not hard to
see that when the map is rotated, it is entirely possibly t
the functionf w(«,x) will become multivalued. In that case
© 1998 American Institute of Physics
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FIG. 1. a: Chart of the regimes on the plane of the cont
parametersw and « for map ~1!; Ch. denotes chaos. Since
change in the resistancer in an oscillator with a piecewise-
linear analog of a tunnel diode corresponds to a nonlin
change of the rotation anglew, the regimes of the parameterw
on the chart are plotted on a nonlinear scale; b: chart of
regimes of oscillation of an oscillator with a piecewise-line
analog of a tunnel diode on the plane of the control parame
d and «, obtained in a numerical simulation~Ch. denotes
chaos!. The parameterd is actually the dimensionless resis
tancer , and the meaning and numerical values of all the oth
parameters for which this chart was plotted are given in Ref
se
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1. One can investigate the behavior off w(«,x) as the
behavior of a hysteretic map. Maps of this kind, who
graphs possess multivaluedness, have a real ‘‘physical’’
sis.

2. One can consider the behavior off w(«,x) as that of a
single-valued map by choosing some one branch of the fu
tion, as was done in the present case: if at some valuex the
map f w(«,x) can have two values, corresponding to branc
y1(x) andy2(«,x), then one chooses as the value off w(«,x)
the minimum value, corresponding to branchy2(«,x).

What is the physical essence of a rotation of the graph
a map, and which parameter of the flow system change
correspondence with the change in the rotation anglew? Of
course, since the tunnel diode~or its piecewise-linear analog!
is the only nonlinear element in the oscillator, all the beh
ioral features of the flow system will be largely determin
by the properties of this nonlinear element. It is clear that
discrete map should convey an impression of the nonlin
element of the system. In essence, as it happens, one
only glance at the graph of the map proposed in Ref. 7 to
the similarity between this map and the current–volta
characteristic of the tunnel diode~or, again, of its piecewise
linear analog!. If as the variable whose observed values w
be used to construct the one-dimensional map one chose
current flowing through the diode~it doesn’t matter whethe
this is the tunnel diode or its analog!, then the one-
dimensional map illustrating the dependence of, say, the
cal maximum of the current at thenth step on the maximum
value in the previous, (n21)th, step, the current–voltag
characteristic of the diode will be qualitatively reproduce
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One of the main control parameters in the oscillator w
the piecewise-linear analog of the tunnel diode is the va
of the resistancer that is essentially connected in series w
the diode.5 Then the diode and the linear resistancer can be
regarded as a single nonlinear element whose curre
voltage characteristic forr 50 is the same as that of th
diode ~which, however, has its own internal resistance!. In
turn, the form of the map~1! will be determined by the
characteristic of just this ‘‘virtual’’ nonlinear element. It i
easy to see that as the resistancer increases, the current–
voltage characteristic will be rotated clockwise~conse-
quently, the rotation anglew will be negative! and distorted.
Since we are talking about only a qualitative corresponde
between the behavior of the map and the dynamics of
system, we can to a first approximation neglect the distort
of the current–voltage characteristic of the nonlinear elem
~consisting of the diode and resistor! and, hence, the distor
tion of the map~1! and assume that the rotation is the ma
dominant factor determining the properties of the system.
course, this is only an assumption, but, as we shall see f
the discussion below, this assumption is justified to go
accuracy.

By analogy with the classification of the regimes of
oscillator containing a piecewise-linear analog of a tun
diode~see Ref. 5!, the oscillatory regimes of are identified b
two integers (m:n). The first integerm denotes the numbe
of points of the sequence$xk%uk51

n1m ~this sequence is actuall
the period of the oscillations of the discrete map! that lie on
the linear part of the map~1!; this number corresponds to th
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total number of turns of the phase trajectory that lie in
parameter plane of the voltage across the capacitor and
current through the diode for an oscillator with a piecewi

FIG. 2. Transition to chaos based on the(1:1) regime. a: Phase portraits o
the behavior of an oscillator with a piecewise-linear analog of a tun
diode; numerical simulation («50.2): (1:1)d50.06, (1:1)2d50.069,
(1:1)4d50.0705, (1:1)chaosd50.078; b: one-dimensional mapf w(«,x)
(«50.05): (1:1)w520.442, (1:1)2w520.464, (1:1)4w520.469,
(1:1)chaosw520.479.
e
he
-

linear analog of a tunnel diode. The numbern in turn is
defined as the number of points of the same sequence w
lie on the second segment of the map~1!; it corresponds to
the total number of turns of the phase trajectory of the attr
tor that protrude into space, for an oscillator containing
piecewise-linear analog of a tunnel diode.4,5

As we see from Fig. 1, the similarity of the dynamics
the flow system and discrete map turns out to be extrem
good. The chart of the regimes of the map reproduces
only the base cycles (m:1), m50,1,2, . . . butalso the win-
dows of periodicity in the regions corresponding to chao
oscillations. One can also clearly discern for the discrete m
the scenario of the transition from periodic to chaotic osc
lations. An example of this scenario based on the(1:1) re-
gime is illustrated in Fig. 2.

Thus the proposed map~1! gives good qualitative agree
ment between the behavior of an oscillator with a piecewi
linear analog of a tunnel diode~flow system! and the dynam-
ics of this map. It seems extremely promising to empl
discrete-map analogs of the map~1! described above in the
qualitative study of flow systems~in which one of the control
parameters is the dissipation parameter! and, in particular,
for constructing a chart of the regimes on the plane of
control parameters.

In closing, the author expresses his deep gratitude
A. A. Kipchatov for interest in this study, for much valuab
advice, and for fruitful discussions.
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On the degree to which the wide-gap part of a p –n heterojunction influences
the breakdown field and the carrier multiplication coefficients
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It is shown that in the analysis of an avalanche process in ap–n heterojunction it is necessary,
as a rule, to take into account the multiplication of carriers in the wide-gap part of the
space-charge region of thep–n heterojunction even when the difference between the band gaps
Eg in the narrow-gap and wide-gap layers is large, in spite of the fact that the impact
ionization coefficients for electrons (a) and holes (b5Ka) in a semiconductor decreases sharply
with increasingEg . © 1998 American Institute of Physics.@S1063-7850~98!00209-2#
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According to the well-known Sze–Gibbons expression1,2

for an avalanche breakdown voltageV5VB of an asymmet-
ric ~sayp–n1) junction, the breakdown fieldEB of the junc-
tion, i.e., the corresponding value of the electric fieldE(x) at
the metallurgical interface (x50) of thep–n1 junction can
be determined, for a specified dopant concentrationN in the
p layer, from the condition

F~«,Eg ,N,EB![S 5«0«

6q106D 4S 1.1

Eg
D 6S EB

105D 8
1

N
51, ~1!

where« is the dielectric constant. Here and below we ad
the following units of measurement, which are conveni
for this topic:2 energy~eV!, electric fieldE ~V/cm!, electron
changeq ~C!, permittivity of free space«0 ~F/m!, a andb
~1/cm!, mean free pathsle and lh of electrons and holes
between scattering events on phonons~cm!, and concentra-
tion (cm23). Relation ~1! does not take into account th
multiplication of carriers in then1 layer; this simplification
is justified by the fact thatE(x) falls off more rapidly with
depth in then1 layer than in thep layer and by the sharp
field dependence ofa(E) and b(E).1–6 in Refs. 7 and 8
the multiplication was taken into account in both parts of
p–n junction. The electron and hole multiplication coef
cientsMe and Mh depend sharply onEB ~Ref. 9!, as does
~for V>VB) the interband tunneling current, which is su
stantial even in structures with values ofEg that are not
small.6,10,11 This is the case, for example, in th
InP/In0.43Ga0.47As heterostructures that are widely used
optical communications.6

Sincea andb also depend sharply onEg ~Ref. 1–6!, the
breakdown fieldEB

(N) of a p–n heterojunction can be dete
mined to a certain approximation by substituting the para
eters of the narrow-gap layer into Eq.~1! ~the parameters o
the narrow-gap (N) and wide-gap (W) layers are denoted b
indicesN andW). However, the degree to which theW layer
influences the value ofEB

(N) and hence the carrier multipli
cation coefficients has not been analyzed before. In
present paper we give the results of such an analysis.

The problem is of interest physically for the followin
reasons:
6681063-7850/98/24(9)/3/$15.00
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1. in passing through the heterointerface (x50) the car-
riers can acquire energy on account of the jump in the ene
of the bottom of the conduction band,DEc , or of the top of
the valence band,DEv ~Fig. 1!.

2. As a rule, «N.«W ~Refs. 12–16!, and therefore
EW /EN5«N /«W.1, whereEN andEW are the fields at the
heterointerface in theN andW layers~Fig. 2!.

3. The breakdown field of thep–n heterojunction should
also be affected by the difference in the concentrations
dopantsNN andNW in the narrow-gap and wide-gap layer
respectively.

Suppose that the currentJ through the heterojunction is
initiated by the currentJini of minority carriers~electrons!
leaking into the space-charge region of then layer ~Fig. 1!.
This assumption, as analysis shows and as one would ex
does not affect the breakdown field~as is also the case fo
homojunctions; see Refs. 2–8 and 17. Most likely it is eith
the case that only carriers of one type acquire an ene
incrementDE upon passage through the heterointerface
else the incrementDE for the carriers of the other type i
much less than the ionization threshold energyEi ~Refs. 14–
16!. Therefore, let us assume for the sake of definiteness
it is only the holes that undergo this additional~non-field-
related! jumplike heating~Fig. 1!. We write

Je
~N,W!~x!5J2Jh

~N,W!~x!, Jh
~N!~0!5Jion1Jbal~0!, ~2!

whereJe
(N,W) andJh

(N,W) are the electron and hole currents
theN andW layers,Jion is the total~net! current of holes that
cause impact ionization immediately after crossing the h
erointerface and of holes that have arisen as a result of
pact ionization; in this case their energyE is close toE v

(N) ;
Jbal(0) is the current of holes that enter theN layer ballisti-
cally, which either collide with phonons at a distance of t
order oflh

(N) or, as they are heated by the field, bring abo
impact ionization.

Let r be the fraction of the hole currentJh
(W)(0) due to

holes which, on account of the jump inEv , cause impact
ionization at the pointx50 of the narrow-gap part of the
space-charge region. This means that
© 1998 American Institute of Physics
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Jion52rJh
~W!~0!, Jbal~0!5~12r !Jh

~W!~0!,

Jh
~N!~x1!5¸Jh

~W!~0!, ~3!

where ¸511r 1(12r )r, rJbal(0)5Jh
(N)(x1)2Jh

(N)(0) is
the total increment to the currentJh

(N)(x), attained at a dis-
tancex1 from the heterointerface much less than the thi
ness of theN part of the space-charge region, due to ioniz
tion by holes of the initial currentJbal(0), conditions being
such that the maximum possible energy that can be acqu
by the carriers in the electric field over the lengthx1 is far
from sufficient for impact ionization. Therefore, we ca
write2–8,18 that

J5Mh
~N!Jh

~N!~x1!1Me
~N!Jini5Me

~W!Je
~W!~0!, ~4!

whereMe,h
(N,W) are the electron and hole multiplication coe

ficients relating to the passage of these particles through
N or the W part of the space-charge layer. It follows fro
relations~2!–~4! that the breakdown field is determined b
the equation

FIG. 1. Ratiod[EB
(N)/EB0

(N) of the breakdown fieldEB
(N) in the narrow-gap

(N) part (p type! of GaAs/Ge and GaP/Gep–n heterojunctions to the value
EB0

(N) of the breakdown field calculated without taking carrier multiplicati
in the wide-gap (W) part (n type! of the heterojunctions into account, plo
ted as a function of the dopant concentrationNN in theN layer with the use
of the Wolf ~W! and Shockley~Sh! approximations of the energy distribu
tion functions of the carriers, respectively. It is assumed that the do
concentration in theW layer isNW51015 cm23, that the mean free pathlh

between scatters on phonons is 831027 cm in Ge, 431027 cm in GaAs,
and 3.531027 cm in GaP~Ref. 5!, that the ionization threshold energy fo
holes in germanium isE ih

(N,W)51.3 eV~Ref. 5!, that the jumpDEv of the top
of the valence band at the metallurgical boundary (x50) is 0.7 and 1.44 eV
for GaAs/Ge and GaP/Gep–n heterojunctions, respectively,16 and that the
ratio K5b/a of the impact ionization coefficients for holes (b) and elec-
trons (a) is equal to 2 in Ge6,22 and to 1 in GaAs and GaP.6 The inset shows
the band diagram of thep–n heterojunction in the working regime, wher
LN andLW are the thicknesses of the space-charge regions in theN andW
layer of thep–n heterojunction, respectively.
-
-

ed

he

Me
~W!5~Me

~W!21!¸Mh
~N! . ~5!

For a number of semiconductors, e.g., for Ge, Si, In
In0.53Ga0.47As, GaAs, and GaP, an approximate relati
holds betweena andb ~Ref. 19!. That relation can be use
to derive numerical expressions forMe and Mh in a p–n
homojunction8 which are in quantitative agreement with th
earlier results of numerical calculations20 and experimental
data.21–26 Following Ref. 8, one can use this relation to o
tain

Me
~W!5

KW~EW!21

KW~EW!2GW
, Mh

~N!5
KN~EN!21

KN~EN!2GN
GN , ~6!

whereKN,W(E) is the ratio ofb to a in theN andW layers,
and

GN,W5exp$F~«N,W ;E g
~N,W! ;NN,W ;EN,W!ln~KN,W~EN,W!!%.

~7!

To determine the possible values of¸ it is sufficient to
consider the Wolf27 ~W! and Shockley28~Sh! approximations
for the energy distributions of the carriers~the limiting cases
of strong and weak fields3–6,29!.

nt

FIG. 2. Carrier multiplication coefficientsM in GaAs/Ge and GaP/Gep–n
heterojunctions as functions of the multiplication coefficientM 0 calculated
without taking into account the multiplication of carriers in the wide-g
(W) part (n type! of the heterojunctions. W and Sh are the Wolf and Sho
ley energy distribution functions of the carriers, respectively. It is assum
that the concentration of the dopants in theW andN layers are 1015 cm23,
while the remaining parameters have the same values as
Fig. 1. The inset shows an illustration of the electric fieldE(x) in the
space-charge region, whereLN and LW are the thicknesses of the spac
charge region in theN andW layers of thep–n heterojunction, respectively
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W. The dissipation of the carrier energy on phonons
unimportant,3–6,27,29and sor51 and hencȩ 52.

Sh. Since forE.El the impact ionization cross section
ordinarily a very sharply rising function ofE ~Ref. 3–6!, the
holes will cause ionization almost immediately after atta
ing the threshold energy. This allows us to write

r 5

E
E ih

~N!
2DEv

E ih
~W!

f ~E!dE

E
0

E ih
~W!

f ~E!dE
,

Jbal~x!5Jbal~0!expS 2
x

lh
~N!D F~x!

F~0!
, ~8!

where

f ~E!5exp$2E/lh
~W!E%, F~x!5E

0

Ẽ~x!
f ~E!dE,

Ẽ~x!5E ih
~N!2DEv2Eyx, ~9!

andE ih
(N,W) are the ionization threshold energies for holes

the N andW materials. In the second of Eqs.~8! the second
and third factors characterize the decrease in the ballistic
of the holes owing to their scattering on phonons and
impact ionization events caused by them, respectively. Us
expressions~8! and ~9! and the inequalityf (E ih

(N)2DEv)
! f (0), we findthat

r 5expS 2
«W

«N

E ih
~N!2DEv

qlh
~W!EN

D , r52
r 2r a

a21
, a5

«Nlh
~W!

«Wlh
~N!

.

~10!

The expressions obtained above can be used to exp
NN explicitly in terms ofEB

(N) and thereby to determine ea
ily the dependence ofEB

(N) on NN . It is see from Fig. 1 that
the error in the value ofEB

(N) due to neglect of carrier mul
tiplication in theW layer increases, naturally, with increasin
NN and already amounts to approximately 20% atNN

5NW . Because of this, condition~1! cannot be used even fo
an order-of-magnitude estimate of the carrier multiplicat
coefficients, and the situation becomes worse~even by orders
of magnitude! asE g

(W) increases~Fig. 2!. A similar situation
exists for the tunnel currents under conditions of avalan
multiplication of carriers.
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Using a factorized finite-volume method of solving th
Reynolds equations closed by a two-parameter dissipa
model of turbulence, we analyze the lowering of the fron
drag of a cylinder containing vortex cells when the bound
layer is controlled by utilizing provisions for the suction
fluid at the central shaft of the cell.

Methods of decreasing the drag of a profile by contr
ling the turbulent boundary layer by the blowing and suct
of fluid in the wall layers are well known in aerodynamic
For practice purposes, however, these methods have not
developed very far. The growing interest in vortex traps
curvilinear surfaces of objects has stimulated the use of
tion of the fluid as an instrument for intensifying the flow
these traps.

In the present study we employ numerical simulati
methods to pose and solve the related problem of the in
ence of large-scale trapped vortex structures on the turbu
flow of an incompressible viscid fluid around an object a
on the aerodynamic drag of an object of classic geometry
a circular cylinder — for different positions of a circular ce
with respect to the center of the cylinder~Fig. 1a!. The vor-
tex cells under discussion have a central shaft of the s
geometry, with provisions for suction of the fluid over th
entire contour of the shaft~Fig. 1b and 1c!.

The algorithm that was devised is based on the fin
volume method of solving the Reynolds-averaged Navi
Stokes equations closed with a high-Reynolds two-param
dissipative model of turbulence, utilizing the concept of d
composition of the computational region and the genera
in substantially different-scale subregions of overlapp
multigrid oblique-angle meshes of the same type~viz., of the
O type!. The system of initial equations is written in dive
gence form for the increments of the dependent variables
covariant components of the velocity and pressure. Such
approach is characterized by a more exact representatio
the flows through the faces of the computational cells.

In the approximation of a source term, which in the ca
of the steady-state problem is the right-hand side of the eq
tions for the momentum, convective flows were calcula
with a one-dimensional counterflow quadratic interpolat
scheme, which was proposed by Leonard.1 It should be noted
that the Leonard scheme should be applied not to the c
riant but to the Cartesian components of the velocity, oth
wise failure of the ‘‘uniform flow’’ test could occur. For this
reason, and for convenience of computer programming
6711063-7850/98/24(9)/3/$15.00
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was proposed to determine the Cartesian projections of
vector source term and then to project it onto the axes o
curvilinear coordinate system. In the discretization of t
convective terms of the transport equations of the turbule
characteristics, we used both the aforementioned Leon
scheme and also the UMIST scheme, which is a modifi
TVD scheme.2

The proposed computational model is based on the c
cept of splitting according to physical processes and
implemented in the SIMPLEC pressure-correction pro
dure. The characteristic features of this iterative algorit
are that the provisional velocity components for the ‘‘fr
zen’’ pressure and turbulent-viscosity fields are determin
at the ‘‘predictor’’ step and the pressure is subsequently c
rected on the basis of a solution of the continuity equat
with corrections to the velocity field. The computational pr
cess is devised so that in one ‘‘predictor’’ step there
several local iteration steps in the pressure-correction r
tine. Then, in solving the transport equations of the turb
lence characteristics the turbulent vortical viscosity is re
termined. The computational procedure utilizes the meth
of global iterations over subregions with a subsequent in
polation of the dependent variables in the zones where
subregions overlap.

The choice of a centered pattern with the dependent v
ables referenced to the center of the computational ce
motivated by the fact that it tends to simplify the compu
tional algorithm and reduce the number of computatio
operations. In this approach the pressure oscillations
eliminated by the Rhee–Chow approach. A high stability
the computational procedure is ensured by the use of sin
sided counterflow differences for discretization of the co
vective terms in the implicit part of the equations for th
increments of the unknown variables, by the damping of
nonphysical oscillations through the introduction of artific
diffusion in the implicit part of the equations, and by the u
of stabilizing pseudo-time terms. The computational e
ciency of the computational algorithm is also enhanced
the method of incomplete matrix factorization in the Sto
version ~SIP! for solving systems of nonlinear algebra
equations. The standard method of near-wall functions1 was
used in the calculations.

In solving the problem of the turbulent flow around
transversely oriented cylinder, for a more exact resolution
the structural elements of different scales it is helpful to tr
© 1998 American Institute of Physics
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separately a near-wall region with a thickness of appro
mately 0.1 times the cylinder diameter~which is chosen as
the characteristic dimension!, an intermediate circular regio
encompassing the attachment zone in the near wake be
the cylinder, and a peripheral annular zone whose o
boundary lies at a sufficient distance~of the order of 50–
100! from the object. The introduction of an annular zo
~Fig. 1c! or equivalently the construction of multigri
meshes is motivated not only by the faster convergenc
the solution of the problem because of the smaller numbe
computational cells required but also, and more importan
by the adaptation of the local mesh to the characteristic
the particular structural element of the flow which is bei
mapped: the boundary layer on the surface of a cylinder,
return flow in the wake, and the flow around the object a
large distance from it. It should be noted that the resu
presented in this paper were obtained on the assumption
a symmetric regime of flow around the cylinder is realize
This permits some simplification of the solution of the pro

TABLE I. Results of numerical and experimental studies of the integ
characteristics of turbulent flow around a circular cylinder in a transve
flow.

Re Mesh Cx Cx f Xs Source

10 000 Multigrid 0.686 0.024 3.96 Present study
10 000 100362 0.743 0.011 5.00 Ref. 3
14 500 – 0.72 – – Ref. 4

FIG. 1. Fragment of the contour of a cylinder with a vortex cell~a!, a sketch
of the cell with the notation and a fragment of the composite mesh~b!,
which consists~c! of two-grid ~1,2! mesh around the cylinder and the me
in the vortex cell~3!.
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lem by considering the flow in a single half plane. Numeric
simulations carried out without making use of this assum
tion confirm the validity of this approach.

One can state a requirement on the mutual positioning
the zones: the region in which adjacent zones are superp
should include around 3–4 cells of each zone, so that
total overlap region contains of the order of 6–8 compu
tional cells. If this requirement is not met and the number

FIG. 2. Comparison of the patterns of turbulent flow around a cylinder w
a vortex cell~for Un50.05 andXb50.1) and a smooth cylinder~a!; the
frontal drag coefficientCx of the cylinder as a function of the position o
the vortex cells~b!: 1 — Un50, 2 — 0.0125,3 — 0.025,4 — 0.0375,
5 — 0.05; and as a function of the suction velocity~c!: 1 — Xb520.2;
2 — 0; 3 — 0.2.
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cells is smaller than that indicated, then the process of in
mation transfer between zones breaks down. The oppo
case, choosing too large a number of cells in the ove
region, is a waste of computational resources. In the pre
study the number of mesh points in the outer zone
15340, the number in the intermediate zone is 60380, and
the number in the near-wall zone is 21380. The step nea
the wall is 0.0005.

Inside the vortex cells the mesh is constructed uniform
in the circumferential direction toward the radius~the chosen
number of mesh points is 21!. The number of mesh point
~15! on the cut throuh the cavity is specified. The total nu
ber of mesh points in the circumferential direction is th
calculated from the condition that the angular step be eq
The diameter of the vortex cell is taken equal to 0.2. T
diameter of the central shaft is 0.1. In all cases the cells
distributed inside the cylinder at a depth of 15% of the tra
verse dimension of a cell (y050.7ax). Different positions of
the cells are considered, characterized by a distanceXb from
the forward critical point of the cylinder to the rear edge
the cell ~Fig. 1b!. Also, the normal componentUn of the
suction velocity at the central object of the cell is also vari
The Reynolds number is specified as 104. An analysis~see
Table I! of the calculated coefficients of frontal dragCx ,
frictional drag Cx f , and detachment zone lengthXs in the
near wake behind the cylinder in comparison with the av
able computational3 and experimental4 data for roughly simi-
lar values of Re shows that the computational algorithm
vised here is suited to the task.

Placing a vortex cell on the contour of a cylinder in
flow in the absence of suction can reduce the frontal drag
approximately 10% if the cell is in a forward position. The
the observed effect is analogous to the lowering of the d
of an object with a forward separation zone~an object con-
r-
ite
p
nt
s

y
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sisting of two disks or a composite of a disk and a cylinde!.1

However, this effect is weakly expressed because the ci
lational flow in the cell is not well developed. Suction o
fluid at the central shaft of the cell will bring about a grow
ing intensification of the flow in the bucket, and with increa
ing suction velocity the local minimum of the frontal drag
a cylinder with cells~Fig. 2b! is shifted toward a rearward
position of the cell on the contour of the cylinder~at a con-
stant suction velocity!. The reason lies not only in the redis
tribution of the local loads inside the vortex cells but also
a change of the pattern of the flow around the cylinder
follows from Fig. 2a that enhancing the momentum of t
turbulent flow in the near-wall zone of the cylinder due to t
intense return flow in the cell substantially deforms the
gion of detached flow in the near wake behind the cylind
It should be emphasized that the drag of the cylinder falls
by nearly half, and for a central position of the vortex cell
the contour of the cylinder the drag of the cylinder remains
a nearly constant level over a considerable interval of suc
velocities~Fig. 2c!.

This study was carried out with the financial support
the Russian Fund for Fundamental Research under Pro
Nos. 96-01-01290 and 96-01-00298.
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A new method of measuring the phase nonreciprocity in a passive ring resonator using a light
source of low coherence is described. The method provides effective suppression of
noise from the backscattering of light in the ring resonator and insensitivity of the interferometer
to excursions of the resonance frequencies of the resonator due to reciprocal effects~e.g.,
thermal expansion! and also permits modulation and compensation of the phase nonreciprocity
by using a device outside the resonator to shift the frequency of the light. One version of
a low-coherent resonance ring interferometer is examined, viz., a two-transit asymmetric
interferometer with a rotating mirror. ©1998 American Institute of Physics.
@S1063-7850~98!00409-1#
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Optical ring interferometers are widely used in phys
and technology, mainly as optical rotation sensors.1 Recently
more and more attention is being devoted to ring interfero
eters based on passive Fabry–Perot ring resonators~passive
resonance ring interferometers, or PRRIs!. PRRIs have a
number of important advantages over ring lasers and Sa
interferometers; in contrast to the first there is no locking
counterpropagating modes in them, and unlike the sec
they are many times more sensitive at the same dimens
of the sensitive loop. Interest in PRRIs is also being stim
lated by the advent of optical ring resonators with excepti
ally high Q factors; today there are known mirror ring res
nators with a finesseF;106 ~Ref. 2!, and fiber-optic ones
with F;103 ~Ref. 3!. One expects that PRRIs will find wid
application in physics and engineering if the difficulties s
present can be overcome. The greatest difficulties stem f
the high noise level of the interference of backscattered l
in the ring resonator and from the sensitivity of PRRIs
excursions of the resonance frequencies of the ring reson
owing to reciprocal effects, e.g., thermal expansion. T
main reason that these difficulties arise is due to the us
highly coherent light sources with spectra much narrow
than the resonance of the ring resonator.4

In this paper we describe a new method of measuring
phase nonreciprocity in PRRIs, based on the use of w
band light sources such as superradiant diodes, the spe
width of which spans many resonances of the ring resona
The basic idea of the method is illustrated in Fig. 1, wh
shows one of the possible layouts of a PRRI with a wid
band light source~a fiber-optic version!. Light from the
sourceS passes through a 50% couplerC and a weak cou-
pler C1 and enters the ring resonatorR, through which it
travels in a clockwise direction, and then is coupled o
through couplerC2, is sent through a frequency shifterFS,
reflects off a rotating mirrorRM, passes once again throug
the frequency shifterFS, and returns to the resonator, b
now in a counterclockwise direction, is coupled out throu
couplerC1, and passes through couplerC onto a photode-
tector PD. It is known that the transmission spectrum of
high-Q optical resonator is a set of narrow lines of transp
6741063-7850/98/24(9)/2/$15.00
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ency, the center frequencies of which are the eigenfrequ
cies of the resonator and whose width isF times smaller than
the distance between adjacent lines~Fig. 2!. For this reason,
all the light power incident on the rotating mirror will b
concentrated in the transmission lines of the resonator for
clockwise directions. In the presence of phase nonrecipro
these lines turn out to be shifted relative to the transmiss
lines of the resonator for the counterclockwise direction, a
that leads to a decrease in the illuminance at the photode
tor on account of the decrease in the area of overlap betw
the lines of radiation entering the resonator from the rotat
mirror and the transmission lines of the resonator in
counterclockwise direction. The frequency shift imposed
the light by the frequency shifterFS upon reflection from the
rotating mirror also has the same effect. The total light pow
reaching the photodetector is

Pout5E 1

2
T2~v!T1~v1V!

1

2
P0~v!dv, ~1!

wherev is the frequency of the light,P0(v) is the spectrum
of source1; V is the frequency shift imposed on the light b
the frequency shifterFS; T6(v) is the transmission spec
trum of the ring resonator in the clockwise~1! and counter-
clockwise~–! directions. In the case when the dispersion
the refractive index in the material of the sensitive loop a
the dependence of the phase nonreciprocity on the freque
of the light can be neglected, the expression for the out
power takes the form

Pout~DF!5
p

16F

P0

11~F/p!2sin2~DF/2!
, ~2!

whereP05*P0(v)dv is the total power of the source,F is
the finesse of the ring resonator5, which is determined by
the coupling coefficientK in the couplersC1 andC2 and by
the valueS of the relative loss per pass through the reso
tor:

F'
p

K1S
; ~3!
© 1998 American Institute of Physics
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andDF is the total effective phase nonreciprocity per rou
trip:

DF5Df1Dfeff , ~4!

whereDf is the phase nonreciprocity in the resonator, a
Dfeff is the effective nonreciprocity due to the frequen
shift of the light upon reflection from the rotating mirror:

Dfeff52p
nL

c
V, ~5!

wheren is the refractive index of the ring resonator,L is its
perimeter, andc is the speed of light in vacuum.

We note that the phase nonreciprocity in the resona
Df, and the effective nonreciprocity due to the frequen
shift on reflection from the rotating mirror,Dfeff , appear in
the expression~2! for the output power in absolutely th
same way. Because of this, modulation and compensatio
the phase nonreciprocity can be achieved by means of a
frequency shifterFS placed between the resonator and t
rotating mirror, so that the parasitic nonreciprocity in t
frequency shifter will not affect the operation of the interfe
ometer. Using for the compensating element a const
frequency-shifting device controlled by a sinusoidal volta
e.g., a Bragg acoustooptic cell, one can create a compen
PRRI with frequency output.

FIG. 1.

FIG. 2.
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The fundamental limit of observation of phase nonre
procity is determined by the shot noise of the light sourc

Dfsn'25A \cp

l0thFP0
, ~6!

where\ is Planck’s constant,l0 is the center wavelength o
the light source,t is the averaging time, andh is the quan-
tum yield of the photodetector. In a Sagnac effect measu
ment the limit of observation of a rotation is

Wsn'
c

A
A\cpl0

thFP0
, ~7!

where A is the area enclosed by the ring resonator. F
A51 m2, a finesse of the resonatorF5100, a wavelength
l051.5 mm, a source powerP05100 mW, and an averag
ing time t51 s, one getsWsn'331028 rad/s. The limiting
sensitivity of the interferometer proposed here is higher th
for a Sagnac interferometer by a factor ofF1/2 and lower by
the same factor than for a resonance ring interferometer
monochromatic light. The latter circumstance is due to
fact that only a 1/F fraction of the source power is utilized i
the proposed interferometer. Under conditions such that
noise of the interferometer is significantly higher than t
short noise, the improvement in sensitivity in comparis
with nonresonance ring interferometers turns out to be
same as in resonance interferometers for monochrom
light, i.e., approximately a factor ofF.

The main advantages of the proposed method over
existing schemes derive from the use of a broad-spect
source and consist in the following. First, the propos
method does away with the noise due to parasitic inter
ence of the backscattered light in the sensitive loop, whic
the main factor degrading the characteristics of ring interf
ometers for coherent light. Second, as can be seen from
mula ~2!, the proposed interferometer is practically insen
tive to excursions of the resonance frequencies of
resonator due to reciprocal effects, e.g., thermal expansio
the resonator, unlike schemes with a monochromatic sou
where the resonance frequency must be strictly tied to
frequency of the source. This increases the stability of
interferometer and makes it unnecessary to tune the reson
exactly to the center frequency of the source. In addition,
proposed method affords the possibility of achieving mod
lation and compensation using a device located outside
ring resonator, which permits lowering the modulation noi
and also to create compensated interferometric schemes
frequency output. It may be hoped that the proposed met
will find application in optical gyroscopy, where it can b
used to create fiber-optic and integrated optic resonance
roscopes with significantly improved characteristics, and a
in basic physical research on nonreciprocal optical eleme

1W. W. Chow, V. E. Sanderset al., Rev. Mod. Phys.57, 61 ~1985!.
2R. Anderson, H. R. Bilger, and G. E. Stedman, Am. J. Phys.62, 975
~1994!.

3Z. K. Ioannidis, R. Kadivar, and I. P. Giles, J. Lightwave Technol.14, 377
~1996!.

4K. Iwatsuki, K. Hotate, and M. Higashiguchi, Appl. Opt.23, 3916~1984!.
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Improvement of the conducting parameters of YBa 2Cu3Ox films grown on sapphire
through the use of a strontium titanate buffer layer

G. A. Ovsyannikov, A. D. Mashtakov, P. B. Mozhaev, F. V. Komissinski , Z. G. Ivanov,
and P. Larsen

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow, Russia
Chalmers Technical University, Go¨teborg, Sweden
~Submitted March 6, 1998!
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High-Tc superconducting films of YBa2Cu3Ox on sapphire with an additional buffer layer of
strontium titanate~actually, on heterostructures (100)SrTiO3/~001!YBa2Cu3Ox /
~100!CeO2 /(1102)Al2O3) are obtained by laser deposition, and their superconducting
characteristics are investigated. It is shown that that buffering the sapphire by a strontium titanate
film can raise the critical temperature of the YBa2Cu3Ox films by two degrees and give a
severalfold increase in the critical current density. ©1998 American Institute of Physics.
@S1063-7850~98!00509-6#
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Strontium titanate SrTiO3 ~STO! is one of the best sub
strate materials for growing epitaxial high-Tc superconduct-
ing ~HTSC! films. It has a cubic crystal lattice of the pero
skite type with a lattice parametera50.3904 nm that is only
slightly (,2.5%) different from the lattice constantsa andb
of the basal plane of the HTSC YBa2Cu3Ox ~YBCO!. The
coefficient of linear thermal expansion of STO (9
31026 K21) is also close to that of YBCO (12
31026 K21). The shortcomings of STO — its high dielec
tric constant and high microwave losses — limit its use
microwave technique. For such purposes sapphire and
con are more suitable substrate materials, and they are
siderably cheaper as well. When these materials are u
however, it is necessary to employ guard sublayers to
vent the diffusion of atoms of the substrate into the grow
HTSC film. One of the most often used materials for a gu
sublayer in the deposition of YBCO films on sapphire su
strates is cerium oxide CeO2, which has a cubic crysta
lattice ~of the fluorite type! with a lattice parametera
50.541 nm, differing by less than 1% from a translati
along the@110# direction of YBCO. It has been shown~see,
e.g., Refs. 1–4! that by using a (1102)Al2O3 (r plane! sub-
strate with a thin~30–50 nm! epitaxial sublayer of CeO2 one
can grow epitaxial films of~001!YBCO with good structural
and electrophysical parameters at temperatures of 7
770 °C. However, increasing the deposition temperat
above 800 °C to permit the growth of the highest-qua
films on STO substrates causes the properties of the YB
film to be degraded on account of the chemical interact
between the HTSC film and the CeO2 guard sublayer.3 To
prevent this interaction it has been proposed5,6 to use an ad-
ditional buffer layer of STO. In the present study we ha
obtained YBCO films on sapphire with an additional buff
layer of STO and have investigated their superconduc
characteristics. We have found that buffering the sapphire
6761063-7850/98/24(9)/3/$15.00
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an STO film can raise the critical temperature of YBC
films by two degrees and can increase the critical curr
density severalfold.

The YBCO, CeO2, and STO films were deposited usin
a KrF excimer laser~output wavelength 248 nm! with an
energy at the target of up to 3 J/cm2. The pressure in the
chamber was maintained constant in the interval 0.03
mbar, depending on the material being deposited. The s
strate lay at a distance of 50 mm from the target on a hea
susceptor, the temperature of which was held constant du
the deposition to a precision of 1 °C in the range 75
900 °C. To improve the thermal contact with the heater
substrate was fastened to the susceptor with silver paste
the end of the deposition the chamber was filled with oxyg
to a pressure of 800 mbar and the substrate was coole
room temperature at a rate of 15 °C/min. The thickness
the deposited films was 20–60 nm for the buffer layers a
120–200 nm for the YBCO film.

The structure of the grown films was investigated
x-ray diffractometry (u/2u scan!. The superconducting pa
rameters of the YBCO films~the critical temperatureTc and
the superconducting transition widthDTc) were determined
from measurements of the magnetic susceptibility of
films and of the temperature dependence of the resista
and critical current of bridges 4–8mm wide, obtained by
ion-beam etching of the YBCO films through a photores
mask.

Figure 1a shows the diffractograms obtained in au/2u
scan of a CeO2/STO buffer layer with a thickness of 430 nm
(301400) on anr -oriented sapphire substrate. The Ce2

had the ~001! orientation; no other orientations were o
served at the accuracy of the measurements. The upper
layer, however, grows in a mixed orientation of~110! and
~111!. Although the growth of STO films with a predominan
~001! orientation on a CeO2/Al2O3 heterostructure was re
ported in Ref. 7, the authors of that paper did not manag
eliminate the growth of extraneous~110! and ~111! orienta-
tions of STO. It may be that the disruption of epitaxi
© 1998 American Institute of Physics
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FIG. 1. X-ray diffractograms obtained in au/2u scan of the
following heterostructures: a — STO-400/CeO2-30/Al2O3; b —
STO-200/YBCO-50/CeO2-30/Al2O3; c — YBCO-150/STO-60/
YBCO-20/CeO2-30/Al2O3 ~the number after the name of the com
pound is the layer thickness in nm!.
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growth of STO on CeO2/Al2O3 is caused by the chemica
interaction of STO with CeO2 ~Ref. 5!. In several studies5,6

additional buffer layers have been used to ensure growt
the ~001! orientation of STO. Here we have used for th
purpose a thin~30 nm! layer of YBCO.

Figure 1b shows the diffractograms obtained in au/2u
scan of a STO/YBCO/CeO2/Al2O3 heterostructure with a
thick upper layer of STO. In addition to the (00n) peaks of
CeO2 one observes a pronounced system of (00m) peaks of
STO, the~002! peak of which is merged with the~006! peak
of YBCO. The main contribution to the intensity of that r
of

flection is from the STO, since the thickness of the STO fi
is substantially greater. A three-layer buffer of this type w
a 50 nm thickness of the STO layer was used for the de
sition of YBCO films 100–200 nm thick on sapphire. A
x-ray diffractogram of the entire heterostructure with an u
per layer of YBCO film is shown in Fig. 1c. The lattic
constants and half-widths of the most interesting reflecti
for all the layers of the heterostructure are given in Table

The critical temperaturesTc of the superconducting tran
sition of nine of the ten YBCO films deposited on an ST
buffer layer lay in the interval 89–90 K, while, as a rule, th
pti-

t of
FIG. 2. Temperature dependence of the magnetic susce
bility of a YBCO film on an STO/YBCO/CeO2/Al2O3

heterostructure and of the resistance and critical curren
a bridge 7mm wide made from the same film.
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critical temperature for films deposited on CeO2 have not
exceeded 88 K.2,3 Figure 2 shows the dependence of t
magnetic susceptibility of YBCO films 120 nm thick and th
superconducting parameters~resistance and critical curren!
of a bridge 7mm wide made from the same film by ion-bea
etching through a photoresist mask. It is seen that the crit
temperature of the entire film, as determined from the m
netic measurements (Tcm588.0 K!, is somewhat lower than
the value (Tc0589.6 K! determined from the condition o
zero resistance of a bridge 7mm wide. The difference of
these temperatures,Tcm2Tc051.6 K, together with the
width of the resistive superconducting transitionDTc52.8
K, defined as the temperature interval between the 0.9
0.1 levels of the resistance of the bridge forT.Tc , can
serve as a measure of the nonuniformity of the supercond
ing parameters of the film over the area of the substrate.
superconducting critical current densityj c has a value of
23106 A/cm2 at liquid-nitrogen temperature and increas
almost linearly with decreasing temperature, reaching
value of 1.43107 A/cm2 at liquid-helium temperature
~Fig. 2!. We note that in the case of a single-layer Ce2

TABLE I. Crystallographic parameters of the films, determined from
x-ray diffractograms obtained in au/2u scan.

Film Film Index of Lattice Half-width of
material thickness, nm reflection parameter, nm reflection, d

CeO2 30 ~002! 0.504 0.37
YBCO* 50 ~005! 1.171 0.47
STO* 200 ~002! 0.391 0.23
YBCO 150 ~005! 1.173 0.28

*The parameters of the YBCO and STO buffer layers were determined
separate experiment.
al
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ct-
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buffer on sapphire,j c was equal to 106 A/cm2 at T577 K.
Thus we have shown experimentally that the use o

complex buffer with an upper layer of strontium titana
makes it possible to grow epitaxial films of the HTSC YBC
of higher quality than can be grown on a single buffer lay
of cerium oxide. The proposed method can be used in
growth of HTSC films of YBCO for passive microwave ele
tronics ~filters, resonators, switches, etc.!. By varying the
thicknesses and deposition conditions of the buffer layers
in particular, by depleting the STO of oxygen to lower i
dielectric constant8 — one can regulate the parameters
microwave devices on sapphire.
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Influence of accidental impurities and defects on the low-frequency dielectric relaxation
in the ferroelectric Cd 2Nb2O7

N. N. Kolpakova, M. Wiesner, A. O. Lebedev, P. P. Syrnikov, and V. A. Khramtsov
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It is shown that accidental impurities and structural defects~cation vacancies! formed in the
(CdO8)n2 sublattice during synthesis enhance the relaxation properties of the system nearTCurie

and suppress the ferroelectric phase transition. ©1998 American Institute of Physics.
@S1063-7850~98!00609-0#
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The relaxor behavior of ferroelectric materials h
stimulated enormous interest both from the standpoint of
cidating the microscopic mechanism of the extraordinary
electric relaxation and ascertaining the interrelationship
tween the ordered~ferroelectric! and disordered~relaxor!
states of the system1–4 and also in connection with divers
applications of ferroelectric materials in electronics a
modern device engineering, where their electrical proper
and domain structure are utilized.4–6

A characteristic feature of all relaxor systems is a cert
degree of disorder of the crystal structure. Relaxor beha
of solid solutions of the Pb~Mg1/3Nb2/3)O3, Pb~Sc1/2Ta1/2)O3,
and ~Pb,La!~Zr,Ti!O3 with the perovskite structure~phase
formula AMO3, Oh

1-Pm3m) is due to the nonuniform distr
bution of the different species of cations in the M sites and
enhanced in the presence of cation vacancies in the
sites.1–4 The relaxor behavior of Cd2Nb2O7, which has the
pyrochlore structure~general formula A2M2O6Z, Oh

7-Fd3m),
is ascribed to disorder in the orientation of the chains
dipoles O~7!–Cd–O~7! along axes of the@111#cub type ow-
ing to the dynamic displacements of the Cd21 ions relative to
the central positions in the (CdO8)n2 sublattice.7,8 The na-
ture of the structural disorder in this material suggest
strong influence of accidental impurities and vacancies in
A sites on the behavior of the dielectric relaxation. This
also indicated by a number of experimental facts that h
not yet received the requisite attention and have there
escaped study. For example, the maximum dielectric c
stant «max8 in this compound, according to differen
investigators,8–11 ranges from 1500 to 20 000. Another pec
liarity is that crystals grown in different runs have differe
coloration~colorless, yellow, orange!, apparently on accoun
of uncontrolled impurities and lattice defects arising in t
synthesis.8,9,12–14At the same time, the existence of a rel
tion between these characteristics of the material could
vide information about the role played by disruptions of t
(CdO8)n2 and (NbO6)n2 sublattices in the relaxor behavio
of the system and about the transformation of the relaxor
ferroelectric states. To shed some light on these question
have in the present study performed an x-ray structu
analysis of crystals of different colors and an investigation
6791063-7850/98/24(9)/4/$15.00
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the optical absorption~340–700 nm! and dielectric response
of the system in the radio frequency range~250 Hz–2 MHz!.

The crystals were grown by spontaneo
crystallization.9,10,13 The solvent used was cadmium bora
in an excess amount so as to compensate for the loss o
during synthesis. Analysis of the synthesis conditio
showed that when starting materials with the same degre
purity are used, the crystals were colorless in those ca
when the synthesis was carried out at 1270 °C with a sub
quent slow cooling to 850 °C, but when the synthesis con
tions were changed~the temperature of the melt was lowere
and/or the rate of cooling was increased! the crystals had
yellow or orange coloration to varying intensity.

X-ray powder diffractometry confirmed that the synth
sized crystals have the pyrochlore structure, and no o
phases were observed~Fig. 1!. The lattice parameter of the
crystals at room temperature was determined by the me
of approximation~the reflections1022, 1060, 1062, 1200,
1240,1066,1244) and with the use of an internal Si standa
~the 1244 reflection for Cd2Nb2O7 and 444 for Si!. The val-
ues of the lattice parameter obtained by the two meth
(a510.37260.002) agree with each other. For all the cry
tals this parameter has the characteristic value for p
Cd2Nb2O7 ~Ref. 9!. The phase transition temperatures in t
colorless and colored crystals are also practically
same.8,12–14On the other hand, it is known that upon subs
tution of more than 0.5 mol.% of the cations in the A or
sites of this pyrochlore, the lattice constant increases andTc

always decreases.9 The absence of such changes in the s
thesized crystals allows us to regard them as nominally p
with an impurity content of less than 0.5 mol.%.

According to the optical characteristics, the crystals
divided into three groups~Fig. 2!. In the colorless crystals
the absorption edge is observed near 350 nm. In the colo
crystals the absorption edge is shifted to longer waveleng
and a wide absorption band appears in the region 380–
nm. The more intense the coloration of the yellow crysta
the more intense is this band. In the orange crystals this b
is more intense and wider~350–520 nm!. After annealing in
an oxygen atmosphere at 800 °C for 20 h, the spectral c
position of the wide band in the yellow crystals became m
© 1998 American Institute of Physics
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FIG. 1. Line diagram of Cd2Nb2O7 crystals of different colors at
room temperature~DRON-2 diffractometer, CuKa radiation!: 1 —
colorless,2 — light yellow, 3 — yellow, 4 — orange,5 — dark
orange.
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like that typically seen in the orange crystals, while the sp
trum of the orange crystals changed less noticeably. Ap
ently annealing leads to both an ordering of the impur
distribution and to a change in the valence of the impu
ions. The similarity of the behavior of the optical absorpti
spectra suggests that the same mechanism gives rise t
wide bands and, accordingly, to the accidental impurities
defects in the crystals of different colors. This refers first
all to those impurities and defects which are due to the f
tures of the material being synthesized and of the synth
technology. In Cd2Nb2O7 one has the interesting limiting
case in which the M51 cation~0.66 Å! has the maximum and
the A21 cation ~0.99 Å! the minimum admissible radius fo
formation of the pyrochlore structure.9,15 Since borates are
used in the synthesis, the boron ions B31 ~0.2 Å!, owing to
their very small size, can occupy the A sites simultaneou
with the cadmium ions, causing a noncentral displacem
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d
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of the latter. The cadmium ions can also be replaced
substituent ions with variable valence, Fe31 ~0.67 Å!,
Fe21 ~0.80 Å! ~the orange crystals!,14 Nb41 ~0.67 Å!, Nb21

~0.95 Å!,12 or V31 ~0.67 Å!, V21 ~0.72 Å! ~the yellow crys-
tals! as accidental impurities. In the presence of B31 ions
such a substitution not only preserves the stability of
structure but increases the disorder of the structure in res
to the composition of the cations and the dynamic displa
ments and gives rise to vacancies in the A sites becaus
the smaller total ionic radius.2,3 It is not ruled out that there
are also defects in the form of Cd and O vacancies in
amount not affecting the stoichiometry of the crystals.9,15

The dielectric response of the system is of the sa
character in all the investigated crystals~Fig. 3a!: the anoma-
lies atTs5205 K andTc5196 K correspond to phase trans
tions, and the peak atTmax5190 K ~at a frequency of 1 kHz!
corresponds to the relaxation maximum.7,8 In the colored
nt
FIG. 2. Optical absorption spectra of crystals of differe
colors at room temperature~standard Hitachi spectro-
photometer!: 1 — colorless,2 — light yellow, 3 — yellow,
4 — orange.
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FIG. 3. Temperature dependence of«8 and tand at a frequency of 1
kHz ~a,b! and Cole–Cole diagrams atT5180 K near the relaxation
maximumTmax,Tc ~c! for crystals of different colors. Natural slabs o
the (111)cub type with deposited Au electrodes were investigated w
an HP-4284A capacitive bridge.Eac52 V/cm. The rate of cooling and
heating was 0.5 K/min.1 — Colorless,2 — yellow, 3 — dark orange.
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crystals, however, the value of«(T) is greater than in the
colorless crystals~especially nearTmax), and the maximum
at Tmax is narrower; the maximum in the temperature dep
dence of tand in the colored crystals is shifted to highe
temperatures. Dielectric relaxation processes due to the
laxor properties of the system~10 kHz–100 Hz!7,8 in the
orange crystals are dominant even nearTc , and they sup-
press the contribution of the ferroelectric phase transition~2
MHz–10 kHz! ~Fig. 3!. This shows that accidental impuritie
-

re-

~e.g., B31, Fe21, Nb41, Nb21, V21) and structural defects
~cation vacancies! formed in the (CdO8)n2 sublattice during
synthesis increase the degree of disorder of the structur
this sublattice and enhance the relaxor properties of the
tem. A direct confirmation of such an interrelationship wou
come from analysis of the chemical composition and str
ture of the crystals by the method of analytical electron m
croscopy~TEM! ~see, e.g., Ref. 16!. The evolution of the
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dielectric relaxation processes upon substitution of atom
smaller radius~in view of the size of the boron ions! for less
than 0.5 mol.% of the Cd21 ions also indicates that th
dynamic displacements of the cations in the (CdO8)n2

sublattice underlie the relaxor behavior of this system.
This study was done with the financial support of t

Russian Fund for Fundamental Research~Project 97-02-
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Spectral aspect of the onset of subharmonic Shapiro steps in a chain of Josephson
junctions connected in parallel
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M. V. Lomonosov Moscow State University, Moscow
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A chain of parallel-connected Josephson elements described by a resistive model is considered as
a model for high-temperature Josephson junctions. The calculated spectra of the Josephson
generation can account for the experimentally observed subharmonic Sapiro steps on the
current–voltage characteristic and for their aperiodic dependence on the external magnetic
field. © 1998 American Institute of Physics.@S1063-7850~98!00709-5#
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INTRODUCTION

Josephson junctions formed at the grain boundaries
tween two high-temperature single-crystal superconduc
films with different directions of the crystallographic ax
ordinarily have nonhysteretic current–voltage characteris
similar to the typical characteristic of microbridge Josephs
junctions. Therefore, weak links of this kind are ordinar
described using the so-called resistive model of a Josep
junction.1 In the resistive model, applying an external mon
chromatic rf signal to a Josephson junction will give ri
only to harmonic Shapiro steps on the current–voltage c
acteristic, by virtue of the specific character of the spectr
of Josephson generation in the autonomous regime:

Vk[Vk /Vc52v/~ i 1v ! uku, ~1!

wherevk is the normalized value of the amplitudeVk of the
kth harmonic of the voltageV(t) across the Josephson jun
tion, Vk[I cRn is the characteristic voltage,I c is the critical
6831063-7850/98/24(9)/4/$15.00
e-
g

s
n

on
-

r-

current,Rn is the resistance in the normal state,v5V/Vc ,
andi 5I /I c , where, in turn,I is the dc bias current, andV is
the dc component of the voltage. For such a spectrum of
Josephson generationV(t) the spectrum of the inverse quan
tity @V(t)#21 will contain only the dc component and th
fundamental harmonic (k51). This is the reason why ther
are only harmonic Sapiro steps, for which the frequencyv of
the Josephson generation is an integer multiplen times
the frequency of the external signal, wheren51,2,3, . . .
~Ref. 1!.

At the same time, the experimentally measured curre
voltage characteristics of Josephson junctions based on h
temperature superconductors also exhibit large subharm
steps (n51/2,1/3, . . . ). There are two approaches taken
explain these results. In one approach the presence of
subharmonic steps is attributed to a nonsinusoidal chara
of the dependence of the superconducting component of
current on the Josephson phasev ~Ref. 2!, whereupon the
cy
on
FIG. 1. Height of the Shapiro steps versus the amplitude of the microwave signal at a frequencyV51.5Vc , where the characteristic Josephson frequen
Vc[(2p/F0)I cRn . a: Numerical simulation for a two-junction chain withl[6 andFe5F0/2; b: experimental results for a YBCO biepitaxial Josephs
junction; c: a biepitaxial Josephson junction. The shaded region to the left of the step is rotated in the crystallographic planea–b by 45° relative to the
adjacent regions; this leads to the formation of the Josephson junction.
© 1998 American Institute of Physics
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expression~1! for the spectral components of the Josephs
generation breaks down. In the other approach it is propo
to model the Josephson junction by a chain of paral
connected Josephson elements, each of which obeys th
sistive mode.3–7

In the present study we investigate the spectrum
Josephson generation for a chain of parallel-connected
sephson elements which obey the resistive model and to
plain the causes for the appearance of subharmonic Sha
steps and the dependence of their amplitude on the stre
of the external magnetic field and on the amplitude of
external rf signal.

TWO-JUNCTION CHAIN

Even the simplest model in the form of a two-junctio
chain of inductively coupled Josephson junctions predicts
appearance of subharmonic Shapiro steps for a specified
ternal field. The calculated dependence of the heights of
Shapiro steps on the amplitude of the microwave signal
value of the dimensionless inductive parameterl[(2p/
F0)I cL56, whereF0 is the magnetic flux quantum andL is
the inductance~Fig. 1a!, in this case corresponds rather we
to the experimental data, which are shown in Fig. 1b fo
YBCO biepitaxial Josephson junction formed on a MgO su
strate on which there is a step~Fig. 1c!.

In the absence of a magnetic field the chain under c
sideration is equivalent to a single Josephson junction wi
critical current of 2I c , since the two Josephson elemen

FIG. 2. Spectrum of Josephson generation in a two-junction chain
l[0.8 andFe5F0/2.
n
ed
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oscillate in-phase, and the spectrum of these oscillations
responds to expression~1!. Specifying the external magneti
flux Fe through the loop of the cell gives rise to a pha
difference between the oscillations of the Josephson ju
tions, which forFe5F0/2 equal top; this means that the
first harmonics of these oscillations will be 180° out of pha
~in antiphase!, while the second harmonics will be in-phas
Therefore, because of the interaction between the Josep
elements, the spectrum of Josephson oscillations in the
will differ appreciably from spectrum~1!, for which the am-
plitudes of the harmonics fall off monotonically with in
creasing numberk of the harmonic, in that the amplitude o
the second harmonic is significantly larger and the amplitu
of the first harmonic is small~Fig. 2!. In this case the fre-
quency spectrum for@V(t)#21 will contain, in addition to the
first harmonic, a second harmonic component, which w
give rise to subharmonic Shapiro steps on the curre
voltage characteristic, which correspond to half-integer ra
of the velocities of the external signal and the Joseph
generation (n51/2,3/2, . . . ).

The external microwave signal in this model will be e
ther in the form a microwave current added to the dc b
current of the chain or in the form of an rf component of t
magnetic flux, added to the static external fluxFe . In the
latter case a circular microwave current arises in the ch
corresponding to the flow of rf currents through the parall
connected Josephson elements, which oscillate in antiph
Therefore, the subharmonic step in this case will have a s
stantially lower height, and the period of its height as a fun
tion of the external magnetic flux will be halved~Fig. 3!. In
our experiment, as in the majority of the published expe
mental research, the biepitaxial Josephson junction can
regarded as a lumped element in comparison with the wa
length of the rf signal. Therefore, in the subsequent calcu
tions the external microwave signal was always specified
the form of a microwave current added to the bias curren

Unlike the curves shown in Fig. 3 for the heights of th
Shapiro steps versus the external magnetic field, the exp
mentally measured curves have a complicated and aperi
dependence on the magnetic field.5–7 Therefore, to explain
the experimental data we considered a more complex mo
in the form of a chain of three inductively coupled Josephs
elements.

r

gnetic flux.

FIG. 3. Height of the Shapiro steps for a two-junction chain withl[0.8 and a fixed microwave current amplitudeI 050.5I c at a frequencyV50.7Vc . a: The
microwave current is added to the dc bias current of the chain; b: an alternating component causing a circular microwave current is added to the ma
The solid curves correspond ton51/2, the dashed curves ton51.
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FIG. 4. Ratio of the amplitudes of the first two spectral lines of Josephson generation versus the magnetic fluxFe through the outer loop of the three-junctio
chain atV50.35Vc for l 15 l 253 ~a!, l 152.5 andl 253.5 ~b!. The solid curve pertains to the first Josephson elementJ1 , the dashed curve to the elementJ2 ,
and the dotted line to the elementJ3 .
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THREE-JUNCTION CHAIN

In considering a three-junction chain as a model fo
high-temperature Josephson junction, to approximate the
tual situation the bias current was specified by means of
identical current sources connected to side Josephson
ments of the chainJ1 and J2 . A numerical simulation re-
vealed a strong dependence of the dynamics of the chai
the external magnetic field. Figure 4 shows the ratio of
amplitudes of the first two harmonicsA1 /A2 of the Joseph-
son oscillations for each Josephson element as a functio
the magnetic flux through the external loop of the chain, a
Fig. 5 shows the analogous dependence of the heights o
first harmonic and subharmonic Shapiro steps at a fixed
current and a fixed inductance of the external loopl[ l 1

1 l 256 for various ratios of the armsl 1 and l 2 of the induc-
tive coupling of the elements of the chain. In the case o
symmetric chain (l 15 l 2) these curves are periodic with
period of 2F0 , which corresponds to a fluxF0 through each
of the two internal loops of the chain. In the case of
asymmetric chain (l 1Þ l 2) these functions are not periodic
In the presence of strong asymmetry, when, e.g.,l 1! l 2 , a
quasiperiodDF5F0 aries. Then the total loop of the cha
basically coincides with one of the internal loops, and
three-junction chain thus degenerates into a two-junc
chain.
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CONCLUSION

In summary, a chain of parallel-connected and indu
tively coupled Josephson elements each obeying an
tremely simple resistive model can serve as an adeq
model for a Josephson junction formed at a grain bound
between two single-crystal films of high-Tc superconductors
We have shown that the onset of subharmonic Shapiro s
in the presence of a magnetic field is due to a fundame
change in the spectrum of Josephson generation of the c
in comparison with that of an isolated Josephson elemen
the framework of the resistive model.

The results obtained in this study also suggest that
complex aperiodic magnetic-field dependence of the he
of the Shapiro steps indicates that several superconduc
loops with comparable inductance values exist inside a h
temperature Josephson junction. In those cases when a
siperiodic dependence can be discerned, the Josephson
tion contains one main loop having a much larger inducta
than the other loops present.

This study was supported in part by the Governm
Program ‘‘Topical Areas of Condensed-Matter Physic
~Project No. 98051! and the ‘‘Integratsiya’’ Academic–
Science Center~Project No. 461!.
mplitude
ic
FIG. 5. Height of the Shapiro steps versus the magnetic flux through the outer loop of a three-junction chain at a fixed microwave signal a
I 050.5I c at a frequencyV50.7Vc for l 15 l 253 ~a!, l 152.5 andl 253.5 ~b!, andl 150.9 andl 255.1 ~c!. The solid curve corresponds to the first harmon
Shapiro step (n51), and the dotted line corresponds to the subharmonic step (n51/2).
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Photodynamic effects in laser Doppler anemometry
Yu. N. Dubnishchev and V. A. Pavlov

Institute of Thermal Physics, Siberian Branch of the Russian Academy of Sciences
~Submitted January 19, 1998!
Pis’ma Zh. Tekh. Fiz.24, 53–58~September 12, 1998!

The first observations of photodynamic effects in laser Doppler anemometry are reported,
consisting in the fact that the result of a measurement of the Doppler shift of the frequency of light
scattered by a particle depends on the action of the probe light beams on the particle.
© 1998 American Institute of Physics.@S1063-7850~98!00809-X#
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Measurement of particle velocities by the Doppler fr
quency shift in the scattered light is widely used in scient
research and industrial technology. The measurement t
nique and its various modifications have come to be ca
laser Doppler anemometry~LDA !.1 One of the chief advan
tages of this method is that it presumably does not disturb
medium under study during the measurement process. H
ever, the photodynamic effect of the probe laser beams
the kinetics of the scattering particles has not been con
ered before now. Poynting’s familiar words about the lig
pressure: ‘‘Very little experience with attempts to meas
the light pressure is needed in order to recognize that
extremely small — so small that it can be excluded fro
consideration in earthly matters’’~Ref. 2!, have been ac-
cepted with too little skepticism in a number of measurem
technologies, even after the invention of the laser, altho
research on the dynamical effects of laser radiation
atoms3 and macroparticles2 and research on laser therm
nuclear fusion4 have a long and interesting history.

In this paper we report for the first time the observati
of a photodynamic effect in laser Doppler anemometry. T
experimental layout is shown in Fig. 1. The apparatus for
measurements is based on a laser anemometer with an
tive selection of the velocity vector5 and contains a laser1
and, located along the beam path, a quarter-wave plat2,
matching objective3, acoustooptic traveling-wave modulato
4, objectives5, 6, and7, mirrors 8 and 9, cell with optical
windows 10, diaphragmed mirror11, mirror 12, objective
13, and photodetector14, which is equipped with a field
diaphragm15 and is connected to a signal processing u
16. An image of the probe field in the cell is recorded by
6871063-7850/98/24(9)/3/$15.00
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video camera17 through a microscope18 and is processed
on a personal computer19.

The beam of an argon laser operating at the fundame
mode passes through the quarter-wave plate2 and is directed
by objective 3 into a Bragg acoustooptic traveling-wav
modulator4. Formed at the output of the modulator are t
diffracted beams of the zeroth and minus first order, the
ference between their frequencies being equal to the mo
lation frequency~80 MHz!. The diffracted beams are di
rected by objectives5, 6, and 7 into the cell, where a
convective flow of smoke particles is created. The la
beams in the cell are directed counter to each other and
terfere to form an interference field whose grating vectorK
~the ‘‘sensitivity vector’’! is given by the difference of the
wave vectorsk1 andk2 of the interfering beams:1

K5k12k2 , K52k5
2p

L
,

wherek52p/l andL5l/2. The probe field is localized in
the crossing region of the waists of the interfering beams.
image of the probe field in light scattered on smoke partic
is formed on the light-sensitive surface of the photodetec
14 by objective5, mirrors11 and12, objective13, and field
diaphragm15. The photoelectric signal is sent to the ele
tronic processing unit16.

As we know,1 the photoelectric signal contains a com
ponent whose frequency is a linear function of the differen
of the Doppler frequency shifts in the light scattered by
particle from the incident laser beams:
FIG. 1. Diagram of the experimental layout:1 — laser,
2 — quarter-wave phase plate,3 — objective,4 — acous-
tooptic modulator,5,6,7 — objectives, 8,9 — mirrors,
10 — cell, 11 — mirror with diaphragms,12 — mirror,
13 — objective, 14 — photodetector,15 — field dia-
phragm,16 — electronics,17 — video camera,18 — mi-
croscope,19 — personal computer.
© 1998 American Institute of Physics
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.

Here V0 is the difference of the angular frequencies of t
diffracted beams at the output of the modulator~the carrier
frequency!, andv is the velocity vector of the scattering pa
ticle, v is the modulus of the projection of the velocity vect
of the particle onto the grating vectorK of the probe field.
The electronic unit measures the frequencyf D5v/L
52v/l, which is proportional to the velocity component
be measured, with a known coefficient of proportional
2/l, where for argon laser radiationl50.515mm.

Figure 2 shows the values of the measured frequenc
the particles for different ratios of the power of the las
beams forming the probe field: 1:1, 2:1, and 1:2. For a
ratio the average frequencyf D corresponding to the velocity
of convection of the smoke particles is 18 kHz (v
54.64 mm/s). In the case when the power of the beam w
wave vector coinciding with the direction of the velocityv is
equal to twice the power of the beam in the opposite dir
tion, the average value off D increases to a value of 22.5 kH
(v55.79 mm/s). This means that the particles are acce
ated on account of the photodynamic effect. In the situat
where the power of the light beam whose wave vector co
cides with the particle velocity is one-half the power of t
oppositely directed beam, the average value of the freque
f D falls to 12.5 kHz (v53.22 mm/s). Consequently, the re
sultant effect of the light beams in this case is to slow
particle.

Figure 3 shows the tracks of particles in the probe fie
as recorded by the video camera. The inclined ‘‘poin
tracks correspond to the convective motion of the partic
The horizontal tracks reflect the motion of the particles un
the influence of the probe laser beams at a beam power
of two.

An example of the Doppler signal from a scattering p
ticle moving under the influence of laser radiation is sho
in Fig. 4. The signal was obtained from a smoke particle

FIG. 2. Average value of the Doppler frequency shift for different ratios
the powersP1 andP2 of the probe laser beams.
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the absence of convective flows in the cell.
The results show that in the measurement of small p

ticle velocities~of the order of cm/s and lower! the photody-
namic effect of the laser beams on the scattering part
should be taken into account. The influence of the probe fi
can be manifested in light pressure or photophoresis, wh
is a consequence of the nonuniform heating of the part
surface and the adjacent medium by a laser beam. It follo
that one encounters situations in laser anemometry, e
cially in the measurement of small velocities, in which t
disturbance of the medium under investigation by the pro
beam cannot be neglected, and the assumption that the
surements are of a ‘‘nondisturbing’’ character breaks dow

In addition to taking the photodynamic effects into a
count directly, one must keep in mind when making veloc
measurements that different optical configurations of
measuring schemes in laser anemometry have different
sitivities to photodynamic effects. For example, in a diffe
ential scheme of LDA with equal powers of the probe beam
the measurement of the velocity component collinear w
the grating vector of the probe field is subject to the le
influence of the photodynamic effects on account of
counteracting influences of the incident beams, while the
fluence of the photodynamic effect on the measuremen
the orthogonal component will be the greatest. This follo
from the formula for the Doppler frequency shift in the di
ferential scheme:1

vD5v•~k12k2!.

The same can be said of the inverse-differential scheme1 in
which the Doppler frequency shift is given by the express
vD5v•(ks12ks2), where the sensitivity vector is defined a
the difference of the wave vectorsks1 and ks2 of the scat-
tered beams when they are oriented symmetrically about
wave vector of the incident beam, provided that the scat
ing indicatrix has axial symmetry.

The highest sensitivity to photodynamic effects is po
sessed by schemes with a reference beam,1 for which
the Doppler frequency shift is given by the expressionvD

5v•(k i2ks), wherek i is the wave vector of the beam inc
dent on the particle andks is the wave vector of the scattere

f

FIG. 4. Dopper signal from a particle moving under the influence of
photodynamic effect in the probe field. 1div.52 ms, v'0.3 mm/s.
e

.

FIG. 3. Photograph of the tracks of particles in th
probe field. The radius of the waist is 20mm; the power
of the laser beams forming the probe field is 20 mW
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beam. In measurements of a three-dimensional velocity v
tor the optical configuration that is least sensitive to pho
dynamic effects is that formed by three interference grati
in counterpropagating beams, which form an orthogonal
sis. Even here, however, in the case of precision meas
ments it is necessary to take into account the attraction
repulsion of particles in the cross section of the laser beam
the case of different relative refractive indices of the su
stance of which the scattering particles are made.

Photodynamic effects in LDA should not be regard
exclusively as complicating factors in measurements. T
detection and analysis of photodynamic effects in LDA m
serve as a basis for the development of new methods of l
diagnostics, permitting measurement of the parameters o
scattering particles and the medium around them.
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Low-temperature photoluminescence of heavy-ion-implanted InGaP solid solutions
D. Bhattachar-yya, D. A. Vinokurov, G. M. Gusinski , V. A. Elyukhin, O. V. Kovalenkov,
R. N. Kyutt, J. H. Marsh, V. O. Na denov, and E. L. Portno 

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
Glasgow University, Glasgow G128QQ, Scotland, UK
~Submitted March 3, 1998!
Pis’ma Zh. Tekh. Fiz.24, 59–62~September 12, 1998!

The photoluminescence spectra of samples of the solid solution In~0.5!Ga~0.5!P before and after
implantation of high-energy nitrogen ions to doses of 1011– 531012 cm22 shows that the
photoluminescence of the implanted~and annealed! samples may be the result of the formation
of essentially one-dimensional semiconductor structures along the individual ion tracks.
© 1998 American Institute of Physics.@S1063-7850~98!00909-4#
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There is great interest at present in research on the
ation of nanostructures with a large ratio of length to dia
eter. In this letter we present results that confirm the ba
underlying idea of a possible method of creating such str
tures — the formation of amorphized tracks along the pa
of individual heavy ions in an In~0.5!Ga~0.5!P solid solution
and the subsequent recrystallization of these tracks, acc
panied by decomposition.1,2 Epitaxial films of the solid solu-
tion In~0.5!Ga~0.5!P grown on GaAs~100! substrates by met
alorganic vapor-phase epitaxy~MOVPE! were chosen for
implantation for the following reasons. Among the terna
solid solutions of the III–V type with a direct gap structur
the solid solution In~0.5!Ga~0.5!P has the greatest differenc
in the lattice constanta of the constituent compounds (a
55.87 Å for InP anda55.45 Å for GaP!. Such a difference
in the lattice constants makes for a wide zone of immisci
ity in these solid solutions, which for the solid solutio
In~0.5!Ga~0.5!P occurs in the temperature interval 820–9
K.1,2 The crystallization of such a solution at lower tempe
tures under conditions close to thermodynamic equilibri
should lead to the formation of a two-phase solid solution
which one of the phases is enriched in indium phosphide
the other in gallium phosphide. Crystallization under prac
cally thermodynamic equilibrium conditions can be achiev
by a prolonged thermal annealing of a single-phase am
phized solid solution, which should lead to a recrystallizat
process involving the formation of a two-phase sing
crystalline solid solution. However, in the recrystallization
a completely amorphized solid solution found in the zone
immiscibility, the size of the regions of different compositio
will have a large spread of values. Therefore, to limit t
spread in values of the dimensions of these regions, the
itaxial films of the solid solution In~0.5!Ga~0.5!P were irra-
diated by high-energy ions in doses ruling out continuo
amorphization. The irradiation by accelerated ions was c
ried out at the cyclotron of the Ioffe Physicotechnical Ins
tute in St. Petersburg, Russia. In the experiments nitro
ions (13) were used for irradiation. An ion energy of
MeV was chosen to ensure their penetration to a depth m
greater than the thickness of the epitaxial films, which w
0.5mm. The irradiation doses were varied in the interv
6901063-7850/98/24(9)/2/$15.00
e-
-
ic
c-
s

m-

-

-

n
d

-
d
r-

n
-

f

p-

s
r-

n

ch
s
l

1011– 531012cm22, which corresponds to an average d
tance of 300–50 Å between the centers of the amorphi
regions formed by the tracks of individual ions. The PL spe
tra were measured at 5 K under pumping by an argon lase
In addition, an x-ray structural analysis of the heterostr

FIG. 1. Photoluminescence spectra of the solid solution In~0.5!Ga~0.5!P at
5 K before implantation and annealing~a! and after implantation by nitrogen
ions in a dose of 531012 cm22 with a subsequent anneal for 8 h at a
temperature of 410 °C~b!.
© 1998 American Institute of Physics
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691Tech. Phys. Lett. 24 (9), September 1998 Bkhattachar’ya et al.
tures was carried out prior to the implantation and annea
and again after these procedures. A comparison of the x
diffraction curves before and after implantation and anne
ing confirms that only an insignificant fraction of the volum
of the epitaxial films was subjected to amorphization. O
can thus assume that on average the transverse c
sectional diameter of the tracks of the nitrogen ions in
In~0.5!Ga~0.5!P solid solution is considerably less than 50
. In addition, the same x-ray spectral investigations show
that annealing substantially decreased the variation of
composition over the thickness of the films in the as-gro
heterostructures, a finding which is of great interest in
own right.

The main relationships discerned in the behavior of
PL are the following~see Fig. 1!: In all the samples irradi-
ated to the indicated doses there arose a spectral distrib
with a maximum at 705 nm and a full width at half max
mum ~FWHM! of the order of 150 nm, on which was supe
posed the peak of the unirradiated material~633.5 nm!,
which was significantly diminished in intensity but mai
tained its position. The PL spectrum should depend on b
the composition and the dimensions of the recrystallized
gions. The observed maximum of the spectral distribution
the implanted and annealed samples corresponds to a
position of the bulk solid solution In~0.7!Ga~0.3!P. However,
the dimensions and geometry of the recrystallized regions
not permit one to state that the luminescence of the s
solution In~0.7!Ga~0.3!P has been observed. In accordan
with the results of Ref. 2, one of the two solid solutio
found in equilibrium at the annealing temperature should
In~0.9!Ga~0.1!P. Thus the PL spectrum in the implanted a
annealed samples may be the result of the formation of
sentially one-dimensional semiconductor objects at the s
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of the tracks formed by nitrogen ions. The rather large wid
of the distribution can be attributed to the difference in t
dimensions of the latent tracks of the ions. Indeed,
mechanism of formation of a latent track of a heavy ion
crystal structures has never been studied. It has been e
lished that the so-called ‘‘Coulomb explosion’’ occurs alo
the path of a heavy ion, leading to displacements of the
tice ions and the creation of a region of disorder, amorphi
tion, recrystallization, and other effects. All these proces
depend on the type of ion and its energy and on the type
structure.3 Most of the processes are of a nonlinear charac
It has been shown4 that there exists a disproportionately larg
decrease in the transverse dimensions of the tracks u
switching from uranium ions~an ellipse 21.8318 nm) to
dysprosium ions (1234.5 nm). The transverse dimension
of the tracks of nitrogen ions are apparently subject to la
fluctuations in view of their small sizes. In addition, the
may be fluctuations of the ionization density along the len
of a track. To elucidate these matters we plan to repeat
experiments with the heavier argon ions.

This study was carried out as part of Project 2-024/4
the Russian Ministry of Science and Technology progr
‘‘Physics of Solid-State Nanostructures.’’
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Measurement of the thermal and electronic parameters of semiconductors by the
‘‘mirage-effect’’ method with pulsed excitation and splitting of the probe beam

A. N. Petrovski , K. V. Lapshin, and V. V. Zuev

Moscow Engineering Physics Institute
~Submitted February 13, 1998!
Pis’ma Zh. Tekh. Fiz.24, 63–67~September 12, 1998!

A technique is described which affords a qualitative improvement in the accuracy of determining
the thermal and electronic parameters of semiconductor samples. ©1998 American
Institute of Physics.@S1063-7850~98!01009-X#
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In this paper we propose a novel technique employ
the ‘‘mirage-effect’’ method with a splitting of a probe bea
which can yield a qualitative improvement in the accuracy
determining the thermal and electronic parameters in
scanning of sample surfaces~including the number of hidden
flaws, the quality of surface treatment, the presence of
crocracks, impurity levels, etc.!; we demonstrate the advan
tages of this technique and present experimental result
the thermal diffusivity and velocity of propagation of th
maximum of the refractive-index gradient for a thermal wa
in test samples.

The possibility of measuring the thermal and electro
parameters of semiconductors by the ‘‘mirage-effec
method with pulsed excitation, which is particularly prom
ing because of its local, nondestructive, and contactless c
acter — has been demonstrated in a number of papers
Russia and abroad.1–4

The factors which determine the accuracy of the meth
are the nonuniformity of the illumination of the sample b
the exciting radiation from pulse to pulse and the accurac
measurement of the location of the point of entry of t
probe beam into the sample.

The experimental arrangement proposed in this pa
~see Fig. 1! can successfully solve both of these problem
significantly improving the accuracy and response time
the method.

A probe beam1 from a He–Ne laser is shined on th
face of a beam splitter2, which splits it into two beams. The
two newly formed probe beams scan the sample3, which is
located in a telescopic system4, at depthsx1 andx2 .

The sample is mounted inside the telescopic system
an adjusting stage with a micron drive along the vertical a
horizontal axes~the drive has a precision of 10mm). The
two-coordinate drive on the adjusting stage permits vary
both the depth of the points of entry of the probe beams
the sample and also the distance between the probe bea
the sample (Dx) by moving closer or farther from the wais
~of course, the horizontal displacement should not be la
since that would make the diameter of the probe beam in
sample comparable to the scanning depth, and the p
beam could no longer be regarded as uniform!.

The deflection of the probe beams after their pass
through the telescopic system is registered by two pho
6921063-7850/98/24(9)/2/$15.00
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diodes5 shielded from stray radiation by silicon filters6.
The signals from the photodiodes are fed to an S9

dual-trace programmable digital oscilloscope7, which per-
mits their visual comparison, and are then processed usi
program for the pulsed photodeflection spectroscopy~PPDS!
of the signals from the two probe beams, taken simu
neously during a single exciting pulse~8,9,10!.

From the shapes of the PPDS signals taken over a si
pulse of exciting laser radiation we calculate the values
the thermal diffusivityDt and the thermal wave velocity in
the samples.

ExpressingDt in terms of the time differenceDt of the
positions of the thermal maxima of the PPDS signals fr
the two probe beams, the scanning depthx2 of the probe
beam more distant from the surface, and the distanceDx
between the probe beams in the sample, we have in the
plest approximation1

Dt5Dx•x2~12Dx/2x2!/3Dt. ~1!

It is seen from Eq.~1! that the error in determiningDt

depends on the uncertainties in determiningDx, Dt, andx2 ,
which we shall calld(Dx) two , d(Dt) two , andd(x2)two , re-
spectively.

The fact that the parameterDt in the proposed scheme i
independent of the nonuniformity of the illumination of th
sample by the exciting radiation makes it possible to impro
the accuracy of its determination from 20%~the conven-
tional ‘‘mirage’’ effect! to 2%.

The main parameter influencing the accuracy of m
surement of the scanning depthx2 is the diameter of the
probe beam inside the sample~it should be considerably
smaller than the scanning depth, since otherwise the non
formity of the deflection of the different parts of the prob
beam over depth must be taken into account!. In the experi-
ment reported here the focal length of the telescope len
was 3 cm, the sample thickness was around 2 mm, and
diameter of the probe beam at the entrance of the opt
system was around 2 mm.

The laser radiation at the entrance and exit of the sam
could be observed visually through a night-vision device;
diameter of the probe beams at the entrance to and exit f
the sample was 70mm, and inside the sample the distribu
tion of the laser beam maintained its Gaussian profile.5 The
© 1998 American Institute of Physics
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physical limitation on the waist of the probe beam w
20mm ~Ref. 5!. The scanning depthx2 was chosen as larg
as possible and equalled 450mm, and it was thus signifi-
cantly larger than the diameter of the probe beam inside
sample. The errord(x2)two was;6% ~as in the conventiona
scheme!.

In the proposed scheme the distanceDx between the two
scanning probe beams is not affected by vertical movem
of the sample. The errord(Dx) two was;2%, whereas in the
conventional scheme the error is determined by the scan
depth x1 , by the precision of the drives of the adjustab
stage, and by the nonuniformity of the illumination of th
surface of the sample by the exciting laser radiati
d(x1)one;10%.

Thus the error in the determination ofDt for one mea-
surement by the method utilizing a split probe beam
d(Dt) two;10%, which is significantly lower than the erro
in Dt determined by the conventional scheme:d(Dt)one

;40%. In addition, the possibility of measuring the para
eters of the samples with a single exciting pulse makes
method substantially faster.

The aforementioned advantages of the technique of
ing a double probe beam make it particularly convenient
scanning the thermal and electronic parameters of a sam
over the surface~including for purposes of determining th
quality of surface treatment, the presence of microcrac
impurity levels, etc.!.

Let us mention another possible application of the sp
probe-beam method, viz., a parallel arrangement of the
citing beam and the split probe beams. Such a schem
convenient for detecting hidden flaws in a sample.

In this study we investigated polished silicon samp
with a surface finish of 1 – 2mm, so that the rate of surfac
e
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recombination is negligible,2 and with minority-carrier life-
times of 170ms (p type! and 0.7ms (n type!.

The thermal diffusivity of the investigated samples w
1.0 cm2/s for then-type silicon sample~the tabulated value
is 1.0 cm2/s; Ref. 6! for all of the series, and 0.9– 1.4 cm2/s
for the p-type silicon sample~the tabulated value is
1.2 cm2/s; Ref. 6! for all of the series.

We also made a study of the propagation velocityVt of
the maxima of the gradients of the refractive index of th
mal waves in the samples, the theoretical justification
which is given in Ref. 7. Because the measurements are
relative nature, the errord(Vt) two was around 4%, consider
ably smaller than the error in the conventional meth
d(Vt)one;30%. The propagation velocity of the maximu
of the refractive-index gradient for a thermal wave was
cm/s in thep-type silicon sample witht5170 ms and 98
cm/s in then-type silicon sample witht50.7ms.

1V. V. Zuev, M. M. Mekhtiev, and D. O. Mukhinet al., MIFI Preprint No.
031-90 @in Russian#, Moscow Engineering Physics Institute, Mosco
~1990!, 24 pp.

2A. N. Petrovsky, A. O. Salnick, V. V. Zuevet al., Solid State Commun.
81, 223 ~1992!.

3K. V. Lapshin, A. N. Petrovski�, and V. V. Zuev, Pis’ma Zh. Tekh. Fiz
19~1!, 24 ~1993! @Tech. Phys. Lett.19~1!, 9 ~1993!#.

4K. V. Lapshin, A. N. Petrovski�, and V. V. Zuev, Pis’ma Zh. Tekh. Fiz
20~21!, 60 ~1994! @Tech. Phys. Lett.20~11!, 880 ~1994!#.

5L. D. Landau and E. M. Lifshitz,The Classical Theory of Fields, 4th Eng.
ed., Pergamon Press, Oxford~1975! @cited Russian original, Nauka
Moscow ~1988!, 512 pp.#.

6M. P. Shaskol’ski� ~Ed.!, Acoustic Crystals@in Russian#, Nauka, Moscow
~1982!, 632 pp.

7M. M. Mekhtiev, V. V. Zuev, and A. N. Petrovski�, MIFI Preprint No.
014-96 @in Russian#, Moscow Engineering Physics Institute, Mosco
~1996!, 40 pp.
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Conversion of Hermite–Gaussian and Laguerre–Gaussian beams in an astigmatic
optical system. 1. Experiment

A. N. Alekseev, K. N. Alekseev, O. S. Borodavka, A. V. Volyar, and Yu. A. Fridman

Simferopol State University
~Submitted January 26, 1998!
Pis’ma Zh. Tekh. Fiz.24, 68–73~September 12, 1998!

The workings of a mode converter providing energy-effective conversion of an Hermite–Gaussian
beam to a Laguerre–Gaussian beam and vice versa are analyzed experimentally. The
converter is an astigmatic Fourier transformer consisting of a system of two cylindrical lenses
with perpendicular principal planes lying between two spherical lenses. It is shown that
this device is less sensitive to the mating of the astigmatic elements. ©1998 American Institute
of Physics.@S1063-7850~98!01109-4#
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The capacity of Laguerre–Gaussian beams to trans
angular momentum of an electromagnetic wave has fo
wide application in devices for trapping, transporting,1,2 and
‘‘torquing’’ particles3 with dimensions of 1 – 20mm. Ordi-
narily the electromagnetic angular momentum is associa
with both the polarization4 and orbital properties of the elec
tromagnetic wave. It is assumed that these orbital charac
istics of the wave are due to a topological chargel which
characterizes a special state of the electromagnetic field
optical vortex6 or a wave with a purely screw dislocation.

Laser light sources can generate two types of para
coherent beams: Hermite–Gaussian (HGmn) and azimuthally
symmetric Laguerre–Gaussian (LGlg) beams. Linearly po-
larized LGlg beams are carriers of purely screw dislocatio
~optical vortices! and, hence, also transport angular mom
tum. Linearly polarized HGmn beams have a degenerate ed
dislocation of the wave front and do not transport angu
momentum.7 For in-resonator selection of these beams o
must use special diaphragms and absorbers, measures w
are not always convenient in experimental practice.8 The use
of holographic filters for forming optical vortices with th
required magnitude and sign of the topological charge9 has
opened up broad possibilities for the practical use
6941063-7850/98/24(9)/3/$15.00
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Laguerre–Gaussian beams. However, the majority of the
lograms used in practice for such purposes have a low
fraction efficiency.

Relatively recently Beijersbergen et al.10 proposed and
developed an original means of converting Hermit
Gaussian beams to Laguerre–Gaussian beams and
versa. The conversion of beams between different symm
groups is done by means of two astigmatic cylindrical len
with coincident~parallel! principal planes. The conversion o
the beams occurs on account of the difference of the G
phases acquired by the beams in the space between th
lindrical lenses. The distance be lenses is chosen such
the phase difference at the exit from the lens at the ti
when the wave fronts overlap will bep/2 or p. A phase
difference ofp/2 corresponds to conversion of a LGlg beam
to an HGml beam and vice versa. Thep conversion involves
the transformation of a positive topological charge (l .1) to
a negative charge (l ,1) and vice versa. Such conversion
are possible only when the astigmatic lenses are preci
phase matched.

In the present paper we analyze experimentally a l
demanding method of conversion of beams of different sy
metry groups, based on Fourier transformations in a sys
FIG. 1. Diagram of the experimental apparatus:1 — He–Ne laser,2,6 — beam splitters,3 — phase transparency~a composite half-wave (l/2) phase plate!,
4 — phase converter (L1 andL4 are spherical lenses,L2 andL3 are cylindrical lenses!, 5 — Fourier filter~two lensesL and a diaphragmD), 7,8 — mirrors,
9 — screen.
© 1998 American Institute of Physics
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FIG. 2. Photographs of the beam shape: A — an Hermite–Gaussian beam with a degenerate edge dislocation; B — a deformed Gaussian beam with
degenerate edge dislocation; C — two aberrations of the coma type, a purely screw dislocation; D — a Laguerre–Gaussian beam with a purely scre
dislocation.
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of spherical and cylindrical lenses. The essence of
method is to use two cylindrical lenses with plane princip
planes lying between two spherical lenses. A diagram of
experimental layout is shown in Fig. 1. Radiation from
He–Ne laser in the form of a fundamental Gaussian beam
wavelengthl50.6328mm and with a powerP51 mW is
used to excite a Mach–Zehnder interferometer. A mode c
verter is mounted in the object arm of the interferometer.
the entrance of the mode converter is a fundamental Ga
ian beam that has been converted to a Laguerre–Gau
beam LGlg by a phase transparency. The phase transpare
used is a composite half-wave (l/2) plate, which permits
introducing a phase difference ofp between the wave front
on only half of the transverse cross section of the beam.
total loss in the transparency amounts to 15–20%. The l
beam is transformed further by the phase converter, wh
consists of two cylindrical lenses (L2 ,L3) placed between
two spherical lenses (L1 ,L4). The symmetry planes of th
cylindrical lenses are perpendicular to each other~Fig. 1!.
This geometry of the converter substantially alters its wo
ing principle from that of the analogous device investiga
in Ref. 10. When the symmetry axis of the phase transp
ency is oriented at an angle of 45° and, if the relations am
the lengths between all four lenses are approximately s
fied, an Hermite–Gaussian beam is efficiently converted
Laguerre–Gaussian beam. To cut off the higher-order h
monics a Fourier filter is used, consisting of two cente
lenses and a diaphragm. Figure 2 shows photographs o
shape of the beam in the process of its sequential conver
in the individual units of the converter. Shown next to ea
e
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photograph of the beam is its interferogram, which char
terizes the type of dislocation of the wave front. It is se
that the Hermite–Gaussian beam with a degenerate edge
location~Fig. 2a! becomes, after passing through the sphe
cal lens L1 and the two cylindrical lensesL2 and L3 , a
highly deformed astigmatic Gaussian beam with a dege
ate edge dislocation~Fig. 2b!. However, after passing
through the second spherical lensL4 the beam starts to col
lapse into a composite of two aberrations of the coma typ11

Then the deformed beam is characterized by an alm
purely screw dislocation~Fig. 2c!. The Fourier filter sup-
presses the higher harmonics, resulting in a symme
Laguerre–Gaussian beam with a purely screw disloca
~Fig. 2d!.

The losses in the lens converter and Fourier filter amo
to 8–10%, so that the total energy loss came to 25–30%

It was found that changing the orientation of the symm
try axis of the phase transparency at the entrance to the
verter from 145°. To 245° corresponds to reversing th
sign of the topological charge of the beam.

1K. T. Gahagan and G. A. Swartzlander Jr., Opt. Lett.21, 827 ~1996!.
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6J. F. Nye and M. V. Berry, Proc. R. Soc. London, Ser. A336, 165~1974!.
7L. Allen, M. W. Beijerstergen, R. J. C. Spreeuw, and J. P. Woerdm
Opt. Rev.45, 45 ~1992!.
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Features of the microwave breakdown of a high- Tc superconducting film at defects

N. A. Buznikov and A. A. Pukhov

Joint Institute of High Temperatures; Scientific-Research Center of Applied Problems of Electrodynamics,
Russian Academy of Sciences, Moscow
~Submitted July 9, 1997; resubmitted February 3, 1998!
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The influence of nonsuperconducting defects on the power density for microwave breakdown of
a high-Tc superconducting film is investigated theoretically. It is found that the scenario of
the destruction of superconductivity depends substantially on the shape of the defect and on the
ratio of the absorption coefficients of the defect and film. It is shown that the breakdown
power density at a defect may be higher than or equal to the threshold power density for
microwave breakdown of a homogeneous film. ©1998 American Institute of Physics.
@S1063-7850~98!01209-9#
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The microwave breakdown of high-Tc superconducting
~HTSC! films has been observed in a number of studies1–5

The thermal mechanism of breakdown involves a sharp
crease in the absorption coefficientk of the film when the
critical temperatureTc is exceeded.6 It has been shown7 that
the presence of normal~nonsuperconducting! defects in a
HTSC film has a substantial effect on the breakdown po
densityPc of the film. In this case the destruction of supe
conductivity may be due to the onset of a local temperat
domain at the defect. In this paper we investigate the in
ence of the shape of the defect and its absorption coeffic
on the scenario of the destruction of superconductivity a
on the value of the power density at which microwave bre
down occurs.

Consider a HTSC film of thicknessD f on an insulating
substrate of thicknessDs@D f , the back side of which is
held at a temperatureT0 . Incident microwave radiation o
power densityP is partially absorbed in the film, which ha
a normal defect of arbitrary shape. The microwave abso
tion coefficient of the defect,k5kd , does not depend on
the temperatureT, while that of the remaining film,k
5k f , has a temperature dependence that can be written8 as
k f5knh(T2Tc), where kn54(sD fZ0)21/@2(sD fZ0)21

11#2 is the absorption coefficient ands the conductivity of
the film in the normal state,Z05377V is the wave imped-
ance of the vacuum, andh(x) is the Heaviside step function

The absorption of microwave radiation by the defe
causes its temperature to increase. The diffusion of h
causes heating of the rest of the film and the substrate, a
region of the film adjacent to the defect can undergo a tr
sition to the normal state and become a source of additio
microwave absorption. As a result, a steady-state temp
ture distribution arises in the film and substrate, correspo
ing to a temperature domain localized at the defect.7 Here the
temperature distribution in the substrate is described by
three-dimensional steady-state heat conduction equation

¹•~ks¹T!50 ~1!

with the boundary conditions9
6971063-7850/98/24(9)/3/$15.00
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52kP, T5T0 ~2!

at the boundary of the film and substrate and on the back
of the substrate, respectively. Hereks is the thermal conduc-
tivity of the substrate, andn is the normal to the film, di-
rected into the substrate. The problem~1!, ~2! can be solved
by separation of variables9,10 in the limiting cases of a linea
defect and a circular defect.

Let us first consider a linear defect of half widthDd .
Neglecting for simplicity the temperature dependence ofks ,
we obtain for the half widthD of the domain

(
k50

`

lk
22 exp~22lkD/Ds!22~g21!(

k50

`

lk
22

3sinh~lkDd /Ds!exp~2lkD/Ds!5~P2Pp!/2P.

~3!

Herelk5p(2k11)/2, g5kd /kn is the ratio of the absorp
tion coefficient of the defect to that of the film in the norm
state, andPp52ks(Tc2T0)/knDs is the threshold power
density for breakdown of a homogeneous film.8 For P,Pp

breakdown is fundamentally impossible,8 and for P.Pp

breakdown develops if a normal phase region of sufficien
large size arises in the film.9,10 Figure 1 shows the curves o
D(P) for various values ofDd in the casesg,1 ~dashed
curves! andg.1 ~solid curves!.

For g.1 a temperature domain localized at the def
arises when the incident power densityP exceeds a threshold
value Pt , which is determined from the conditionD(Pt)
5Dd . For a sufficiently largeDd , the half width of the
domain increases asP is increased~curves1 and2 in Fig. 1!,
and microwave breakdown occurs atP5Pp , when the do-
main occupies the entire film (D→`). At smaller values of
Dd the domain vanishes if the breakdown power density
a valuePc./Pp ~curve3 in Fig. 1!. In this case the transition
of the film to the normal state occurs through the propaga
along the film of a normal-phase region arising at t
defect.8,10 For g,1 a domain does not arise in the film
~curves4–6 in Fig. 1!, and breakdown occurs at a pow
© 1998 American Institute of Physics



e

-

e

f

e
-

r

all

C
the
e
-

cal-
t

ear
er
r

ed
a-
be
e

e
ia-

ic

i-

r
r

698 Tech. Phys. Lett. 24 (9), September 1998 N. A. Buznikov and A. A. Pukhov
density Pc determined from the conditionD(Pc)5Dd . In
this case Pc is always higher thanPp , the threshold power
density for breakdown of a homogeneous film. For a def
with a small half widthDd!Ds , the power densityPc is
described approximately by the relations

Pc /Pp5~p/4!@gu ln~Dd /Ds!uDd /Ds#
21, g,1,

Pc /Pp5~p/8!@~g21!u ln$~g21!Dd /Ds%uDd /Ds#
21,

g.1. ~4!

Let us now consider a circular defect of radiusRd . From
Eqs. ~1! and ~2! we get the following equation for the do
main radiusR:

~R/Ds!(
k50

`

lk
21I 1~lkR/Ds!K0~lkR/Ds!1~Rd /Ds!~g21!

3 (
k50

`

lk
21I 1~lkRd /Ds!K0~lkR/Ds!5Pp/4P, ~5!

where I 1(x) and K0(x) are modified Bessel functions. W
note that a dependence analogous to Eq.~5! was obtained in
Ref. 7. Figure 2 shows the curves ofR(P) for various values
of Dd in the casesg,1 ~dashed curves! and g.1 ~solid
curves!.

It is seen from Fig. 2 that forg,1 the functionR(P) is
qualitatively similar to the functionD(P) for a linear defect,
and microwave breakdown occurs without the formation o
temperature domain in the film~curves4–6 in Fig. 2!. For
g.1 a domain forms in the film, and its radius increas
monotonically with increasingP all the way up to the thresh
old power densityPc ~curves1–3 in Fig. 2!. We note that in
the case of a circular defect the breakdown power densityPc

is always greater thanPp , the threshold power density fo

FIG. 1. Linear defect. Curves of the half widthD versus the microwave
power densityP. The solid curves are forg55, the dashed curves fo
g50.8. 1,4 — Dd /Ds50.5; 2,5 — Dd /Ds50.1; 3,6 — Dd /Ds50.02.
ct

a

s

breakdown of a homogeneous film. For a defect of sm
radiusRd!Ds the breakdown power densityPc is described
approximately by the relations

Pc /Pp5~p/4!~gRd /Ds!
21, g,1,

Pc /Pp5~Ap/4!~Ag21Rd /Ds!
21, g.1. ~6!

Thus the scenario of microwave breakdown of a HTS
film with a normal defect depends on both the shape of
defect and the ratiog of the absorption coefficients of th
defect and film. Forg.1 breakdown is preceded by an in
termediate stage of formation of a temperature domain lo
ized at the defect, while forg,1 breakdown occurs withou
the formation of a domain. The breakdown power densityPc

depends substantially on the shape of the defect; for a lin
defectPc may be higher than or equal to the threshold pow
densityPp for breakdown of a homogeneous film, while fo
a circular defectPc is always higher thanPp . For defects of
small sizeDd!Ds or Rd!Ds , the value ofPc can be sub-
stantially greater thanPp ~cf. Eqs.~4! and ~6!!.

In conclusion we note that the absorption model us
here is applicable in the high-frequency limit, when the qu
sisteady flow of microwave current around the defect can
neglected. This condition is met if the characteristic tim
m0s fRd

2 for expulsion of current from the defect is larg
compared to the inverse frequency of the microwave rad
tion f 21: f m0s fRd

2@1 ~heres f5sBc2 /B is the conductiv-
ity of the film in the regime of viscous flow of the magnet
flux, Bc2 is the upper critical field, andB is the surface
microwave field!. For typical parameters of Y–Ba–Cu–O
films, s>23106 S/m and Bc2>50 T, for the breakdown
fields observed in experiment,B>0.01 T ~Refs. 1–4!, and
for Rd>1 mm ~Ref. 5!, we find that the model used is appl
cable for f @108 Hz.

FIG. 2. Circular defect. Curves of the domain radiusR versus the micro-
wave power densityP. The solid curves are forg55, the dashed curves fo
g50.5. 1,4 — Rd /Ds50.25; 2,5 — Rd /Ds50.1; 3,6 — Rd /Ds50.05.
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The efficiency of an explosive accelerator is analyzed. The efficiency of the stream of particles
in penetrating into a target to ultralarge depths is determined. ©1998 American Institute
of Physics.@S1063-7850~98!01309-3#
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In analyzing the results of experiments on superd
penetration,1–5 an important question is the amount of mat
inserted into the target and its distribution in the target m
terial. There are notable differences in the data1–3 on the
amount of inserted matter for different materials~sometimes
by several orders of magnitude!. Attempts to shed light on
this question by indirect methods of evaluating the amoun
inserted matter, e.g., based on estimates of the density o
channel zones in transverse cross sections of the target
terial, have not met with much success.2,4,5 Here the esti-
mates also disagree, ranging from hundreds2 of micropar-
ticles per square millimeter to thousands4 and tens of
thousands5 per square millimeter. This circumstance neces
tates carrying out a general analysis of the efficacy of
explosive accelearator7,8 for determining the mean amount o
matter~or its concentration! inserted into a target under con
ditions of superdeep penetration~SDP!.

From the results obtained in previous modeling of t
process6–8 one can calculate the work required for the SD
of a single particle as the total energy expended on overc
ing the total resistance of the target in the transient
steady-state parts of the particle motion.4,6,8 It follows from
Ref. 4 and 6–8 that the energy expended by a nondeform
particle in the transient part of the motion can be neglecte
comparison with that expended in the steady-state part o
motion. In that case, ifdx is a small distance traversed by th
particle in the target,Uc is the velocity of the steady-stat
motion of the particle,4,6,8 andr is the density of the target
the work expended on overcoming the segmentdx can be
calculated from the formula

dA5r
Uc

2

2
Spdx, ~1!

whereSp is the midsectional area of the particle. Since t
velocity of the steady-state motion at a constant pressur
constant,6–8 a particle penetrating to a depthH will expend
an energy

e5E
0

e

dA5E
0

H

r
Uc

2

2
Spdx5r

Uc
2

2
SpH. ~2!

The average penetration depthH can be established
from the variation of the mass concentration of inserted m
terial with depth in the target,cm(h):

H5
1

2cm
E

0

l

cm~h!dh, ~3!
7001063-7850/98/24(9)/2/$15.00
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whereL andcm are the length of the target and the avera
concentration of inserted material, respectively. Howev
for determining the integral parameters of the process i
entirely acceptable to use a uniform concentration distri
tion (cm(h)5cm5const), in which case Eq.~3! gives a
valueH5L/2.

It follows from Ref. 4 and 6–8 that the sole source
energy for the UPD is the kinetic energy of the stream
particles formed by the explosive accelerator.6,8 If we denote
by UA andmp the average velocity of the particle stream a
the mass of an individual particle, respectively, the energy
each particle of the stream will beep5mp(UA

2/2), from
which we can determine the number of particles of t
stream whose energy must be expended on the penetrati
one particle to ultralarge depths:

N«5
e

ep
5

rSpH

mp
S Uc

UA
D 2

~4!

or, for a spherical particle of densityrp and radiusr p ,

N«5
rpr p

2H

rp

4

3
pr p

3
S Uc

UA
D 2

5
3

4

r

rp

H

r p
S Uc

UA
D 2

. ~5!

The inverse quantity«51/N« is the efficiency of the
stream. According to the available experimental and com
tational data1–8 one hasUc'600 m/s, UA'1500 m/s, H
5L/2'1021 m, r p51026 m, r/rp'0.5– 8, andN«>104.
Consequently, for the efficiency of the stream we get a va
«<1024 ~or, equivalently, 0.01%!, as was assumed in Ref.
and 8.

Knowing the efficiency of the stream under conditions
SDP, one can easily calculate the average mass conte
powder in a target which is actually achievable in an expe
ment. If ML is the mass of a powder charge, then the to
mass of the inserted powder ism5«ML , and the average
mass content in the target for a spherical particle is

cm5
m

MT
5«

ML

MT
5

4

3

rp

r

r p

H S UA

Uc
D 2 ML

MT
, ~6!

whereMT is the mass of the target. Under standard exp
mental conditions1–5 one hasML'0.1 kg andMT'0.25 kg,
and socm<0.331024 ~0.003%!. Considering the various
losses involved in achieving SDP in real experiments, o
would expect this value to be lower still, so that formula~6!
can be regarded as an estimate of the maximum ave
© 1998 American Institute of Physics
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mass concentration of an inserted substance that one c
expect in an experiment. It should also be taken into acco
that the real distribution of the concentration over depth
the target is highly nonuniform and has a great many lo
extrema. Furthermore, penetration all the way through
target may occur.

From the foregoing analysis one can estimate the c
centration levels of a substance inserted into a metallic ta
under conditions of one-shot loading by the superdeep p
etration technique.
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A model kinetic equation is constructed which describes the behavior of molecular~polyatomic!
gases in which the vibrational degrees of freedom are ‘‘frozen’’ and the rotational degrees
of freedom are treated quasiclassically. An analytical solution is obtained for the Smoluchowski
problem of the temperature jump and weak evaporation above a planar surface in a half
space. Numerical calculations are carried out. ©1998 American Institute of Physics.
@S1063-7850~98!01409-8#
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The Smoluchowski problem has attracted steady at
tion for a long time now. This problem is of interest becau
of its theoretical importance and numerous practical appl
tions. For a simple gas this problem has been treated
analytical methods1 and by approximate and numeric
methods for the total Boltzmann equation.2,3

The cited papers have dealt with the case of a m
atomic gas. At the same time, the majority of gases are p
atomic~molecular!. It is therefore indisputably of interest t
investigate the case of molecular gases. Kinetic process
molecular gases are more complicated than in a monato
~simple! gas.4 For this reason, model collision integrals pla
a more important role. An important circumstance is that
many molecular gases there exists a wide range of temp
tures~from tens to thousands of kelvins! in which, on the one
hand, the vibrational degrees of freedom or ‘‘frozen,’’ i.e
do not contribute to the thermodynamic and kinetic prop
ties of the gas, and, on the other hand, the rotational deg
of freedom can be treated quasiclassically.5 It is this study
that we consider here.

Model collision integrals for this case have been cons
ered in Refs. 6–8. A model collision integral for a diatom
gas was considered in Ref. 9, and the problem of the t
perature jump was addressed. In the present paper we
sider a generalization of the approach proposed in Ref.
the case of polyatomic gases, i.e., gases whose molec
contain three or more atoms.

A model kinetic equation of the Bhatnagar–Gros
Krook ~BGK! type for the steady-state case has the fami
form

v•¹ f 5n~ f eq2 f !. ~1!

Herev is the velocity of the molecules,f (r ,v) is the distri-
bution function, andn is the collision frequency of the mol
ecules. The functionf eq is the equilibrium distribution func-
tion with averaged characteristics:

f eq5neqS m

2pkTeq
D

3
2

expF2
m

2kTeq
~v2ueq!

2G ,
where m is the mass of a molecule andk is Boltzmann’s
constant.

The quantitiesneq, Teq, and ueq are calculated as mo
ments of the distribution functionf .
7021063-7850/98/24(9)/2/$15.00
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In the case when the internal degrees of freedom
quasiclassical, the model kinetic equations for polyatom
gases can be written in the form~1! with an equilibrium
distribution function

f eq
p 5n*

~m3J1J2J3!
1
2

~2pkT* !3
expF2

m

2kT*
~v2u* !2

2
J1v1

21J2v2
21J3v3

2

2kT*
G .

HereJ1 , J2 , andJ3 are the principal moments of inerti
of the molecule, andv5(v1 ,v2 ,v3) is the angular velocity
vector of its rotation. The quantitiesn* , u* , and T* are
determined as the corresponding moments of the distribu
function f (r ,v,v):

n* 5E f d3vd3v, u* 5
1

n*
E vf d3vd3v,

T* 5
1

3kn*
E Fm

2
~v2u* !21

1

2
~J1v1

21J2v2
21J3v3

2!G
3 f d3vd3v.

Below we will be interested in the case when the gra
ents of the thermodynamic quantities are small. We will a
assume that the velocity of the gas is small in a refere
frame tied to the interface. Then the distribution function c
be written in the linearized formf 5 f 0(11w). Here

f 05ns

~m3J1J2J3!1/2

~2pkTs!
3

expF2
mv2

2kTs
2

J1v1
21J2v2

21J3v3
2

2kTs
G ,

Ts is the surface temperature,ns is the density of the satu
rated vapor of the surface material at the surface tempera
and uwu!1.

In this case linearizing the model collision integral in~1!
leads to the following kinetic equation:

~v•¹w!1nw5Fdn

ns
S mv2

2kTs
2

J1v1
21J2v2

21J3v3
2

2kTs
D

1
m

kTs
u* •vG . ~2!

Here
© 1998 American Institute of Physics
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dn5n* 2n05E f 0wd3vd3v,

u* 5
1

nE f 0wvd3vd3v, dT5T* 2Ts ,

dT

Ts
52

dn

ns
1

2

3knTs
E f 0wFmv2

2
1

1

2
~J1v1

21J2v2
2

1J3v3
2!Gd3vd3v.

We introduce a Cartesian coordinate system with its
gin on the interface between the gas and condensed p
and itsx axis perpendicular to the surface and directed i
the gas. We suppose that in the gas far from the surface t
is a temperature gradient perpendicular to the surfa
Evaporation and condensation processes can occur at the
face, and there can be a mean-mass velocity of the gas in
direction toward or away from the the surface. ThenT5Te

1Ax for x→`. Here A5(dT/dx)x5` ; the quantityDT
5Te2Ts is called the temperature jump. We denote the
locity of the gas from the surface asU.

The kinetic equation~2! can be written as follows in
dimensionless variables:

jx

]w

]x
1w~x,j,v!5

4

p2E e2j22v2
k~j,v;j8,v8!

3w~x,j8,v8!v82d3j8d3v8. ~3!

Here

k~j,v;j8,v8!5112jj81
1

3
~j21n223!~j821n8223!

is the kernel of the equation.
We shall assume that the molecules are reflected f

the wall in a purely diffuse manner, i.e.,f (0,j,v)5 f 0 , if
jx.0. For the functionw we then get

w~0,j,v!50, if jx.0. ~4!

Far from the wall the distribution function should g
over to the Chapman–Enskog distribution, i.e.,

w~0,j,v!5was~x,j,v!1O~1!, if x→`, jx,0, ~5!

where

was5«n12Ujx1« t~j21v223!

1K~x2jx!~j21v224!, K5A/Ts .

We expand the functionw in the two orthogonal direc-
tions,e151 ande25j21v223:

w5h1~x,jx!1g~j21v223!h2~x,jx!, g25
1

3
. ~6!

We introduce the column vectorh5@h1h2# t. Then on
the basis of Eq.~3! we obtain a system of equations whic
can be written in vector form as~we have setm5jx):
i-
se

o
re

e.
ur-

the

-

m

m
]h

]x
1h~x,m!5

1

Ap
E

2`

`

em82
K0~m,m8!h~x,m8!dm8.

~7!

Here the matrix function K0(m,m8)5K(m8)
12mm8L(m8) is the kernel of Eq.~7!,

K~m!5UU 1 k~m!

k~m! k2~m!15/6
UU, L~m!5UU1 k~m!

0 0
UU,

k~m!5gS m22
1

2D .

Using expansion~6!, we can put the boundary condition
~4! and ~5! in the form

h~0,m!5UU0
0
UU, m.0, ~8!

h~x,m!5has~x,m!1O~1!, x→`, m,0, ~9!

where

has~x,m!5UU«n12Um2K~x2m!

1

g
~« t1K~x2m! UU .

We will skip over the solution of the problem~7!–~9!,
which is known from Refs. 1 and 9, and give the formul
for calculating the temperature jump and concentration ju
in dimensional form:

« t5dTlK 1gU2U, «N5dN1gN2U,

whered t anddN are the coefficients of the temperature jum
and concentration jump, andU is the dimensional evapora
tion velocity.

Numerical calculations show thatdT51.87224. We note
that for a diatomic gas this quantity has a value of 2.056
~Ref. 9!, and for a simple gas, 2.2049~Ref. 1!. Thus the
temperature jump decreases monotonically as the numbe
atoms in a molecule increases~at a constant Prandtl number!.

The proposed method of analytical solution can be
plied to a wide class of boundary-value problems for po
atomic gases.

This study was supported by a grant from the Russ
Fund for Fundamental Research~Project Code 97-01-
00333!.

1A. V. Latyshev, Prikl. Mat. Mekh.54, 581 ~1990!.
2E. P. Gross, E. A. Jackson, and S. Ziering, Phys. Fluids2, 432 ~1959!.
3Y. Onishi and Y. Sone, J. Phys. Soc. Jpn.44, 1981~1978!.
4V. M. Zhdanov and M. Ya. Alievski�, Transport and Relaxation Processe
in Molecular Gases@in Russian#, Nauka, Moscow~1989!, 336 pp.

5L. D. Landau and E. M. Lifshitz,Statistical Physics, 2nd ed., Pergamon
Press, Oxford~1969! @Russian original, Nauka, Moscow~1964!, 567 pp.#.

6V. A. Rykov, Izv. Akad. Nauk SSSR, Mekh. Zhidk. GazaXX , No. 6, 105
~1975!.

7I. N. Larina and V. A. Rykov, inNumerical Methods in the Dynamics o
Dilute Gases, Vol. 4 @in Russian#, Computational Center of the Academ
of Sciences of the USSR, Moscow~1978!, pp. 52–68.

8I. N. Larina and V. A. Rykov, Izv. Akad. Nauk SSSR, Mekh. Zhidk. Ga
XX , No. 5, 141~1986!.

9A. V. Latyshev and A. A. Yushkanov, Teor. Mat. Fiz.95, 530 ~1993!.

Translated by Steve Torstveit



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 9 SEPTEMBER 1998
Conducting properties and structure of nonstoichiometric orthorhombic phase
of YBa 2Cu3O72x obtained by high-temperature vacuum annealing

I. Khidirov, V. T. Ém, N. N. Mukhtarova, and A. S. Rakhimov
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Neutron and x-ray diffraction studies are carried out which show when the orthorhombic phase
of YBa2Cu3O72x (x'0.02) is heat treated at temperatures of 430–550 K under tunnel
high-vacuum pumping, a partial emission of oxygen from the O~1! positions~with coordinates
0;0;0.1578! and O~4! positions~with coordinates 0;1/2;0! occurs with no change in the
symmetry or in the unit cell parameters. The temperature dependence of the electrical resistivity
in the temperature interval 77–300 K shows a semiconducting character. ©1998 American
Institute of Physics.@S1063-7850~98!01509-2#
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The compound YBa2Cu3O72x has a low value of the
enthalpy of the oxidation reaction, a fact which indicates t
the bonding of some of the oxygen in the crystal lattice
weak.1 This suggests that the oxygen can be extracted f
the YBa2Cu3O7 lattice without a change in the orthorhomb
symmetry not only by chemical means in a medium of H2 at
low temperatures, as was done in Ref. 2, but also by cont
ous high-vacuum pumping at comparatively low tempe
tures ~430–550 K!. In this paper we present results from
study of the conducting properties and structure of a highTc

superconducting ceramic after such heat treatment.
The samples chosen for the study were polycrystal

YBa2Cu3O6.98 prepared by ceramic technology. The tran
tion temperatureTc was determined from the temperatu
dependence of the ratioR(T)/R(300 K); the resistance wa
measured by the four-contact method. X-ray diffraction m
surements were made on powder samples on a DRON
x-ray diffractometer (CuKa radiation!, and the neutron dif-
fraction measurements were made on a DN-500 neutron
fractometer mounted on the thermal port of the reactor at
Institute of Nuclear Physics of the Academy of Sciences
the Republic of Uzbekistan in Tashkent (l51.085 Å).

The initial sample had an orthorhombic unit ce
with the parameters a53.837(2), b53.886(5), and
c511.673(5) Å; the temperature of the transition to t
superconducting state wasTc587 K ~Fig. 1!. After the tem-
perature dependenceR(T) was measured, the sample w
loaded into a vacuum furnace and annealed at a temper
of 520 K for 24 h. The vacuum inside the furnace was ma
tained at a level of 231023 Pa or better by continuou
pumping.

After annealing the sample retained its orthorhom
structure without any noticeable changes in the lattice
rameters. However, the temperature dependence of the r
tivity in the interval 77–300 K acquired a semiconducti
character~Fig. 1!.3 Measurement of the magnetic suscep
bility showed that the loss of superconducting properties
curred throughout the entire volume of the sample, and
only in a surface layer. Analogous results were obtained a
vacuum annealing for 24 h at temperatures of 430, 470, 5
and 550 K. It should be noted that the loss of supercond
7041063-7850/98/24(9)/2/$15.00
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tivity after vacuum annealing at temperatures of 480–550
with a half-hour hold had been observed previously4 from
the temperature dependence of the magnetic susceptibilitx.

The character of the distribution of oxygen in the O~1!–
O~5! positions of the unit cell of the annealed samples w
determined by a neutron-diffraction analysis, which can g
a more accurate determination of the oxygen concentra
in the lattice than a chemical analysis can.5,6 An attempt to
determine the oxygen content from the ratio of the intensi
of certain reflections, as was proposed in Refs. 5 and 6,
not meet with success here, since the results of the ana
depended on the choice of reflection. This ambiguity can
accounted for by the fact that the methods proposed in R

FIG. 1. R(T)/R~300 K!: 1 — initial ceramic YBa2Cu3O72x ; 2 — after
annealing in vacuum at 520 K for 24 h.
© 1998 American Institute of Physics
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5 and 6 are reliable only in the case when all the oxyg
positions except O~4! and O~5! are occupied. We therefor
used the Rietveld method7 to determine the oxygen concen
tration by a minimization of the uncertainty factors in th
determination of the structure upon arbitrarily specifi
variations of the oxygen concentration in all the positio
The smallest values of the uncertainty factors were obtai
under the assumption that the oxygen content after annea
had decreased tox50.33–0.23, values which correspond
compositions YBa2Cu3O6.6726.77 ~see Fig. 2 and Table I!.
What occurs here is not a transition of oxygen from the O~4!
positions ~with coordinates 0;1/2;0! to the O~5! position
~1/2;0;0!, as is observed at relatively high temperatures in
oxygen medium,8 but a decrease in the amount of oxygen

FIG. 2. Neutron diffraction curves of a YBa2Cu3O6.67 sample obtained by
vacuum annealing atT5520 K. The points are experimentally observed, t
solid curve is calculated;D is the difference~the observed minus the calcu
lated!.

TABLE I. Structural characteristics of YBa2Cu3O6.77 obtained by low-
temperature vacuum annealing.

Atom x y z Dz B, Å2 DB, Å2 n* Dn

Y 1/2 1/2 1/2 0.0000 1.01 0.22 1.00 0.00
Ba 1/2 1/2 0.1864 0.0006 0.61 0.18 2.00 0.0
Cu1 0 0 0 0.0000 0.91 0.21 1.00 0.00
Cu2 0 0 0.3560 0.0005 0.73 0.12 2.00 0.0
01 0 0 0.1574 0.0008 0.53 0.12 1.87 0.0
02 1/2 0 0.3737 0.0008 0.60 0.12 2.04 0.0
03 0 1/2 0.3825 0.0010 0.68 0.12 2.06 0.0
04 0 1/2 0 0.0000 1.72 0.50 0.80 0.03
05 1/2 0 0 0.0000 0.00 0.00 0.00 0.00

Rp51.80%,RWp52.25%,RBr54.84%,Rf53.67%

*n is the number of atoms in the positions, andB is the thermal factor.
n

.
d

ng

n

the O~1! positions ~with coordinates 0;0;0.1578! and O~4!
positions, with a complete lack of oxygen in the O~5! posi-
tions. This result can apparently be attributed to the lowe
binding energy of the O~1! and O~4! atoms, as is attested t
by the high values of the thermal factors determined
single crystals in Ref. 9. It should be noted that a substan
decrease of the occupation of the O~1! positions has been
observed previously in the tetragonal phase after quenc
from 1027 K,8 but here, because of the high temperatu
there also occurs a disordering of the oxygen atoms over
O~4! and O~5! positions.

Thus in the low-temperature vacuum annealing
YBa2Cu3O72x a portion of the oxygen is removed from th
lattice, but because of the relatively low annealing tempe
ture the kinetic processes of restructuring are sluggish,
the orthorhombic phase with nearly the original values of
lattice parameters is ‘‘frozen in.’’ This agrees with the da
of Ref. 2, according to which the restructuring of the orth
rhombic phase is sluggish at temperatures below 600 K.

It can be supposed that that the observed change in
character of the conduction after vacuum annealing is rela
to the density of defects in the oxygen positions O~1!, since
it is the character of the occupation of these positions t
distinguishes orthorhombic phases which are close in c
position but obtained by different methods: high-temperat
annealing in vacuum; at high temperature in an oxyg
medium;10 and at low temperatures in a hydrogen medium2

Consequently, the electron-transport properties of the su
conducting ceramic depend importantly on the degree of
cupation of the O~1! as well as O~4! oxygen positions.

In summary, taking the compound YBa2Cu3O72x as an
example, we have shown that by continuous high-vacu
pumping at temperatures of 430–550 K one can extract o
gen from the lattice of the superconducting ceramic with
altering the symmetry and lattice parameters, but the res
ing compound YBa2Cu3O6.6726.77 has a semiconducting
character of the temperature dependence of the resistivit
the temperature interval 77–300 K.

This study was financed by the Foundation for Supp
of Basic Research of the Academy of Sciences of the Rep
lic of Uzbekistan.
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Mechanism for the dependence of the photoemission threshold of a photocathode
on its irradiance
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Secondary electron emission is shown to occur at the boundary of the working region of a
photocathode when current flows through this region, causing a deviation from the known classical
laws of photoemission. It is established that the sensitivity and photoemission threshold of
the photocathode depend on the strength of the photocurrent flowing through it.
© 1998 American Institute of Physics.@S1063-7850~98!01609-7#
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In studies of M-9 image converters1 with silver–
oxygen–cesium photocathodes it was observed that for s
samples, the sensitivity and long-wavelength photoemiss
threshold of the photocathode regions adjacent to the b
depend on the strength of the total current flowing throu
the photocathode.

In order to clarify the mechanism responsible for th
effect, M-9 image converters were fabricated~Fig. 1! for
which the diameters of the working regions of the photoca
ode and the luminescence screen were 3.5 and 5 cm res
tively ~for normal M-9 image converters these dimensio
are 5 cm!. The investigations were carried out as follows.
saturation voltage was created between the photocatho1
and the screen2 of the image converter and the spect
sensitivity characteristics of the photocathode section3 adja-
cent to the baffle4 ~i.e., the section directly adjacent to th
boundary of the working region of the photocathode! were
recorded by systematically measuring the photocurrents
erated as a result of exposure to monochromatic radiatio5
at wavelengths between 0.4 and 1.7mm modulated, for
example, at a frequency of 1000 Hz. The diameter of
light beam did not exceed 0.1 mm and the radiation was s
plied from an MDR-2 monochromator. The power of th
radiation 5 was then increased and the spectral sensiti
characteristic of the same section of photocathode was m
sured again. Several more measurements were then m
with increasingly powerful radiation fluxes5, i.e., higher
photocurrents.

It can be seen from Fig. 2 that the sensitivity and lon
wavelength photoemission threshold of a single point3 on
the photocathode depend on the power of the radiation
incident at this point. At first glance, this clearly contradic
the classical photoemission laws, according to which the
tio of the change in the photocurrent to the change in
radiant flux incident on the photocathode is a constant kno
as the sensitivity:S5dJ/dF.

It was also observed that in those image conver
where a working~high! voltage was created between th
photocathode and the anode~luminescence screen!, and the
central parts of the photocathode were irradiated and not
edge~i.e., the radiation6 is incident on the photocathode an
7061063-7850/98/24(9)/3/$15.00
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not the radiation5!, the luminescence7 from the center of
the luminescence screen was also accompanied by an im
of the boundary of the photocathode working region in t
form of a luminous ring8 at the edge of the screen. Th
brightness of this ring8 depended on the strength of the tot
current through the photocathode, i.e., on the irradiance
the center of the photocathode.

Assuming that the emission from the luminescen
screen only occurs under electron bombardment and tha
the image converter each point on the surface of the lu
nescence screen corresponds to a single point on the su
of the photocathode, we conclude that when the central p
of the photocathode are irradiated, electrons are emitted f
the sections3 adjacent to the baffle and on reaching t
peripheral sections of the screen, they cause it to lumine
in the form of a ring8.

It was established in earlier investigations2 that when a
photocathode is fabricated by conventional technology, it
a gap at points adjacent to the baffle. Microscopic investi
tions showed that the width of this gap is of order a micr
~between 0.2 and 2mm!. This leads to the establishment o
an enhanced intermediate resistanceR between the baffle and
the photocathode. Direct measurements revealed that thi
sistance is of order 5 MV. In consequence, almost all th
voltage formed in the photocathode film as a result of p
toemission of electrons into vacuum, between the illum
nated point on the photocathode and the baffle, is inciden
the gap in the photocathode film since the resistance of
film is considerably lower~of order kilohms!. Thus, regard-
less of whether photoemission occurs as a result of irra
tion of some point on the photocathode, the flow of curre
through the photocathode film leads to the formation of
electric field in the gaps, whose strengthE is given by

E5
U

L
, ~1!

whereU is the potential difference between the edges~i.e.,
on different sides! of the gap~i.e., between the baffle and th
edge of the photocathode!. Calculations show that if the tota
current through the photocathode is 1mA, the voltageU is
approximately 5 V. Equation~1! gives a strengthE of order
© 1998 American Institute of Physics
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FIG. 1. Cross section of image converter. The prima
electrons are denoted by points with a single arrow and
secondary electrons by points with two arrows.
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53104 V/cm. It is known3 that field emission from the pho
tocathode can easily occur at these strengths. Thus, the
no doubt that when current flows through the photocatho
field emission occurs from the edge of the baffle and a
entering the strong electric field in the gap and undergo
acceleration, the emitted electrons bombard the boundar
the working region of the photocathode.2 This inevitably
leads to secondary electron emission and regardless o
coefficient of secondary electron emission~which may be
greater or less than 1!, some of these secondary electro
escape into vacuum.

Some of the field-emission electrons may also be in
dent on sections9 of the photocathode surface adjacent
the gap and bordering on vacuum, i.e., near point3. This also
gives rise to secondary electron emission from these sec
9 of the photocathode surface~for precisely these reason
when the central sections of the photocathode were irradi
and not section3 electrons were also emitted from section3,
and these electrons bombarded the edge of the luminesc
screen, causing it to luminesce in the form of a ring!. It is
known4,5 that for photocathodes the coefficient of second
electron emission for low primary electron energies increa
with increasing energy~and thereforeU, which is propor-
tional to the currentJ). Thus, as the photocurrent streng
~and therefore the current in the gap! increase as a result o
increasing illumination~radiation power!, the potential dif-
ferenceU and the secondary electron emission current w

FIG. 2. Spectral sensitivity characteristics of the same point3 on the
photocathode adjacent to the baffle as a function of the radiation pow5
used for the measurements.
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also increase. This is why the brightness of the luminesce
ring 8 at the edge of the screen also increases as a functio
the illumination of the center of the photocathode.

It should also be borne in mind that the widthL of the
gap in the photocathode film is comparable with the wa
length of the recorded radiation~i.e., the wavelength of the
radiation 5! incident on the boundary of the photocatho
working region~i.e., near the gap!. It can thus be reliably
stated that diffraction must take place and some of the ra
tion flux 5 incident from the substrate at the edge of t
photocathode working region, after being diffracted, w
reach the photocathode region10 situated in the gap at the
edge of the baffle, thereby also causing photoemission f
these sections10. Under the influence of the electric field th
work function of the photocathode section10 decreases by
Dew, which is known6 to be given by

Dew53.7931024AE. ~2!

As a result of the reduction in the work function of the se
tion 10, the long-wavelength photoemission threshold of t
section shifts toward longer wavelengths and this shift w
be proportional toDew. By substituting the value ofE ob-
tained above (53104 V/cm) into Eq. ~2!, we determine the
predicted decrease in the work functionDew'0.08 eV. With
this decrease in the work function the long-wavelength p
toemission threshold should be shifted from 1.56mm ~Fig. 2!
to 1.7mm. In practice the threshold was shifted to 1.65mm
~Fig. 2!, which agrees fairly well with the theory and con
firms the accuracy of the proposed hypothesis. If we ta
into account Eqs.~1! and ~2! and also the fact thatU is
proportional to the photocurrent strength~more accurately
the total currentJ passing through the photocathode! and the
intermediate resistanceR, it becomes clear thatDew53.79
31024AKJR/L, whereK is a numerical coefficient of orde
1.

To conclude, it can be assumed that photoelectron em
sion from regions of the photocathode adjacent to the ba
is also accompanied by secondary electron emission f
these sections and by photoelectron emission from those
tions of the photocathode situated near the gap at the edg
the baffle.

1M. M. Butslov, B. M. Stepanov, and S. D. Fanchenko,Image Converters
and Their Application in Scientific Research@in Russian#, Nauka, Moscow
~1978!, 432 pp.
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Generation of superradiance pulses by high-current subnanosecond electron bunches
moving in a periodic slow-wave structure

N. S. Ginzburg, Yu. V. Novozhilova, I. V. Zotova, A. S. Sergeev, A. D. R. Phelps,
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S. A. Shuna lov, M. R. Ul’maskulov, and V. P. Tarakanov

Institute of Applied Physics, Russian Academy of Sciences, Nizhni� Novgorod Strathclyde University,
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~Submitted March 23, 1998!
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The generation of ultrashort microwave pulses was observed experimentally in the superradiance
of high-current electron bunches propagating through a periodic slow-wave structure. The
process included particle bunching within the bunch followed by coherent emission from the entire
volume of the bunch. ©1998 American Institute of Physics.@S1063-7850~98!01709-1#
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An analysis of the multifrequency dynamics
backward-wave oscillators made in Ref. 1 showed that as
injection current increases, steady-state oscillation is
placed by self-modulation. It was observed that the am
tude of the first pulse formed under these conditions in
initial stage of the transition process is substantially~by a
factor of two or three! greater than the amplitude of th
steady-state oscillation. It was shown in Ref. 2 that this pu
is superradiant4–7 since its formation is partly attributable t
electron bunching and partly to the relative influence of d
ferent parts of the electron pulse caused by slippage of
wave relative to the particles. As a result, in a certain ra
of parameters the peak power of this pulse increases as
square of the current, which is indicative of coherent em
sion in the initial part of the current pulse. Thus, if the leng
of the beam current pulse is limited to a level sufficient
the formation of a superradiant pulse, the generation of h
power ultrashort microwave signals may be predicted. T
present paper reports an experimental investigation of
generation of subnanosecond pulses on the basis of
mechanism.

A RADAN-303 nanosecond accelerator with a subna
second pulse-shortening device was used to inject short,
0.9 ns, high-current, 1–2 kA, electron pulses with a parti
energy of 220–250 keV~Refs. 8 and 9!. These pulses were
generated in a magnetically insulated coaxial explosi
emission diode. A specially designed diode assembly
sured that the accelerating gap could be varied smoothl
order to vary the injection current. The signals were recor
using a 7 GHz Tektronix-7250 digitizing oscilloscope. T
high-current electron bunches were focused using a s
magnetic field of up to 10 T generated by a superconduc
solenoid. This field could sustain a pulse-periodic regi
corresponding to an injector timing frequency of 25 Hz.

A typical oscilloscope trace of a microwave signal
shown in Fig. 1a, consisting of several pulses. The first pu
is the superradiant pulse and the subsequent pulses are
duced by reflection of this pulse at the boundary between
7091063-7850/98/24(9)/3/$15.00
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corrugated and regular exit waveguide. The amplitudes
the secondary pulses decreased appreciably as the dep
corrugation decreased smoothly at this boundary. Howe
additional reflections were useful to determine the group
locity of the radiation over the interval between pulse
which was 0.3 s and agreed with the results of the numer
simulation of the superradiance process made using
KARAT code. Figure 2a shows the geometry of the syst
and the pattern of longitudinal electron bunching observed
the bunch passes through the slow-wave system. The e
lope of the time dependence of the radiation power~Fig. 2b!
accurately reproduces the oscilloscope trace of the mi
wave signal.

Figure 1b gives the peak power as a function of t
guiding magnetic field. The figure clearly shows a region
cyclotron absorption near 3.5 T and two regions of emiss
with weak~1.5–3 T! and strong~.4 T! magnetic fields. It is
known from previous studies of long-pulse relativist
backward-wave tubes that these sources have two region
efficient generation separated by a cyclotron absorption b
which appears when the cyclotron resonance condition is
isfied for the fundamental harmonic of the wave propagat
in a periodic slow-wave system.10–13 The first experimental
investigations of the generation of superradiant pulses on
basis of this mechanism were carried out using a relativ
weak focusing magnetic field of 2 T generated by a puls
solenoid,14 which was lower than the value corresponding
the cyclotron absorption band. Figure 1b shows that
strong ~exceeding the resonance value! magnetic fields the
peak radiation power is between four and five times hig
than that obtained in previous experiments. The increas
power is mainly attributable to the improved quality of th
hollow electron beam formed by the exploding cathode a
to a reduction in the wall thickness to 0.4 mm. In additio
focusing of the electrons by the strong magnetic field allo
the gap between the slow-wave system and the bunch t
reduced, which increases the coupling impedance and
corresponding gain.
© 1998 American Institute of Physics
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The peak power was investigated as a function of
bunch current by varying the length of the anode–cath
accelerating gap. When this gap was varied between 3
11 mm, the bunch current varied between 1.3 and 2.1
However, this was accompanied by a change in the di
impedance and the average particle energy varied in
range 200–250 keV. Another complicating factor in the e
periments was the misalignment (;0.5 mm) of the coil of
the superconducting transporting solenoid and the electro
namic slow-wave system, which resulted in appreciable c
rent losses as the bunch passed through the drift chann

Figure 1c gives the peak superradiance power as a f
tion of the injection current and the transmitted current. B
dependences show satisfactory agreement with the quad
dependence of the power on the current obtained from
theoretical analysis. The frequency measurements were m
by observing the signal from a hot-carrier detector after
radiation had passed through waveguide filters with differ

FIG. 1. a — Oscilloscope trace of microwave signal, b — peak power
versus induction of guiding magnetic field, c — peak superradiance powe
versus injection current~1! and transmitted current~2!, and d — angular
distribution of radiation.
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cutoff frequencies. According to these measurements,
central radiation frequency corresponded to the calcula
frequency of 39 GHz and the relative spectral band was 5

The radiation was polarized in the TM01 mode which,
after emission into free space, has only the radial compon
of the electric field. When the receiving horn was rotat
through 90°, the amplitude of the detector signal was
duced at least threefold. The angular distribution of the
diation measured by moving the horn along one of the co
dinates is shown in Fig. 1d and has a minimum at the ce
characteristic of the TM01 mode. Note that the field distribu
tion in Fig. 1d is asymmetric. This asymmetry can be attr
uted to the orientation of the germanium detector relative
the electric field gradient. The field distribution changes
mirror-symmetric when the detector is rotated through 18
The absolute radiation power obtained by integrating the
tector readings over the angular distribution gives an e
mate of 4–5 MW. The high peak power of the radiation w
also confirmed by the emission from a panel of neon lam
positioned 30 cm from the exit horn. In this case, the em
sion pattern accurately corresponded to the TM01 mode.

Another important factor confirming the high radiatio
power was the rf breakdown of air at atmospheric press
which was observed when the radiation was focused b
parabolic mirror or inside a tapering conical waveguid
Moreover, a comparison with the results of previous obs
vations of rf breakdowns from nanosecond and subnano
ond microwave and video pulses indicates that the real p
power was considerably higher than the level obtained fr

FIG. 2. Results of a simulation of superradiance: a — geometry of system in
polar coordinates and particle bunching at time 1 ns; b — output power of
radiation as a function of time.
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the detector readings. At this point, it should be noted t
experiments using backward-wave tubes with 4–5 ns mic
wave pules13,15 indicate that a power level of 4–5 MW i
insufficient for the evolution of breakdown even for su
relatively long pulses. However, experiments using subna
second video pulses demonstrate15 that for such short dura
tions the electric field breakdown strength should be 150
cm. Using a standard procedure to calculate the field i
conical waveguide, we find that a radiation power of 2
30 MW should correspond to superradiant pulses of this fi
strength. Note that the detector was calibrated using a m
netron with 100 ns pulses. That is to say, we can assume
the signal power was considerably underestimated when
nanosecond pulses were recorded by the hot carrier dete

The superradiant pulses exhibited a high degree of
bility and reproducibility which allowed us to achieve
pulse-periodic regime at frequencies up to 25 Hz when
RADAN 303 accelerator was operated under suitable co
tions.

To sum up, as a result of these investigations we h
developed a new pulsed source based on the superradian
high-current electron bunches. Microwave pulses were
tained with megawatt powers and durations less than 1
which are the shortest so far recorded. Superradiant pu
will be of interest to study nonlinear effects in plasmas a
solids, and also in localized applications.

This work was supported by the Russian Fund for F
damental Research~Grant No. 95-02-04791!.
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Phase synchronization of switching processes in a stochastic bistable system
with an aperiodic external influence
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The synchronization of switching in a stochastic bistable system perturbed by a chaotic signal is
analyzed. The effect is described in terms of the classical theory of phase synchronization.
© 1998 American Institute of Physics.@S1063-7850~98!01809-6#
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It is known that when self-oscillatory systems intera
mutual and forced synchronization of the oscillations ta
place.1 Recent studies have shown that these effects are
observed in chaotic self-oscillatory systems2–4 and in sys-
tems with noise-controlled time scales.5–8 In addition, the
concept of the instantaneous phase of chaotic oscillat
was rigorously introduced for a Ro¨ssler system and the mu
tual chaotic synchronization effect was described in term
the classical theory of phase synchronization.9,10 The sto-
chastic bistable system examined here is a model descri
the motion of a Brownian particle in a two-well potential an
belongs to a class of nonlinear systems which do not pos
natural deterministic frequencies. Their dynamics dep
strongly on the noise intensity and the characteristic ti
scale of these systems is the average time to escape from
potential well~the Kramers time!.11

Stochastic bistable systems perturbed by a weak peri
signal have recently attracted close attention in connec
with studies of the stochastic resonance effect.12–14 The re-
sponse of the system to a weak periodic influence is am
fied substantially and reaches a maximum at an optim
selected noise level~stochastic resonance!. In the limit of a
small-amplitude periodic force, stochastic resonance is
scribed in terms of linear response theory.15,16When the am-
plitude of the periodic influence is comparable with~but re-
mains smaller than! the potential barrier in a stochast
bistable system, switching synchronization occurs.7

An analysis of the degree of predictability of the r
sponse of a bistable system using different measures of c
plexity revealed that stochastic synchronization is caused
self-organization of the system.8 The effect of mutual sto-
chastic synchronization of switching processes in a system
two coupled bistable oscillators perturbed by statistically
dependent noise sources was analyzed for the first tim
Refs. 6 and 18. In this case, the system has absolutel
deterministic time scales and as the coupling increases
teraction is observed between statistical time scales of
subsystems defined as moments of the distribution funct
In Ref. 17 mutual and forced synchronization of switchi
processes in bistable stochastic systems was analyzed
the point of view of classical phase synchronization theo

The results of recent investigations have shown that
chastic resonance also occurs in the more complicated
7121063-7850/98/24(9)/3/$15.00
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when the influence is aperiodic. The concept of aperio
stochastic resonance was introduced in Refs. 19 and 20 a
was also shown that the response of a bistable system
slowly varying aperiodic influence may be optimized b
noise. Noise optimization of the process of informati
transfer between two unidirectionally coupled nonlinear
cillators generating chaotic series of pulses was dem
strated in Ref. 21.

The aim of the present study is to describe aperio
stochastic resonance in terms of phase synchroniza
theory. The input signal is taken as the signal generated
certain dynamic system under conditions of dynamic cha
whose amplitude is comparable with the height of the pot
tial barrier. In the absence of noise, the amplitude of
signal is insufficient to cause switching in the bistable s
tem.

As already noted, the basic model used to analyze
chastic resonance and aperiodic stochastic resonance is
of an overdamped bistable system perturbed by white Ga
ian noise and an external signal described by the follow
stochastic differential equation

ẋ5ax2x31A2Dj~ t !1my~ t !, ~1!

wherem is a certain constant,y(t) is a chaotic signal,j(t) is
Gaussian white noise, the parameterD determines the noise
intensity, and the parametera determines the depth of th
symmetric potential wells~in our casea55).

We shall first consider the case when the input signa
generated by a Ro¨ssler system:

ẋ15t~2x22x3!, ẋ25t~x110.15x2!,

ẋ35t~0.21x3~x126.26!!. ~2!

In this case, we havey(t)5x1, m50.42, andt50.01 ~by
introducing time normalization, we increase the base per
of the chaotic oscillations compared with the characteris
relaxation time within the potential wells!. It was shown in
Ref. 10 that for a Ro¨ssler system the instantaneous phase
the chaotic oscillations can be correctly introduced by s
eral methods. In our specific case, the instantaneous pha
the influence and the instantaneous phase of the respon
a bistable system will be determined using the concept o
analytic signal22,23 by means of a Hilbert transform, whic
© 1998 American Institute of Physics
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FIG. 1. a! Time dependence of the phase difference for vario
noise intensities for an input signal from a Ro¨ssler system:
curve 1 — D50.9, curve2 — D51.15, curve3 — D51.4;
b! mean frequencyV ~solid curve! and mean switching fre-
quency~circles! versus noise intensity; the dashed curve giv
the mean frequency of the chaotic oscillations in the system
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has been widely used in radiophysics24,25and signal process
ing theory.26 As we know, the Hilbert transform maps a
arbitrary signal s(t) into an analytic signalc(t)5s(t)
1 isH(t)5a(t)eif(t), where a(t)5As(t)1sH

2 (t) and f(t)
5arctan(sH(t)/s(t)), and the functionsH(t) is the Hilbert
transform of the initial signals(t):

sH~ t !51/p*2`
` s~t!dt/~ t2t!

~the integral is taken in the sense of the Cauchy princ
value!.

In the classical case considered in Ref. 27, the stocha
differential equation for the phase difference has the form

Dḟ5d2e sin~Df!1j~ t !. ~3!

In this case, the phase differenceDf diffuses in the potentia
V(Df)52dDf2e cos(Df), fluctuating for a long time
within the potential wells and undergoing occasional 2p
jumps.27 In our case, the phase of the influence is given
ḟ5^v&1r(f), wherer(f) is a small ‘‘phase noise’’ in the
Rössler system9 and ^v& is the mean frequency of the cha
otic oscillations. Despite the existing phase modulation
the input signal, phase synchronization of the switching
observed at some noise intensity, as in the case of a per
influence. In this case, the phase difference fluctuates aro
some fixed value~curve 2 in Fig. 1a!. In the absence o
synchronization the phase difference increases with
l

tic

y

f
s
dic
nd

ut

bound, accomplishing 2p jumps~curves1 and3 in Fig. 1a!.
Figure 1b gives the mean frequencyV5^ḟ& and the mean
switching frequency determined neglecting intrawell motio
plotted as a function of the noise intensity. It can be seen
these two characteristics exhibit identical behavior and
some range of noise intensities coincide with the mean
quency of the chaotic oscillations in a Ro¨ssler system.

We shall now consider the case when thex-variable of a
Lorenz system is taken as the input signal:

ẋ1510~y2x!t, ẏ5~28x2y2xz!t, ż5~xy28/3z!t.
~4!

In this case in Eq.~1! we havey(t)5x, m50.245, andt
50.005. It can be seen from Fig. 2a that, as in the previ
case, at some noise intensity phase synchronization of
switching is observed in the stochastic bistable system
the phase difference remains bounded~curve 2!, whereas
outside the synchronization range the phase difference
creases without bound~curves1 and3!. Moreover, as can be
seen from Fig. 2b, the mean frequencyV5^ḟ& and the
mean switching frequency of the bistable system dem
strate identical behavior and in a certain range of noise
tensities coincide with the mean switching frequency in
Lorenz system. The investigations showed that if the cha
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FIG. 2. a! Time dependence of the phase difference for vario
noise intensities for an input signal from a Lorenz system: curv1
— D50.76, curve2 — D51.0, curve3 —- D51.3; b! mean
frequencyV ~solid curve! and mean switching frequency~circles!
versus noise intensity; the dashed curve gives the mean switc
frequency in the Lorenz system.
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influence has a small amplitude, locking of the mean f
quencies and phase synchronization are not observed.

Thus, the results indicate that in a stochastic bista
system excited by a chaotic signal, phase synchronizatio
the switching and locking of the mean frequency of the c
otic influence are observed.

The authors are grateful to A. B. Neiman for discussio
of the results.
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Resonant conversion of plasmons in a rippled metal–insulator structure
V. A. Sychugov, A. V. Tishchenko, B. A. Usievich, and I. F. Salakhutdinov
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The propagation of long-range plasmons on a rippled metal film embedded in an insulator is
studied. It is shown that the ripple of the film leads to the appearance of additional dissipative
losses of these plasmons. It is established that these additional losses are caused by resonant
coupling between long-range and short-range plasmons produced by the ripple of the film.
© 1998 American Institute of Physics.@S1063-7850~98!01909-0#
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More than fifteen years have elapsed since it was sh
in Ref. 1 that plasmons whose range substantially exce
that of plasmons at a metal–insulator interface may exist
thin metal film embedded in an insulator. So far, howev
few experimental and theoretical studies have been dev
to long-range plasmons, and the literature contains very
reports of experimental observations and investigations
this type of plasmon.2–6 This is to a considerable extent a
tributable to the complexity of fabricating thin solid met
films (h,10 nm) and also the need to ensure that the ref
tive indices of the media containing the metal film are t
same.

As we know, long-range plasmons are usually exci
using a total-internal-reflection prism or a rippled metal fil
It was noted in Ref. 6 that in this last case, the usual reso
decay of the amplitude of the light beam reflected from
metal surface may be replaced by its resonant amplifica
as a result of the so-called ‘‘total’’ external reflection
light.7 This effect is the result of interference between t
wave reflected by the structure and the wave emitted fr
the structure as a result of its ripple. The constructive na
7151063-7850/98/24(9)/4/$15.00
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of the interference is responsible for a resonant increas
the amplitude of the reflected wave.

In order to achieve a high reflection coefficient, the d
sipative losses of the long-range plasmons should be
stantially lower than the radiation losses caused by the rip
of the metal film. It was shown in Ref. 6 that this conditio
may be satisfied with a suitable choice of film thickne
ripple period, and depth. As an example, Fig. 1 shows
calculated and experimentally determined angular dep
dence of the coefficient of reflection of a light beam~all the
calculations and experiments were made forl50.63mm)
from the surface of a thin rippled copper film (h59 nm)
with ripple periodL50.37mm and depth 2s533 nm. The
metal film was positioned between media having refract
indices of 1.512 and 1.507.

Our investigations showed that the problem of select
suitable parameters of the rippled structure for the existe
of long-range plasmons is complicated by the existence
so-called short-range plasmons which have high dissipa
losses and high propagation constants. Figure 2 gives t
parameters for short- and long-range plasmons as a func
on
f

FIG. 1. Angular dependence of the coefficient of reflecti
of light from the rippled surface of a thin copper film o
thicknessh59 nm, 2s533 nm, andL50.37mm. The
calculated curve was obtained for«5(227.0,5.0).
© 1998 American Institute of Physics
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FIG. 2. Real part of the propagation constantsn of long-
and short-range plasmons and attenuation factora as a
function of the thickness of the copper film.
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of the thickness of a copper film embedded in an insula
with n51.512. When the ripple of this structure has a su
able period, this may lead to compensation of the differe
between the propagation constants of the long- and sh
range plasmons propagating in the same direction, i.e.,
become equal:

k~ns* 2nl* !5K5
2p

L
, ~1!

wherenl* and ns* are the effective refractive indices of th
long- and short-range plasmons, respectively.

This factor is responsible for the resonant transfer
energy between the plasmons. In this particular case,
long- and short-range plasmons propagate in the same d
tion and as a result of the strong attenuation of the sh
range plasmon, energy is transferred from the long-rang
the short-range plasmon. If a long-range plasmon is exc
at a grating, its amplitudeAl(x) varies along the grating
within the exciting beam as follows:

dAl

dx
52ā lAl2ã radAl2kAs1bAin , ~2!

dAs

dx
52āsAs1kAl , ~3!

wherek is the coefficient of coupling of two plasmons at th
grating,ā l (s) is the attenuation factor of a long-range~short-
range! plasmon moving over a smooth metal film,ã rad is the
radiative loss factor of the long-range plasmon,Al (s) are the
plasmon amplitudes,Ain is the amplitude of the incident
r
-
e
rt-
ey

f
he
c-
t-
to
d

wave, andb is the coefficient of coupling between the inc
dent wave and a long-range plasmon excited by this wav

In the Rayleigh–Fourier approximation, the coefficie
of coupling between the plasmons has the form

k25
~N0

s!2~N0
l !2

hlnlhsns
Fks

«1nsnl2«0N1
l N1

s

~«01«1!nsnl2«0«1
G2

, ~4!

where

hl ~s!5h2
2«0«1

ikN1
l ~s!@~«01«1!nl ~s!

2 2«0«1#
,

N0
l ~s!5A«02nl ~s!

2 , N1
l ~s!5A«12nl ~s!

2

nl , ns are the propagation constants of the long- and sh
range plasmons normalized tok52p/l.

Figure 3 givesk as a function of the thickness of th
metal film (2s533 nm). The coupling coefficient not onl
determines the lengthL5p/(2uku) for transfer of energy
from the long-range to the short-range plasmon, but also
attenuation factor of the long-range plasmon at the grat
The attenuation factor of long-range plasmons in a ripp
metal film is higher than the attenuationā l on a smooth film.
This increase is attributed to the radiation lossesã rad of the
long-range plasmons at the ripple and the additional diss
tive lossesãdis caused by the transfer of energy from lon
range to short-range plasmons:
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FIG. 3. Coupling coefficient between long- and short-ran
plasmons at a rippled copper film as a function of fil
thickness~curve 1! and resonant period of the ripple as
function of film thickness~curve2!.
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a5ā l1ã rad1ãdis, ~5!

where

ã rad5ReK ~N0
l !2

nlhl
S ks

2 D 2H 2N1
l 12~«02«1!

3
~«1nlnr2«0N1

r N1
l !

~«01«1!nl
22«0«1 F nlnr

i«1N0
r cotS kN0

r h

2 D 1«0N1
r

1
N1

l N0
r

«1N0
r 1 i«0N1

r cotS kN0
r h

2 D G J L , ~6!

ãdis5
uku2

ās

, ~7!

whereN0.1
r 5A«0.12nr

2, andnr5nl2l/L is the normalized
projection of the wave vector of the exciting plasma of t
bulk wave.

Equation~7! was obtained from Eqs.~2! and~3! assum-
ing that the excitation of a long-range plasmon on a ripp
metal film is a steady-state process.

Figure 4 gives the additional attenuation factor of a lon
range plasmon on a rippled copper film (h59 nm, l
50.37mm, 2s533 nm) as a function of the thickness of th
metal film. The position of the resonant absorption peak o
long-range plasmon on the thickness scaleh ~for a given
wavelength! is determined by the period of the ripple, th
amplitude is determined by the ripple depth, and the wi
d

-

a

h

by the short-range plasmon losses. Figure 5 gives the de
denceR(Q) for two thicknesses of copper film. In particula
Fig. 5 shows that the reflection peak disappears when
long-range plasmon losses are high. We should also men
the—at first glance—paradoxical observation deduced fr
formula ~7!: the additional dissipative losses for long-ran
plasmons decrease as the loss factor for a short-range
mon at a smooth metal surface increases. However, if

FIG. 4. Dependence of the additional lossesã rad1ãdis ~curve 1! and ã rad

~curve2! of a long-range plasmon at a rippled copper film versus thickn
(2s533 nm).
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bear in mind that the fraction of energy transferred from
long-range to the short-range plasmon depends on the am
tude of the excited short-range plasmon, which is invers

FIG. 5. Angular dependence of the coefficient of reflection of light from
rippled surface of a thin metal film forh59 nm ~curve 1! and 16.3 nm
~curve2!. The thickness of 16.3 nm corresponds to the maximum additio
loss factor.
e
li-

ly

proportional to the lossesās , the dependence ofãdis on ās

given by formula~7! becomes understandable and alm
obvious.

To sum up, the energy loss mechanism in a long-ra
plasmon at a rippled metal film identified in our analys
imposes certain constraints on the choice of parameter
the rippled structure which must be taken into account wh
developing any devices using surface electromagnetic wa
in thin rippled metal films. We also note that studies of sin
soidal gratings are needed. Only these gratings can en
minimum additional losses, because otherwise coupling
tween long-range and short-range plasmons can occu
higher-order spatial harmonics of the grating profile.

This work was supported by the Russian Fund for Fu
damental Research, Grant No. 97-02-16857.
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Fiber-optic gyroscope with suppression of excess noise from the radiation source
É. I. Alekseev, E. N. Bazarov, Yu. A. Barannikov, V. P. Gapontsev, V. P. Gubin,
I. É. Samartsev, and N. I. Starostin

Institute of Radio Engineering and Electronics, Russian Academy of Sciences (Fryazino Branch)
~Submitted March 5, 1998!
Pis’ma Zh. Tekh. Fiz.24, 30–35~September 26, 1998!

A new optical system is proposed and investigated experimentally for a Sagnac fiber
interferometer in which the excess noise of the wide-band radiation source is suppressed. A
tenfold improvement in the sensitivity of a fiber-optic gyroscope with an erbium/ytterbium fiber
superfluorescent light source was achieved experimentally. It is shown that the identity of
the polarization characteristics of the interferometer channels plays an important role.
© 1998 American Institute of Physics.@S1063-7850~98!02009-6#
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Recent progress achieved in low-coherence interfer
etry, including fiber-optic gyroscopy, is to a considerab
extent attributable to the successful development of su
fluorescent fiber sources using fibers doped with ions of r
earth metals.1 A promising source for fiber-optic gyroscope
is an erbium/ytterbium superfluorescent fiber source2 which
has a high output power and highly stable parameters in
1.55mm range.

It has been established that superfluorescent fi
sources~and other wide-band radiation sources! have an en-
hanced level of intensity noise~excess noise!, which may be
between one and two orders of magnitude higher than
fundamental limit determined by the shot noise. The prop
ties of the excess noise are such that it can be compensat
various two-channel systems for photodetection of the in
ferometer signal.2–5 This involves equalizing the delay time
of the radiation in the signal and reference channels wh
polarization characteristics should be identical. In Refs
and 5 the noise in a Sagnac interferometer is compensate
using an additional fiber delay line in the reference chan
In Ref. 6 we proposed a fiber-optic gyroscope in which b
channels were based on a common fiber circuit and a
anced detector using a specially directed 333 coupler.

Here we propose and investigate experimentally a n
optical system for a Sagnac fiber interferometer with co
pensation for the excess noise of the source. We also ide
the mechanisms limiting the degree of suppression of
excess noise in two-channel optical systems used in fi
interferometers.

The apparatus~Fig. 1! consists of a ‘‘minimal’’ circuit of
an all-fiber fiber-optic gyroscope with an additional chan
to compensate for the noise of the superfluorescent fi
source~1!. The minimal circuit is formed by a polarizer P1

~2!, a directional coupler DC1 ~3!, a phase modulator PM~4!,
a fiber loop FL~5! ~with a fiber length of 500 m and diamete
13 cm!, and a signal photodetector PD1 ~6!, with a
polarization-insensitive optical circulator OC~7! used as the
input coupler. The main elements of the reference chan
are a coupler DC2 ~8! at one end of the fiber loop, a polarize
P2 ~9!, and a photodetector PD2 ~10!. In addition, two polar-
ization controllers PC1 ~11! and PC2 ~12! are also incorpo-
7191063-7850/98/24(9)/3/$15.00
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rated in the circuit to fine-tune the polarization characte
tics of the channels required for the elements of an isotro
fiber. A controllable fiber attenuator CA~13! is also included
to vary the optical power.

Thus, in this system the fiber loop is used in the sig
and reference channels of the interferometer so that the
ference between the time delays of the signals may be m
fairly small and stable, which is required for efficient noi
suppression.

The output signals from the photodetectors are fed t
subtractor~14!, and the first harmonic of the modulation fre
quency generated by a master oscillator MO~15! at fre-
quency 42 kHz is detected by a phase detector PD~16!.

The Er/Yb superfluorescent fiber source is similar to t
described in Ref. 2. The output power is 80 mW and
spectrum has a power-weighted mean widthDl57 nm with
an average wavelengthl051.54mm.

Figure 2 gives the coefficient of noise suppressionK
5U/Uc as a function of the optical powerP at the photo-
detector. HereU andUc are the mean-square noise voltage
the exit from the subtractor without and with compensatio
The measurements were made for several configuration
the optical system: curve1 for the complete circuit shown in
Fig. 1, curve2 in the absence of PC2, and curve3 in the
absence of P2 and PC2 in the reference channel. Note th
PC1 is used for tuning to the maximum of the interferen
signal of the fiber-optic gyroscope. In this case, the plane
polarization of the input radiation is oriented parallel to o
of the axes of birefringence of the fiber loop, as can be
sessed from the remanent polarization of the radiation at
exit from the reference channel: this is 52% for optimu
tuning of PC1 and decreases to 29% in the worst case a
result of depolarization in the fiber loop.

Figure 2 also gives the calculated dependenceK(P)
5U/Uc ~curve 4!. The values ofUc ~allowing for summa-
tion of the uncorrelated noise in both channels! and U are
Uc5(2Uh

212Ud
212Ue

212Us
2)1/2 and U5(Uc

21Uex
2 )1/2,

whereUh , Ud , Ue , Us , andUex are the mean-square vol
ages of the resistor thermal noise, the shot noise of the p
todiode dark current, the electronics noise, and the shot
© 1998 American Institute of Physics
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FIG. 1. Schematic diagram of apparatus.
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excess radiation noise, respectively, whereUh
254kBTRB,

Ud
252eidR2B, Ue

25reB, Us
252eqPR2B, and Uex

2

5q2P2R2l0
2B/Dlc. Here kB is the Boltzmann constant,T

andR are the temperature and resistance of the photodete
resistor,B is the measurement band,e is the electron charge
i d is the dark current of the photodetector,re is the spectral
density of the electronics noise,q is the quantum sensitivity
of the photodiode, andc is the velocity of light. The calcu-
lations were made forT5300 K, R51.4 kV, i d530 nA, re

53 nV/Hz1/2, andq50.75 A/W.
It can be seen from Fig. 2 that in this fiber-optic gyr

scope system, the excess noise of the source is suppre
almost to the level of the radiation shot noise~curves1 and
4!. A necessary condition for this is that the signal and r
erence channels of the interferometer have identical polar

FIG. 2. Degree of noise suppression versus optical power at photodete
1 — with polarizer and controller in reference channel,2 — only with
polarizer,3 — without polarizer and controller, and4 — calculated values.
tor

sed

-
a-

tion characteristics, which is achieved by tuning P2 and PC2.
Investigations show that the main mechanism limiting t
degree of suppression of the excess noise is depolarizatio
the radiation in the long fiber loop, which leads to the a
pearance of an unpolarized component at the fiber exit wh
noise is not correlated with that of the polarized input co
ponent. This can explain the weak suppression of the n
when the signal and reference channels of the interferom
are not completely identical~curves2 and3 in Fig. 2!. Note
that in the absence of an unpolarized component~for ex-
ample, when the elements of the fiber-optic gyroscope
made of a fiber which conserves the polarization in wh
one polarization mode is excited! the elements P2 and PC2

are not needed for noise compensation.
The sensitivity of this prototype fiber-optic gyroscop

with noise suppression was;0.4 K/h ~for B5100 Hz and
P5140mW) which was ten times better than that witho
the noise suppression system. This value corresponds
random walk coefficient5 of 731024 K/~h!1/2. A relatively
wide band was selected to ensure that the white noise of
radiation exceeded the short-term zero variations of the fib
optic gyroscope caused by other mechanisms~polarization
pedestal!.

To sum up, we have proposed and investigated exp
mentally a new Sagnac fiber interferometer system where
excess noise of the radiation source is suppressed.
shown that the degree of noise suppression may be lim
by depolarization of the radiation if the polarization chara
teristics of the signal and reference channels are nonide
cal. A tenfold improvement~almost to the level of the radia
tion shot noise! in the sensitivity of a fiber-optic gyroscop
with a 1.55mm erbium/ytterbium fiber source was achiev
experimentally.

The authors are grateful to A. I. Sazonov, V. V. Fom
V. M. Brylov, and B. G. Ignatov for assistance and use
discussions.

This work was supported by the Russian Fund for Fu
damental Research, Grant No. 96-02-18434.

1P. F. Wysocki, M. J. F. Digonnet, B. J. Kim, and H. J. Shaw, J. Lightwa
Technol.12, 550 ~1994!.
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Influence of condensation of the emission spectrum on intracavity laser
spectral analysis

A. P. Savikin and V. B. Tsaregradski 

N. I. Lobachevski� State University, Nizhni� Novgorod
~Submitted March 31, 1998!
Pis’ma Zh. Tekh. Fiz.24, 36–43~September 26, 1998!

A model of condensation of the laser emission spectrum in the spectral ranges of the absorption
lines of the substance being studied was developed on the basis of a frequency-dependent
absorbing intracavity lens. This model can explain most spectral condensation effects. It was
shown that condensation of the emission spectrum is generally observed experimentally
as a deformation of the dip profile in the laser emission spectrum. An analysis is made of the
possibility of determining the concentration of an absorbing substance by measuring the
spectral position of the peak of the condensed line. ©1998 American Institute of Physics.
@S1063-7850~98!02109-0#
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INTRODUCTION

In the wide-band variant of intracavity laser spectro
copy information on the object being studied is obtained
analyzing the shape and intensity of the absorption line p
file ~dips in the laser emission spectrum at the position of
absorption lines!. In view of the high sensitivity of the emis
sion spectrum to frequency-dependent insertion losses
the speed of the analysis, the intracavity method has b
widely used to study weakly absorbing media. While t
method was being developed, an increase in the outpu
tensity of the laser radiation was recorded experimentally
spectral ranges corresponding to the absorption lines of
gaseous medium in the cavity of the wide-band laser.1 In
some cases, the laser emission spectrum collapsed to
narrow lines whose spectral position on either side of
center of the absorption line was unpredictable.

This effect, which has attracted the attention of ma
researchers, was subsequently called emission spectrum
densation.

It was shown in Ref. 2 that the lens-like property of t
intracavity absorbing medium arises because the refrac
index exhibits a spectral dependence as a result of the s
tive absorption and a geometrical dependence as a resu
the radial concentration gradient

Such properties are exhibited for example, by the
discharge in the tube of an OKG-13 He–Ne laser with
capillary diameter of 1.8–2.0 mm and by alkali metal vap
in the tube furnace of a graphite atomizer which we used
our experiments.

The condensation mechanism was explained in term
changes in the losses. An analysis of the stability of a tw
mirror cavity configuration containing a selectively abso
ing medium with a transversely nonuniform refractive inde3

showed that the increase in the spectral power of the ou
radiation is caused by a reduction in the total losses~as a
result of diffraction! for the cavity modes located in the spe
tral regions of the absorption lines compared with the los
of the empty cavity modes.
7221063-7850/98/24(9)/3/$15.00
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This model of condensation based on a frequen
dependent absorbing intracavity lens explains most of
spectral condensation effects observed in our experim
and in those carried out by other researchers.

The dependence of the laser radiation spectrum on
characteristics of the absorbing medium near resonance
suggests that spectral condensation may be used in spe
analysis. In many cases, this may be slightly preferable
varying the relative depth of the dips by an intracav
method. This particularly applies to high-intensity resonan
lines which completely quench the lasing.

EXPERIMENT AND DISCUSSION OF RESULTS

The experiments were carried out with a pulsed la
using ethanol solutions of organic dyes. Pumping was p
vided by second harmonic pulses from a YAG:Nd13 laser at
an angle of a few degrees to the longitudinal axis of a tw
mirror cavity.

The experiment showed that the intracavity field has
appreciable influence on the spectral position of the cond
sation line. The condensed line is located at the same
tance from the center of the absorption line for both t
output radiation spectrum from the beam axis and from
edge of the beam~Fig. 1!.

In intracavity laser spectral analysis, the sensitivity~the
relative depth of the dips in the lasing spectrum! depends
strongly on the degree of excess of the pumping over
threshold.4

In addition, as in Ref. 4, it was shown in our experimen
that if the width of the monochromator instrumental functi
exceeds the absorption line width, this reduces the sensit
of the intracavity laser spectroscopy and leads to substa
errors in the quantitative measurements.

This is because if the resolution of the spectral appara
is inadequate, radiation from parts of the spectrum matc
with the absorption lineDnabs and from other sectionsDn las

is incident on the photodetector. The lower the resolution
the monochromator, the larger the ratioDn las/Dnabs and the
© 1998 American Institute of Physics
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smaller is the relative depth of the dips in the lasing spectr
for the same quantities of absorbing material.

Intracavity laser spectra obtained experimentally us
the method of crossed dispersions of a diffraction monoch
mator and a Fabry–Perot interferometer were used to
mate the sublevel populations of the 1S Ne metastable stat
in a gas discharge, which showed good agreement with
data given in Ref. 5.

Table I gives various parameters for three closely spa
spectral lines.

It can be seen that the distance of the condensed
peak from the center of the absorption line is proportiona
the transition intensityN f , so that the concentration of
substance and the transition probability can be determine
measuringDle .

A DFS-8 spectrograph can measure wavelength
within 531023 nm, which gives an error of around 1% i
the measurements ofN f .

It was shown in Ref. 6 that the spectral dependence
the focal length of a selective gas lens is determined by
refractive index of the medium near the absorption line w
the wavelengthl0:

F~l!5
a2a

8l

Dl

Nmf mn

9n

9m
, ~1!

wherea is the tube diameter,l is its length,

a54pmc2/~ l 2l0
3!,

gm andgn are the statistical weights of the lower and upp
levels of a transition with the oscillator strengthf mn , and
Dl5l2l0.

FIG. 1. Condensation of the emission spectrum of a dye laser in the
absorption rangel05640.23 nm (Dle520.057 nm): a — beam edge, b —
beam center;1 — emission line,2 — condensed line.

TABLE I.

l, nm 640.225 633.443 638.299

Transition 1S5→2P9 1S5→2P8 1S4→2P7

f 0.37 0.08 0.17
N f , cm23 631011 1.331011 131011

Dle , nm 0.03–0.07 0.014 0.01
m
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The principal planes of the system coincide with the ce
ter of the absorbing cell. The optical strength of the lens
proportional to the transition intensityNmf and decreases
with distance from the center of the absorption line. Aft
measuring the spectral position of the condensed line
checking the estimated dependence of the configurationa
rameters on the optical strength of the intracavity lens,
can find the transition parameters.

This method was used to estimate the concentration
sodium vapor in a graphite atomizer.

The cavity of a laser using an ethanol solution
rhodamine 6G was formed by plane wedge-shaped mirr
The unfilled cavity (r 1,25`) is located at the stability
boundary. The parametersg1 and g2 for a cavity with an
intracavity lens have the form6

g1512
l 2

F
2

l

2F
512

2l 21 l

2F
,

g2512
2l 11 l

2F
. ~2!

To estimate the stability of the cavity, we take the fo
lowing parameters: cavity lengthL50.3 m, length of graph-
ite rod in atomizerl 50.04 m, distance between ends of ro
and nontransmitting and exit mirrorsl 150.1 m, l 250.26 m,
respectively:

g1g25~120.28/F !~120.12/F !. ~3!

The dependenceg1g2(F) is plotted in Fig. 2. For all real
values ofF, a positive lens transfers the cavity to the stab
region, gradually (F→`) approaching the boundaryg1g2

51. In this case, the diffraction losses decrease. A nega
lens transfers the cavity to the regiong1g2.1 with high
diffraction losses. Thus, in an axisymmetric aligned cav
condensation should only be observed from one wing of
absorption line.

Investigations reported in Ref. 6 indicate that a therm
lens induced by the pump radiation in a laser medium d

e

FIG. 2. Curves ofg1g2(F) for a cavity with plane mirrors.L50.3 m,
l 50.04 m, l 150.1 m, andl 250.26 m. Focal length of intracavity lens:1 —
F,0; 2 — F5`; 3 — F.0.
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not have time to affect the condensation because of the
required for its formation. It was shown in Ref. 3 that wh
the temperature varies over in the cross section of the
furnace of a graphite atomizer, the absorbing vapor form
selective gas lens which is diverging on the long-wavelen
wing and converging on the short-wavelength wing of t
absorption line. As a result, condensation of the emiss
spectrum will be observed most frequently atl5l02Dl.

At the distanceDl.0.12 nm from the center of the ab
sorption line of the 32S1/2232P1/2

0 f 51.03 sodium transition
at l5588.995 nm, no amplification of the lasing intensity
observed~Fig. 3!. It can be seen from the dependen
g1g2 (1/F) in Eq. ~2! that for F510 m we obtaing1g2

50.96, which is almost equal tog1g251. Using expression
~1!, we obtainN f.531013cm23. Taking into account the
oscillator strength of the transition, we obtain the concen
tion N5.531013cm23 which corresponded to the sodiu
concentration in the volume being analyzed~volume of inner
cavity of tube furnaceV.0.5 cm3, massm.1029 g).

CONCLUSIONS

Although these estimates are preliminary and require
ditional measurements, this approach to the phenomeno
condensation from the viewpoint of the losses proved fr

FIG. 3. Condensation of the emission spectrum of a rhodamine laser
the absorption lines of atomic sodium.
e
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ful. Not only was the increase in the spectral power e
plained but various additional details in the condensation
the emission spectrum were also identified. It was found t
this effect was characterized not only by an increase, but
by a decrease in intensity additional to the absorption. A
result of the corresponding dependence of the configuratio
parameters of a cavity with a selective intracavity gas le
the spectral dependence of the selective diffraction losses
combination of extended sections of enhanced and redu
intensity in the lasing spectrum near the wings of the abso
tion lines ~Fig. 3!.

Thus, condensation is generally observed as a defor
tion of the dip profile in the laser emission spectrum. T
increase in the spectral power of the laser radiation in
presence of condensation may differ and may be obse
over a fairly broad spectral range. In our experiment3 the
distortion of the absorption line profile observed as a m
steeply sloping dip and a more gently sloping opposite s
~compared with the undistorted profile! was observed down
to low concentrations of the absorbing substance, as fa
1029 g/cm3.

Thus, in quantitative analyses using intracavity las
spectroscopy, the spectral dependence of the configurati
parameters of the laser system must be estimated and
tempts should also be made to suppress the lens proper
the absorbing medium.

1P. K. Runge, Opt. Commun.4, 195 ~1971!.
2O. S. Morozov, A. P. Savikin, and V. B. Tsaregradski�, in Abstracts of
Papers presented at the Conference on Nonlinear and Coherent Effec
Intracavity Laser Spectroscopy, Kirovograd, 1988@in Russian#, p. 24.

3O. S. Morozov, A. P. Savikin, and V. B. Tzaregradsky, Laser Phys.5, 899
~1995!.

4S. F. Luk’yanenko, M. M. Makogon, and L. N. Sinitsa,Intracavity
Laser Spectroscopy: Principles and Applications@in Russian#, Nauka,
Novosibirsk~1985!, 121 pp.

5Spectroscopy of Gas-Discharge Plasmas, edited by S. E´ . Frish @in
Russian#, Nauka, Leningrad~1970!, 362 pp.

6V. A. Gur’ev, M. S. Malyshev, and A. P. Savikin,Holography:
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Gasdynamic phenomena accompanying the motion of shock waves and objects
in a low-temperature nonequilibrium plasma

A. P. Bedin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted March 30, 1998!
Pis’ma Zh. Tekh. Fiz.24, 44–49~September 26, 1998!

An analysis is made of gasdynamic anomalies observed during the motion of shock waves and
objects in a low-temperature nonequilibrium plasma. It is shown that these anomalies are
associated with behavior of sound propagating in a nonequilibrium plasma. ©1998 American
Institute of Physics.@S1063-7850~98!02209-5#
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It has now been established as a result of experime
investigations that when a shock wave or a flying obj
enters a gas discharge zone, the following anomalous eff
occur: acceleration of shock waves1–8 and changes in thei
structure,5–8,10,11changes in the flow around objects~in par-
ticular, increased separation of the shock wave front from
object!,12 changes in the aerodynamic characteristics of
jects, especially the drag coefficient!,13,14 changes in the ab
lation and heat flux to the object,15 and so on. These effect
are observed when shock waves and objects propaga
weakly ionized nonequilibrium glow and rf discharge pla
mas in different gases~air, Ar, CO2, and so on! at pressures
of 1–100 Torr, gas kinetic temperaturesT5300– 1400 K,
electron temperaturesTe51 – 6 eV, and ne5531010–
1012cm23.

Although these phenomena vary greatly, in each case
same factor is responsible for their occurrence, that is
characteristic of sound propagation in nonequilibrium e
cited media. The present study is based on this viewpoin

A specific feature of the propagation of shock waves i
weakly ionized nonequilibrium plasma is that the sing
wave structure characteristic of normal gases changes
three-wave structure, comprising leader, precursor, and
sidual wave. Each element of this split shock wave has
own amplitude and moves at its own velocity, whe
VL.VP.VR ~the subscriptsL, P, andR refer to the leader,
the precursor, and the residual wave, respectively!. The
leader is formed as a result of a perturbation of the char
component of the plasma and has a small amplitude bec
of the low concentration of this component in a gas d
charge so that it has no appreciable influence on the ga
namic processes. The precursor is formed by a packe
high-frequency acoustic waves and the residual wave
formed by low-frequency acoustic waves. Their separat
arises from the difference in the velocities of the precur
and the residual wave (VP.VR) and is also attributable to
the appreciable difference, and in some cases change in
of the damping factor of high-frequency sound in noneq
librium excited media~see the review presented in Ref. 16!.
The propagation velocities of the precursor and the resid
wave are related byVR /VP'0.68 ~see Fig. 1!. Also plotted
is the normalized precursor velocity~its parameters are
7251063-7850/98/24(9)/3/$15.00
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denoted by the subscriptP) as a function of the shock wav

velocity V in air unperturbed by a discharge,V̄P /AT̄P

5VPAT/VATP5 f (V). The solid curve corresponds to

VP5V~110.46e20.7~M21!!ATP/T, ~1!

which averages the experimental data forV̄P /AT̄P.1 ~the

caseV̄P /AT̄P51 corresponds to equilibrium flows!. It can
be seen that although the data given in Ref. 9 correctly

flect the tendency of the ratioV̄P /AT̄P to increase for
M5V/a→1 (a is the velocity of sound in air!, they never-

theless lie outside the general dependenceV̄P /AT̄P5 f (V).
Thus, the averaged curve is plotted neglecting these dat
follows from Eq.~1! that the velocity of sound in the plasm
is aP51.46aATP/T. Estimates made using the change in t
separation of the shock wave front in the plasma12 give
aP51.48aATP/T, and those made using the change in t
drag coefficient17 give aP51.45aATP/T. With this in mind,
Eq. ~1! may be rewritten as

M P5M ~110.46e20.7~M21!!/1.46. ~2!

It is clear from Eqs.~1! and~2! that the propagation velocity
of strong shock waves in the plasma~precursor! is the same
as in air heated to the temperature of the plasma. Howe
the Mach number in the plasma is 1.46 times lower than t
in heated air. The propagation velocity of weak shock wa
in the plasma is higher and the Mach number is lower th
that in heated air. Assuming that the velocity of the resid
wave isVR50.68VP and takingaP51.46aR , we can easily
establish thatMR5M P , i.e., the propagation velocity of th
residual wave is lower than that of the precursor but th
Mach numbers are the same.

Similar phenomena~acceleration of shock waves, the
splitting into three waves, and changes in the velocity
sound! are found in an Ar plasma~Fig. 1, see also data
given in Refs. 2, 3, and 5!. The data plotted in Fig. 1
indicate that the velocity of sound in an Ar plasma may
aP;1.3aATP/T.

Since VP.VR holds and the damping factor of high
frequency sound decreases appreciably and even cha
sign in nonequilibrium excited media, the precursor, co
prising the high-frequency part of the shock wave, is se
© 1998 American Institute of Physics
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FIG. 1. Relative propagation velocities of precursor a
residual wave in plasma as a function of shock wave v
locity in a gas unperturbed by a discharge. Precursor,
1 — Ref. 12,2 — Ref. 17,3 — Ref. 4,4 — Ref. 7,5 —
Ref. 5,6 — Ref. 6,7 — Ref. 8,8 — Ref. 9, input energy
450 W; 9 — Ref. 9, input energy 100 W; argon:10 —
Ref. 3. Residual wave, air:11 — Ref. 17,12 — Ref. 12,
13 — Ref. 7,14 — Ref. 8, and15 — Ref. 6.
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rated from the residual wave by the distanceDPR5(VP

2VR)t'0.5VRt, which only increases with time. Thus, un
der the conditions of a ballistic experiment, the precurso
always outside the field of view of the objective when
model is photographed, and the photographs only show
model and the residual wave~see Ref. 15, for example!. The
increase in the separation of the precursor from the resi
wave has the result that from a certain time onward,
precursor ceases to influence the residual wave and thu
flow around the object. In a gas discharge the flow para
eters behind the precursor and the residual wave can thu
calculated using the numberMR5M P ~see Eq.~2!! and the
parameters of unperturbed flow, using the equation for a n
mal shock. If the separation of the precursor from the
sidual wave is not too great, the perturbation of the flow fi
ahead of the residual wave must be taken into accoun
calculate the flow parameters behind this wave. Table I gi
the results of calculations of the ratio of the static pressu
behind the precursor in a plasma atT5350 K and behind a
shock wave propagating in air at the velocityV
5500– 1500 m/s atT5293 K, which are compared with a
experiment carried out under the same conditions. The
culations were made using the standard formulas for a
mal shock using Eq.~2,! where the adiabatic exponent wa
taken to be 1.4 for air and 1.3 for plasma.

It can be seen from Table I that the calculated data ag
satisfactorily with the experiment. The static pressure beh
strong shock waves in plasma is approximately half tha
air, according to the tabular data. The initial pressure beh
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the shock waves and the pressure behind the shock w
reflected by the walls is also substantially lower in plas
than in air.17 This implies that the local loads on an obje
flying into plasma should be substantially lower than those
normal air. The aerodynamic characteristics of simple
jects and the forces acting on them in a plasma may be
mated approximately from results of their measurements
any gas using the conversion relations

CX,Y P5CX,YP̄RP8 / P̄R8 ,

XP ,YP50.5CX,YrPV2P̄RP8 / P̄R8 , ~3!

whereP̄R852PR8 /rV2, PR8 is the pressure at the critical poin
of the object,X andY are the drag and the lift of the objec
and the subscriptP refers to the plasma. Such a conversion
possible because in any two media including a plasma
haveCX,Y1 / P̄O18 'CX,Y2 / P̄O28 ~Ref. 17!. In any conversion it
should be borne in mind that for an object having the sa
flight velocities, the numberM5MR5M P in a plasma is
;1.5 times lower than that in air heated to the plasma te
perature. It should be noted that at subsonic flight veloci
(MR,0.8) this conversion is unlikely to give good resul
because of a possible substantial variation of the base p
sure in the plasma. In addition to reducing the local a
integrated loads, the lower Mach numberM in a plasma
compared with heated air should also lead to a lower ini
TABLE I.

V, m / s 500 500 1250 1500 1500
P2P /P2 calculated 0.814 0.814 0.519 0.493 0.493
P2P /P2 experimental 0.761~Ref. 6! 0.667~Ref. 7! 0.426~Ref. 8! 0.561~Ref. 8! 0.463~Ref. 6!
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temperature and density behind the shock wave. Estim
show that in a plasma the specific heat flux at the criti
point on a sphere

qR50.9Pr2
20.6Cp~Tr2Tw!Ar2m2V` /R, ~4!

whereR is the radius of the sphere and the remaining no
tion is conventional, is approximately half that in hot air. F
the estimates it was assumed that the Prandtl number
specific heat, and the viscosity of the air and the plasma
the same. However, the experimental data15 indicate that the
ablation at a sphere and thus the heat flux to it are appr
mately four times lower in a plasma compared with hea
air. It can thus be postulated that in a nonequilibrium plas
the transport coefficients vary and in particular, the viscos
is lower than that of equilibrium heated air. This must infl
ence the flow of plasma around objects in subsonic fli
regimes.
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Heating of a current filament and formation of constrictions in a pulsed
vacuum discharge

E. A. Zverev and I. A. Krinberg
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~Submitted March 6, 1998!
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It is shown that a rapid current rise in a pulsed vacuum discharge is accompanied by enhanced
compression of the current filament by its self-induced magnetic field. As a result, a
constriction forms at a distanceL.1 mm from the cathode and the electron temperature increases
to 102–103 eV at currents of order 1 kA. This behavior explains the observed increase in the
degree of ion charge and the appearance of x-rays as the current pulse length decreases. The
criterion for a rapid rise is the conditiont,L/V.1027 s, wheret is the characteristic
current amplification time andV.106 is the velocity of the cathode plasma. ©1998 American
Institute of Physics.@S1063-7850~98!02309-X#
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1. Measurements have shown1–3 that the charge state o
the ions in the cathode plasma jet of a steady-state vac
arc discharge only depends on the cathode material and
ies negligibly over a wide range of curren
(I'50– 1200 A) and interelectrode gaps (l 51 – 50 cm). The
average ion velocity also varies little with current, remaini
in the rangeV.(1 – 3)3106 m/s ~Refs. 4 and 5!. These ob-
servations agree with the established ideas6 that amplification
of the current merely leads to an increased number of c
ode microspots of sizedm.1 mm, emitting plasma microjets
with current I m.1 – 5 A ~Refs. 7 and 8!. Since an isolated
microjet is accelerated to the maximum veloc
V0'5(ZT* /m)1/2.106 cm/s and undergoes maximum hea
ing to T* .5 – 10 eV at distancesr ,30dm from the cathode
surface,7,9 the entire cathode plasma jet formed
r .102dm conserves the same velocityV0 and almost the
same charge state~‘‘frozen’’ ionization approximately corre-
sponding to the maximum temperature7 T* ) but the electron
temperature drops toTe.T* /3.1 – 3 eV ~Ref. 10!. How-
ever, measurements in nonsteady vacuum discharges rev
substantial increase in the average ion chargeZ ~for
t.1 ms this is doubled11! and electron temperature~in Ref.
12 this was by two orders of magnitude fort.1 ns) as the
current pulse length decreases. Thus, the aim of the pre
study was to investigate the dynamics of a cathode pla
jet during a rapid current rise using a magnetohydrodyna
model developed in Refs. 10 and 13 for steady-state co
tions.

2. In single-fluid magnetohydrodynamics the initi
system of equations for a nonsteady-state, current-carr
plasma has the form

]r

]t
1¹•~rV!50, ¹• j50, ~1!

r
]V

]t
1r~V•¹!V52¹P1

1

c
j3B, ~2!
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]~rE!
]t

1¹•~rEV!52¹•~PV!1
j 2

s
, ~3!

¹3B5
4p

c
j , ¹•B50. ~4!

Herer, P, andV are the plasma mass density, pressu
and velocity,j is the current density,B is the magnetic field,
E53Te/2m1V2/2 is the energy density,s is the plasma con-
ductivity, andm is the ion mass. Bearing in mind that th
temperatures satisfyTe@Ti /Z, we shall neglect the ion
pressure,9 assumingP5TeNe , where Ne is the electron
number density.

In what follows we will use the spherical coordinate sy
tem (r ,u,c). As in Refs. 10 and 13, we shall assume th
compression of the plasma jet by its own self-induced m
netic field is accompanied by the same compression of
current channel and the rate of compression is much lo
than the propagation velocity of the jet toward the ano
i.e., Vu!Vr , and the cross section of the jetS52pr 2(1
2cosa) is an element of a spherical surface wherea(r ,t) is
the angle corresponding to the lateral boundary of the jet
order to convert to a one-dimensional approximation,
shall assume thatTe , Vr , and j r5 j are constant over the
cross sectionSbut we shall take into account the dependen
of the particle densityr(u) and the compression rateVu(u)
on the polar angleu. For its profile we use the simples
monotonic dependence on the angleVu5Vau/a, where
Va5r ]a/]t is the velocity of the jet boundary. Averagin
Eqs.~1!–~3! over the cross section of the jet with allowan
for Eq. ~4!, we find10,13

]r

]t
1

]~rVrS!

S]r
50, j 5I /S, ~5!

]~rVr !

]t
1

]~rVr
2S!

S]r
52

]P

]r
, ~6!
© 1998 American Institute of Physics
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FIG. 1. Parameters of plasma jet forİ 55 A/ns (t
.102 ns) at various times:1, 2, 3, 4, 5, 6— t50, 35, 70,
90, 105, 110 ns; a — electron temperature~solid curve! and
jet profile ~dashed curve!, b — number of ions per unit
length.
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52
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S]r
1

j 2

s
. ~7!

Here r5mNe /Z, P5NeTe , ands(Te) are the plasma
density, pressure, and conductivity averaged over the c
section.

Multiplying the u projection of Eq.~2! by 12cosu and
integrating overu between 0 anda, we obtain the equation
of motion of the lateral boundary of the jet

f ~a!S ]~rVa!

]t
1

]~rVrVaS!

S]r D5
P

r
2

I 2

2c2rS
. ~8!

The functionf (a) in Eq. ~8! depends weakly on the particl
density distributionr(u) over the cross section of the jet an
is subsequently taken asf (a)5a2/6 ~Ref. 10!.

The system of equations~5!–~8! was solved numerically
by the particle-in-cell method.14 Since in this model the par
ticle fluxes in the cross section were taken into account
varying the cross section of the jet, the change in the cr
sections of the cells was calculated at the same time as
fluxes following the order of the calculations in the partic
in-cell method.14

3. The amplification of the discharge current in the ca
ode plasma jet was simulated as follows. We assumed
the current increases linearly with time, i.e.,I 5I 01 İ t, where
İ 5const. We also assumed that the microjets merge at
distancer 0'300mm, and the size of the initial cross sectio
of the total jetS0.r 0

2.105 mm2 (a0.p/6) ~Ref. 13! re-
mains constant during the current amplification process. T
assumption is acceptable for the time interval stud
t,300 ns since, according to Refs. 6 and 8, new cath
microspots~ectons! form predominantly beneath the existin
plasma. Thus, an increase in the cross sectionS0 can only be
expected att.10ms ~Ref. 2!, which corresponds to the cath
ode heating time. It was also assumed thatI 5I 05100 A at
t50, since at lower currents the jet undergoes no signific
compression by its own self-induced magnetic field and
plasma parameters of the entire cathode plasma jet app
ss
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mately correspond to those of a single microjet13 ~which
were used as the initial condition!. It was assumed that th
current is amplified as a result of the formation of new m
crospots emitting electrons and cathode material with a c
acteristic dimensionless ratio of mass fluxGm to electric cur-
rent ZeGm /mIm'0.1 ~Ref. 6!. Since the total current is
I (t)5nIm ~wheren(t) is the number of microspots!, and the
material flux through the initial cross section isr0V0S0

5nGm , we findr0(t)5r0(t)I (t)/I 0, i.e., the plasma density
at the boundary increases simultaneously with the curr
The remaining plasma parameters at the boundaryr 5r 0

were assumed to be constant,Vr5V0.4(5ZT* /3m)1/2,
Va50, Te50.2T* , i.e., they were determined by the micro
jet temperature.10,13 The following calculations were mad
for a Cu and Ti cathode withZ'2, T* '8 eV, V0'3
3106 cm/s, andNe05r0(0)/m'231016cm23 ~Ref. 13!.

4. Figures 1 and 2 give results of calculations of t
temperatureTe and number of ions per unit lengthn5NiS
(Ni5Ne /Z). Also shown is the time evolution of the je
profile y(x), where x and y are the distances parallel an
perpendicular to the jet. It can be seen that the compres
and heating of the jet are determined to a considerable ex
by the timeDt needed by the plasma to fill the interelectro
gap and the characteristic current rise timet, which can be
estimated asDt5L/V0 ~for L.0.1– 1 cmDt.102 ns) and

t.I / İ . In the first case~Fig. 1!, we find t.Dt and the
plasma can propagate to an appreciable extent over the e
discharge gap, and compression and a rise in temperatur
observed along the entire cathode plasma jet whose velo
Vr'V0 remains almost constant. In the second case~Fig. 2!,
we find t!Dt and the heavy particle densityn can only
increase near the cathode, whereas the current~transported
predominantly by electrons! is amplified along the entire jet
Thus, the jet begins to undergo compression mainly ahea
the front of the material flux where the ratio of the mass fl
mnVr to the electric currentI becomes substantially lowe
than the initial valueGm /I m.0.1m/Ze. Figure 2 shows that
a constriction begins to develop in the plasma jet, i.e., a lo
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FIG. 2. Parameters of plasma jet forİ 550 A/ns (t
.10– 20 ns) at various times:1, 2, 3, 4, 5, 6— t50,
10, 20, 25, 26.5, 27 ns; a — electron temperature~solid
curve! and jet profile~dashed curve!, b — number of
ions per unit length~solid curve! and plasma velocity
~dashed curve!.
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narrowing of the jet cross section. The temperature increa
here toTe.300 eV and the plasma begins to be squeezed
of the constriction region. Study of the further evolution
the constriction would have been meaningless, since the
dition Vr@Va used in the present model begins to be v
lated.

These model calculations have shown that unlike
vacuum arc where magnetic compression merely slows
cooling of the plasma~conservingTe.T* /3 ~Refs. 10 and
13!, in a nonsteady-state cathode plasma jet, a region
compression forms where the electron temperature subs
tially exceeds the temperature of the initial cathode micro
(Te@T* ). Thus, the primary ions in the microjet may u
dergo further ionization, increasing the charge stateZ, which
explains the increase inZ observed with decreasing curre
pulse length.11 The model values of the electron temperatu
Te.100– 300 eV obtained fort.20 ns agree with the valu
Te>1 keV obtained from the x-ray spectrum of a catho
plasma fort ,1 ns.
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Emission of a surface acoustic wave by an internal acoustic wave propagating
near the surface

S. G. Suchkov

N. G. Chernyshevski� State University, Saratov
~Submitted January 19, 1998!
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It was observed that the propagation of an internal acoustic wave near a surface is accompanied
by the excitation of a surface acoustic wave directed at an angle to the internal wave.
© 1998 American Institute of Physics.@S1063-7850~98!02409-4#
a
e
c

tl
e
s
o
th

nt

at
av
ity

or
us
on
fa
o

ve

th
ce
d
e
v

v
ve
nd
of
th

he
lu
ic
e
r

r
the

n-
y

e is

ag-

ng
s

W
-

ect-
of

.79
ity
is-
was
an-
as
gy
r
cer
the

al
by
of
to

out-

ist-
n-

ally
at

for
An internal ~bulk! acoustic wave propagating along
surface is not a natural wave of an elastic half-space sinc
does not satisfy the boundary conditions at the surfa1

which are satisfied by a surface acoustic wave~SAW!, and
thus does not exist without a source of excitation. Stric
speaking, the term ‘‘internal acoustic wave at a surfac
denotes that part of the angular spectrum of the bulk acou
waves excited by a source positioned near the surface
piezoelectric crystal, which propagate at small angles to
surface and whose electric field makes a perceptible co
bution to the surface electric potential.2 However, a good
approximation is to represent an internal acoustic wave
surface as a planar internal acoustic wave with the w
vector directed inside the crystal but with the group veloc
vector parallel to the surface of the crystal.3 This representa-
tion will be used in what follows.

It is known that the acoustic wave impedance is prop
tional to the propagation velocity of the acoustic wave. Th
the wave impedance of any internal wave propagating al
a surface is higher than the wave impedance of the sur
wave. The surface region of an elastic medium may be c
sidered to be a set of four channels for the propagation
elastic energy, consisting of three channels for bulk wa
and one channel for the surface wave. From the principle
least action, in the presence of several channels for
propagation of elastic energy with different wave impedan
energy will be transferred from a channel with high impe
ance~high velocity! to channels with lower impedance. Th
phase condition for the excitation of a slow surface wa
when a fast wave propagates along a surface,kscosu5kb ,
whereks is the wave number of the surface acoustic wa
and kb is the wave number of the internal acoustic wa
propagating along the surface, is similar to the phase co
tion in the Vavilov–Cherenkov effect and the direction
propagation of the surface wave relative to the wave at
surface is determined by the ‘‘Cherenkov’’ angleu
5arccos(vs /vb).

This effect was analyzed theoretically by using t
method of finite differences to solve a model boundary-va
problem involving the excitation of an isotropic elast
quarter-space by a longitudinal wave source located clos
the surfacey50 ~Fig. 1a!. The calculations showed that fo
small x, the amplitude of the elastic displacementsu of the
7311063-7850/98/24(9)/2/$15.00
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points on the surfacey50 is close to zero, but with a furthe
increase in the distance from the source, the amplitude of
elastic displacementsuy begins to increase almost expone
tially. The componentsux anduz also appear and increase b
the same amount, which indicates that a surface wav
excited which propagates at the angleu5arctan(uz /ux) to
the direction of the wave. The dashed curve gives the m
nitude of the displacement vectoru of the points on the
surface as a function of the coordinatex.

This effect was checked experimentally by fabricati
an ST-cut quartz device in the form of a filter with wave
excited along theX axis~Fig. 1b!. The device was formed by
a single input interdigital transducer with a central SA
frequency of;80 MHz ~1! and two output interdigital trans
ducers, one the same as the input transducer~2! and the other
having a central SAW frequency of;145 MHz ~3!, turned
through a certain angle and displaced from the axis conn
ing the input and first output transducers. The periods
these transducers differed approximately by a factor of 1
in accordance with the ratio of the longitudinal wave veloc
of the internal wave to the surface wave velocity. The d
tance between the centers of transducers Nos. 1 and 2
11 mm and the Cherenkov phase angle allowing for the
isotropy of the SAW velocity as calculated in Ref. 4 w
u556.2°. As a result of the deflection of the SAW ener
flux through the angleDu529.4°, the digits in transduce
No. 3 were inclined to the perpendicular to the transdu
axis by the same angle, and the angle of inclination of
axis of transducer No. 3 to theX axis was'46°.

When a signal at frequency;145 MHz was supplied to
input transducer No. 1, this effectively excited a longitudin
wave propagating along the surface which was received
the first output transducer No. 2 with unmatched losses
;40 dB ~Fig. 2!, and a surface wave signal corresponding
insertion losses of 56 dB was recorded from the second
put transducer No. 3 at a frequency of;145 MHz. We shall
analyze how this signal level is made up. The filter cons
ing of two interdigital transducers Nos. 1 and 2 had u
matched losses of 40 dB when operated with a longitudin
polarized bulk acoustic wave propagating at the surface
frequency;145 MHz ~SSBAW-L in Fig. 2!. Assuming that
the diffraction losses of the internal wave at the surface
the experimental conditions are around 3 dB~Ref. 2!, the
© 1998 American Institute of Physics
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insertion losses for transducer No. 1 are around 18 dB.
insertion losses for the second output transducer, No. 3
ceiving a synchronous SAW at frequency;145 MHz were
around 13 dB~the same as for transducers Nos. 1 and 2
80 MHz!. Thus, the transducers alone introduce losses of
proximately 31 dB. The surface wave is excited over the
tire propagation path of the internal wave so that if the
erture of transducer No. 3 is;1 mm, approximately 10% o
the total SAW energy flux may be removed which gives
further 10 dB losses. The symmetry of the SAW radiati
introduces 3 dB losses.

This leaves losses of around 12 dB which account for
fraction of the energy of the internal wave lost as a resul
emission of the surface wave over the entire;300l propa-
gation path.

FIG. 1. Diagrams of theoretical modeling~a! and experimental observatio
~b! of SAW emission~II ! accompanying the propagation of a surfac
skimming internal acoustic wave~I!.
e
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This level of emission has no significant influence on t
insertion losses of a longitudinal surface-skimming wave
ter fabricated ofST-cut quartz, but for other cuts and crys
tals, the level of SAW emission may increase appreciab
As a result of reflection of SAWs from the side faces of t
crystal the pulsed response and thus the amplitud
frequency characteristic of the filter are distorted apprec
bly. This can be seen clearly in Fig. 2 where the respon
from the longitudinal ~SSBAW-L) and fast transverse
~SSBAW-FT) waves at the surface have impaired symme
and shape compared with the SAW response. Thus, it is
visable to make the lateal faces of the crystal dispersive
devices for surface-skimming bulk acoustic waves.

In conclusion, the author thanks V. I. Fedosov~Institute
of Radio Electronics of the Russian Academy of Scienc!
for assistance and useful discussions.

1A. Ballato and T. J. Lukaszek, IEEE Trans. Microwave Theory Te
MTT-27 , 1004~1979!.

2D. I. Mezhuev, A. M. Zaslavski�, and S. G. Suchkov, Radiotekh. Elektron
30, 1713~1985!.

3S. G. Suchkovet al., Radiotekh. Elektron.30, 373 ~1985!.
4T. I. Kazachkova and S. G. Suchkov, E´ lektron. Tekh. Ser. 1, No. 1, 114
~1979!.

Translated by R. M. Durham

FIG. 2. Amplitude-frequency characteristic of filter formed by interdigit
transducers Nos. 1 and 2.
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Electron entrainment current in gases bombarded with beams of fast
highly-charged ions
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It is shown that asymmetry in the ejection of electrons in an elementary collision event between
an atom and a fast highly-charged ion may lead to a macroscopic effect, the electron
entrainment current, when a gas target is bombarded by a beam of fast highly-charged ions. The
entrainment current is calculated for the bombardment of a helium target by a 25 MeV/u
Mo401 beam. © 1998 American Institute of Physics.@S1063-7850~98!02509-9#
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Recently considerable attention has been paid to stu
ing the ionization of atoms in collisions with fast highly
charged ions~see Refs. 1–6 and the literature cited there!.
An interesting phenomenon observed in these studies is
appreciable asymmetry in the ejection of electrons when
atoms are ionized: most of these electrons have positive
locity projections on the direction of motion of the fa
highly-charged ion. For example, in an experiment1 to study
the single ionization of helium atoms by Ni241 ions ~colli-
sion energy 3.6 MeV/u! it was found that even in so-calle
soft collisions, around 90% of the electrons ejected from
helium atoms propagate in the range 0<q<p/2, where the
angle of emissionq is measured from the direction of th
velocity of the fast highly-charged ion. A theoretic
analysis1,7 of the single ionization of helium in soft collision
yields similar asymmetries for the ejection of electrons. E
periments also show that similar asymmetry is observed
double and higher degrees of ionization of atoms in co
sions with fast highly-charged ions.5,6

Here we show that the asymmetry in the ejection of el
trons observed in a microscopic collision event may lead
macroscopic effect, the electron entrainment current, whe
gas target is bombarded by a beam of fast highly-char
ions and we shall estimate the density of this current.
shall assume that a gas having the atomic densityna is bom-
barded by a beam of fast particles having the densityni and
the velocityv (v@v0.23108 cm/s). We shall assume tha
d2se /(d«•dV) is the double differential cross section fo
the ‘‘formation’’ of a free electron of energy« with a spe-
cific direction of emission from the atom when an incide
highly-charged ion collides with a target atom. Then

Dne5ninav
d2se

d«dV
D«DV ~1!

is the number of electrons having energies in the nar
range between« and«1D« and emerging within the sma
solid angle elementDV, produced per unit target volume pe
unit time in collisions with a bombarding particle beam. L
us assume thatte(«) is the average time interval between t
7331063-7850/98/24(9)/2/$15.00
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ejection of an electron from the parent atom and a collis
with some other atom. We shall subsequently assume
the gas target is fairly dense so that the electron mean
path and thus the timete(«) is determined by collisions with
target atoms and not with the chamber walls~for the usual
densities of highly-charged ions in a beam the densities
product recoil ions are far lower than the density of neut
gas atoms, so that collisions between electrons and re
ions can be neglected!. As usual~see, for example, Ref. 8!,
we shall assume that on average the first electron–atom
lision caused the electron to be knocked out from the curr
i.e., the timete(«) is the lifetime of an electron of energy«
in the current. We can then write:

d

dt
DNe52

DNe

te~«!
1ninav

d2se

d«dV
D«DV, ~2!

whereDNe is the density of free electrons participating
the current having energies between« and«1D« and direc-
tions of velocity withinDV. Assuming that the fast particle
beam was injected into the target at timet50 and neglecting
the delay~because of the high velocity of these particles!, we
obtain assuming lim

DV→0
lim

D«→0
DNe /(DVD«)5d2Ne /dV d«:

d2Ne

d«dV
5ninavte~«!

d2se

d«dV
~12exp~2t/te~«!!!. ~3!

The expression for the electron current density has the f

j el52ueu E dVE d«ve cosq
d2Ne

d«dV
, ~4!

wheree is the electron charge andve is the electron velocity.
In the steady-state regime (t@te), we find from Eqs.~3! and
~4!

j el52ueuninavE dVE d«ve cosqte~«!
d2se

d«dV
. ~5!

Sincete(«)51/(naseave), wheresea(«) is the total cross
section for interaction between an electron of energy« and
an atom, we have

j el52Aelueuniv, ~6!
© 1998 American Institute of Physics
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where

Ael52p E
0

` d«

sea~«!
E

0

p

dq sinq cosq
d2se

d«dV
. ~7!

The number of electrons produced by a beam of fast hig
charged ions in a gas is proportional to the density of
atoms, and their lifetime in the current is inversely prop
tional to this density. Thus, the final expression~6! for the
electron current density does not depend on the atomic
sity. Since the cross sections for ionization of atoms in c
lisions with fast highly-charged ions decrease fairly rapid
with the degree of ionization~the cross sections decrea
particularly rapidly in the transition from single to doub
ionization; see Refs. 5 and 6!, for estimates we can assum
d2se /d«dV5d2se

(11)/d«dV, where the right-hand side
contains the double differential cross section for single i
ization of an atom. By way of example we shall estimate
density of the electron current formed by bombardment o
gas consisting of helium atoms by a Mo401 ~25 MeV/u! ion
beam ~the reaction~25 MeV/u!Mo4011He→Mo4011He1

1e2 is one of the very few involving fast highly-charge
ions for which tabular data are available for the double d
ferential cross section for single ionization9,2,10!. To obtain
the complete cross sectionssea(«) for interaction between
electrons and helium atoms we used known data~see Refs. 8
and 11–13! on the cross sections for elastic and inelas
collisions. The numerical calculations yieldAel52.1 and

j el
He522.1ueuniv. ~8!

For beam ion densitiesni.(1 – 100) cm23 and ion velocity
v.73109 cm/s, which corresponds to the energy 25 MeV
-
s
-

n-
l-

-
e
a

-

c

,

we havej el
He.23(1029–1027) A/cm2, which is quite suffi-

cient to observe this effect experimentally.
In conclusion, the authors would like to thank Profess

A. S. Baltenkov and V. Kh. Ferleger for useful discussion
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Possibility of increasing proton rejection by detecting primary cosmic radiation
electrons using an ionization-neutron calorimeter

G. I. Merzon, V. A. Ryabov, T. Saito, H. Sasaki, A. P. Chubenko, and A. L. Shchepetov
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Measurements were made of the neutron yields from a lead absorber 60 cm thick in
electromagnetic cascades initiated by 200–600 MeV electrons. A comparison between the
neutron yields obtained for electrons and the results of similar measurements for protons and pions
suggests that the rejection factor of the proton background is increased;102 times when an
ionization-neutron calorimeter is used to measure primary cosmic radiation electrons at energies
above 100 GeV. ©1998 American Institute of Physics.@S1063-7850~98!02609-3#
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INTRODUCTION

At present, one of the most important problems in t
physics of cosmic rays and astrophysics involves measu
the energy spectrum of primary electrons at energies ab
100 GeV. Interest in primary electrons is by no means a
dental. As a result of a rapid increase in the energy los
(;Ee

2 , where Ee is the primary electron energy! through
synchronous radiation in the magnetic field of our galaxy a
inelastic scattering by relict photons~inverse Compton ef-
fect!, primary electrons (Ee.100 GeV) may reach the Eart
from near (<10 kpc) galactic sources such as Ve
Geminga, and Loops I, II, II, and IV. In this case, the ele
tron spectrum in the rangeE.1 TeV should undergo sub
stantial changes, including the appearance of strong irre
larities, whose observation could reveal the age of
sources and even elucidate the mechanisms for the ge
tion of high-energy cosmic particles in these sources.

Figure 1 shows the present state of the experimenta
vestigations of the primary electron spectra. It can be s
that no experimental data are available on the spect
above 1 TeV. Some measurements have been made in
range 100–1000 GeV, but the results of different studies
contradictory so that no definitive conclusion can be dra
on the primary electron spectrum.

In many respects, this situation is a consequence of
difficulties involved in distinguishing the electrons und
conditions where the primary proton background predo
nates. To illustrate this Fig. 1 shows the proton spectru
and it can be seen that atE;1 TeV the proton intensity is
more than 103 times higher than the predicted electron inte
sity.

Quite clearly, in order to achieve progress in studyi
the primary electron spectrum at energies above 100 Ge
more refined experimental technique is required, differ
from that used in Refs. 1–7 and capable of reliably dist
guishing the electrons from the primary proton backgrou
In our view, this problem may be solved by using a new ty
of detector known as an ionization-neutron calorime
~INCA!, whose possibilities are studied here.
7351063-7850/98/24(9)/3/$15.00
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The operating principle of an INCA is as follows. Fo
each cascade generated by a primary particle, measurem
are made of the ionization signal~ionization separated in an
absorber! and the neutron signal~the yield of evaporated
neutrons as a result of nuclear spallation!. Since the yield of
evaporated neutrons in nuclear cascades should substan
exceed the neutron yield in electromagnetic cascades,
ratio of the neutron signal to the ionization signal may se
as a factor for separating the electrons and protons. In o
to check out this supposition, we carried out a series of
vestigations using the IHEP U-70 and FIAN S-60 accele
tors. The results of our measurements of the mean neu
yield ^nn& and fluctuations for nuclear cascades induced
pions (Ep54 GeV) and protons (Ep570 GeV) in the U-70
accelerator are summarized in Ref. 8. In the present stu
which is a continuation of Ref. 8, we investigate the neutr
yield in electromagnetic cascades initiated by electrons w
energiesEe5200– 600 MeV. This energy range to a consi
erable extent determines the neutron yield in electromagn
cascades, since it includes the main photon absorption
cesses resulting in the formation of neutrons„giant reso-
nance, deuteron photodisintegration, and formation of
resonancesD(1232), D13(1520), and P11(1440)).

EXPERIMENTAL SETUP

For the experiments we used an INCA with an absor
containing six rows of lead 10 cm thick with an area
20320 cm, interspersed with polyethylene plates 6 cm thi
The neutron detectors were SNM-18 helium (3He) counters
30 cm long and 3 cm in diameter. Polonium–berylliu
sources were used to determine the efficiency« with which
the evaporated neutrons were detected. The mean effici
was ^«&57.460.4%.

Triggering the INCA had the following effects: 1! it ex-
tracted the neutron signal from a single beam particle pas
through the center of the INCA, 2! it ensured that the neutro
signals from two or more particles did not overlap, and 3! it
eliminated background particle signals. A more detailed
scription of the apparatus is given in Ref. 8.
© 1998 American Institute of Physics
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FIG. 1. Energy spectrum of primary electrons. Notatio
¹ — Ref. 1, L — Refs. 2 and 3,u — Ref. 4, s — Ref. 5,
d — Ref. 6, andn — Ref. 7.
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RESULTS AND DISCUSSION

The mean neutron yield̂nn& was measured at electro
energies of 200, 300, 400, 500, and 600 MeV. The data
tained after subtracting the background and making the n
essary corrections to the neutron detection efficiency
given in Table I. It should be noted that the background le
in our experiment was comparable with the effect being m
sured. Thus, the values given in Table I may be sligh
exaggerated because of insufficient allowance for the ba
ground.

In order to compare the values of^nn& in electromag-
netic and nuclear cascades, Fig. 2 gives the data for the
trons obtained here and also the results of our measurem
for pions and protons.8 Also plotted are the results of othe
experiments9,10 and calculated data11 for a calorimeter with
an infinitely thick lead absorber and for a Pb absorber
finite thickness~60 cm! using the SHIELD program12.

It can be seen from Fig. 2 that a! the results of our̂nn&
measurements for pions and protons show good agree
with the results of other experiments and the SHIELD cal
lations; b! the energy dependence of the mean neutron y
^nn

h&(E) in nuclear cascades has the form;E0.8; c! the value
of h, which is the ratio of the neutron yield̂nn

e& in electro-
magnetic cascades to the yield^nn

h& in nuclear cascades, i
h>0.01 at energiesE50.6– 1.0 GeV.

We used the following formula to determine the ener
dependence^nn

e&(E) for electrons in the range abov
600 MeV:

TABLE I.

Ee , MeV 200 300 400 500 600

^nn& 0.0860.015 0.0760.01 0.1360.02 0.2860.3 0.2660.03
b-
c-
re
l
-

y
k-

ec-
nts

f

ent
-
ld

y

^nn
e~Ee!&5E

0

`E
Es

Ee
nn~E!Ng~E,t !

dt

lg~E!
dE, ~1!

where Ng(E,t) is the number ofg-quanta of energyE at
depth t in an electromagnetic cascade from an electron
energyEe , Es is the threshold energy for the photoprodu
tion of neutrons at Pb,lg(E) is the absorption range o
g-quanta of energyE, andnn(E) is the number of neutrons
formed by absorption of ag-quantum of energyE.

From analysis of formula~1! using data on the absorp
tion cross sections ofg-quanta13 and the results of electro
magnetic cascade theory,14,15we can draw the following con-
clusions: I! the values of^nn

e& obtained for the electrons
agree to within 20% with the data predicted from the abso
tion cross section ofg-quanta;13 II ! the energy dependenc
^nn

e&(Ee) in the rangeEe.600 MeV has the form

^nn
e&~Ee!>431024 Ee ~MeV!; ~2!

III ! for Pb the contribution made by photoproduction pr
cesses in the rangeEs.1 GeV to the coefficient ofEe in
formula ~2! is no more than 10%.

The agreement between the experimental and calcul
values of the yieldŝnn

e&(Ee) from formula~1! confirms the
reliability of using formula~2! to extrapolate to the rang
Ee.600 MeV. Figure 2 shows one such extrapolation. It c
be seen that althoughh increases with increasing energy
(;E0.2), at 100 GeV we findh,1/20.

Using this value ofh and the distribution of thenn
h

fluctuations8 in nuclear cascades from protons and pio
measured in our experiments, we can estimate the probab
of r-imitation by a cascade proton initiated by an electr
~rejection coefficient! for a fixed primary particle energy
For our INCA ~«57.4%!, these estimates giver<8% for
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FIG. 2. Neutron yield̂ nn& in electromagnetic cascade
from electrons and in nuclear cascades from hadro
for Pb. Curve1 — calculations11 for an infinitely thick
Pb absorber, curve2 — SHIELD calculations12 for
60 cm thick Pb. Notation:j — Ref. 8, s — Ref. 9,
andn — Ref. 10.
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Ep54 GeV and r>2% for Ep570 GeV. Note that the
value ofr decreases not only with increasing hadron ene
but also with decreasing«, so that in the limit«→100% r
decreases to;1023.

In studies of primary electrons there are two facto
which reduce the background from the primary proto
which are always used in experiments: 1! the point of initia-
tion of a cascade should be located at a depth of<1 radia-
tion length, which gives a rejection coefficient of;1/30 ~the
ratio of one Pd radiation length to the proton interacti
range in Pb!; and 2! the incident energy spectrum of th
primary protons has the result that the intensity of
g-quanta~which imitate the electromagnetic cascades fr
electrons! is a factor of̂ Kg

b& lower than the proton intensity
where the exponentb is the slope of the proton spectrum an
Kg is the fraction of the energy transferred tog-quanta in
p– Pb interactions. Since for the proton spectrum we h
b>1.5, and ^Kg&>0.18– 0.20~Ref. 16!, this gives ^Kg

b&
>1/20–1/40. The combination of these two factors redu
the background below that of the protons by more tha
factor of 400.

Since INCA has an additional rejection coefficientr
<1022 for Ee.100 GeV, when used to measure the sp
trum of primary electrons with energies higher th
100 GeV, it can achieve proton rejection on the scale
1024–1025.

The authors are deeply grateful to V. A. Tsarev for co
tinuous interest and support of this work.
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An analysis is made of a possible method of collective ion acceleration by combining spatial
modulation of the electron beam potential with temporal modulation of the current. A
conceptual design is proposed. ©1998 American Institute of Physics.@S1063-7850~98!02709-8#
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Prospects for the development of collective methods
acceleration are associated with the possibility of excit
space-charge electric fields in electron beams, which ca
used to accelerate the ions to high energies.1

Although the high efficiency of ion acceleration in ele
tron beams has been confirmed experimentally in many
search centers,2 no realistic physical system has yet be
designed in which charged particles could be accelerate
collective fields.

A possible method of collective ion acceleration i
volves combined spatial modulation of the electron be
potential with temporal modulation of its current.3 Spatial
modulation of the electron beam potential may be achie
through spatial modulation of the density by passing
electron beam through a rippled magnetic field. The acce
ating electric field is created by an excess charge density
the maxima of the magnetic field. A combination of spat
modulation of the density~with the periodL of the magnetic
field! and temporal modulation of the beam current~with the
period T) gives rise to the slow traveling wave needed
accelerate the ions, having the phase velocity

Vph5
L

T1
L

vel

5
vel

11
V

v

, ~1!

whereV52pvel /L, v52p/T, andvel is the velocity of the
beam electrons. Under certain conditions, particles propa
ing synchronously with the phase velocity of the wave m
be captured by it and accelerated. In order to accelerate
trapped ions, the wave phase velocity must be increa
which may be achieved by varying the period of spa
modulation of the magnetic field while the temporal mod
lation frequency of the beam current remains constant.
electric field structure in an accelerator based on this met
can provide radial focusing of the ions as well as accele
tion.

An analysis of the ion motion in this type of syste
shows that stable acceleration may be achieved in a rang
synchronous phases lying in the range 0<w<p/2.

The amplitude of the accelerating electric field in th
accelerator depends on the magnitude of the electron b
current
7381063-7850/98/24(9)/2/$15.00
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4I 0a0

cbR0
f ~k,R0 ,b! sin~kz!, ~2!

whereI 0 is the beam current,b5vel /c, c is the velocity of
light, R0 is the average electron beam radius in the ripp
magnetic field,R5R0@11a0 cos(kz)#, k52p/L, a0 is the
modulation parameter of the beam boundary,b is the radius
of the conducting drift tube through which the beam pass
and f (k,R0 ,b) is a function determining the structure of th
beam space charge field~Fig. 1!. High-current uniform or
hollow electron beams are best used to obtain high-inten
accelerating fields. Although for the same currents and ra
b/R0, the maximum accelerating field on the axis of a hollo
beam is only 70% of the field of a uniform beam, it is pre
erable to use a hollow electron beam since in this case e
tron fluxes with high limiting currents can be formed an
transported:

I 0 tube

I 0 unif
U

R0→b

5S 11
1

2 ln
b

R0

D @1. ~3!

For relativistic factorsg;1.5–2.0, the stable currents of
hollow relativistic electron beam may reach&20 kA.

FIG. 1. Structure of accelerating fields for uniform~curve 1! and hollow
~curve2! beams.
© 1998 American Institute of Physics
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FIG. 2. Schematic diagram of accelerator:1 — pulse voltage generator,2 — coaxial line,3 — electron gun,4 — guiding magnetic field coils,5 — ion
injector, 6 — ion analyzer,7 — measurement of diode voltage,8 — measurement of diode current,9 — resonator,10 — measurement of current insid
resonator,11 — electrostatic detector, and12 — magnetic ripple coils.
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The temporal modulation of the relativistic electro
beam at a given frequency is based on interaction betw
the electrons and a narrow slit in the resonator at curre
close to the limiting value:4,5

I 0→I 0 ult5
m0c3

e

~g2/321!3/2

2 ln
b

R0

, ~4!

wherem0 andc are the electron mass and charge.
Three quarter-wave shortened resonators with posi

electron feedback are used to obtain reliable 100% mod
tion of the beams.5

The temporally modulated beam is fed into a magne
ripple cavity with a variable pitch, into which ions are pr
liminarily injected at a velocity equal to the initial phas
velocity of the accelerating wave. These ions, propaga
synchronously with the wave field, are accelerated and
corded by an analyzer.

The design of the accelerator model shown in Fig
consists of an Arkad’ev–Marx pulse voltage generator wh
charges a low-resistance water coaxial line with a pu
sharpening device,6 whose load is a magnetron-type gun.
modulator formed by a set of cavities is mounted coaxia
with the magnetron gun and an ion injector1! is mounted
behind the modulator. A drift tube with magnetic ripple
located behind the injector and to this is attached a Thom
analyzer for double time-of-flight analysis.
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Principal calculated parameters of accelerator

Beam current 20 kA
Electron energy 360 keV (g.1.7)
Pulse length of beam current 60 ns
Beam modulation frequency 166 MHz
Initial proton energy 41 keV
Final proton energy 3 MeV
Amplitude of accelerated proton current *100 A
Total acceleration length 0.8–1.0 m

1!Figure 2 shows the case where ions are injected from the edge. The
when ions are injected from the end of the relativistic electron beam is
shown.

1Ya. B. Fa�nberg, Fiz. Plazmy3, 442 ~1977! @Sov. J. Plasma Phys.3, 246
~1977!#.

2A. A. Plyutto, P. E. Belensov, E. D. Korop, G. P. Mkheidze, V. N
Ryzhkov, K. V. Suladze, and S. M. Temchin, JETP Lett.6, 61 ~1967!;
I. Rander, B. Ecker, and G. Yonas, Phys. Rev. Lett.24, 283 ~1970!; S.
Luce, L. Sahlin, and K. Grites, IEEE Trans. Nucl. Sci.NS-10, 336~1973!.

3A. G. Lymar’, N. A. Khikhnyak, and V. V. Belikov, Vopr. At. Nauk.
Tekh. Ser. Fiz. Vys. E´ nerg. Atom. Yad. Vol. 3@in Russian#, Khar’kov
~1973!, pp. 78–80; A. N. Lebedev and K. N. Pazin, At. E´ nerg. 41 244
~1976!; A. K. Gevorkov, and T. R. Soldatenkov, Preprint SFTI-7@in
Russian#, Sukhumi Physicotechnical Institute, Sukhumi~1980!, p. 20.

4V. V. Krasnopol’ski� and V. I. Kalinin, Zh. Tekh. Fiz.56, 1160 ~1986!
@Sov. Phys. Tech. Phys.31, 679 ~1986!#.

5A. Friedman, V. Serlin, A. Drobot, and L. Seftor, Phys. Rev. Lett.50,
1922 ~1983!.

6G. I. Zverev, V. G. Surovtsev, and L. S. Volkov, inProceedings of the
All-Union Conference on Controlled Thermonuclear Fusion, Vol. 2,
~1975! @in Russian#, p. 153.

Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 9 SEPTEMBER 1998
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optical element
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An analysis is made of the possibility of developing a new holographic multi-demultiplexer
using the principle of a series device constructed as a single three-dimensional optical wedge-
shaped element. ©1998 American Institute of Physics.@S1063-7850~98!02809-2#
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The development of compact, optical spectral multiple
ing devices with high resolution, low optical losses, and
large number of spectral channels in a bounded wavele
range is currently of great interest. These devices can
hance the throughput of fiber-optic information transmiss
and processing systems and can also improve the structu
these systems.1 The use of hologram optical elements bas
on highly selective three-dimensional diffraction gratings2,3

is of considerable interest in spectral multiplexing device
Several types of optical spectral multi-demultiplexe

based on holographic and integrated-optics elements
known.2–5 The requirements specified above can be satis
by using three-dimensional holograms operating in
single-order Bragg diffraction regime. Hologram mul
demultiplexers can be constructed using a series of holog
spectral filters.4 In this case, the effective Bragg condition6

lm52dm n sinum ~1!

is satisfied for themth hologram when radiation at wave
lengthlm is incident on it. In Eq.~1!, dm is the period of the
three-dimensional phase diffraction grating,n is the average
refractive index of the hologram medium, andum is the
Bragg angle measured in the medium.6

Another possible variant of a hologram mult
demultiplexer consists of a single hologram element made
of a set of several superimposed Bragg three-dimensi
diffraction gratings.3,5 The advantages of both types of hol
gram multi-demultiplexers are their high spectral resoluti
which can reach fractions of angstroms, and the low opt
losses attainable in the working channel~up to 1–2 dB!. The
main disadvantage of the series multi-demultiplexer4 is that
it uses several hologram elements which incurs additio
optical losses. A disadvantage of the multi-demultiplex
with superimposed gratings is the large dynamic range
variation of the refractive index of the recording medium~up
to 1022) needed to record a large number of holograms
addition, the relative orientation of the superimposed ho
grams must be highly precise when fabricating this type
multi-demultiplexer. This disadvantage is particularly app
ent when superimposed gratings are fabricated by integr
technology where the problem of effectively matching t
hologram optical element with the input and output opti
fibers also arises.
7401063-7850/98/24(9)/3/$15.00
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Developing the idea put forward in Ref. 7, we sha
make a detailed analysis of the properties of a mu
demultiplexer using a holographic optical wedge-shap
element with a Bragg transmission hologram.

OPERATING PRINCIPLE OF MULTI-DEMULTIPLEXER

A new hologram multi-demultiplexer is proposed whic
uses the principle of a series multi-demultiplexer4 con-
structed in the form of a single three-dimensional ho
graphic optical wedge-shaped element.7 A transmission -type
phase Bragg holographic grating with constant periodd and
plane isorefractive surfaces positioned at the anglew1 to the
surface of the element is recorded in the interior of this e
ment ~see Fig. 1!.

Figure 1 shows an optical diagram of a demultiplex
using this type of three-dimensional holographic optic
wedge-shaped element. A collimated light beam is coup
into the three-dimensional hologram element via a con
prism. The radiation is diffracted by the hologram in acco
dance with the Bragg condition~1! by being successively
reflected from the boundaries of the element and the
fracted beams are coupled out of the element. The angl
inclination of the isorefractive surfaces of the wedge-sha
element is selected so that the diffracted beams are cou
out of the element at the minimum angles to the normal to
surface. The undiffracted beams are completely reflecte
the boundaries of the element and propagate as show
Fig. 1. The condition for total internal reflection of thes
beams at the boundaries of the element is satisfied by
ably selecting the refractive index of the medium, the wed
angleg, and the angle of incidence of the input beam. Th
the undiffracted light~zeroth diffraction order! propagates
inside the element with almost zero reflection losses at
boundary.

The wedge-shaped profile of the element has the re
that the angleum between the direction of propagation of th
light beam and the isophase surfaces of the grating cha
after each reflection from the upper boundary of the elem
This change in angle is proportional to the number of refl
tions m and the wedge angle of the element~see Fig. 1!:

um5bm2w1 ; bm5b11~m21! g. ~2!
© 1998 American Institute of Physics
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FIG. 1. Operating principle of a spectral multi
demultiplexer using a hologram optical wedge-shap
element.
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As a result, after each reflection from the lower boun
ary of the element, the light is effectively diffracted for di
ferent wavelengthslm in accordance with the Bragg cond
tion ~1!. It is easy to show that the wavelength difference
neighboring diffracted beamsDm5lm2lm21 is given by

Dm5glm21cot~b12w11~m22!g!. ~3!

The angles of refractionbm* of the rays emerging from the
element in air are given by

bm* 5arcsin@nsin~b122w11~m21!g!#. ~4!

The condition for total internal reflection of themth ray in-
side the element yields

nsin~b11~m21! g!>1. ~5!

This allows us to determine the parametersb1 and g for
given n and maximum~given! numberm.

The real values of these parameters of the wedge-sh
element forl51.55mm, n51.5, m510, Dm55 nm, and
w1520° areg50.105°,b1* 513.55°, andb1545°.

OPTICAL LOSSES IN MULTI-DEMULTIPLEXER

The optical lossesPm in themth working channel of the
multi-demultiplexer are attributable to the lossesAm as a
result of reflection of light at the surface of the element,
lossesBm as a result of absorption and scattering of radiat
in the interior of the element, and the hologram diffracti
efficiencyhm . Allowance should also be made for the op
cal lossesC0 andCm when radiation is coupled in and out o
the element, and the lossesD0 and Dm when radiation is
coupled in and out via the optical fiber.

The total optical lossesPm in this multi-demultiplexer in
decibels are

Pm5Am1Bm1C01Cm1D01Dm1u loghmu. ~6!

If the total-internal-reflection condition~5! is satisfied, the
value ofAm is almost zero. The following estimates hold f
the other terms in Eq.~6!:

Bm5u logtmu5Kll m , tm5102Kl l m, ~7!
-

r

ed

e
n

whereKl is the standard absorption coefficient of the reco
ing medium, l m is the distance covered by the light bea
inside the wedge-shaped element for themth channel

l m5 l m2112h/cosbm , ~8!

whereh is the thickness of the wedge-shaped element
l 15h/cosb1. In particular, forb1'bm5p/4 we have

l m52A2 h~2m21!. ~9!

The real values of the absorption coefficient are

Kl5~3.0– 5.0!31023 mm21

for photopolymers and

Kl5~1.5– 4.5!31023 mm21

for porous glasses. For the case described above we hah
51 mm and for photopolymersBm>1022(2m21), and for
porous glassesBm>(5 – 10)31023(2m21).

The average values ofC0 and Cm are 0.5–0.8 dB. The
optical losses caused by coupling the radiation in and ou
the multi-demultiplexer depend on the type of optical fib
supplied~single-mode or multimode! and the quality of the
focusing optics, and in practice are 1.0–2.5 dB.

The theoretical diffraction efficiency of the wedge
shaped element is 100% but its practical values for ph
three-dimensional transmission holograms are 70–8
~Refs. 4–6!. Thus, Eqs.~6!–~9! can be used to estimate th
total optical losses in the spectral channels of the mu
demultiplexer.

DIFFRACTION EFFICIENCY, SPECTRAL AND ANGULAR
RESOLUTION OF MULTI-DEMULTIPLEXER

The basic properties of phase three-dimensional ho
gram optical elements are satisfactorily described using
Kogelnik coupled wave theory6,8 which gives the well-
known expression for the diffraction efficiency of a transm
sion phase hologram:

h5@11j2/n2#21 sin2A~n21j2!. ~10!
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In the formula~10! the expressions forn andj allowing for
the wavelength mismatchdl and the angle-of-incidenc
mismatchdu have the form

j5@du cos~bm2w1!2dl/2dn#ph/dc2 , ~11!

n5pn1h/~lm1dl!~c1c2!1/2, c15cos~bm1du!,

c25
~l1dl!

nh
sinw11cos~bm1du!,

wheren1 is the amplitude of the spatial modulation of th
refractive index of the medium.

For transmission holograms, the angular selectivity
themth channel of the wedge-shaped element at the 0.5 l
~which corresponds toj>3) is given by

dum5dS cosbm1
d

h
sinbm sinw1D /h cos~bm2w1!.

~12!

Thus, the spectral selectivitydlm of the mth channel of the
multi-demultiplexer is given by

dlm5dlmS cosbm1lm

1

nh
sinw1D /h sin~bm2w1!.

~13!

An analysis of expressions~12! and ~13! shows that the an
gular and spectral selectivity of a three-dimensional ho
gram with inclined isophase surfaces may be either lo
~for positive anglesw1) or higher~for negativew1) than that
of a symmetric hologram. A numerical simulation of the i
fluence of this factor on the angular and spectral selecti
was made in Ref. 9 forw1,0. Form<10 the values ofdum

and dlm for the real parameters of a multi-demultiplex
differ negligibly ~by no more than 3–5%!.

The spectral resolutiondl1 of a multi-demultiplexer
with a wedge-shaped element of thicknessh51 mm is up to
2.3 nm in the wavelength rangel51.3– 1.5mm and around
1 nm for a hologram thicknessh52 mm.

CROSSTALK IN A MULTI-DEMULTIPLEXER

The optical crosstalkPm in a multi-demultiplexer char-
acterizes the fraction of the optical energy transferred fr
the ith light source to the workingmth spectral channel. To
describe the spectral transfer functions of the mu
demultiplexer channels and power-normalized light sour
in the Gaussian approximation, the crosstalk can be e
mated using the formula9

Pim55 log@11~d i /dlm!2#

140 loge~l i2lm!2/@d i
21~dlm!2#. ~14!
r
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Here l i and lm are the average wavelengths of the sou
and the receiving channel of the multi-demultiplexer,d i is
the spectral half-width of theith source, anddlm is the half-
width of the pass band~13! of themth spectral channel of the
multi-demultiplexer which corresponds~to within 17–20%!
to the half-width of the spectral line in the Gaussi
approximation.9 The crosstalk in a multi-demultiplexer de
pends on the spectral characteristics of the wedge-sha
element and the light sources used.

By analogy with the spectral factor~14!, in order to
achieve a high degree of decoupling between the chan
and minimize the losses in the working channels of
multi-demultiplexer~which corresponds tol i5lm), the an-
gular selectivitydum of the wedge-shaped element must e
ceed the angular divergencedu0 of the radiation incident on
the element. It was shown in Ref. 9 that the optical cross
in a multi-demultiplexer can be estimated satisfactorily us
formula ~14! subject to the conditiondu0<dum/3. Thus, this
multi-demultiplexer requires a high-quality optical collima
tor. This problem may be solved satisfactorily by using hig
quality microscope objectives, self-focusing lenses, or
some cases spherical lenses.

CONCLUSIONS

The main advantage of the proposed multi-demultiple
is that it uses a single simple three-dimensional hologr
sample for numerous~up to ten or more! working spectral
channels. This is consistent with current trends toward e
nomical miniaturized optical information processing devic

The author thanks A. L. Dmitriev for fruitful discussion
of problems treated in this work.
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Nuclear magnetic resonance was used to determine the characteristic parameters for the evolution
of an ensemble of gas bubbles in a liquid exposed to microwave irradiation. These parameters
can be used to determine whether convective motion takes place in the liquid. It is observed that a
liquid may be ‘‘strengthened’’ by low-intensity radio waves. ©1998 American Institute of
Physics.@S1063-7850~98!02909-7#
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When a liquid is exposed to electromagnetic waves,
diant energy is dissipated, causing it to undergo nonunifo
heating. Under certain conditions, mechanical equilibri
may be established in a nonuniformly heated liquid. If t
temperature nonuniformity is sufficiently large, the equili
rium becomes unstable and is replaced by convective
tion. In order to analyze the physical processes taking p
in a liquid exposed to low-intensity electromagnetic wav
we need to know precisely whether the liquid object is
mechanical equilibrium or whether convection is present
will be shown subsequently that this question can be
swered by using nuclear magnetic resonance~NMR!.1

The absence or presence of hydrodynamic instability
be determined from the nature of the evolution of the g
microbubbles which are always present in a real liquid. If
irradiated liquid is not removed from mechanical equili
rium, heat transfer is purely by conduction and as a resu
the thermocapillary effect, bubbles drift slowly from a rel
tively cold region to a hotter region of the liquid.2,3 ‘‘Creep-
ing’’ of air bubbles into a ‘‘thermal lens’’ created by a low
power helium–neon laser beam was observed in Ref
where the authors also observed an increase in the size o
moving bubbles. Obviously, the total number of air bubb
may also increase since the laser beam heats the liquid in
vicinity of the illuminated track, thereby lowering the solu
bility of the gas in this section.

The main effect observed in the presence of convec
motion is that layers of liquid undergo large-scale displa
ments and are transferred to the free surface together with
bubbles, as a result of which the bubbles can leave the liq

The present study was carried out assuming that on
posure to electromagnetic waves, the size and number o
bubbles in a liquid in mechanical equilibrium increase a
the number of bubbles decreases as a result of convectio
was shown in Ref. 5 that the difference between the rate
transverse (T2

21) and longitudinal (T1
21) nuclear magnetic

relaxation depends on the productR̄n, whereR̄ is the aver-
age radius of the air bubbles contained in the water andn is
the number of bubbles per unit volume. We particularly n
that everywhere in this study the symbolT2

21 denotes the
rate of transverse nuclear magnetic relaxation measure
7431063-7850/98/24(9)/2/$15.00
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the Carr–Purcell method.1 We used the working formula
tested in Ref. 5 for proton measurements in water, wher
this product is

R̄n5~T2
212T1

2120.05!Y 4

3
p3Dt2g2H0

2~xv,a2xv,w!2.

HereD is the coefficient of self-diffusion of the water mo
ecules, which is 2.531029 m2/s at the test temperatur
~22 °C!, t is the time interval between the 90° and 18
pulses in the Carr–Purcell method, which is 231023 s in our
experiment,g52.683108 rad•s21

•T21 is the proton gyro-
magnetic ratio,H050.371 T is the field strength of the relax
ometer magnet,xv,a5331028 is the volume magnetic sus
ceptibility of air, and xv,w527.231027 is the bulk
magnetic susceptibility of water.

For the tests, 0.6 cm3 of doubly distilled water was
placed in a glass ampoule. Measurements of the unirradi
sample at room temperature yielded the productR̄n5(4.8
61.2)3107 m22. The sample was then exposed to micr
wave irradiation for 30 min from the open end of the wav
guide of a 51-I generator~3.2 cm wavelength!. As a result of
irradiation with a power flux density of (1.060.1) mW/cm2,
the product R̄n increased to (7.261.4)3107 m22. After
exposure to a higher power flux density of (2
60.1) mW/cm2, the productR̄n decreased to (2.361.2)
3107 m22, which was less than the parameter for the un
radiated sample. It should be considered that in the first c
the liquid was in mechanical equilibrium — the bubbl
moved slowly in the field of the temperature gradient a
their size and number increased. In the second case,
higher power flux density induced convective motion, whi
helps to remove air bubbles from the liquid.

It has been shown in hydrodynamics that the appeara
of a convective heat flux component, which impairs t
mechanism of heat transfer purely by conduction, is o
served when the critical Rayleigh number reachesRl
5gbDQL3r/(h k) ~Ref. 6!. Hereg is the free-fall accelera-
tion, b is the coefficient of thermal expansion,L is the char-
acteristic cavity length,DQ is the characteristic temperatur
difference,r is the density of the liquid,h is the dynamic
viscosity, andk is the thermal diffusivity. The Rayleigh
© 1998 American Institute of Physics
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number for water was determined experimentally in Ref.
Rl51700651. Estimates show that for the geometric dime
sions of our sample the convective regime is establis
when the temperature difference at the boundaries is aro
0.4 °C. In fact, a temperature rise of 0.3 °C was detected
means of a thermocouple during microwave irradiation.

To sum up, nuclear magnetic resonance can be use
identify the time when convective motion is established in
liquid as a result of external influences. The identification
this time can be used to solve many problems in hydrom
chanics. It is also possible to identify the power flux dens
of the electromagnetic waves at which efficient removal
air bubbles from the liquid begins. Since the real tens
strength~cavitational strength! of a liquid depends on the
concentration of free air contained in it,8 it is possible to
‘‘strengthen’’ a liquid by removing the bubbles usin
:
-
d
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y

to
a
f
-

y
f
e

electromagnetic waves with the temperature kept alm
constant.
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An investigation was made of the fracture of a layer of iron undergoing a polymorphica –«
phase transition caused by a detonation wave, using an elasticoplastic model of the deformation of
a continuous medium with spallation. The influence of the elastic precursor on the spallation
was identified. ©1998 American Institute of Physics.@S1063-7850~98!03009-2#
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1. The problem of fracture of materials undergoing
polymorphic phase transition under the action of shock
explosive loads arises in a range of applications. From
point of view of the theory of continuum mechanics, it
interesting to develop a mathematical description of wa
propagation in condensed media with phase transitions.
merous results of experimental investigations have now b
accumulated on this topic, but this is not sufficient to co
struct a general model of the phenomenon needed to pre
the fracture pattern and optimize the explosive loads. A
merical simulation can be used to analyze the propaga
characteristics of compression and rarefaction waves, e
cially the possible localization of high tensile stresses in p
ticular areas. In a previous study1 we described a model to
calculate the flow of iron undergoing ana –« phase transi-
tion, which only allows for the plastic deformation phas
and we reported results of calculations using a o
dimensional formulation which revealed three qualitative
different explosion regimes. Here we use a model which
lows for the elastic deformation phase and includes a spa
tion model. This allowed us to analyze the role of the elas
precursor in the fracture process.

2. An explosion at the surface of a material causes
propagation of a detonation wave which, in the presence
phase transition, may have a complex structure and con
of several compression and rarefaction waves, as is c
firmed by experimental data. Specific rarefaction sho
waves may also be produced.

When the compression waves interact with the f
boundary, they form secondary rarefaction waves propa
ing inside the sample. Depending on the parameters of
explosion, either the secondary rarefaction waves near
free surface or interaction between primary and second
rarefaction waves inside the material produce tensile stre
in excess of the strength threshold and spallation frac
occurs.

A model of a barotropic elasticoplastic medium is us
for a mathematical description of the process. It is assum
that the medium is homogeneous and isotropic and the p
transition time is short. The system of equations includes
equations of continuity and motion, and determining re
tions for the deviator of the stress tensor. The equations
written in Lagrangian coordinates. Hooke’s law for elas
7451063-7850/98/24(9)/2/$15.00
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deformations and the Mises plasticity condition are taken
the determining relations. The system is closed by an isot
mal equation of state characterized by kinks on the cu
p5p(r), which correspond to a phase transition and are
sponsible for splitting the compression and rarefact
waves. Effects such as smooth and multiple spallation
companying the evolution of fracture in these materials
also associated with the presence of a phase transi
Smooth spallation is observed when two counterpropaga
rarefaction shock waves interact, while multiple spallation
attributed to the multiwave structure of the rarefacti
waves.

The significant nonlinearity of the equation of state a
the presence of phase transitions impose more stringent
straints on the monotonicity of a finite-difference schem
Thus, the system is discretized by using a TVD sho
capturing scheme constructed for equations written in te
of Riemann invariants. The spatial derivatives are co
structed using a method of finite Galerkin elements. T
fracture models were used: instantaneous spallation an
model with a global spallation criterion based on the kine
strength concept.2

3. The calculations were made for a one-dimensio
iron sample. Ana –« phase transition at 13 GPa was an
lyzed and the equations of state for thea and« phases were
taken from Refs. 3 and 4, respectively. The simulati
showed that, depending on the initial parameters there

FIG. 1.
© 1998 American Institute of Physics
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three qualitatively different regimes of interaction betwe
the detonation wave and the sample.

The results of the calculations are plotted asx–t density
diagrams~all the quantities are normalized to their typic
values!.

The first regime ~Fig. 1! is achieved for a large
amplitude detonation wave (p.50 GPa!. In this case, mul-
tiple rough spallation is observed near the right-hand bou
ary in a strong smooth rarefaction wave and smo
spallation occurs inside the sample as a result of the inte
tion of rarefaction shocks.

In the second case~Fig. 2!, the amplitude of the detona
tion wave is such that a phase transition takes place at
fronts of the compression shock wave and the rarefac
wave. Smooth spallation occurs as a result of interaction
tween the incident and reflected rarefaction shocks inside
material.

FIG. 2.

FIG. 3.
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h
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The third regime is established when the initial press
at the surface is lower than the phase transition pres
~Fig. 3!. In this case, we observe wave propagation char
teristics and spallation patterns associated with the ela
properties of the medium, since the elastic limitsH is com-
parable with the amplitude of the detonation wave. The
cident shock wave and the rarefaction waves have a t
wave structure. The elastic precursor propagates at a hi
velocity and this is followed by the plastic wave. The inc
dent shock wave is attenuated by the elastic precursor of
rarefaction wave. A comparison between the results of th
calculations and the results of a simulation neglecting
elastic properties of the medium~Fig. 4! can reveal the role
of the elastic precursor in the evolution of spallation at lo
tensile strengths0 ~results are presented forsH50.53 GPa
and s0520.3 GPa!. In the first case, spallation occurs n
only in the reflected rarefaction wave but also as a resul
interaction between the incident rarefaction wave and
wave formed by interaction between the elastic precurso
the compression shock and the free surface. This explains
substantial difference between the thicknesses of the sp
tion layers in the calculations using the plastic and elasti
plastic models.
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