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Normal zone and resistive domain in thin-film superconducting bridges:
nonlinearity effects

I. L. Maksimov and D. Yu. Vodolazov

Nizhni� Novgorod State University, Nizhni� Novgorod
~Submitted December 16, 1997; resubmitted May 7, 1998!
Pis’ma Zh. Tekh. Fiz.24, 1–8 ~November 12, 1998!

An investigation was made of the propagation of a normal-state switching wave and the
establishment of a resistive domain in thin-film superconducting bridges. It was observed that the
nonlinearity of the current–voltage characteristic of the material, using the density of the
superconducting condensate as the parameter, strongly influences the characteristics of dissipative
structures. ©1998 American Institute of Physics.@S1063-7850~98!00111-6#
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A superconductor carrying a current greater than a c
tain critical level is in a metastable state with respect to fa
strong perturbations which lead to the formation and sub
quent propagation of a normal zone.1 In addition, a resistive
~or normal! domain consisting of a localized dissipativ
structure may form in the superconductor.1

Studies of the existence conditions and characteristic
dissipative structures in thin-film high-temperature superc
ducting ~HTSC! systems must take into account a spec
feature of low-dimension superconductors. This shows up
significant nonlinearity of the current–voltage characteris
in high-temperature superconducting bridges2 caused, for ex-
ample, by the presence of the Berezinski�–Kosterlitz–
Thouless phase2,3 in the system. In this case, the coefficie
of nonlinearity is proportional to the density of th
Berezinski�–Kosterlitz–Thouless condensate.

Here we investigate the influence of the transport curr
on the propagation velocity of the switching wave in a hig
temperature superconducting film, allowing for a nonline
dependenceE( j ). We examine the influence of the conde
sate density on the shape and dimensions of the normal
resistive domains and determine the current–voltage cha
teristic of a superconducting bridge containing a domain

MODEL

The heat conduction equation for a superconduct
bridge has the form

DsCs

]T

]t
5Ds

]

]x
ks

]T

]x
1dfQ~T!2W~T!, ~1!

whereDs is the substrate thickness,Cs and ks are the spe-
cific heat and thermal conductivity of the substrate mater
df is the thickness of the HTSC film, andW(T) is the heat
transfer from the surface of the substrate to a coolant at t
peratureT0:

W~T!5h~T2T0!; ~2!

h5ks /Ds is the effective coefficient of heat transfer.
The specific thermal power released in the film

Q(T)5r( j ,T) j 2, wherer( j ,T) is the effective resistivity:
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r~ j ,T!55
rn T.Tc ,

rnS 12
j c~T!

j D a~T!

Tr,T,Tc ,

0 T,Tr ,

~3!

rn is the normal-state resistivity of the superconductor,j is
the current density,Tc is the critical temperature of the su
perconductor, andTr is the temperature of the transition t
the resistive state, which is determined from the condit
j c(Tr)5 j . The coefficient for the nonlinearity of the
current–voltage characteristic is expressed in the fo
a(T)5K(Tc /T21), where K is the parameter of the
Berezinski�–Kosterlitz–Thouless condensate. For simplic
we shall assume that the temperature dependence of the
cal current density caused by bulk vortex pinning is linea

j c~T!5 j c0S 12
T

Tc
D . ~4!

The phenomenological parameterK5«0d/(kBTc) is ex-
pressed in terms of the vortex energy«0d in a layer of thick-
nessd, where «05F0

2/(16p2l(0)2) is a quantity propor-
tional to the density of the superconducting condensate
zero temperature (F0 is the magnetic flux quantum andl(0)
is the London penetration depth atT50). An estimate ofK
for the typical layered HTSC material BiSCCO (d'15 Å,
«0d'3000 K50.25 eV,Tc580 K! gives a value of order 30
~Ref. 4!. It is difficult to estimateK for weakly anisotropic
materials such as YBaCuO because the thickness of
current-carrying layerd is unknown.

The equilibrium states of the system are described by
balance equation for the released and transferred heat:1,2

Q* ~T!5W~T!,

where Q* (T)5df Q(T) is the heat release per unit are
This equation in the approximation~3! has three roots which
correspond to three equilibrium positions, two stable and
unstable. The stable states are those for which]W/]T
.]Q/]T.
© 1998 American Institute of Physics
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FIG. 1. Propagation velocity of switching wave versu
current for various values of the parameterK: 1 —
K55; 2 — a51; 3 — K510; 4 — K515; 5 —
K530.
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Below we present the main results obtained from n
merical analysis of Eq.~1! with conditions~2!–~4!. In the
calculations we used the following values of the superc
ductor and substrate parameters:

Cs513105 J/~m3
•K!, ks5340 W/~m•K!,

df51027 m,

Ds5531024 m, Tc592 K,

T0577 K, j c051010A/m2.

SWITCHING AUTOWAVES

We shall seek a solution of Eq.~1! in the form T(x,t)
5T(x2Vt) ~switching autowave! with the boundary condi-
tions T(x51`, t50)5T0, T(x52`, t50)5T1 ~hereT0

and T1 are the temperatures of the first and second sta
equilibrium positions, respectively! and ]T/]x(x56`,
t50)50, with the constraint that the heat fluxes are contin
ous at temperaturesTr andTc .

Figure 1 gives the autowave propagation velocity a
function of the transport current~for variousK and also for
the casea51 which corresponds to the linear curren
voltage characteristic of hard superconductors1 in the resis-
-

-

le

-

a

tive region!. It can be seen that asK increases, the range o
currents within which a switching wave can propaga
broadens appreciably. This situation arises because asK in-
creases, the heat release nearTr becomes a weakly increas
ing function of temperature. As a result, the first equilibriu
state characterized by the temperatureT5T* ( j ,K).T0 dis-
appears at a higher current densityj max. The establishmen
of a normal state atj . j max is not described by the autowav
regime.

Note that unlike the model with a stepwise heat relea
Vmax is finite and varies strongly as the parameterK varies.
Figure 2 givesVmax as a function ofK.

It can be seen from Fig. 2 that the dependenceVmax(K)
has a minimum forK5K* . The calculations indicate tha
this occurs when a(T0)'1 holds, which gives K*
'T0 /(Tc2T0)'5 ~for T0577 K and Tc592 K!. In the
rangeK,K* Vmax increases abruptly and forK→0 we find
Vmax→`. Mathematically, this is because forK→0 our
problem is equivalent to one with a stepwise heat release
which an accurate solution exists, givingVmax→` ~Ref. 3!.
Note that typical values ofVmax lie in the range 1 m/s
,Vmax,20 m/s~for 1,K,K* ).

Numerical analysis of the system~1!–~3! reveals the
FIG. 2. Maximum propagation velocityVmax of switching
wave versus parameterK.
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FIG. 3. Temperature distribution in sample with resi
tive domain for various values ofK: 1 — K530; 2 —
K515; 3 — K510; 4 — a51; 5 — K55.
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existence~for K,K* ) of a new type of switching wave, a
superconducting state–resistive state (S–R) wave. For
K.50 R–R8 switching waves may also exist. We note th
the possible appearance ofR–S and R–R8 waves is attrib-
utable to the strong temperature nonlinearity of the heat
lease, which allowsW(T) and Q(T) to have a triple inter-
section even whenT,Tc .

CURRENT–VOLTAGE CHARACTERISTIC OF
A SUPERCONDUCTOR WITH A STEADY-STATE DOMAIN

In the steady-state case, after dropping the term cont
ing the time derivative in Eq.~1!, we can express this in th
form of an ordinary first-order differential equation:1

S ks

dT

dx D 2

5S~T!, ~5!

where the integral

S~T!5E
Tmin

T

ksFW~T8!2
df

Ds
Q~T8!GdT8 ~6!

characterizes the degree of imbalance between the hea
lease and the heat transfer,Tmin5max(T0,T* ). Equations~5!
and ~6! were derived assuming the boundary conditio
t

e-

n-

re-

s

T(x56`)5T0, ]T/]x(x56`)50, which are satisfied if
the finite dimensions of the sample are neglected.

Figure 3 gives the temperature distribution in the dom
obtained resulting from numerical solution of Eq.~5! for
various values of the parameterK and the same current.

The increase in the maximum domain temperatureTm

with increasing coefficient of nonlinearityK is easily under-
stood on the basis of the following reasoning. AsK in-
creases, the ‘‘area rule’’S(Tm)50 which determinesTm is
satisfied at higher temperature. This can be attributed to
more gently sloping dependenceQ(T) for K>K* . Note that
for K,K* the shape of the domain is almost independ
of K.

Since the domain is a dissipative structure~with finite
resistivity!, its presence is accompanied by the appearanc
a voltage at the superconductor. The voltage drop at a su
conductor with a domain is given by:1

U5A2E
Tr

Tc
rnksj S 12

j c~T!

j D a~T! dT

AS~T!
1rnj l , ~7!

wherel is the size of the normal zone of the domain.
The results of numerical calculations of Eq.~7! for vari-

ous K are plotted in Fig. 4. The kink clearly visible on th
n-
FIG. 4. Current–voltage characteristic of superco
ductor with domain for various values ofK: 1 —
K51; 2 — K55; 3 — K515; 4 — a51.
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logarithmic scale corresponds to the appearance of a no
zone in the domain which is accompanied by an abrupt
crease in voltage~note that this kink is not observed on curv
1, since forK<1 the domain has no normal zone over t
entire range of currents!.

For K.K* the current–voltage characteristic typical
exhibits a section with a positive differential resistance. T
occurs because above the currentj * „j * 5 j c(T0)… the entire
superconductor goes over to the resistive state with the t
peratureT* ( j ,K).T0, on which the domain will be super
posed. As the current increases further, the size of the
main decreases butT* increases. As a resultU will increase,
since for j . j * the voltage drop will be mainly attributabl
to the resistive region of the superconducting bridge.
emphasize that the appearance of a section with a positi
sloping current–voltage characteristic is unrelated to
bounded length of the superconducting bridge.1,6
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Acceleration of Brownian particle diffusion parallel to a fast random field with a short
spatial period

A. N. Malakhov

Nizhni� Novgorod State University
~Submitted April 21, 1998!
Pis’ma Zh. Tekh. Fiz.24, 9–15~November 12, 1998!

It is shown that a spatially periodic random field fluctuating rapidly near zero with a fairly small
spatial period may substantially accelerate the diffusion of Brownian particles parallel to
this field. © 1998 American Institute of Physics.@S1063-7850~98!00211-0#
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The diffusive spreading of the mean square of the co
dinate x(t) of a Brownian particlê x2&52Dt undergoing
free diffusion in a viscous medium parallel to thex axis with
zero initial conditions is well-known. The diffusion coeffi
cientD determines the temporal rate of spreading of a Gau
ian probability densityW(x,t) with zero average and vari
ance ^x2&. The corresponding Langevin equation has
form dx(t)/dt5j(t), where j(t) is stationary Gaussian
white noise with^j(t)&50 and^j(t)j(t1t)&52Dd(t).

The diffusion coefficientD5kT/h, wherek is the Bolt-
zmann constant, is determined by the equivalent tempera
T and viscosityh of the medium.

Let us now assume that the spreading of Brownian p
ticles from the initial distributionW(x,0)5d(x) takes place
in this medium under the action of additional forces attrib
able to the random potential fieldF(x)z(t), wherez(t) is a
dimensionless Gaussian delta-correlated process with^z(t)&
50, ^z(t)z(t1t)&52Dzd(t), which is statistically inde-
pendent of the thermal noisej(t). In this case we can write
the Langevin equation as

dx~ t !

dt
52

dF~x!

hdx
z~ t !1j~ t !52D

dw~x!

dx
z~ t !1j~ t !,

~1!

where we introduce the dimensionless potential pro
w(x)5F(x)/kT. We note that the random processx(t) is a
continuous Markov process.

The Fokker–Planck equation forW(x,t) has the stan-
dard form~see, e.g., Ref. 1!:

]W~x,t !

]t
5

]

]x
@K1~x,t !W~x,t !#1

1

2

]2

]x2
@K2~x,t !W~x,t !#,

~2!

whereK1(x,t) andK2(x,t) are the drift and diffusion coef
ficients which can be found from the Langevin equation.

The general evolution equations for the first two m
ments of the continuous Markov random processx(t) have
the form ~Ref. 2, § 10.6!

d^x&
dt

5^K1~x,t !&,
d^x2&

dt
52^xK1~x,t !&1^K2~x,t !&, ~3!
8331063-7850/98/24(11)/3/$15.00
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where statistical averaging is performed over the probab
densityW(x,t) determined by the Fokker–Planck equati
~2!.

We can easily find~see Ref. 1 and Ref. 2, p. 367! the
following values of the drift and diffusion coefficients corre
sponding to the Langevin equation~1!:

K1~x!5
D2Dz

2l 2

d

dx
c2~x!, K2~x!52DF11

DDz

l 2
c2~x!G .

~4!

Here we introduce the dimensionless functionc(x)
5 ldw(x)/dx, where l is some scale. Thus, for an arbitra
profile w(x) the evolution equations for the moments ha
the form

d^x&
dt

5
D2Dz

2l 2 K d

dx
w2~x!L ,

d^x2&
dt

5
D2Dz

l 2 K x
dw2~x!

dx L 12DF11
DDz

l 2
^w2~x!&G .

~5!

If the potential functionw(x) is even, by virtue of the
symmetry of the situation, the probability density is also
even function W(2x,t)5W(x,t). In this case, we find
K1(x)50 ~and thereforêx&[0) and only the second equa
tion ~5! for the mean square of the Brownian particle coo
dinates remains.

As a first example, consider the even sawtooth poten
profilew(x) with the spatial periodl shown in Fig. 1. We can
easily see thatw(x)52bx/ l holds for 0<x< l /2 and find
c2(x)54b2 for all x.

We therefore obtain K2(x)52D@114DDz(b/ l )2#.
Thus, for zero initial conditions the spreading law for th
mean square of the coordinate of Brownian particles has
diffusion form ^x2&52Deff t, where the effective diffusion
coefficient is given by

Deff5DF114DDzS b

l D
2 G.D. ~6!

We note that this result is exact. If there is no fluctuati
field (Dz50), we arrive atDeff5D, as should be the case
© 1998 American Institute of Physics
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FIG. 1. Sawtooth potential profile.
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We also note that for a sawtooth field, as for free diffusio
W(x,t) is a strictly Gaussian probability density.

Thus, a periodic, sawtooth, rapidly fluctuating rando
field acting on Brownian particles accelerates their diffus
and this acceleration increases with increasingb/ l , i.e., with
increasing absolute value of the field slope per period.

Since this potential profilew(x) is even and the diffusion
is symmetric in both directions, the probability flux at th
point x50 is zero and so a reflecting boundary can be s
at this point and diffusion from the reflecting boundary c
be considered only in the direction of positivex. The result
~6! remains unchanged. From this it follows that diffusio
can be accelerated in one direction~away from the reflecting
boundary!.

Let us now discuss the physical mechanism for the
celeration of diffusion, confining our analysis to the moti
of Brownian particles over a single period of the field in t
direction of increasingx. For simplicity we shall give the
field profile for two cases:z511 andz521 ~Fig. 2a!.

If z511 holds, the particles diffuse up the slope a
this motion is slower than that along the horizontal axis. W
shall estimate this time with an absorbing boundary~a po-

FIG. 2. Diffusion of Brownian particles from the initial probability distr
bution: a — slow motion up the slope and fast motion down the slope:1 —
initial distribution, 2 — absorbing boundaries; b — general motion of
Brownian particles over a field period.
,

n

d

-

e

tential going vertically downward! situated at the pointl /2.
In this case, the Brownian particles should overcome a
tential barrier of heightb. It can be shown that the time take
to overcome the barrier~see Ref. 3, for instance!, i.e., the
time taken for the particles to move up the slope by
distancel /2 is

Tup5
l 2

4Db2
~eb212b!. ~7!

For z521 the particles diffuse down the slope and the tim
taken for them to cover the distancel /2 is

Tdown5
l 2

4Db2
~e2b211b!,Tup. ~8!

It follows from these formulas that forb50.5 the diffu-
sion velocity of the Brownian particles down the slope is 1
times higher than the upward diffusion velocity, forb52 the
downward diffusion velocity is almost four times higher, an
for b<4 the velocity ratio iseb/b@1.

Since the average of the random functionz(t) is zero, its
sign varies continuously and the particles move up the sl
half the time and downward half the time. The difference
the velocities has the result that the particles cover mos
the path betweenx50 and x5 l /2 in the ‘‘downsloping’’
state and this proportion increases with increasingb/ l . The
motion of the Brownian particles betweenl /2 andl is exactly
the same, the only difference being that they now mo
down the slope forz(t).0 and up the slope forz(t),0.

Thus, the changes in the sign ofz(t) make it possible for
the Brownian particles to cover most of the path in t
downsloping state~Fig. 2b! and they therefore move faste
along thex axis than under free diffusion, which accelerat
the diffusion process in accordance with the effective dif
sion coefficient~6!.

Let us now consider a second example, a harmonic e
field w(x)5bcos(2px/l)/ with the same periodl . In this case,
we have w2(x)54p2b2sin2(2px/l). However, the second
equation~5! cannot be solved accurately becauseW(x,t) is
non-Gaussian. Using a Gaussian approximation forW(x,t)
with zero average and unknown variance, we can obtain
following nonlinear equation for̂x2& from the second equa
tion ~5!:

d^x2&
dt

54D2DzS b

l D
2

a^x2&exp~2a^x2&!12D

3H 112p2DDzS b

l D
2

@12exp~2a^x2&!#J , ~9!
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where a58p2/ l 2. An analysis of this nonlinear equatio
shows that for times such that^x2&1/2 exceeds the half-period
of the field (a^x2&@1) we have

^x2&52Deff t, Deff5DF112p2DDzS b

l D
2 G . ~10!

Thus, for a cosinusoidal fluctuating field this approxima
effective diffusion coefficient has the same order of mag
tude as that for the sawtooth field~6!, maintaining an accel-
eration of the diffusion which increases with increasingb/ l .

Analysis shows that the diffusion acceleration effect d
scribed above is not related to the sawtooth or cosinuso
profile of the field fluctuating rapidly about zero. The effe
will evidently occur for any periodic or aperiodic field con
sisting of fairly steep up- and downsloping elements of ar
trary profile.

The so-called molecular motor mechanism or stocha
ratchet has recently been studied intensively~see Refs. 4–8
and the literature cited therein!. This effect essentially in-
volves the existence of a directional diffusion flux of Brow
ian particles caused by the formation of asymmetric dif
sion conditions as a result of some type of modulation o
periodic~asymmetric! field at a frequency determined by th
diffusion time on scales of the field period. The propos
diffusion acceleration effect is merely externally similar
i-

-
al
t

i-

ic

-
a

d

the molecular motor effect. The difference is that a gene
directional transfer of material is observed in the case o
molecular motor whereas in our case, the effective coe
cient of ‘‘ordinary’’ diffusion increases as a result of fa
modulation of the field, which is unrelated to the tempo
characteristics of the spreading of the probability density
scales of the field period.
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Relation between the domain dynamics and the shape of the cathode ‘‘notch’’
in a Gunn diode

A. I. Mikha lov and D. M. Lerner

N. G. Chernyshevski� State University, Saratov
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Results are presented of a mathematical modeling of the influence of the shape of the cathode
‘‘notch’’ in the semiconductor structure of a Gunn diode on the characteristics of the
domain dynamics. It is shown that processes whereby the domain escapes from the notch into
the active region and its leading edge approaches the highly doped region near the anode
play a major role in the formation of the second harmonic component in the spectrum of the Gunn
diode current. ©1998 American Institute of Physics.@S1063-7850~98!00311-5#
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At present, the maximum frequencies of Gunn oscil
tors with n-type gallium arsenide (n-GaAs! diodes operated
at the fundamental drift frequency do not exceed 6
70 GHz. Experience gained in recent years suggests tha
most preferable method of increasing the operating
quency of Gunn diode oscillators involves separating
power into harmonics of the fundamental frequency.1,2 The
characteristic s of the domain formation process, the dyn
ics of its propagation through the active region and drift
the anode, and ultimately the profile of the Gunn diode c
rent depend to a considerable extent on the doping profil
the semiconductor structure. This dependence shows up
ticularly strongly in diodes with short~less than 5mm) ac-
tive regions where the times taken for formation of the d
main and its drift to the anode become comparable with
period of the drift oscillations.

The characteristics of Gunn diodes and oscillators h
been investigated as a function of the doping profile in va
ous studies.3–10 Most of these were concerned with oscill
tors operating at the fundamental frequency. The influenc
the doping profile on the operation of harmonic oscillato
was only examined in a few cases,6–10and this aspect canno
be considered to be sufficiently well studied.

Here we use mathematical modeling to investigate
relationship between the carrier dynamics in the semicond
tor structure of a Gunn diode and the shape of the cath
‘‘notch,’’ a narrow region near the cathode where the dop
level is lower than the active region. The doping profi
ND(x) of the semiconducting structure of ann12n22n
2n1-GaAs Gunn diode~wheren2 is the notch! shown sche-
matically in Fig. 1a was approximated by a piecewise lin
function. The donor density in the highly doped cathode a
anoden1 regions was 231016 cm23 and that in the active
n-region was 3.631015 cm23. The doping level in the notch
NN ~the notch depth! was varied between 1015 and 2.6
31015 cm23 in the calculations and the notch widthW was
varied between 0.1 and 1.5mm. These ranges of variation o
the width and doping level in the notch were selected
ensure that stable drift oscillations were always achiev
The sum of the length of the activen-region and the notch
8361063-7850/98/24(11)/3/$15.00
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width was 3mm in all the calculations and the total length
the entire semiconductor structureL was 5mm. The dc volt-
ageU0 was chosen as 4 V. In order to eliminate the influen
of the external circuit and also to simplify the calculation
we used a regime which shorted the ac signal, i.e., the v
age on the diode was assumed to be constant and equ
U0 .

The calculations were based on the local field mode
which, for the one-dimensional case, the electron dynam
in the semiconductor structure are described by the equa
of continuity, the Poisson equation, and the total curr
equation:

q]n~x,t !/]t52] j k~x,t !/]x, ~1!

]E~x,t !/]x5q@n~x,t !2ND~x!#/««0 , ~2!

j ~ t !5 j k~x,t !1««0]E~x,t !/]t, ~3!

where j k(x,t)5qn(x,t)v(E(x,t))2qD]n(x,t)/]x is the
convection current density,n(x,t) and q are the electron
density and the absolute value of the electron charge,«0 is
the dielectric constant, andx and t are thespatial coordinat
and the time. The relative permittivity of GaAs is«512.5.
The electron drift velocityv(E(x,t)) was assumed to be
local and instantaneous function of the electric fie
E5E(x,t) and was given by the analytic expression

v~E!5@maE1va~E/Ea!4#/@11~E/Ea!4#, ~4!

where ma59000 cm2/V•s, va50.83107 cm/s, and Ea

53.8 kV/cm are the parameters of the approximation
n(E) at 300 K. The diffusion coefficientD was assumed to
be constant, 300 cm2/s.

The model equations were approximated using fin
difference schemes and were solved numerically under
following boundary and initial conditions:

n~0,t !5ND~0!, n~L,t !5ND~L !, E
0

L

E~x,t !dx5U0 ,

n~x,0!5ND~x!, E~x,0!5U0 /L. ~5!
© 1998 American Institute of Physics
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The first two conditions model the contacts between
highly dopedn1 regions and the metal contacts of the stru
ture and in fact imply that the layers of then1 regions in
contact with the metals, directly adjacent to the metals,
neutral and have no space charge.

The problem was solved for a given voltageU0 . The
timestep and mesh spacing were selected to give a m
ematically stable solution and were smaller than the co
sponding characteristic quantities, the Maxwellian relaxat
time and the Debye length. The results of the modeling
plotted in Figs. 1 and 2.

Figure 1b gives the profile of the currentI and the dis-
tribution of the electron densityn5n(x,t) over the structure
of the Gunn diode at various timest during a single period of
the drift oscillationsT obtained for a notch depth of 2
31015 cm23 and width 1mm. Analysis of the domain dy-
namics and the profile of the Gunn diode currents reve
that the following main processes can be identified in
semiconductor structureof the Gunn diode during a sin
period of the oscillations:

a! a domain forms at the notch, i.e., the current decrea
~section 1 – 2 on the time dependence of the current!;

b! the electron-enriched rear part of the domain esca
from the notch into the active region with an enhanced do
density; in this case, the velocity of the heavy electrons
creases since the electric field in the active region is lo
than that in the notch and thus the current increases~section
2 – 3);

c! as the front electron-depleted part of the domain

FIG. 1. a — Doping profileND(x) of semiconductor structure in Gun
diode; b — currentI versus timet and distribution of electron densityn(x)
in semiconductor structure of Gunn diode at timest5t1 , t2 , t3 , andt4 .
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proaches the highly dopedn1 region near the anode, th
field in the Gunn diode structure becomes redistributed
increases in the activen-region, which ultimately causes
drop in the current~section 3 – 4);

d! as the electron-enriched part of the domain drifts in
the highly dopedn1 region near the anode, the current i
creases to a principal maximum~section 4 – 5).

All these processes are then repeated. Analysis reve
that the formation of the second harmonic component of
current was directly related to the dynamic processes in
Gunn diode structure which are responsible for the app
ance of a local maximum in section2 – 3 – 4 of theI (t) curve
i.e., escape of the domain from the notch and the beginn
of the drift of its leading edge into the anode. Figure 2 giv
the relative amplitude of the second harmonic componen
the Gunn diode current as a function of the width~solid
curve! and depth~dashed curve! of the cathode notch. The
reasoning put forward above indicates that when the dept
the notch is small and thus there is little difference betwe
the field in the notch and in the active region, the velocity
the heavy electrons in the rear enriched part of the dom
increases less on entering the active region compared
when the depth is large. Thus, the amplitude of the sec
harmonic caused by escape of the domain into the ac
region increases as the notch depth increases. At large de
the amplitude of the second harmonic decreases since a
sition takes place to a regime with a static domain at
cathode and the drift oscillations cease.

As the notch width varies, the difference between t
field in the notch and that in the active region varies slight
However, as the width decreases, a transition is observed
regime with a static domain at the anode and conseque
the amplitude of the second harmonic decreases. As

FIG. 2. Relative amplitude of the second harmonic component of the cur
I 2 /I 0 as a function of the notch widthW and depthNN : solid curve —I 2 /I 0

versusW for NN5231015 cm23; dashed curve —I 2 /I 0 versusNN for
W51 mm.
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notch width increases, a time may arise when the dom
length and the length of the active region become appr
mately the same and the process of escape of the enri
part of the domain from the notch may take place alm
simultaneously with the onset of the drift of its leading ed
into the anode. The coincidence of these two processe
time leads to a reduction in the amplitude of the seco
harmonic. The modeling showed that for semiconduc
structures with the selected dimensions and doping,
maximum relative amplitude of the second harmonic is
served when the notch width is approximately half the len
of the active region.

Thus, the optimum notch profile for Gunn diodes used
oscillators emitting at the second harmonic should be
lected with allowance for at least the following two point
First, the notch should be deep enough to produce the lar
possible electric field drop on transition from the notch to
active region. However, the depth should not be so large
a transition takes place to a regime where a static doma
established at the cathode. Second, the notch width sh
not be so small so that no transition takes place to a reg
with a static domain at the cathode; but it should also be
more than half the length of the active region of the Gu
diode, because if it is greater than this the drift of the d
pleted part of the domain into the anode and the escape o
in
i-
ed
t
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d
r
e
-
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n
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enriched part into the active region may take place simu
neously.
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Influence of the size effect on the permittivity of potassium tantalate forming part
of a film capacitor

S. P. Zubko
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Calculations are made of the parameters of a phenomenological model of the permittivity of bulk
and film samples of potassium tantalate as a function of the applied field and temperature.
The correlation parameter needed to allow for the influence of the size effect is also calculated.
Good agreement is obtained between the theoretical calculations and the experimental
results. © 1998 American Institute of Physics.@S1063-7850~98!00411-X#
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INTRODUCTION

Many experimental studies of the virtual ferroelect
potassium tantalate KTaO3 have appeared quite recently.1–4

This material has lower microwave losses than the wid
used strontium titanate SrTiO3, which has been modele
fairly accurately. However, no reliable model description h
yet been obtained for single-crystal or thin-film potassiu
tantalate. When the thickness of a ferroelectric film is co
parable with its correlation radius, the permittivity of the fil
is a function of its thickness. This phenomenon is descri
as the size effect and is a consequence of the correlatio
the ferroelectric polarization.

The aim of the present study is to develop mathemat
models for a reliable description of the permittivity of pota
sium tantalate films forming part of a film capacitor, allow
ing for the influence of the size effect.

1. PERMITTIVITY OF THIN-FILM KTaO3 SAMPLES.
SIZE EFFECT

The dependence of the permittivity on the applied el
tric field and temperature is modeled using the Ginzbur
Devonshire equation5,6 for the ferroelectric polarization ob
tained from a series expansion of the free energy.

A modified form of the fundamental differential equ
tion for the ferroelectric polarization is7

22l1

d2P~x!

dx2
1

D~x!

«~T!
1

D3~x!

DN
2

5«0E~x!. ~1!

The boundary conditions for metal electrodes are

P~x!ux56h/250, ~2!

whereh is the thickness of the ferroelectric field.
After solving Eq.~1! with the boundary conditions~2!

~the solution of this equation and the derivation of the f
mula for «eff are given in Refs. 8–10, which also refer
previous studies!, we obtain an expression for the permitti
ity allowing for correlation effects:

«eff5«00$@~j21h3!1/21j#2/3

1@~j21h3!1/22j#2/32h1a2%21, ~3!
8391063-7850/98/24(11)/3/$15.00
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h~T!5~uF/4Tc!A11~4T/uF!221,

j~E!5AjS
21~E/EN!2,

a5A2«00

ah
, a5

1

2l1
, ~4!

whereh is the thickness of the ferroelectric layer.
The functionh(T) is an approximation of the Deby

integral and reflects the temperature dependence of«eff . The
functionj(E) is introduced when averaging the ferroelect
polarization.

The values of the model parameters are given in Tabl
Figure 1 illustrates the experimental and model depende
«eff(E,T) of single-crystal potassium tantalate.2

The parametera introduced in formula~3! describes the
measure of influence of the size effect on the effective p
mittivity of the material. The size effect suppresses the p
mittivity of the material. Numerical values of the model p
rameters for the experimental data from Ref. 3 are given
Table I. It can be seen that the values of the parameters
similar for the bulk samples and the film samples except
the Curie–Weiss constantC5«00Tc . For the bulk sample
we haveC54.963104 and for the filmC513.263104. For
strontium titanate the Curie–Weiss constant for the sin
crystal and the film also differs.8–10 Figure 2 gives the ex-
perimental points and theoretical dependence of the per
tivity of the thin film ~film thickness3 h5300 nm! on the
temperature and applied field. The error of the approximat
calculated using the formula

d5A(
j 50

n

(
i 50

m

@~«~Tj ,Ei !2« j ,i !
2 « j ,i

22#/nm,

where « j ,i are the experimental values of the permittivit
and«(Tj ,Ei) are the calculated values for the same tempe
ture and field, isd52% for U50 andd53.7% forU52 V.
The theoretical curves were calculated using Eqs.~3! and~4!
for the values of the parameters given in Table I.
© 1998 American Institute of Physics
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2. CALCULATION OF THE CORRELATION PARAMETER l1

The numerical values of the correlation parameterl1

can be determined by analyzing the phonon spectra obta
by inelastic neutron scattering in the soft mode of a pot
sium tantalate crystal.

The dispersion equation for a cubic medium has
form12,13

$@v0T
2 ~0,T!2v21st#~atk

22v2!2k4v t
2%2

3$@v0L
2 ~0,T!2v21sL#~aLk22v2!2k4vL

2%50, ~5!

where

st5
1

A~T!
l3v0T

2 ~0,T!,

sL5
3«`~«s~T!2«`!

«s~T!~«`12!
l1v0L

2 ~0,T!,

v t
25

1

A~T!

«0

r
v0T

2 ~0,T!u3
2 ,

vL
25

3«`~«s~T!2«`!

«s~T!~«`12!

«0

r
v0L

2 ~0,T!u1
2 , ~6!

A~T!5~«`12!/3~«s~T!2«`!, ~7!

«s and«` are the values of the permittivity corresponding
the frequenciesv!v i and v@v i , wherev i is the natural
frequency of the ionic component of the polarization. F

TABLE I. Values of model parameters.

Parameters

Sample Tc , K uF , K «00 jS EN , kV/cm a duE50, %

Bulk ~Ref. 2! 32.5 170 1390 0 15.6 – 3
Bulk ~Ref. 11! 31.6 187 1706 0 – – 7
Film ~Ref. 3! 34 200 3900 3 16.5 7 2

FIG. 1. Temperature dependence of the permittivity of single-crystal KT3

for various values of the applied fieldE, and experimental points from
Ref. 2.
ed
-

e

r

KTaO3 we find«`>30; st is a parameter having the dimen
sions of velocity, which for KaTO3 is st5(4.560.3)
31011cm2/s2 ~Ref. 13!.

By solving Eq.~5!, we obtain transverse mode equatio
for the three directions of the wave vector:13

k@100#:
v2~k,T!

v0T
2 ~0,T!

511
l3k2

A~T!
;

k@110#:
v2~k,T!

v0T
2 ~0,T!

511
l12l2

2A~T!
k2;

k@111#:
v2~k,T!

v0T
2 ~0,T!

511
l12l21l3

3A~T!
k2 . ~8!

An analysis of the experimental data14 on the frequency
of the transverse optical mode as a function of the wa
vector ~inset to Fig. 2! and the temperature dependence
the permittivity of single-crystal potassium tantalate2 using
Eqs. ~7! and ~8! yields the following values of the param
eters:

l1>53.7310220m2, l2>50.4310220m2,

l3>0.47310220m2.

Since no data are available on the dispersion of the
tical mode in the@110# and@111# directions, the values ofl1

andl2 were estimated. Since potassium tantalate and st
tium titanate belong to the same group of ferroelectrics th
properties are similar, so it may be postulated that the dep

FIG. 2. Temperature dependence of the permittivity of thin-film KTaO3 for
various values of the applied fieldE, and experimental points from Ref. 3
Inset: dependence of the frequency of the transverse optical mode o
wave vector14 at various temperatures.
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dence of the transverse mode frequency on the wave ve
for different directions of propagation should show the sa
behavior in KTaO3 as in SrTiO3.

Thus, the contribution of the size effect to the permitt
ity can be determined by two methods: by analyzing
dependence of the permittivity on the temperature and
controlling action~experimentally!; or by calculating this,
knowing the correlation parameterl1. The value of the pa-
rametera calculated using Eq.~4! (l1>53.7310220m2 and
h5300 nm,a55.2), is similar to that obtained by minimiz
ing the approximation error~see Table I!.

CONCLUSIONS

To sum up, the significant difference between the p
mittivity of bulk2,12 and film samples3 of potassium tantalate
is determined by the influence of the size effect when z
boundary conditions are satisfied for the ferroelectric po
ization at the electrodes of a thin-film sandwich capacito

These quantitative characteristics can be used to m
controlled potassium tantalate devices operating in the
crowave range.
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It is shown that after a porous layer has been formed electrochemically on a silicon surface at
elevated anode currents, the silicon–porous-silicon system is in a quasisteady
nonequilibrium state from which it may be transferred under the influence of fairly weak
adsorption effects. ©1998 American Institute of Physics.@S1063-7850~98!00511-4#
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A silicon–porous-silicon system has recently attrac
close attention among researchers because of the extre
encouraging prospects for using it in optoelectronics1,2 and in
chemical sensor technology.3,4 Here we draw attention to
characteristics of this system which are attributable to
manner in which it forms, that is the strong nonequilibriu
of the anodization process, the nanocrystalline fractal st
ture of porous silicon, and also the presence of a develo
mechanically stressed interface.1 As a result, strongly non-
equilibrium quasisteady states may be established in the
porous-silicon system with substantially enhanced sensiti
to external influences.

For the experiments we employed structures fabrica
usingp-Si with resistivity 1V•cm. Layers of porous silicon
1 mm thick with 60–70% porosity were prepared on
Si~100! surface by anodization using a 1:1 mixture of 48
HF solution and 96% ethanol at current densitiesi a

51 – 50 mA/cm2. In order to conserve the nonequilibrium
state of the Si–porous-silicon system as well as possi
after anodization electrolytic contact was established on
porous silicon side using an aqueous 0.01 N KBr soluti
The electrode potentialwe of the silicon was varied in a
sawtooth fashion relative to a platinum reference electrod
a frequency 0.005 Hz and the differential capacitance of
semiconductor–electrolyte systemCs was recorded. The ca
pacitanceCs was measured by a pulsed method with cha
ing pulses of length 40ms, repetition frequency 10 Hz, an
pulse current density of at most 5mA/cm2. The range of
variation ofwe was selected so that the current density acr
the silicon–electrolyte interface was less than a f
mA/cm2. To stimulate transfer of the system from the no
equilibrium quasisteady state we used alizarin molecu
which, because of their structure, could act as either elec
donors or acceptors. All the measurements were mad
room temperature.

Figure 1 shows typical dependencesCs(we) for two
structures with porous silicon layers of the same thickne
obtained at different anode currents. Also plotted for co
parison is theCs(we) curve for the initial Si–electrolyte sys
tem without a porous silicon layer. The similar values of t
minimum capacitance for all the structures indicate that
accordance with published data,5 the nanocrystalline matrix
of the porous silicon does not participate in the electri
transport because of the carrier depletion, and the ch
8421063-7850/98/24(11)/2/$15.00
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transfer currentCs flows exclusively through the ‘‘bottoms’’
of the pores.

At high positivewe , Cs increases rapidly as a result o
the formation of a strong accumulation layer in thep-Si. In
this range ofwe the capacitanceCs is mainly determined by
the capacitance of the silicon space charge region. Figu
shows that the initial structure and also the Si–porous-sili
structure formed at low anode current with the same pot
tial we have approximately the same values ofCs . It has
been shown that the broadCs(we) maximum observed in the
range 20.7 V,we,0.7 V for an Si–electrolyte system
without a porous silicon layer is attributable to defects at
Si–oxide interface. The absence of aCs maximum for the
structures with a porous silicon layer indicates that no ox
phase is present at the ‘‘active’’ Si–electrolyte interfa
~near the bottoms of the pores!. This promotes closer contac
between the adsorbed molecules and the ‘‘active’’ surface
the silicon and is responsible for the high adsorption se
tivity of the Si–porous-silicon–electrolyte system.

In those cases where the currenti a exceeded
10– 15 mA/cm2 during the preparation of the porous silico
layer, the dependenceCs(we) revealed a substantial~more
than 0.1 V! shift to the left along thewe axis. Thus, under
these conditions negative charge builds up on the sili
surface. The magnitude of this charge increases with the
rent density during the preparation of the porous silicon
creases. In particular, fori a540– 50 mA/cm2 the shift of the
Cs(we) curve along thewe axis was 0.7–0.75 V~Fig. 1,
curve3!.

Quite clearly, the strong nonequilibrium of the anodiz
tion process at elevatedi a gives rise to structures with man
strained and broken bonds in the Si-porous silicon transi
layer. Some of these defects function as acceptor elec
traps at which negative charge is localized. This state of
system is quasisteady~it may persist for a few days! but
nonequilibrium. After 0.2 mmol/l alizarin is added to th
electrolyte solution, the system leaves this state and
Cs(we) curve gradually shifts 1.2 V into the anode regio
~Fig. 2!. The slowed kinetics of the process is evidently
tributable to the impeded diffusion of the alizarin molecul
in the porous silicon layer. We stress that when alizarin w
adsorbed on a structure formed at lowi a , the shift of the
Cs(we) curve under the same conditions was several tim
smaller.
© 1998 American Institute of Physics
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Two mechanisms may be responsible for the influence
adsorption on the charge state of an Si–porous-silicon
tem. The first is a purely electrophysical mechanism invo
ing the charging of donor trapping centers created by
alizarin molecules. The energy levels of these states
negatively charged surface are substantially higher t
those in the absence of this charge. Thus, the magnitud
the adsorption effect is appreciably higher in the first case
second possible mechanism for this effect is a change in
mechanical stresses in the Si–porous-silicon transition
gion induced by the adsorption,5 which stimulates structura

FIG. 1. Differential capacitance of Si–electrolyte~1! and Si–porous-
silicon–electrolyte systems~2, 3!, as a function of electrode potential. An
ode current density during preparation of porous layer: 1 mA/cm2 ~2! and
50 mA/cm2 ~3!.
f
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-
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n
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rearrangements, modification of the energy spectrum,
charge transfer of the silicon surface.
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Translated by R. M. Durham

FIG. 2. Differential capacitance of Si–porous-silicon–electrolyte system
a function of electrode potential in initial nonequilibrium state~1!, and also
1 h ~2! and 25 h~3! after adding alizarin to the electrolyte solution.
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Investigation of the degradation of silane molecules in a pulsed volume discharge
A. K. Shuaibov, L. L. Shimon, A. I. Dashchenko, and A. I. Minya

Uzhgorod State University
~Submitted June 4, 1998!
Pis’ma Zh. Tekh. Fiz.24, 35–39~November 12, 1998!

Results are presented of an investigation of the electrical and optical characteristics of a pulsed
transverse discharge ignited in a 5432.030.7 cm volume of an Ar14%SiH4 mixture.
Studies were made of general spectra of the plasma radiation and the temporal and service-life
characteristics of the radiation from the degradation products of the silane molecules.
This type of discharge is of interest for obtaining porous silicon coatings over large areas.
© 1998 American Institute of Physics.@S1063-7850~98!00611-9#
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When pulsed volume discharges in Freon (CF4) are used
in plasma chemistry to etch photoresist films,1 the chemically
active degradation products of Freon molecules exhibit h
efficiency. It is also of interest to use these discharges
obtain semiconducting silicon-based porous coatings. T
silicon films are usually obtained using low-current sila
discharges (@SiH4#<1015cm3) with a low electron density
(ne<109 cm3) ~Ref. 2!, or by deposition of Si atoms from
gas onto a substrate heated to 300–400 °C, using a h
power excimer laser.3,4 The use of a pulsed volume dischar
can increasene by five or six orders of magnitude and th
silane concentration by more than one order of magnitu
This is important to speed up the deposition of silico
containing coatings. It is particularly interesting to study t
conditions for obtaining large silicon-containing clusters,
cluding fullerene-like ones (Si60H60), in a transverse dis
charge plasma, which is important for the development
optoelectronic devices based on porous silicon luminesce

Here we present results of an investigation of the deg
dation of silane molecules in a pulsed volume discharge
nited in an Ar14%SiH4 mixture at pressureP 5 1–10 kPa.

Experiments to study the degradation of silane m
ecules were carried out in the emitter of an excimer la
pumped by a transverse discharge with automatic sp
preionization.5,6 The discharge volume was 5432.030.7 cm.
The main storage capacitance of the pulse voltage gene
was 40 nF and the peaking capacitance was 34 nF.
switch was a TGI1 1000/25 thyratron. The system used
record the discharge characteristics was similar to that u
in Ref. 7. The residual pressure in the discharge chamber
<10 Pa. Before admission of the mixture, the chamber w
repeatedly flushed with helium and an Ar/SiH4 mixture.

In the general spectrum of the discharge plasma ra
tion the broad-band radiation of the ArH* molecules in the
250–400 nm range withlmax5300 nm ~Ref. 8! and the
N2~C–B! bands exhibited the highest intensity. Among t
atomic degradation products of SiH4 the l5288.2 nm SiI
line (3p2 1D2–4s1P1

0) exhibited the highest intensity.9 Hy-
drogen is represented by thel5486.1 nm Hb line in the
discharge radiation spectrum with isolated weak ArI and S
lines also being observed. At the initial instants of discha
ignition, emission lines of excited silicon atoms predom
8441063-7850/98/24(11)/2/$15.00
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nated. Figure 1 gives the emission intensity of the 288.2
SiI line and the Hb line as a function of the number of dis
charge pulses for a pulsed volume discharge in an Ar/S4

mixture. Thel5288.2 nm SiI line can be used for diagno
tics of the excited silicon atoms in the discharge plasma.
dependence on the number of discharge pulse has two pe
The first was always observed at the beginning of discha
ignition in the freshly prepared mixture (n50) and the sec-
ond was observed aftern5~2–3!3103 pulses. When the en
ergy deposited in the discharge increased by a factor of f
the magnitude of the peaks increased, their width decrea
and the peaks were shifted toward lowern. The first intensity
peak of the SiI radiation as a function ofn was caused by
degradation of the initial SiH4 molecule and the second wa
caused by degradation of silane derivatives, Si2H4 or Si2H6,
which form efficiently in a silane molecular plasma.2 The Hb

line typically showed an increase in intensity with increasi
n, which indicated that H* atoms formed as a result of th
degradation of silane molecules and their derivatives. T
saturation of the Hb radiation intensity also depends on th
energy deposited in the discharge and indicates that S4

molecules and more complex compounds of silicon ato
with hydrogen present in the bulk of the discharge are alm
completely decomposed.

Figure 2 shows oscilloscope traces of the current a
discharge radiation at different stages in the degradation
an Ar/SiH4 plasma. At low active-medium pressures, an a
preciable mismatch was observed between the impedanc
the plasma and the pump generator, which resulted in
appearance of three or four current–pump waves with a h
wave duration of 50–100 ns. The width of the radiati
pulses on the 288.2 nm SiI transition was greatest initia
but its maximum was reached only after the second curre
pump half-wave. With time the duration of the leading ed
of the Si* I radiation pulse decreased and the pulse beca
shorter. This behavior is consistent with the profile of t
service-life characteristic of this SiI line. The emission on t
Hb line was of>500 ns duration and exhibited the highe
intensity forn>103 pulses. These temporal characteristics
the radiation indicate that different mechanisms are resp
sible for the formation of excited silicon atoms with increa
ing n. A reduction of the Ar/SiH4 mixture pressure by a
© 1998 American Institute of Physics
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factor of three did not cause any appreciable changes in
behavior of the SiI* and Hb radiation with time or increasing
n. A reduction in the charging voltage to 7.5 kV resulted
the appearance of two or three peaks of 50 ns duration~for
n>43103) on the trailing edge of the emission pulses of t
Si* atoms. This emission on the Si* I transition may be at-
tributed to the contribution of different channels for dissoc
tive excitation of the silane degradation products Si2H4 and
Si2H6.

After the emitter had been filled 10–15 times wi
Ar/SiH4 mixture (P55–10 kPa! and subjected each time t
104 ,pulses, the transverse discharge electrodes and the
surface of the discharge chamber were coated with a po
layer (;0.5 mm! of brown silicon compounds. Batishch
et al.4 obtained similar products of silane synthesis~a porous
brown film on a quartz substrate! using a laser spark in mix
tures of rare gases and SiH4 molecules (P51–20 atm!. An
x-ray structural analysis of the coating made in the pres
study showed that its structure (d 5 50–100 nm! is similar
to that of silicon crystals.

To sum up, an investigation of the degradation of sila

FIG. 1. Emission intensity of the degradation products of silane molec
as a function of the number of discharge pulses in an Ar/S4

54.6/0.19 kPa mixture atU3515 ~1, 2! and 7.5 kV (18,28): 1, 18 —
288.2 nm SiI (3p24s); 2, 28 — 486.1 nm Hb .
he

-

ner
us

nt

e

in a pulsed volume discharge has shown that at high S4

pressures (>1016cm23) andne>1014cm23 a homogeneous
discharge is obtained suitable for preparing a porous silic
containing coating on a working surface of large areaS
<30360 cm). The 288.2 nm SiI line may be used for dia
nostics of the degradation of silane molecules~and its deriva-
tives! and to obtain a porous silicon-containing coating.
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FIG. 2. Oscilloscope traces of the current~1! and emission of the degrada
tion products of a pulsed volume discharge in an Ar/SiH4 mixture atU3

515 kV at different stages in the operation of the transverse-discharge e
ter: 2, 28 — 288.2 nm SiI (n<10; n>23103 pulses!, 3 — Hb (n>4
3103 pulses!.
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Investigation of the influence of residual stresses on the thermophysical
and thermoelastic properties of silicon nitride ceramic by photothermal
and photoacoustic methods

K. L. Muratikov, A. L. Glazov, D. N. Rose, and J. E. Dumar

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted June 19, 1998!
Pis’ma Zh. Tekh. Fiz.24, 40–48~November 12, 1998!

Photodeflection and photoreflection microscopy have been used to show that residual stresses do
not influence the thermophysical parameters of silicon nitride ceramic. It was demonstrated
that photoreflection microscopy can provide information on the thermophysical properties of
ceramics at the level of individual grains. It was established that the theory of photoacoustic
signal formation with a piezoelectric recording method based on the Murnaghan model with
allowance for the stress dependence of the thermoelastic coupling coefficient can
qualitatively explain these experimental data and can be used to estimate the thermoelastic
parameters of the ceramic. ©1998 American Institute of Physics.@S1063-7850~98!00711-3#
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Studies of residual stresses in various materials and
development of methods of recording them have attrac
considerable attention. Among the most important meth
used to solve this problem, mention may be made
ultrasound,1 Raman spectroscopy,2,3 x-ray4 and neutron
diffraction,5,6 magnetic methods,7 and also methods based o
holographic interferometry.8–10 Such methods have prove
highly efficient for the recording of residual stresses,
though each has specific limitations associated with the
ture of the physical processes used.

In view of this, serious attention has recently been p
to studying the possibility of using the thermoelastic effe
for the diagnostics of mechanical stresses in solids.11–16 An
important advantage of the thermoelastic method is that
universally applicable and can be used for objects of vari
types. Various experimental data have already been obta
for metals11,14,15and ceramics,12,13,16which confirm this pos-
sibility. However, the mechanism responsible for the infl
ence of mechanical stresses on the results of thermoel
measurements has not been sufficiently well explained
Ref. 14, for example, Qian proposed a model for the form
tion of the thermoelastic signal which essentially attribu
its dependence on the mechanical stresses to a depende
the thermophysical parameters of the material on th
stresses. In Ref. 17, however, Muratikov explained the
havior of the thermoelastic signal using the nonlinear m
chanical model of a solid proposed by Murnaghan,18 taking
into account a possible dependence of the coefficient of t
moelastic coupling on the mechanical stresses.19

In this context, the main aim of the present study is
identify the nature of the formation of the thermoelastic s
nal in solid-state objects with internal stresses. A comp
approach based on using several photothermal and pho
coustic methods at the same time was used to make an
perimental determination of the mechanism responsible
the formation of the thermoelastic signal. The phototherm
methods used included photodeflection and photoreflec
8461063-7850/98/24(11)/3/$15.00
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methods and we also used a photoacoustic method wher
signal was recorded with a gas microphone. A distinguish
feature of these methods is that they are only sensitive to
thermophysical parameters of the object.20 In addition, the
sample was investigated by a photoacoustic method wi
piezoelectric method of recording the signal, which is a
sensitive to the elastic parameters and the coefficient of t
moelastic coupling of the material.

The experimental investigations were carried out us
silicon nitride ceramic prepared by hot pressing.1! Fields of
residual stresses were created in the ceramic by mean
Vickers indentation using loads between 5 and 15 kg.
image of the part of the ceramic being studied was obtai
by scanning the sample along two coordinates with a 5mm
step. Thermal waves and acoustic vibrations were excite
the sample using LGN-503 argon laser radiation modula
with an ML-201 acoustooptic modulator. Radiation from
Meles Griot 05-LHP-151 He–Ne laser was used for read
in the photodeflection and photoreflection methods.

Figures 1 and 2 show images of the region near
indentation zone in silicon nitride ceramic obtained by t
photodeflection and photoreflection methods. It can be s
that the image formed using the normal component of
photodeflection signal accurately reproduces the structur
the subsurface lateral cracks and is basically similar to
images obtained by the gas microphone method. In the
age obtained by the photoreflection method the granular
ture of the ceramic structure shows up much more clea
although both images were obtained at the same exci
radiation frequencies. We note that this characteristic is
caused by optical differences when the readout radiatio
reflected from different grains in the photoreflection metho
since the optical image of this part of the ceramic formed
the same time as the photoreflection image was fairly hom
geneous. The ceramic inhomogeneities shown in Fig. 2
therefore of a thermal nature and may be caused by a sp
of the thermophysical parameters of the grains and g
© 1998 American Institute of Physics
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boundaries. This characteristic of the images obtained by
two thermal wave methods is attributable to the differe
resolution of the thermal wave microscopy systems.21,22

Figure 3 shows an image of the region near the sa
indentation zone as in Figs. 1 and 2 obtained by the pho
coustic method with the signal recorded by a piezoelec
technique. The most characteristic feature of this image is
presence of bright regions near the ends of the vertical cra
which correspond to a substantial increase in the photoac
tic signal. In Ref. 23, Cantrellet al. noted similar character
istics in images of Vickers indentation zones obtained
electron acoustic microscopy and showed that these br
regions near the ends of vertical cracks correspond to zo
of residual stresses. It can be seen from Figs. 1 and 2,
also from the photoacoustic images obtained using a gas
crophone method of signal recording,24 that similar charac-
teristics are not observed on any of these images. This
gests that the photoacoustic signal in silicon nitride cera
is not formed as a result of a dependence of the thermoph

FIG. 1. Image of area of silicon nitride ceramic near Vickers indentat
zone obtained by recording the amplitude of the normal component of
photodeflection signal. Load, 10 kg; size of image, 2403240mm; modula-
tion frequency of exciting radiation, 10 kHz.

FIG. 2. Image of area of silicon nitride ceramic near Vickers indentat
zone obtained by recording the amplitude of the normal component of
photoreflection signal. Load, 10 kg; size of image, 3203320mm; modula-
tion frequency of exciting radiation, 10 kHz.
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cal parameters on the mechanical stresses and is mainl
tributable to the dependence of the elastic parameters an
coefficient of thermal expansion on these stresses.

In Ref. 17, Muratikov derived the following expressio
for the piezoelectric signal for moderately high modulati
frequencies of the exciting laser radiation and no nonlin
geometric distortions of the sample under deformation:

V~v!5 i Ckr0
3/2v2

3
g0~11bU33!DTs

H K1
4

3
m1@ t33

~0!1~2lU pp1~4m1n!U33!#J 3/2,

~1!

whereC is the proportionality factor determined by the p
rameters of the piezoelectric element,v is the angular modu-
lation frequency of the exciting radiation,r0 is the density of
the solid,k is the thermal diffusivity,g0 is the coefficient of
thermoelastic coupling for the undeformed solid,b is a co-
efficient which determines the dependence of the thermoe
tic coupling on the initial deformation,Uik is the initial de-
formation tensor of the solid,K andm are the bulk modulus
and the shear modulus, respectively,l , m, andn are the Mur-
naghan constants,t33

(0) is the component of the stress tens
associated with the initial deformation, andDTs are the tem-
perature fluctuations of the sample surface. Expression~1!
can be used to estimate the influence of the internal stre
on the piezoelectric signal. In particular, we can use the
pendence of the amplitude of the piezoelectric signal on
indentation load.

Figure 4 shows typical behavior of the photoacous
signal as a function of the load. The values plotted in Fig
are the maxima in the bright regions averaged over the f
regions near the ends of the vertical cracks and normalize
the average signal from the sample. It can be seen that in
range being studied the dependence of the photoacoustic
nal on the load is fairly close to linear. In accordance w

n
e

n
e

FIG. 3. Image of area of silicon nitride ceramic near Vickers indentat
zone obtained by a photoacoustic method with the signal amplitude reco
by a piezoelectric method. Load, 10 kg; size of image, 3203320mm; modu-
lation frequency of exciting radiation, 113 kHz.
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expression~1!, a similar situation may occur if the influenc
of the residual strains and stresses is exerted mainly via
quantities contained in the numerator of expression~1!. Un-
der these conditions. expression~1! can be used to draw
some conclusions as to the value of the coefficientb for
silicon nitride ceramic. For ceramics the strains correspo
ing to fracture of the material are usually less than 1%~Ref.
25!. For a 15 kg indentation load the maximum photoaco
tic signal for this sample was 47% higher than the aver
signal level from the ceramic. Then, assuming that the m
mum strain of the ceramic does not exceed 1%, on the b
of expression~1! the value ofb for this sample should be
around 102, which is substantially higher than that fo
metals.19 Expression~1! and the data plotted in Fig. 4 sho
that the photoacoustic measurements can also be used t
termine the Murnaghan constants, since, in accordance
expression~1!, at high loads the signal increases more slow
than linear. For this purpose, however, it is advisable to
model tension or compression experiments because the s
field created by Vickers indentation is fairly complex.

To sum up, these results show that the combined us
photothermal and photoacoustic methods can yield impor
conclusions on the influence of internal stresses on the t
mophysical and thermoelastic properties of ceramics. T
also show that the theory of the photoacoustic effect p

FIG. 4. Behavior of maximum photoacoustic signal recorded by a pie
electric method as a function of the load. The modulation frequency of
exciting radiation was 98 kHz.
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posed in Ref. 17 agrees qualitatively with the experimen
results for silicon nitride ceramic.

1!We used NC 132 silicon nitride ceramic fabricated by Norton Ceram
Corporation.

1Y. H. Pao and W. Sachse, inPhysical Acoustics XVII~Academic Press,
New York, 1984!, pp. 61–143.

2T. Iwaoka, S. Yokogama, and Y. Osaka, Jpn. J. Appl. Phys., Part 124,
112 ~1984!.

3M. Bowden and D. J. Gardiner, Appl. Spectrosc.51, 1405~1997!.
4B. Eigenmann, B. Scholtes, and E. Macherauch, Mater. Sci. Eng., A118,
1 ~1989!.

5M. R. Daymond, M. A. M. Bourke, R. B. Von Dreele, B. Clausen, an
T. Lorentzen, J. Appl. Phys.82, 1554~1997!.

6M. Ceretti, C. Braham, J. L. Lebrun, J. P. Bonnafe, M. Perrin, a
A. Lodini, Exp. Tech.20~3!, 14 ~1996!.
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Influence of gas compressibility on the critical conditions for instability
in the electrostatic field of a bubble in a dielectric liquid
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It is shown that unlike the case of a liquid droplet, the critical strength of a uniform electrostatic
field required for instability of a gas bubble in a liquid dielectric decreases as the
compressibility of the gas in the bubble increases. ©1998 American Institute of Physics.
@S1063-7850~98!00811-8#
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The problem of instability of a gas bubble in a unifor
electrostatic fieldE0 is of interest in connection with studie
of the electrical breakdown of liquid dielectrics since, at t
instant of breakdown, a region of reduced density forms
the cathode, which is taken as being the appearance of a
~vapor! microbubble.1 The electrical breakdown of the d
electric may be caused by the buildup of electrostatic in
bility of this bubble in the fieldE0.

Like the instability of a droplet,2 the instability of a
bubble may be caused by its splitting into two daugh
bubbles3 or by the ejection of a large number of high
charged daughter bubbles from the tips of the parent bub
two orders of magnitude smaller than it.4,5 The establishmen
of a particular type of instability is determined by the phy
cal properties of the liquid and the gas, such as the con
tivity, permittivity, temperature, compressibility, and so o

The following analysis will focus on the second type
instability, which may occur when a bubble has highly co
ducting walls. The bubble walls may exhibit good condu
tivity as a result of ionization of the gas in the bubble~for-
mation of a plasma bubble in the presence of lo
breakdown! and also because carriers~both positive and
negative ions! from the liquid, whose surface mobility ma
appreciably exceed the bulk mobility, are deposited on
walls.

Let us assume that a spherical gas bubble of initial rad
r 0 is formed in the absence of an electric fieldE0 in a di-
electric with permittivity«. The free surface of the dielectri
is exposed to the action of atmospheric pressurePat. The gas
in the bubble is characterized by the isothermal coefficien
compressibilityx and the initial gas pressure exceeds atm
spheric by a factor ofm0. The phase interface has the surfa
tensions. The dimensionless pressurem0 in the bubble is
given by

m0511
2s

Patr 0
. ~1!

To estimate the maximum initial pressure we takePat

'106 dyn/cm2, s'50 dyn/cm, andr 051025 cm. Expression
~1! then givesm0'11.

In a uniform electrostatic fieldE0, the bubble is pulled
alongE0 into a spheroid of revolution with the square of th
8491063-7850/98/24(11)/2/$15.00
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eccentricitye2. This is accompanied by a change in the vo
ume of the bubble. We shall assume that as a result of
bubble being pulled into a spheroid, the radiusr of the
equivalent bubble is greater by a factor of (11K) than the
initial radius r 0, i.e.,

r 5r 0~11K !. ~2!

The gas pressure, in accordance with the basic equa
of molecular kinetic theory, will be determined by the vo
ume of the system and the temperature. Assuming that
temperature of the liquid does not change and taking acco
of Eq. ~2!, we find the dimensionless gas pressurem in the
bubble using the definition of the isothermal coefficient
compressibilityx ~Ref. 6!:

m5m02
1

~xPat!
~~11K !321!. ~3!

With a suitable choice ofx, Eq. ~3! can describe either a ga
or a liquid. For a gas we havexPat'1, and for liquids
xPat'1024.

Although the bubble changes shape and volume,
pressure balance condition should be satisfied at every p
on its walls, especially at the pole point and on the equa
line of the bubble.4,6

We write expressions for the Laplacian pressure at
equatorPs

eq and polePs
p of a spheroidal bubble which ha

changed its volume as given by Eq.~2! ~Refs. 4 and 7!:

Ps
eq5

s~12e2!5/6

r 0~11K ! S 11
1

~12e2!
D ,

Ps
p5

2s

r 0~11K !~12e2!2/3
. ~4!

The electrical pressure at the equatorPE
eq and polePE

p of a
spheroidal bubble with conducting walls may be written a6

PE
eq50, PE

p5
«E0

2e6

8p~12e2!2~arctanhe2e!2
. ~5!

Using expressions~1! and ~3!–~5!, we can easily write
two equations which express the pressure balance condi
at the equator and pole of a spheroidal bubble. Solving th
© 1998 American Institute of Physics
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equations jointly, we obtain a system of equations which
be used to determine the square of the eccentricitye2 and the
value of K as a function of the Taylor parameterW
5(«E0

2r 0)/s for the bubble:

We6

16p~12e2!2~arctanh~e!2e!2

5
1

~11K !H 1

~12e2!2/3
2

~12e2!5/6

2 F11
1

~12e2!
G J , ~6!

Fm0211
1

xPat
G~11K !2

~11K !4

xPat

2
~m021!~12e2!5/6

2 F11
1

~12e2!G50. ~7!

Calculations using Eqs.~6! and ~7! show that for a cer-
tain value of W the derivative]e2/]W becomes infinite
~Fig. 1!. It was noted in Refs. 4 and 7 that when a bubble
elongated to an eccentricity corresponding to the maxim
Taylor parameterWcr , it becomes unstable.

Figure 2 givesWcr as a function of the dimensionles
initial pressure in the bubblem0. It can be seen that for a
droplet the critical value of the Taylor parameter does
depend on the initial pressure in the droplet. The value
tained,Wcr52.64, shows good agreement with that obtain
by Taylor, Wcr52.63 ~Ref. 7!. Figure 2 also shows that th
increased compressibility for a gas reducesWcr . We shall
qualitatively compare the process of elongation of a liq
droplet and a bubble in order to explain this behavior.

We assume that the strength of the electric field in wh
the bubble~droplet! is situated has increased byDE0. This
leads to an increase in the electric field pressure at the w
of the conducting bubble~droplet! by DPE;(«E0•DE0)/
(4p). However, for an equilibrium bubble~droplet! this in-

FIG. 1. Square of the eccentricitye2 versus the Taylor parameterW for a
dimensionless initial pressure in the bubblem052 for various situations:
1 — droplet xPat51024; 2 and 3 — gas bubble withxPat51 andxPat

54, respectively.
n
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crease should reduce the internal gas pressure in the bu
or the droplet liquid byDPg;2(«E0•DE0)/(4p). This re-
duction of the internal pressure in the bubble~droplet! is
caused by a relative increase in the volume of the bub
~droplet! by

DV

V0
;x

«E0•DE0

4p
. ~8!

Equation~8! shows that the relative increase in the volum
of a liquid droplet is approximately four orders of magnitu
less than that for a gas bubble because of the different va
of x for liquid and gas, i.e., the bubble expands substantia
In this case, the Laplacian pressure decreases byDPs

;2@s/(V0)1/3# (DV/V0). Thus, as the electrical pressu
increases, the internal pressure of the droplet liquid or
gas in the bubble decreases as a result of an increas
volume, which is infinitely small for a droplet. However, as
result of the increase in volume, the Laplacian pressure o
decreases for the gas bubble. This factor reduces the cri
value of the Taylor parameterWcr for a gas bubble compare
with a droplet.

1V. V. Glazkov, O. A. Sinkevich, and P. V. Smirnov, Teplofiz. Vys. Tem
29, 1095~1991!.

2J. D. Sherwood, J. Fluid Mech.188, 133 ~1988!.
3A. I. Grigor’ev, V. A. Koromyslov, and A. N. Zharov, Pis’ma. Zh. Tekh
Fiz. 23~19!, 60 ~1997! @Tech. Phys. Lett.23, 760 ~1997!#.

4C. G. Garton and Z. Krasucki, Trans. Faraday Soc.60, 211 ~1964!.
5A. I. Grigor’ev and S. O. Shiryaeva, Izv. Akad. Nauk SSSR. Ser. Me
Zhidk. Gaza No. 2, 3~1994!.

6L. D. Landau and E. M. Lifshitz,Fluid Mechanics, 2nd ed.~Pergamon
Press, Oxford, 1969! @Russ. original, Nauka, Moscow, 1964, 568 pp.#.

7G. I. Taylor, Proc. R. Soc. London, Ser. A280, 383 ~1964!.

Translated by R. M. Durham

FIG. 2. Critical value of the Taylor parameterWcr versus dimensionless
initial pressurem0 in bubble for1 — droplet xPat51024; 2 and 3 — gas
bubble withxPat51 andxPat54, respectively.
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New possibilities for x-ray diagnosis of atherosclerosis using a phase contrast method
V. A. Bushuev and A. A. Sergeev

M. V. Lomonosov State University, Moscow
~Submitted May 13, 1998!
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The internal structure of materials with a low scattering power and small density gradient was
investigated using a new method of phase contrast x-ray introscopy. Model calculations
were made of the contrast image using dynamic x-ray diffraction theory. The object of the
investigation was a capillary containing a blood clot, which modeled a blood vessel with a
thrombus. As a result, it was shown that the new method has distinct advantages over the
conventionally used absorption method in obtaining completely satisfactory images.
© 1998 American Institute of Physics.@S1063-7850~98!00911-2#
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One of the most important problems in modern medic
is the early diagnosis of atherosclerosis. It is known t
when the body’s equilibrium is disturbed and the blood co
tains an increased concentration of lipoproteins, cholest
deposits~atherosclerotic patches, blood clots or thrombi! be-
gin to form at the walls of the blood vessels~arteries, veins!
and their growth leads to narrowing of the vessels, resul
in stenocardia, myocardial infarction, and thrombophlebit

At present, the main methods of studying the inter
structure of noncrystalline objects, including biomedic
ones, are radiography and tomography based on the ab
tion of x-rays.1 However, for objects with a fairly uniform
density distribution there is the problem that the image
tained has a very low contrast. This is attributable to the l
absorption coefficientm in the soft tissue of biological spec
mens and to the smallm(r ) difference in different parts o
the specimen (Dm<0.1– 0.5 cm21 for radiation at wave-
lengthsl'0.5–1 Å!. The contrast obtained for an image
an object having the dimensionsr<1 – 10 mm is only a few
percent, which reduces the efficiency of absorption meth
almost to zero. A barium or iodine-based contrast solutio
usually introduced into the blood to improve the contras1

subjecting the body to an additional, not completely sa
load.

A new method of phase contrast imaging, based on
refraction of x-rays, has appeared comparatively recently
can substantially improve the image contrast.2–4 The basic
principle of the method is shown in Fig. 1. As a result
passing an x-ray wave through an object having the ref
tive index n(r )512d(r ), the phase of the wave change
causing the radiation to be deflected from its initial directi
of propagation through anglesb;d. Sinced;1026, we find
b'0.19–0.69. The angular distribution of the x-rays behin
the object is investigated by diffraction reflection from
high-quality crystal analyzer. Since the widthDqB of the
diffraction reflection curve from single crystals is comp
rable with the angles of deflection of the refracted rays, th
reflection from the analyzer at different points on the refl
tion curve can improve the contrast of the image by arou
20–80%~Refs. 3–9!. Ingal and Beliaevskaya7 observed that
the phase contrast of the image of arteries and veins in la
8511063-7850/98/24(11)/3/$15.00
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ratory animals without fixing in formalin may attain 25% an
12%, respectively.

Here we use model calculations based on the dyna
theory of x-ray diffraction to demonstrate that phase contr
imaging is highly sensitive in detecting thrombus-like depo
its on the walls of blood vessels.

Figure 1 shows the x-ray system of the phase cont
imaging method. An object1 is placed in a quasiplane wav
formed by preliminary reflection of the x-rays from a cryst
monochromator. A crystal analyzer2 is mounted behind the
object in Bragg geometry. The image is recorded on pho
graphic film or other coordinate-sensitive detector, using
reflected beam3.

We shall analyze the diffraction of a wave pack
E0(r )5A0(x)exp(ik•r ) at a crystal analyzer, wher
k52p/l. The fieldE0(r ) is formed as a result of the x-ray
passing through an object having a nonuniform distribut
of absorption coefficientm(r ) and refractive indexd(r ). The
amplitude of the field may be given in the formA0(x)
5exp(2s)exp(lF), where

s~x!50.5E m~x,z!dS, F~x!52kE d~x,z!dS. ~1!

Heres(x) is the absorption factor,F(x) is the change in the
phase of the wavefront relative to the medium in which t
object is placed; integration is performed in thek direction
and thex axis is directed along the surface of the crys
analyzer. The relations~1! are valid forr @(lL)1/2, wherer
is the transverse dimension of the object andL is the distance
between the object and the analyzer. In this case the ima
recorded in the geometric shadow of the object, and w
effects accompanying the diffraction of the x-rays from t
object may be neglected.9 In practice, this implies that
r @10mm.

The absorption imageI a(x)5exp@22s(x)# recorded
when the detector is mounted directly behind the objec
determined only by the absorption and by the size of
object, and does not depend on the phase of the wave.
amplitude of the wave reflected by the analyzer for an a
trary distribution of the incident fieldA0(x) may be ex-
pressed in the following integral form:6,9,10
© 1998 American Institute of Physics
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FIG. 1. Schematic of experiment to record phase-contr
image:1 — object,2 — crystal analyzer,3 — photographic
film ~coordinate-sensitive detector!, PR(Dq) — curve of
symmetric diffraction reflection~422! of Ag Ka-radiation
from silicon single crystal of widthDqB50.729.
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Ah~x!5E G~j! A0~x2j!exp~ ikg0Dqj!/dj, ~2!

where

G~j!5~kg0/2p!E R~a!exp~2 ikg0aj!/da. ~3!

Here G(j) is the Green’s function of the Bragg diffractio
problem for bounded beams,R(a) is the amplitude coeffi-
cient of reflection of a plane wave incident on the analyze
the anglea relative to the Bragg angleqB , g05sin(qB

1c), c is the angle of inclination of the reflecting planes
the surface of the crystal, andDq is the fixed angle of rota-
tion of the analyzer. The explicit form of the Green’s fun
tion ~3! for a thick single crystal is given in Ref. 10.

It follows from Eq. ~2! that the distribution of the re
flected intensity in the phase contrast imaging methodI (x)
5uAh(x)u2 is determined not only by the amplitude of th
incident wave but also by its phaseF(x), given by~1!. If the
transverse dimension of the object isr @Dj5l/pg0DqB

and the angles of refractionb(x)5(1/kg0)dF/dx satisfy the
conditiondb/dx!kg0DqB

2 , it can be shown6,9 from Eqs.~2!
and~3! that the change in the phase of the wave shows u
the dependence of the reflection intensity on the anglesb(x):
I (x)'I a(x)PR(Dq2b), wherePR5uRu2 is the curve of the
diffraction reflection from the analyzer. Typical values ofDj
are 5–30mm.
t

in

In order to estimate the sensitivity of phase contrast
aging to the presence of a thrombus in a blood vessel,
shall consider a model object in the shape of a capilla
wherer 1 andr 2 are the outer and inner radii of the capillar
d1, m1 andd2, m2 are the coefficients of refraction and a
sorption of the capillary walls and the interior liquid~blood!,
respectively. We represent a thrombus-like formation on
inner wall of the blood vessel as the common~thrombus
radius! andr 2, with the maximum thrombus thicknessd. We
shall characterize the thrombus material by the refraction
efficient d3 and the absorption coefficientm3.

Results of calculations of the phase contrast imagesI (x)
~curves1 and2! and the absorption imagesI a(x) ~curves3
and4! are plotted in Fig. 2 for two cases where a thrombus
present in the right~Fig. 2a! and lower~Fig. 2b! parts of the
blood vessel. For comparison curves2 and4 give the inten-
sity distributions in the absence of a thrombus. The calcu
tions were made for the following values of the paramete
r 152 mm, r 25r 351.6 mm, d51.2 mm; density of vesse
walls, blood, and thrombusr51.1, 1.056, and 1.15 g/cm3,
respectively;7,8,11 refraction coefficients~in units of 1026):
d150.52, d250.496, d350.57; absorption coefficients:m1

50.69, m250.66, m350.76 cm21 ~Ag Ka-radiation, l
50.56 Å! ~Refs. 8 and 11!. We shall assume that the bloo
vessel is in muscle of density 1 g/cm3, d050.4731026, and
m050.63 cm21 ~Refs. 8 and 11!.
r

FIG. 2. Intensity distribution on phase contrast~curves
1 and 2! and absorption~curves3 and 4! images of
blood vessel with thrombus in right~a! and lower~b!
parts of vessel. The dashed curves2 and4 show images
of a blood vessel without a thrombus. Radiation —
Ag Ka , Si~422! analyzer, angle of rotation of analyze
Dq50.389, outer radius of blood vesselr 152 mm, in-
ner radiusr 251.6 mm, thrombus radiusr 351.6 mm,
and thickness 1.2 mm.
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It can be deduced from Fig. 2 that the contrast of
absorption imageh5(I max2Imin)/Imax is only 2–4%~curves
3 and4!. At the same time, it is easy to see that a thromb
almost unnoticeable in the preceding case, gives a very
nificant contrast in phase contrast imaging (h' 50–70%!.
The outer and inner boundaries of the blood vessel and
the region of localization of the thrombus are also mo
clearly visible.

These possibilities for the detection of thrombus-like d
posits on the walls of blood vessels by phase contrast im
ing are important in medicine for the diagnosis of atherosc
rosis, ischaemic disease, and insult. Moreover, the bod
not exposed to the risks of introducing a contrast substa
into the blood. If the incidence of thrombi can be detected
the early stages of formation, it will be possible to avoid n
only the associated diseases but also surgical interventio
is also important to note that the absorbed x-ray dose in
e

s,
ig-
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-
g-
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ce
n
t
. It
e

phase contrast method is one or two orders of magnit
lower4 than that in the standard absorption technique.
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Multiwell laser heterostructures fabricated by liquid-phase epitaxy
A. Yu. Leshko, A. V. Lyutetski , A. V. Murashova, N. A. Pikhtin, I. S. Tarasov,
I. N. Arsent’ev, B. Ya. Ber, Yu. A. Kudryavtsev, Yu. V. Il’in, and N. V. Fetisova

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted February 10, 1998!
Pis’ma Zh. Tekh. Fiz.24, 61–67~November 12, 1998!

A methodology has been developed for growing InGaAsP/InP multiwell laser heterostructures by
liquid-phase epitaxy. Depth profiling using a secondary ion mass spectrometer was used to
investigate the distribution profiles of the composition of multiwell laser heterostructures. Liquid-
phase epitaxy was used to fabricate InGaAsP/InP multiwell laser heterostructures with
active regions having emission wavelengths of 1.3 and 1.55mm and their radiative characteristics
were studied. ©1998 American Institute of Physics.@S1063-7850~98!01011-8#
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Fundamental results in terms of improving the para
eters of laser diodes using InGaAsP/InP solid solutions h
been achieved by utilizing the properties of InGaAs strain
epitaxial layers in laser heterostructures fabricated by M
hydride technology.1,2 In these strained InGaAs layers, th
band structure of the semiconductor changes as a resu
elastic deformation, reducing the Auger recombination a
optical absorption caused by transitions of holes to the sp
orbit split band,3 which can improve the radiative characte
istics of laser diodes.

The successful development of a technique for liqu
phase epitaxy of thin layers of InGaAsP solid solutions4 has
allowed this to be used to fabricate laser heterostructures
laser heterostructures fabricated by liquid-phase epit
whose thickness and composition are less uniform, it is v
to maintain low internal optical losses as the cavity len
increases. By using a multiwell active region5 in the laser
structure, it is possible to achieve an optimum combinat
of the properties of thin strained InGaAs layers and separ
confinement heterostructures with low optical losses.

Thus, the aim of the present study was to develop
technique for liquid-phase epitaxy of multiwell laser hete
structures and to study their properties.

One of the methods of fabricating thin epitaxial laye
by liquid-phase epitaxy was taken as the basis of the te
nique for growing multiwell laser heterostructures.6 The ba-
sic idea involves reducing the time of contact between
supercooled flux and the substrate by increasing the rat
displacement of the substrate relative to the fluxes us
8541063-7850/98/24(11)/3/$15.00
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smaller cells. The essential feature of the proposed techn
approach involves the formation of a multiwell heterostru
ture during a single pass of the substrate relative to the c
containing the fluxes, which gives a constant rate of d
placement of the substrate relative to all the cells and t
produces quantum wells of the same thickness. The th
nesses of epitaxial layers of different compositions are va
by varying the size of the cells containing the fluxes.

With due allowance for the requirements of the techn
logical process, we constructed a graphite cassette~Fig. 1!
which can be used to fabricate the multiwell heterostruct
whose band diagram is shown in Fig. 2. The depth distri
tion profile of the composition of the multiwell laser heter
structure was investigated by depth profiling using a CA
ECA IMS-4f secondary-ion mass spectrometer.

For the primary beam we used 10 keV133Cs1 ions with
a kinetic energy of 5.5 keV incident on the target at an an
of 42° measured from the normal to the target. The 20
primary beam swept a 4003400mm crater on the target an
the secondary ions were sampled from a central crater 60mm
in diameter. IonizedxCs (x5Ga, In, As, P! clusters were
selected as the secondary ions, which substantially s
pressed the matrix effect during quantitative analysis.7,8 The
ion etching rate was determined by measuring the cr
depth using a DEKTAK mechanical profilometer.

A quantitative analysis was made using the relative s
sitivity factors RSFxCs1/InCs1 (x5In, Ga, As, P! normalized
to the sensitivity factor for an InCs1 cluster. The relative
atomic concentrationCx ~M! of speciesx for steady-state
FIG. 1. Schematic of graphite cassette for liquid-phase epitaxy of multiwell laser heterostructures:1 — fixed framework of cassette,2 — movable slider,
3 — substrate,4 — cells for fluxes of waveguide and emitter layers, and5 — cells for fluxes of quantum-well layers.
© 1998 American Institute of Physics
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sputtering of a matrix with composition M is given by

Cx~M!5
I xCs1~M!/RSFxCs1/InCs1~M!

SI yCs1~M!/RSFyCs1/InCs1~M!
, ~1!

wherex, y5In, Ga, As, P, andI xCs1~M! records the curren
of ionizedxCs1 clusters. Then, for an InP matrix, assumin
that CIn5CP50.5, we have

RSFPCs1/InCs1~ InP!5
I PCs1~ InP!

I InCs1~ InP!
. ~2!

Neglecting in a first approximation the dependence
the relative sensitivity factors on the matrix composition,
obtain the following relation for an M5~In, Ga!~As, P! solid
solution:

CP~M!

CIn~M!
5

I PCs1~M!

I InCs1~M!

I InCs1~ InP!

I PCs1~ InP!
. ~3!

FIG. 2. Schematic band diagram of multiwell laser heterostructure.
f

We shall also assume that the condition for isoperiod
ity of the ~In, Ga!~As, P! solid solutions in the laser hetero
structure imposes an additional relationship between the c
centrationsCIn andCP ~Ref. 9!:

CP5
1.9378CIn20.5162

0.967620.1244CIn
. ~4!

It can be seen that, when profiling an unstrained la
structure containing an InP layer, the two conditions~3! and
~4! allow this to be used as an internal standard, and
measuring only the deviation of the currents of two analy
clusters PCs1 and InCs1, it is possible to estimate the dept
distribution of all four atomic components.

The composition profile of an InGaAsP/InP laser hete
structure in relative atomic concentrations, measured us
this technique, is shown in Fig. 3. The thickness of the e
taxial layers forming the quantum wells is 100–130 Å a
the thickness of the intermediate layers is similar. The thi
ness of the transition layers is of the order of 40–50 Å, wh
is close to the limiting values for epitaxial layers grown b
modified liquid-phase epitaxy.6 Thus, it is difficult to obtain
thinner epitaxial layers of a few tens of angstrom by liqu
phase epitaxy.

The photoluminescence properties of these multiw
heterostructures were also investigated. Figure 4 shows
toluminescence spectra of different types of multiwell h
erostructures. In the first type of heterostructure the com
sition of the semiconducting solid solution in the quantu
wells of the active region was the same. In the second typ
heterostructure the band gap of the semiconducting solid
lution in the quantum wells differed byDE>15 meV. In the
third type of heterostructures two quantum wells were fab
cated for whichEg differed byDE>30 meV depending on
the composition. The profile of the photoluminescence sp
tra suggests that quantum wells with different solid-pha
compositions are present.

The technique developed to fabricate multiwell hete
structures by liquid-phase epitaxy was used to fabricate la
–
FIG. 3. SIMS profiles of the composition of an In–Ga
As–P multiwell photoluminescence heterostructure (d —
etching depth!.
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multiwell heterostructures for which the band gap in t
quantum wells was between 0.8 and 0.95 eV. These l
heterostructures were used to fabricate mesastripe lasers
technique described in detail in Ref. 4. The width of t
mesastripe contact was;5 mm which ensured lasing in a
single zero-order transverse mode. The effective thicknes
the active region consisting of three quantum wells w
600 Å. The characteristics of single-mode laser diodes w
single active regions have been successfully reproduce
laser diodes formed by structures with lattice-matched e
taxial layers of active region.4 From this it follows that a

FIG. 4. Photoluminescence spectra of isotypic multiwell heterostructu
1 — with the same solid-solution composition in the active region,2 — with
the composition differing byDEg515 meV, and3 — differing by DEg
530 meV.
er
y a

of
s
h
in
i-

design modification of a laser heterostructure with additio
heterojunctions inserted does not lead to increased inte
optical losses. Thus, this technique developed for liqu
phase epitaxy of multilayer heterostructures can be use
fabricate laser heterostructures with between two and f
wells.

To sum up, we have obtained the following results:
1. A technique has been developed to fabricate multiw

InGaAsP/InP heterostructures by liquid-phase epitaxy.
2. Single-mode mesastripe InGaAsP/InP laser dio

have been obtained with a multiwell active region.
The authors are grateful to T. N. Drokina, N. D

Il’inskaya, N. F. Kadoshchuk, and E. A. Kukhareva for a
sistance with preparing the samples.
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High-voltage optoelectronic voltage converter using a cascade of tunnel-coupled
p 1 – i – n 1 diodes

Yu. T. Rebane and Yu. G. Shreter
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The idea of a semiconductor electrical voltage converter with optical coupling between the
primary and secondary circuits is proposed. Despite its poor efficiency, this converter may prove
effective in various specific applications. ©1998 American Institute of Physics.
@S1063-7850~98!01111-2#
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The idea of a semiconductor electrical voltage conve
with optical coupling between the primary and second
circuits is proposed. The primary circuit uses a semicond
tor light-emitting diode or laser, or arrays of these. The s
ondary circuit comprises a cascade ofp1 – i –n1 diodes
coupled vian1p1 tunnel junctions in which only thei-
regions are illuminated. The voltage multiplication factor f
this converter is;N, whereN is the number ofp1 – i –n1

elements in the cascade. The converter output voltage
reach.105 V with currently attainable degrees of integr
tion. The use of optical coupling allows the secondary a
primary circuits to be electrically decoupled and makes
device capable of stepping up voltage over a wide rang
frequency f 5 0–100 MHz with a constant multiplication
factor.

The converter is shown schematically in Fig. 1. The p
mary circuit consists of a semiconductor light-emitting dio
or laser, or parallel arrays of these. The secondary cir
comprises a cascade ofN vertical p1 – i –n1-diodes inte-
grated onto a single crystal wafer and connected in se
The primary and secondary circuits are coupled optically

The converter operates on the following principle. B
applying an input voltage to the light-emitting diode, w
convert the electrical energy into optical energy, which
then absorbed in thei regions of the cascade o
p1 – i –n1-diodes and converted back into electrical ene
at a higher voltage. The input voltageV1 needed to supply
the light-emitting diode is of the same order of magnitude
the band gapEg /e and is 1–10 V depending on the semico
ductor used, and the output voltageV2 will be of order
N Eg /e. Thus, the voltage multiplication factorku for this
device will be;N and at the currently attainable degrees
integration.106 cm22 may reachku.106.

The key element in this converter is the secondary
cuit, which consists of a voltage step-up cascade
p1 – i –n1-diodes. An essential feature for the operation
the cascade is the presence ofi-regions which create asym
metry relative to current reversal in the cascade. This as
metry is necessary for the operation of a cascade of
elements. Thus, for example, a simple series integration
p–n regions does not step up the voltage in the casc
compared with an individual element. However, it is know
8571063-7850/98/24(11)/3/$15.00
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that a cascade of series-connectedp–n junctions has been
used in high-voltage solar cells.1,2 In this case, the required
asymmetry was achieved by means of metal joints betwe
the p–n junctions. The use of these joints is equivalent
connecting the isolated photoelements in series and can y
a fairly high voltage~hundreds of volts2!. We note, however,
that this type of integration produces additional opposin
Schottky barriers at the metal contacts, which lowers t
operating efficiency of the cascade.

Here we suggest using a cascade ofp1 – i –n1-diodes
with highly doped n1 and p1 regions. When connected
these diodes form low-resistivityn1p1 tunnel contacts.
When thei regions are illuminated, the optically generate
electrons and holes are separated by the built-in electric fi
in the i-region and the total current flows from left to right
from n1 to p1, in the direction opposite to the applied volt
age~Fig. 2b!. But in the tunnel junctions the direction of the
built-in electric field is opposite to the field in thei-region
and under illumination, and the current in these junctio
flows in the direction opposite that in thei-regions, reducing
the total output voltage of the cascade. In order to ens
efficient operation of the cascade, then1 to p1 regions must
be protected from light by means of masks~Fig. 1!. The
carriers generated in thei-regions are pulled by the electric
field to the p1n1 tunnel junctions and recombine there

FIG. 1. Schematic diagram of converter:1 — light source,2 — substrate,3
— insulating films, such as SiO2 , and4 — mask.
© 1998 American Institute of Physics
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FIG. 2. Energy diagram of device without~a! and with illumination~b!: Ec ,
Ev , andEg ar the conduction band, valence band, and Fermi level, resp
tively; di , dn , anddp are the width of natural region and highly dopedn1-
and p1-regions, respectively;Ve , Vh , andJ are the directions of average
drift velocities of electrons and holes, and current through the structu
respectively.
an

he
b-
ier
thereby closing the complete cascade circuit. The entire
cade must be illuminated uniformly to achieve continuity
the current.

The current–voltage characteristic neglecting carrier
combination in thei-regions and the resistivity of the tunne
junctions has the form

J5S~mnn01mpp0!~«g2eV/N!exp~2«g /kT!

3@exp~eV/NkT!21#/di$12exp@~eV/N2«g!/kT!#%

2e~W«g!$$11exp@~eV/N2«g!/kT!#%/

$12exp@~eV/N2«g!/kT!#%22kT/~«g2eV/N!%,

wheren0 andp0 are the electron and hole concentrations
the n- and p regions,mn and mp are the electron and hol
mobilities in thei-region,«g is the band gap,N is the number
of elements in the cascade,di andS are the width and cross
sectional area of thei-region, andW is the power of the
radiation incident on the cascade.

Figure 3 gives the calculated current–voltage charac
istic of a converter withN5106 elements in a silicon cas
cade. It can be seen that in principle, the converter can
duce high voltages up to 83105 V.

The speedt of the device is determined by the sum
the times,t11t2 , wheret1 is the carrier separation time i
a singlei region andt2 is the tunneling and recombinatio
time in thep1n1 junction. Usuallyt1 is much greater than
t2 andt can be estimated ast5t1;el2/mEg5102(628) s,
wherel is the size of thei-region,m is the carrier mobility in
the i-region, andEg is the band gap. Thus, the device c
step up voltage in the frequency rangef 5 0–100 MHz with
a constant conversion factor.

The efficiency of a real converter is determined by t
product of the emitter efficiency, the efficiency of light a
sorption in the secondary circuit, and the efficiency of carr

c-

e,
s-
FIG. 3. Current–voltage characteristic of ideal Si ca
cade:1 — without irradiation,2 — with 1 kW irradia-
tion. Cascade parameters: N5106, n05p0

51020 cm23, di51mm, S51028 cm2, T5300 K.
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separation in thei-regions. A preliminary analysis of variou
methods of implementing this device suggests an efficie
of order 5%. One possible method involves using silic
films insulated from the substrate by SIMOX technology
the secondary circuit and using light-blue GaN light-emitti
diodes to reduce the light absorption path.

Despite its low efficiency, this voltage converter m
have various specific applications, such as in physics exp
ments, portable high-voltage detectors for ionizing radiati
interference-free fiber-optic fuel ignition devices for rocke
and aircraft, and also in electronic ignition devices for ca
y
n

ri-
,

.
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Influence of nonuniformity of the ion background on the oscillation frequency
of a virtual cathode

V. G. Anfinogentov and A. E. Khramov

‘‘Kolledzh’’ State Educational-Scientific Center, Saratov State University
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The oscillation frequency of a virtual cathode in a diode gap is investigated as a function of the
density of the anode ion layer. It is shown that when the densities of the ion layer are
high, a stable electron bunch forms in the flux, which leads to an increase in the oscillation
frequency. ©1998 American Institute of Physics.@S1063-7850~98!01211-7#
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It has been established that the generation of electrom
netic oscillations in a virtual cathode device~vircator! is
caused by two mechanisms, that is to say, oscillations
electrons in the ‘‘cathode–virtual cathode’’ nonlinear pote
tial well and oscillations of the virtual cathode as a sing
entity.1–4 Suppression of the first mechanism as a resul
electrons reflected from the virtual cathode being transfe
from the interaction space back to the injection plane1,5 can
improve the quality of the spectrum and the efficiency
conversion of the flux energy into microwave radiation in t
vircator. The frequency of the virtual cathode oscillations
determined by the plasma frequencyvp5(r0e/mee0)1/2 of
the electron flux on entering the interaction space,2–4,6,7

wherer0 is the unperturbed space charge density of the fl
e andme are the electron charge and mass, respectively,
e0 is the dielectric constant. Kadish, Faehl, and Snell8 give
the following estimate of the virtual cathode oscillations a
single entity:

1.93,v/vp,2.31.

It is conventionally assumed that the oscillation frequency
a virtual cathode can only be varied by varying the freque
vp of the electron flux.

Here we consider a simple model of a virtual cathod
diode system penetrated by a multienergy electron flux w
supercritical current. The grids confining the system
equipotential. Inside the system the density of the fixed
background is distributed very nonuniformly, occupying
region near the injection plane~anode plasma!. The control
parameters of the system are the Pierce parameter

a5vp

L

v0
,

which is proportional to the injected beam current ifL andv0

are fixed, the ratio of the anode plasma densityrp to the
space charge densityr0 of the electron beam,n5rp /r0 , and
the thickness of the anode plasma layerxp ~in this studyxp is
fixed andxp /L50.25). HereL is the length of the interac
tion space andv0 is the unperturbed flux velocity. Whe
a.acr holds, the single-flux state of the flux becomes u
stable with respect to small perturbations of the charge d
sity and a virtual cathode forms in the system.9 Note that in
8601063-7850/98/24(11)/3/$15.00
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the limiting casesxp /L51, n51 ~classical Pierce diode! we
find acr5p ~Ref. 10! andn502acr54/3 ~Ref. 9!.

This system is of considerable interest in connect
with the possibility of describing the flux dynamics in micro
wave devices such as a plasma-anode vircator.11 We note
that the approximation of a fixed ion background quite s
isfactorily describes the effects taking place in this syst

FIG. 1. a — Oscillation frequency versus ion layer densityn for various
beam currentsa: 1 — a50.75, 2 — a51.20, 3 — a51.75, 4 — a
52.13, 5 — a52.25: b —effective value of Pierce parameteraS (d) and

space charge densityr̄(n) (s) versus ion layer densityn.
© 1998 American Institute of Physics
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FIG. 2. Oscillations of maximum space charge dens
in drift space, power spectrum of electric field oscilla
tions, and space–time diagram of electron flux for co
ditions with low ion layer densityn50.25 ~a! and high
ion layer densityn52.5 ~b! for a51.375.
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since the ion mass ismi@me . The nuclear mass of hydro
gen, for example, is'1800me so that the time over which
the ion concentration becomes significantly perturbed
fairly long, amounting to approximately 150–200 periods
the virtual cathode oscillations, which is greater than the c
rent pulse duration. It is difficult to obtain an analytic d
scription of the nonsteady-state processes in this system
cause of the detours and reflections of the charged parti
and so we used a particle simulation to analyze
processes.12

Figure 1a gives the oscillation frequency of the syst
as a function of the plasma density parametern for various
values of the beam currenta. It can be seen that at low
anode plasma densities the oscillation frequency varies
negligibly. This variation is caused by a change in the eff
tive value of the flux plasma frequencyvp as the density of
the anode plasma increases. As the beam currenta increases,
is
f
r-

e-
s,

e

ry
-

we observe an increase in the oscillation frequency sincevp

increases with increasinga ~we assume thatv0 and L are
constant!.

When the density of the ion background reaches a c
tain value ncr(a), the oscillation frequency shows an a
proximately twofold jump compared with the frequency in
diode with the same current andn50. It can be seen from
Fig. 1a that as the frequency increases, the critical densityncr

increases witha. Note that at high beam currents the syste
goes over to stochastic oscillations with a continuous sp
trum asa increases. For smalla the system is transferred t
a state of complete transmission with a highly nonunifo
charge density distribution.

This increase in the oscillation frequency in the flux m
be explained by analyzing the physical processes in the
teraction space. In the first regime with a low base freque
in the spectrum, i.e.,n,ncr(a), the flux has only one elec
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tron bunch or virtual cathode and the dynamics of the sys
differs little from the case whenn50 ~see Ref. 13!. The
oscillation frequency of the virtual cathode is determined
the plasma frequencyvp and the motion in the system i
nearly regular~Fig. 2a!.

The situation changes drastically when the density of
anode ion layer is high. In this case, as a result of the hig
nonuniform plasma filling of the region 0,x,xp , we ob-
serve a buildup of particles frozen near the virtual cathode
stable, continuously existing, fairly high-density bun
forms in the flux which can be clearly identified on th
space–time diagram~Fig. 2b!. This bunch is formed of par
ticles which remain in the interaction space for several p
ods of the virtual cathode oscillations and then quit the
teraction space. Figure 1b shows the increase in the ti
averaged space charge densityr̄ in the diode gap as a
function ofn. It can be seen that as the density of the ano
plasma layer increases, the charge accumulated in the i
action space forn.2.25 is approximately twice that fo
n50. The oscillation frequency in the flux with a virtua
cathode is determined by the growth rate of the electrost
instability, which in turn depends on the effective Pierce p
rameteraS . An increase inaS increases the oscillation fre
quency of the virtual cathode. We calculated the param
aS near the virtual cathode and the results are plotted in
1b. For lown we findaS5a, although an increase inn leads
to an increase inaS . The curveaS(n) reveals a steeper jum
at n;2 – 2.5 compared withp̄(n). This is because as th
space charge density increases, the flux is slowed more
stantially near the virtual cathode and thus the param
aS;Ar/^v& t increases.
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To sum up, when a highly nonuniform ion background
present in a system with a virtual cathode, a secondary e
tron bunch forms, promoting the buildup of space cha
near the virtual cathode. This strongly influences the grow
rate of the electrostatic instability which determines the f
mation of the virtual cathode, so that the oscillation fr
quency of the system can increase.

This work was supported by the Russian Fund for Fu
damental Research, Grant No. 98–02–16541.
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In situ examination of the chemical etching of SiO 2 – Si structures using an atomic
force microscope
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First results are reported ofin situ visualization of the chemical etching of P1-ion implanted
SiO2– Si structures in an aqueous HF solution using an atomic force microscope. The rates of SiO2

etching were determined and the kinetics of the photostimulated chemical etching of Si
were investigated. ©1998 American Institute of Physics.@S1063-7850~98!01311-1#
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An atomic force microscope~AFM! can be used for di-
rect measurements in a liquid.1 This opens up fundamentall
new possibilities for studying physicochemical processes
liquid–solid interface. By systematically obtainingin situ
images of the same section of a surface, we can observ
transformation of a solid surface during etching or disso
tion in real time.

Here we use this method for the first time to make anin
situ study of the etching of SiO2– Si structures in an aqueou
HF solution, which is of particular interest since this is o
8631063-7850/98/24(11)/3/$15.00
a

the
-

of the main technological processes in microelectronics.
We developed a cell for operation in an HF solutio

using an atomic force microscope consisting of a P4-SP
MDT probe microscope with a 15315mm scanning field. In
this cell the microprobe~cantilever! of the microscope is
completely immersed in the liquid which covers the surfa
of the sample. The liquid is situated between the sample
quartz glass with a thin transparent film which prevents
glass from being damaged by the acid. The aqueous s
tions contained HF concentrations between 0.1 and
FIG. 1. Etching of SiO2 in aqueous HF solution: time
from beginning of etching in 0.25% solution — 4~a!,
25 ~b!, 45 ~c!, and 75 min~d!; scale of AFM imagesX,
Y: 1 mm, Z: 0.1 mm; e — kinetics of etching of initial
~1, 2! and implanted~3, 4! SiO2 in 0.25% ~1, 3! and
0.5% HF solution~2, 4! (h — step height,t — etching
time!.
© 1998 American Institute of Physics
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FIG. 2. Photostimulated etching ofaSi in 0.5%
aqueous HF solution: time from beginning of etch
ing — 2 ~a!, 7 ~b!, 13 ~c!, and 23 min~d!; scale of
AFM imagesX, Y: 1 mm, Z: 0.1 mm; e — etching
kinetics ofaSi on exposure to light of different in-
tensity ~1, 2! and without light~3!.
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which barely damaged the tip of the Si3N4 cantilever. The
vertical deflection of the microscope cantilever was recor
from the deflection of a semiconductor laser beam~670 nm,
1 mW! reflected from the cantilever arm.2 By positioning the
laser beam at the end of the arm where the cantilever ti
located, we can ensure that some of the laser radiatio
incident on the scanned section of surface.

The samples were cut from ann-Si~100! wafer with re-
sistivity 4.5V•cm on which a structure with a period o
3 mm was formed by photolithography, consisting of sep
rate SiO2 stripes 0.1mm high and 1.5mm wide distributed
over the Si. The samples were bombarded with 40 keV1

ions in an ILU-3 ion accelerator at a dose of 1015 ions/cm2,
which exceeds the amorphization threshold of silicon.

Figures 1a–1e show AFM images of the same sectio
an initial unimplanted structure with protruding SiO2 stripes,
obtained systematically at different times from the beginn
of etching in a 0.25% HF solution. This series of imag
clearly shows that the SiO2 protrusions disappear almo
completely with time. The absence of any step at
SiO2– Si interface at the end of the experiment confirms
well-known fact that an aqueous HF solution barely d
solves the surface of crystalline silicon.3 This allowed us to
measure the absolute height of the SiO2 protrusion during the
etching process to within 2 nm and thus obtain data on
SiO2 etching kinetics, which are plotted in Fig. 1e. The st
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height could be determined by recording only a few profi
across the structure so that the time taken for a single m
surement did not exceed a few seconds. Curves 1 and
Fig. 1e show that the rate of etching of unimplanted SiO2 is
almost constant, being 1.6 and 2.8 nm/min, respectively,
the 0.25% and 0.5% HF solution.

For the samples implanted with P1 ions ~curves3 and4
in Fig. 1e!, the rate of SiO2 etching was initially more than
three times higher than that for the unirradiated sample.
ter the SiO2 thickness had decreased to 20–40 nm, the rat
etching was appreciably lower. This behavior is attributa
to the distribution of radiation defects in the implante
layer,4 whose maximum depth of occurrence is determin
by the maximum projected range of the P1 ions in SiO2

~approximately 70 nm for our case5!. All these data were
obtained when the laser radiation of the microscope vert
displacement detector was not incident on the scanned
of the sample.

After the SiO2 etching process had been completed,
surface of the implanted sample was almost planar~Fig. 2a!
and consisted of periodically distributed regions of cryst
line (cSi) and amorphous silicon (aSi). ThecSi sections are
located at the sites of the etched SiO2 stripes which pre-
vented the P1 ions from entering the silicon, and are inte
spersed withaSi regions amorphized by implantation. It
known3 that unlikecSi, aSi dissolves in HF, although the
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sample would need to be held for several days in a 3%
solution to obtain 90 nm deep grooves~90 nm is theaSi
thickness at the doses and implantation energies used5!. It
was found that if the laser radiation acts on the scan
section of the sample during etching, theaSi is etched many
times faster~Fig. 2e!. Moreover, as a result of the nonun
form distribution of the laser radiation intensity, the grow
rate of the steps at thecSi–aSi interface differs in different
parts of the scanning field. The curves plotted in Fig. 2e
in fact a continuation of curve 4 in Fig. 1, where curves
and 2 were obtained when the surface was exposed to
of different intensity and curve 3 was obtained without ill
mination. Judging by the profile of curves 1 and 2 and
height of the relief, we postulate that the change in the rat
aSi etching under the action of light~relative to cSi) is
caused by the distribution of implantedP atoms in the sili-
con. Figures 2b and 2c show that on exposure to light,aSi is
etched nonuniformly with the formation of a porous stru
ture.

In ex situcontrol experiments using LG-78 He–Ne las
radiation~2 mW, 633 nm!, photostimulated etching ofaSi in
a 0.5% HF solution with the formation of 90 nm high ste
occurred within 6 min at a laser power density of 0.3 W/cm2.
Similar experiments involving laser irradiation of unim
planted SiO2– Si structures showed that light also stimula
chemical etching ofcSi. Thein situ measured kinetics of this
F
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ht
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process were more complex since the photostimulated e
ing of cSi was also accompanied by dissolution of SiO2 . The
AFM images showed that after the silicon has been expo
to light for 50 min~after the SiO2 had completely dissolved!,
a porous structure forms with a highly developed microreli

To sum up, the proposed method can be used to st
the kinetics of chemical etching processes in real time an
observe the transformation of the surface of multipha
structures induced by ion and laser irradiation.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 98–03–32753! and by the
programs ‘‘Physics of Solid-State Nanostructures’’~Grant
No. 96–1034! and ‘‘Promising Technologies and Devices
Microelectronics and Nanoelectronics’’ ~Grant No.
02.04.143!.
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Investigation of the nature of low-frequency fluctuations of the field emission current
using a two-dimensional distribution function *
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A two-dimensional distribution function in the frequency range 0.03–1 Hz was used to
investigate the statistical characteristics of the fluctuations of the field emission current from
single crystals of tungsten andp-type silicon. In order to determine the type of nonlinearity
predominating in the low-frequency noise of the emission current, calculations were made
of the two-dimensional distribution function for a Gaussian random process subjected to a given
type of nonlinear transformation and the profiles of the experimental two-dimensional
distribution functions were compared with dependences obtained by numerical methods. It was
established that fluctuations of the effective emitting surface of the cathode, the barrier
transmission, the work function, and of the electric field strength near the emitter surface may
act as primary sources of low-frequency noise in the field emission current.
© 1998 American Institute of Physics.@S1063-7850~98!01411-6#
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One of the undesirable effects accompanying field em
sion is the variability of the emission parameters of fie
emission cathodes. The main contribution to the instability
the emission current is made by the low- and ultralo
frequency components of the noise, whose mechanism
not yet been fully clarified.

An analysis of studies of the nature of 1/f noise in field
emission devices published so far suggests that the prim
sources of 1/f noise include fluctuations of the followin
physical quantities: the work function, electric field streng
near the cathode surface, transmission of the potential
rier, effective surface area of the emitter, or the number
emission centers. All these parameters of the emission
cess are taken into account analytically in the form of ar
ments of the Fowler–Nordheim equation,1 which describes
the nonlinear dependence between the field emission cu
density and the quantitiesF, w, a, andb:

j ~F,w,a,b!5aF2 expS 2
bw3/2

F D . ~1!

Each of the argumentsF, w, a, andb of Eq. ~1! expresses a
specific nonlinear dependence which differs from the oth
Thus, in order to determine the sources of 1/f noise, it would
be advisable to use methods which could identify the na
of the electrical nonlinearity of the noise. The constructiv
ness of this approach may at first glance seem illusory, s
an investigation of the nature of the nonlinearity is no le
involved that studying the nature of the 1/f noise itself. Suf-
fice it to say that the use of conventional spectral2 and
correlation3 methods of analysis for 1/f noise does not give
the desired result.

A key direction in solving the problem of 1/f noise
could involve using a multidimensional statistical analys
which would provide a more comprehensive description
fluctuation processes.4 In earlier studies of the statistics o
8661063-7850/98/24(11)/3/$15.00
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1/f noise of the field emission current using graphs o
two-dimensional distribution function, we observed chara
teristic sections associated with a nonlinear transformatio
the primary Gaussian noise.5,6 This indicates that a two-
dimensional distribution function is sensitive to the nature
the nonlinear processes in field emitters.

Here we use numerical methods of measuring the tw
dimensional distribution function, which for one
dimensional processes are, by definition, the combined p
ability densityW/@ i (t),i (t2t)# of two arguments:4 the noise
current i (t) and the noise current delayed by timet, i (t
2t). The sampling size was 105–107 measurements. A
1283128 matrix was used to map the distribution functio
In the modeling process the primaryd-correlated noise sig-
nal with Gaussian statistics was formed by summing rand
numbers with equally probable statistics obtained usin
random number generator. To test the combined instrume
and program system, we made measurements for a Gau
random process obtained using a G2-57 noise generator

During studies of 1/f noise in field emission devices, w
observed three types of fluctuations: quasicontinuous, sin
pulses against a continuous noise background, and packe
pulses. We showed5 that pulse fluctuations lead to the s
called multitude type of two-dimensional distribution fun
tion, whereas continuous fluctuations correspond to a uni
type of distribution.

The results of measurements of the distribution of
emission current fluctuations fromp-type silicon ~Fig. 1a!
and tungsten~Fig. 1b! show that the unitary type of two
dimensional distribution function exhibits characteristic d
viations from a normal distribution law, in the form of asym
metry relative to the peak, which shows up as regions
nonzero probability in the direction of increasing argume
and localized along the coordinate axes. Unlikep-type sili-
con ~Fig. 1a!, the regions of nonzero values of the tw
© 1998 American Institute of Physics
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FIG. 1. Experimentally determined two-dimensional dist
bution functions of low-frequency fluctuations of the fiel
emission current: a — for p-type silicon, b — for tungsten.
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dimensional distribution function for a tungsten single cry
tal are more extended but narrower~Fig. 1b!, which we
attributed previously to the appearance of nonlinear effec6

For the simulation we used the dependence~1! as the most
natural form of the nonlinear transformation of prima
Gaussian noise for metal and semiconducting field emitt
Note that the nonlinear dependence forj (a,b,F,w) is only
preserved for the last three arguments, although it was
portant to ensure continuity of the functionH„X(t)…, which
describes the nonlinear transformation of the fluctuation p
cessX(t). This situation arose because in order to obtai
function with a particular profile, it was necessary to use t
regions of variation of the argument and two analytic fun
tions which determine the form ofH„X(t)….

For the fluctuating parameterb the functionH(b) con-
sisted of a linear function set which changes to exponen

H~b!5H b, b<0,

const 13FexpS b

const 1D21G , b.0.
~2!

For the nonlinear transformationsH(F) of the electric field
-

.

s.

-

-
a
o
-

l,

fluctuationsF(t) andH(w) of the work function fluctuations
w(t), it was necessary to use the sum of linear and expon
tial dependences

H~F !5H F, F<0,

F1a F2expS 2
const 2

F D , F.0;
~3!

H w, w<0,

w1a expS 2
w3/2

const 3D , w.0.
~4!

From the point of view of the physical mechanism for t
occurrence of the fluctuations, the difference between
forms of Eqs.~3! and ~4! compared with Eq.~2! may be
explained by the fact that the fluctuationsF(t) andw(t) are
local, whereas the fluctuations of the barrier transmiss
b(t) embrace to the complete emitting surface of the ca
ode. Thus, the equivalent electrical circuits~3! and~4! com-
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FIG. 2. Two-dimensional distribution functions calculate
numerically for a system with different Fowler–Nordheim
nonlinear transfer characteristicsH@X(t)# for a normal type
of primary fluctuation process: a — using the nonlinear
characteristicsH(F) for the fluctuations of the field
strengthF; b — using the nonlinear characteristicH(w) for
the fluctuations of the work functionw.
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prise a parallel-connected linear resistance~corresponding to
the nonfluctuating part of the emitter at a given time! and a
nonlinear resistance~its fluctuating part!.

Figure 2 gives the results of calculations of the tw
dimensional distribution function obtained for nonlinear
of type ~3! and ~4!, respectively, and a comparison show
that they agree to within statistical error. A similar tw
dimensional distribution function was obtained for~2! non-
linearity of the type~2!. By varying the values of const 1
const 2, and const 3, we can obtain regions of nonzero va
of the distribution function extending to any length in th
direction of increasing values of the arguments. In particu
by using each of the dependences~2!–~4!, we obtained val-
ues of the two-dimensional distribution function exactly co
responding to the experimental curves forp-type silicon~a!
and tungsten~b!. Thus, any of the nonlinear dependences c
transform the statistics of a Gaussian random process in
form characteristic of the statistics of the field emission c
rent fluctuations. At present, we are working on using
two-dimensional distribution function to obtain quantitati
estimates of the relative contribution of the fluctuations
the nonlinear components caused by fluctuations of the fi
at the surface of the emitter, the work function, and the b
rier transparency.
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Analytic model of the current–voltage characteristic of a small probe in a magnetic field
V. A. Rozhanski  and A. A. Ushakov

St. Petersburg State Technical University
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An analytic model is proposed for a small wall probe~whose dimensions perpendicular to the
magnetic field are smaller than the ion Larmor radius! in a completely ionized plasma.
The structure of the current collection regions is described and an analytic expression is obtained
for the current–voltage characteristic of the probe. It is shown that a model with a classical
diffusion coefficient gives results close to the experimental values. ©1998 American Institute of
Physics.@S1063-7850~98!01511-0#
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1. INTRODUCTION

Electrostatic probes are widely used to determine
plasma parameters in nuclear fusion facilities. Neverthel
the theory of a probe in a magnetic field is still far fro
completion. Despite numerous theoretical and experime
studies, various questions still have not been answered,
as the absence of saturation of the ion and electron bran
of the current–voltage characteristic, the dependence of
current on voltage in the transition section of the probe ch
acteristic, and the relatively low ratio of the saturation ele
tron and ion currents compared with (mi /me)

1/2. Here we
propose an analytic model which describes the elec
branch of the current–voltage characteristic of a small pr
in a completely ionized plasma in a magnetic field. We
sume that the transverse dimension of the probe is sm
than the ion Larmor radiusrci ~the opposite case of a larg
probe was considered in Ref. 1! but larger than the electro
Larmor radiusrce . We show that the saturation electro
current is given by the Bohm formula with a classical tran
verse diffusion coefficient. The results of calculations us
the proposed analytic formula for the transition section of
current–voltage characteristic agree with the results of
merical modeling by Sanmartin.2 The fact that no saturation
of the electron-branch current is observed experimentally
be attributed to an increase in the thickness of the sp
charge layer near the probe. The analytic model shows
sonable agreement with the experimental results obtaine
the TdeV tokamak.3

2. MODEL

We shall analyze a homogeneous plasma of densityn0

and temperatureTe5Ti5T in a magnetic fieldB. For sim-
plicity, we initially consider the case of cylindrical symmet
when the magnetic field is perpendicular to a circular w
probe of radiusa ~Fig. 1!. ~The case of an inclined magnet
field will be considered subsequently in similar fashion!. A
positive voltage is applied to the probe relative to the s
rounding walls. The wall potential is taken to be zero and
probe potential will be denoted bywp .

When the plasma is completely ionized, we can adop
approach similar to that used for a weakly ionized plasm4
8691063-7850/98/24(11)/4/$15.00
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~see also Ref. 2!. Similar ideas are also discussed in Ref.
When the probe is positively charged, it collects electro
and the plasma density is reduced in an ellipsoidal zone h
ing characteristic dimensionsa andl i perpendicular and par
allel to the magnetic field, respectively. Since the probe
diusa is smaller than the Larmor radius of the ions, they c
move freely perpendicular to the magnetic field substantia
faster than the electrons. Thus, the ions should be trappe
the electron ellipsoid, i.e., the electric field should be b
anced by the ion pressure gradient, and a Boltzmann di
bution is established for the ions

w52
Ti

e
ln

n

n0
1w f , ~1!

wherew f is the plasma potential. The electron flux dens
Ge5nue can be obtained from the force balance equation

2¹pe1en¹w2enue3B1Rei50, ~2!

whereRei is the frictional force between the electrons a
the ions:

Rei52knmevei~ue2ui !. ~3!

The numerical coefficient has valuesk50.51 andk51.0 par-
allel and perpendicular to the magnetic field, respective
From Eqs.~1!–~3! we obtain expressions for the density
the longitudinal electron fluxGei and the transverse electro
flux Ge' :

Gei5G i i2Dei*
]n

]z
, Ge'52De'“'n, ~4!

whereDei* 5(Te1Ti)/(0.51mevei) is the effective longitudi-
nal coefficient of electron diffusion, De'5(Te

1Ti)vei /(mevce
2 ) is the classical transverse coefficient

electron diffusion, andvce is the electron cyclotron fre-
quency. The effective longitudinal coefficient of electron d
fusion is inversely proportional to the plasma densityn,
whereas the transverse diffusion coefficient is directly p
portional ton. Substituting Eq.~4! into the equation of con-
tinuity for the electrons“•Ge50, we obtain

1

r

]

]r S rD e'

]n

]r D1
]

]zS Dei*
]n

]z
2G i i D50. ~5!
© 1998 American Institute of Physics
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Neglecting the divergence of the longitudinal ion flux, whi
is permissible outside the ion collection zone at distan
from the probe greater thanrci , we obtain

1

r

]

]r S r
n

n0

]n

]r D1
vce

2

0.51vei
2 ~n0!

]

]zS n0

n

]n

]zD50. ~6!

Equation~6! is similar to that solved numerically in Ref.
and yields an expression for the characteristic longitud
dimension of the electron ellipsoid

l i5a~vce /vei!. ~7!

If the electron current to the probe is lower than t
saturation electron current, the longitudinal potential pro
in the plasma should be nonmonotonic~Fig. 2!. This effect is
known as ‘‘overlap.’’2,4 In most of the electron ellipsoid th
potential profile corresponds to a Boltzmann distribution
the ions~1!. The potential in this region increases from t
plasma potentialw f at infinity to its maximumw* , which is
related to the plasma densityn* at this point

w* 52~Ti /e! ln ~n* /n0!1w f . ~8!

Near the probe, however, there must be a region where
electrons are trapped, since their flux must be less than t
mal. Consequently, in this region the potential profile sho

FIG. 1. Structure of electron and ion current collection regions:1 — probe,
2 — wall, 3 — electron collection region, and4 — ion collection region.

FIG. 2. Potential distribution parallel to magnetic field:1 — probe,2 —
space charge layer, and3 — electron collection region.
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correspond to the Boltzmann distribution for the electro
and should therefore decrease on approaching the probe
electron flux to the probe can be expressed in terms of
potential differencew* 2wp

Gei5n*A Te

2pme
expS 2

e~w* 2wp!

Te
D . ~9!

Then, substituting the maximum of the potentialw* ~8! into
Eq. ~9!, we obtain

2
Ti

e
lnS n*

n0
D2

Te

e
lnS n*

Gei
A Te

2pme
D 5wp2w f . ~10!

Most of the electron currentI e to the probe is collected fa
from the probe where the plasma density is weakly p
turbed. Thus, the nonlinear equation~6! may be replaced by
the corresponding linear one~Laplace equation!

1

r

]

]r S r
]n

]r D1
Dei* ~n0!

De'~n0!

]2n

]z2
50. ~11!

The problem may be solved analytically by imposing t
boundary conditionn5n* at the surface of the probe~thus
neglecting the longitudinal dimension of the ion ellipso
compared with the longitudinal dimension of the electr
ellipsoid!. In this linearized case, the electron currentI e

should be a linear function of the plasma densityn* at the
layer boundary

n*

n0
512

I e2I i~n* !

I e
sat

. ~12!

We shall assume that the ion current to a positively char
probe corresponds to the Bohm current with the plasma d
sity n* : I i5en* csSprobe5I i

0n* /n0, where cs5((Te

1Ti)/mi)
1/2 is the ion acoustic velocity andSprobeis the pro-

jective area of the probe parallel to the magnetic field. T
electron current to the probe isI e5eGeiSprobe. The satura-
tion electron currentI e

sat is calculated by solving the Laplac
equation~11! with zero boundary conditions at the prob
surface, similar to the case of a weakly ionized plasma:6

I e
sat5k2pen0ADei* De'C5k2.8pen0rcicsC,

rci5cs /vci . ~13!

The nonlinearity of the initial equation~6! is taken into ac-
count by introducing a coefficientk of order unity. The func-
tion C is a geometric factor determined by the size and sh
of the probe and corresponds to the capacitance of a con
tor of the same shape as the probe but whose longitud
dimension is (Dei* /De')1/2 times shorter. For the most inter
esting cases the value ofC can be obtained analytically. Fo
a disk probe of radiusa the coefficient isC52a/p. When
the magnetic field forms an anglea with the wall, the col-
lection of the current is determined by the projection of t
probe parallel to the magnetic field. For a disk probe t
projection is an ellipse with the semiaxesa andb5a sina.
The corresponding value ofC is
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C5
a

K~A12b2/a2!
, K~j!5E

0

p/2 dw

A12j2sin2w
. ~14!

An expression for the transition section of the curren
voltage characteristic is obtained by substituting Eq.~12!
into Eq. ~10!

S 12
I e

I e
satD 2

en0Sprobe

I e
A T

2pme

5S 12
I i

0

I e
satD 2

expS e~w f2wp!

T D . ~15!

In Fig. 3 the probe characteristics obtained from Eq.~15! are
compared with a numerical solution of the nonline
problem2 for the casea5b. ~Since an isolated probe rathe
than a wall probe is considered in Ref. 2, the saturation c
rent I e

sat given by Eq.~13! should be doubled!. We show that
good agreement is achieved for a numerical coefficienk
50.7 over a wide range of magnetic field.

For a magnetic field almost parallel to the wall (a!1),
expression~13! can be simplified (k50.7)

I e
sat52pen0rcics

a

K~A12b2/a2!

'en0rcics

2pa

ln~4A2/sina!
. ~16!

Figure 4 shows the electron branch of the curren
voltage characteristic calculated using Eqs.~15! and ~16!,
and the experimental probe characteristic obtained using
TdeV tokamak.3 This experiment has the parametersB
51.4 T, a53°, a50.95 mm, the temperature calculate
from the exponential section isTstand527 eV, and the plasma
density obtained from the saturation ion currentnstand53.6
31018m23. The solid curve in Fig. 4 was obtained from E

FIG. 3. Electron current at probeI e versus applied potentialwp (wp50
when the probe potential is equal to the wall potential! for various magnetic
fields. Results of the numerical model of Sanmartin2 ~dashed curves! are
compared with those obtained by an analytic solution of the proposed m
~15! ~solid curves!.
r

r-

–

he

~15! where the temperature was selected so that the exp
mental and theoretical curves agreed over most of the tr
sition section. The plasma density was recalculated from
saturation ion current for the temperature thus obtained. O
method givesT524 eV andn54.031018m23. The corre-
sponding saturation electron current isI e

sat527 mA.
The proposed simple model can be refined by taking in

account the following factors.
1. For probe potentials substantially higher than th

plasma potential the electrons is the layer may no longer
trapped. Thus, Eq.~9! is no longer valid and should be re
placed by the condition that the electron flux is equal to t
thermal flux. Consequently, expression~15! for the electron
branch of the current–voltage characteristic only holds f
currents lower thanI e

lim5I e
sat/(11(I e

sat2I i
0)/I e

T),I e
sat (I e

T

5Sprobeen0ATe/2pme). At high applied potentials the elec-
tron currentI e is simply equal toI e

lim . For plasma and probe
parameters for whichI e

lim is substantially less thanI e
sat, the

saturation electron current is reduced accordingly as a re
of this effect. The maximum attainable electron currentI e

lim

is also plotted in Fig. 4~dot-dash curve!.
2. For high positive probe potentials the thickness of t

space charge layerd depends on the potential drop in th
layer d;r d(ewp /T)3/4. The effective collecting area of the
probe therefore increases.~For the casea!1, for instance,
for high probe potentials the minor semiaxis of the ellips
should be taken to bed rather thanb). This effects leads to
the absence of saturation of the electron currentI e

sat andI e
lim .

3. CONCLUSIONS

An analytic model has been proposed for a wall prob
having dimensions perpendicular to the magnetic field mu
smaller than the ion Larmor radius. We have shown tha
model with a classical diffusion coefficient gives resul
close to the experimental ones.

el

FIG. 4. Comparison between the experimental probe characteristic obta
for the TdeV tokamak~dashed curve! and results of an analytic solution of
the proposed model~15!, ~16! ~solid curve!. The dot-dash line gives the
maximum attainable electron currentI e

lim .
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Optical excitation of surface waves and photopiezoelectric resonance
in a photorefractive crystal

M. P. Petrov, A. P. Paugurt, V. V. Bryksin, and V. M. Petrov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted June 15, 1998!
Pis’ma Zh. Tekh. Fiz.24, 11–16~November 26, 1998!

Resonant optical excitation of surface waves of a photorefractive crystal~BSO! was observed for
the first time when a hologram was recorded by an oscillating interference pattern. The
vibrations of the surface relief observed are caused by oscillation of the space charge field and
the inverse piezoelectric effect. ©1998 American Institute of Physics.
@S1063-7850~98!01611-5#
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Photorefractive crystals exhibit both electrooptic and
ezoelectric effects. Thus, holographic recording in these
dia with the formation of an electric field grating is accom
panied not only by variations of the refractive index but a
by deformations in the sample. As a result, if the crysta
suitably cut, a periodic surface relief appears, which may
regarded as a reflection hologram, since the surface disp
ments in the linear approximation should be linearly rela
to the interference pattern of the light incident on the crys
This type of hologram was observed experimentally for
first time in a photorefractive crystal under static conditio
in Bi12TiO20 ~Ref. 1! and a theoretical analysis of the surfa
relief for uniaxial crystals was made in Refs. 2 and
Stepanovet al.4 used two-wave mixing for the first time t
record the diffraction of light from this type of hologram i
Bi12SiO20 with two coherent beams used for recording, o
of which was periodically phase-modulated.

Here we also recorded a hologram when one of
beams was phase-modulated, but in addition to recording
two-wave mixing involving the first negative diffraction o
der, we also observed the first diffraction order, which
phase-reversed~phase-conjugate! with respect to the appro
priate recording beam. Recording the phase-conjugate w
allows us to directly record the frequency dependence of
crystal surface waves and to determine whether sur
waves, including photopiezoelectric resonance, are pres

The apparatus is shown schematically in Fig. 1. The
lographic gratings were recorded by beamsAS andAR with
the phase of beamAR modulated using an electrooptic mod
lator. The light source was a Compass-200,l5530 nm laser
with a 200 mW output power. The measurements were m
using a~110!-cut Bi12SiO20 crystal and an electric fieldE0

was applied along the@001# axis. The front and rear faces o
the crystal were nonparallel so that the beams reflected f
these faces could be clearly separated.

If the photodetector was positioned at (d)1, the two-
wave mixing signal was recorded~the reflected beamAs plus
the first negative order diffraction of the beamAR). If the
photodetector was positioned at (d)2, the first positive dif-
fraction order was recorded for the reflected beam. We n
that the complex amplitude of the beam diffracted at (d)2 is
8731063-7850/98/24(11)/2/$15.00
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AS25AhAS* , whereAh is the diffraction efficiency, i.e.,AS2

is the phase conjugate ofAS.
When the photodetector was positioned at (d)3 or

(d)4, the two-wave mixing signal and the phase-conjuga
beam were recorded, respectively, but in a transmission
ometry, i.e., as a result of diffraction at the refractive inde
grating. Figure 2 gives the output signals as a function of
modulation frequencyV/2p for the phase-conjugate beam
in transmission geometryI 4 and reflection geometryI 2. The
dependence of these signals on the external fieldE0 is cubic.

To make a quantitative theoretical analysis, we need
analyze the so-called Kukhtarev equations,5 which describe
the formation of an electric charge and field grating in
photorefractive crystal and the elastodynamics equations6 al-
lowing for the contribution of the piezoelectric effect. Her
we shall confine ourselves to a qualitative interpretation
the results.

It is known7 that the amplitude of an electric field gratin
for a hologram recorded by the drift mechanism involving
phase-modulated beam, and also assuming that the con
of the interference patternm is low and the amplitude of the
phase modulationu is low, has the form

ESC~ t !52mE0~11F81 iF 9!, ~1!

FIG. 1. Experimental geometry: I — electrooptic modulator, II – Bi12SiO20

crystal.
© 1998 American Institute of Physics
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FIG. 2. Dependence ofI 2 and I 4 on the phase
modulation frequency:u'0.8 rad,m'0.5. The
intensity of the light incident on the crystal is
approximately 400 mW/cm2, L527mm. The
inset gives the dependence ofI 2 and I 4 on the
external field at frequencies corresponding
resonance. All the data are given in arbitra
units and the absolute values ofI 2 are approxi-
mately two orders of magnitude lower thanI 4:
I 2 — s, I 4 — 3.
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ugd cos~Vt1g!

A112g2~12d2!1g4~11d2!2
; ~2!

hered5KL0, K52p/L, whereL is the period of the inter-
ference pattern,L0 is the carrier drift velocity (L0}E0), g is
the phase which depends onV, g5VtM , tM is the
Maxwellian relaxation time, and an expression forF9 is
given in Ref. 7. We find that to within terms of orderu2,

I 45I SF~r i j !m
2E0

2F8, ~3!

where F(r i j ) is a coefficient which depends on the ele
trooptic tensorr i j , and I S is the intensity of the S beam
However, we can assume that since the surface deforma
are linearly related to the electric grating fieldESC(t), we
have

I 25I SR0
2m2E0

2u~D~0!1D~V!F81 iD ~V!F9!u2. ~4!

Here R0 is the amplitude reflection coefficient,D(0) and
D(V) are coefficients which depend on the piezoelec
constant, the elastic constants, the grating period for z
frequency, andV, respectively. In general,D(V) can be a
complex quantity. Then, to within terms of orderu2 we have

I 25I SR0
2mE0

2D~0!~ReD~V!F82Im D~V!F9!. ~5!

Here Re and Im denote the real and imaginary parts
D(V), respectively.

We know from Ref. 7 thatF8 has a maximum at the
frequencyV5V r51/tM(d211)1/2 ~for m!1) andF9 has a
maximum forV50, if d!1, and forV5V r , if d@1.

A comparison of the experimental dependence ofI 2 and
I 4 suggests that the maxima near 90 and 160 Hz are as
ated with the maximum of the functionF8 ~and possiblyF9
for I 2).

The mechanism responsible for these maxima can
explained qualitatively as follows.

When a photorefractive crystal is illuminated by tw
beams, one of which is phase-modulated, the interfere
pattern oscillates near its equilibrium position at frequen
V. These oscillations of the interference pattern cause co
sponding oscillations of the space charge grating. If the
quency V is close to the natural frequency of the spa
charge wavesV r ~Refs. 7 and 8!, the space charge wave
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and hence the waves of the electric field grating and
photorefractive waves, are amplified, which is recorded
ing beamI 4. Since the fieldESC(t) undergoes resonant am
plification, the amplitude of the surface waves also ha
maximum as a result of the inverse piezoelectric effe
Thus, a maximum should be observed forI 2 at the same
frequency as forI 4.

This mechanism also describes the cubic dependenc
I 2 andI 4 on the external field. However, theI 2 maximum is
shifted experimentally relative to theI 4 maximum by 70 Hz.
This may be caused by the frequency dependenceD(V) and
by the different value oftM near the surface and in the bu
of the crystal, sincetM depends on~is inversely proportional
to! the intensity of the recording light and this intensity
highly nonuniform over the crystal thickness because of
sorption. In some experiments we observed an additio
maximum for theI 2 beam at frequencies near 500–600 H
which may be attributed to the natural vibrations of the s
face layer of the sample. The resonance maxima observe
the reflected beamI 2 may be described as photopiezoelect
resonance, since they occur as a result of the resonant op
excitation of surface waves in the crystal caused by the
ezoelectric effect.
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Photoluminescence of II–IV–V 2 and I–III–VI2 crystals passivated in a sulfide solution

V. N. Bessolov, M. V. Lebedev, V. Yu. Rud’, and Yu. V. Rud’

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg; State Technical
University, St. Petersburg
~Submitted March 19, 1998!
Pis’ma Zh. Tekh. Fiz.24, 17–22~November 26, 1998!

An investigation was made to determine how chemical treatment of the surface of II–IV–V2 and
I–III–VI 2 semiconductor crystals~such as CdSiAs2, ZnSnP2, CuGaSe2, andr -AgInS2)
using a solution of ammonium sulfide intert-butyl alcohol influences their photoluminescence
properties. It is shown that the photoluminescence intensity is enhanced substantially
after treatment with the spectral profile and energy position of the band peaks remaining
unchanged. ©1998 American Institute of Physics.@S1063-7850~98!01711-X#
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The ternary semiconducting compounds II–IV–V2 and
I–III–VI 2, being structural and electronic analogs of t
III–V and II–VI semiconductors, have recently started to
actively used in photoconverter technology. It is known th
the surface properties of semiconductors exert an apprec
influence on the characteristics of optoelectronic devic
The development of methods of modifying the electro
properties of the surface is thus an important problem.

The electronic properties of the surface of III–V sem
conductors are actively modified by sulfide passivati
which involves treating the semiconductors with sulfid
containing solutions or gases. Sulfide passivation of a se
conductor surface substantially reduces the surface reco
nation rate, which enhances the photoluminescence inten1

and improves various characteristics of many semicondu
devices.2–5 The use of low-permittivity alcohols as solven
to prepare the sulfide solutions can also substantially
hance the passivation efficiency of a GaAs surface6 and of
InGaAs/AlGaAs laser mirrors.7

Nelsonet al.8 recently showed that treatment of the su
face of CuInSe2 ~a chalcopyrite! using an aqueous solutio
of ammonium sulfide leads to passivation of the surfa
states and weakens the anchoring of the Fermi surface le

In order to achieve more efficient electronic passivati
we treated the surface of II–IV–V2 and I–III–VI2 crystals
with solutions of ammonium sulfide intert-butyl alcohol.

The samples were electrically homogeneous sing
crystal wafers of the ternary compounds CdSiAs2, ZnSnP2,

TABLE I. Electrical and luminescence properties of ternary semicond
tors.

T5300 K T577 K

Semiconductor p, cm23 mp
300 K , cm2/(V•s) hvm , eV I m /I m0

CdSiAs2 33106 350 1.54 6.0
ZnSnP2 831016 45 1.425 5.0
CuGaSe2 531017 20 1.475 2.3
r -AgInS2 231016 35 2.015 4.0

1.910 1.8
1.720 1.2
8751063-7850/98/24(11)/2/$15.00
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CuGaSe2, and r -AgInS2 having arbitrary crystallographic
orientation and average dimensions of 23231 mm. Ternary
II–IV–V 2 compounds (CdSiAs2 and ZnSnP2) were grown
by directional low-temperature crystallization from nonst
ichiometric melts and exhibited a chalcopyrite structure w
crystal lattice parameters consistent with those reported
the literature.9 Ternary I–III–IV2 compounds (CuGaSe2 and
AgInS2) were grown by directional crystallization from
near-stoichiometric melts. The growth regime produc
CuGaSe2 single crystals with a chalcopyrite structure a
AgInS2 single crystals with an orthorhombic structure; t
lattice parameters were also consistent with those given

FIG. 1. Photoluminescence spectrum of chalcopyrite CdSiAs2 single crystal
before ~a! and after~b! treatment with a solution of ammonium sulfide i
tert-butyl alcohol atT577 K.

-

© 1998 American Institute of Physics
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the literature.9 The crystals were grown without intentional
introducing any impurities and possessedp-type conductiv-
ity. The concentrations and Hall mobilities of the holes a
given in Table I.

Sulfide passivation was carried out using a solution
ammonium sulfide (NH4)2S in tert-butyl alcoholt-C4H9OH
at room temperature. The passivation time differed for d
ferent crystals, ranging between 10 and 100 min.

Photoluminescence was excited by He–Cd laser ra
tion (l50.44mm, P515 mW!; the depth of absorption o
the radiation was 1025–106 cm. The photoluminescenc
spectra were recorded using an MDR-3 monochromator w
an FÉU-62 photomultiplier. The spectral resolution was
least 1 meV. The measurements were made at liquid nitro
temperature. Initial crystals for which the parameters of
photoluminescence spectra were highly reproducible fr
one point to another were selected by probing the surf
with exciting focused radiation~spot diameter around
0.1 mm!.

The experimental results are as follows. The photolu
nescence spectra of the nonpassivated CdSiAs2 ~Fig. 1!,
ZnSnP2, and CuGaSe2 contain a single band and the spe
trum of nonpassivatedr -AgInS2 ~Fig. 2! contains three
bands for which the energy position of the maximahnm is
given in Table I!. Most of the photoluminescence bands o

FIG. 2. Photoluminescence spectrum of orthorhombicr -AgInS2 single crys-
tal before~a! and after~b! treatment with a solution of ammonium sulfide i
tert-butyl alcohol atT577 K.
e
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served in these crystals are caused by radiative transit
involving various lattice defect levels, but forr -AgInS2 the
shortest-wavelength peak may be juxtaposed with the in
band radiation.

An analysis of the results suggests that sulfide pass
tion of the surface of CdSiAs2 ~Fig. 1!, ZnSnP2, and
CuGaSe2 crystals enhances the photoluminescence inten
but the band profile and the energy positions of their pe
remain unchanged. Table I gives the increase in the phot
minescence intensity for these crystals relative to the int
sity of the nonpassivated semiconductorI m /I m0.

Sulfide passivation of the surface ofr -AgInS2 increases
the intensity of all three photoluminescence bands, bu
different degrees~Fig. 2, Table I!. The largest increase~four-
fold! was observed for the high-energy band~peak energy
2.015 eV! attributed to interband luminescence. The long
wavelength bands with peak energies of 1.91 and 1.72
attributed to radiative transitions in donor–acceptor pairs
between local defect levels and combined bands, also
crease but to a lesser extent compared with the edge ban~by
factors of 1.8 and 1.2, respectively! ~Fig. 2, Table I!.

The experimental results indicate that sulfide passiva
of crystals of two different classes of ternary compoun
with different atomic composition using a solution of amm
nium sulfide in tert-butyl alcohol substantially reduces th
surface nonradiative recombination rate. The fact that
profile and position of the peaks remain unchanged un
sulfide passivation indicates that the surface recombina
rate is reduced without any change in the dominant mec
nism of radiative carrier recombination.

To sum up, sulfide passivation with alcohol solution
which has been successfully used to passivate III
semiconductors,6,7 can substantially improve the electron
properties of the surface of II–IV–V2 and I–III–VI2 crystals
and can be used to enhance the efficiency of devices m
using these semiconductors.10
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Influence of uniaxial compression on the photoconductivity of highly compensated
SiŠB, Mn‹

M. K. Bakhadyrkhanov, Kh. M. Iliev, and Kh. F. Zikrillaev

Tashkent State Technical University
~Submitted May 6, 1998!
Pis’ma Zh. Tekh. Fiz.24, 23–28~November 26, 1998!

It was observed that the photosensitivity limit and the increase in the photoresponse depend
fairly strongly on uniaxial elastic deformation in compensated Si^B, Mn& crystals.
© 1998 American Institute of Physics.@S1063-7850~98!01811-4#
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A characteristic feature of the photoconductivity spec
of highly compensated Si^B, Mn& ~i.e., u12ku!1, wherek is
the degree of compensation of the material! is that near the
fundamental absorption region the photocurrent increa
very steeply. Bakhadyrkhanov1 noted that the anomalousl
high photosensitivity of highly compensated Si^B, Mn& is
caused by the manganese atoms forming various mult
charged clusters which act as sensitizing centers. These
ters are barely screened because of the absence of any
librium carriers in the highly compensated Si^B, Mn& and the
lifetime of the nonequilibrium carriers in this crystal b
comes asymmetric. We can postulate that changes in
state of these charged clusters, induced by any external
chanical influences which alter the symmetry of the crys
lattice, should be observed in the photoconductivity spec

In this context, it is interesting to study the influence
uniaxial elastic compression on the spectral dependenc
the photoconductivity near the fundamental absorption
gion in highly compensated Si^B, Mn& samples.

These investigations will allow us not only to determi
more accurately any change in the silicon band gap un
uniaxial elastic compression but also to assess the possib
of using the photoconductivity of uniaxially compresse
highly compensated Si^B, Mn& to record infrared radiation
and strain.

For the investigations we used a batch of Si^B, Mn&
samples with different degrees of compensation and
@111#, @110#, and @100# crystallographic axes directed alon
the large edge. The initial material was KDB-10 industri
grade silicon into which manganese was introduced by
fusion from the gas phase in the temperature range 10
1150 °C. The photoconductivity spectra of the Si^B, Mn&
samples under uniaxial elastic compression were inve
gated using an IKS-21 infrared spectrometer and a spe
cryostat which could produce mechanical stresses up
23104 kg/cm2 in 43131 mm samples at temperatures b
tween 80 and 300 K.

Figure 1 gives the spectral dependence of the photo
rent near the fundamental absorption region for highly co
pensated Si^B, Mn& samples withr5105 V•cm with and
without uniaxial elastic compression atX583108 Pa and
with the compression condition$I phiXi@100#%. It can be seen
that in the fundamental absorption region the photocurr
8771063-7850/98/24(11)/2/$15.00
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increases very abruptly in these samples~curve1!. The pho-
toconductivity spectra of the samples under uniaxial ela
compression~curve2! were obtained under identical cond
tions. The photoconductivity spectrum under compressio
shifted toward longer wavelengths and the photocurrent
creases slightly more steeply compared with the spectrum
the absence of compression. Compression increases the
tocurrent by almost three orders of magnitude~pointsa and
b) and when the compression is removed, the photocur
returns to its level before compression. Similar results w
obtained for all the highly compensated Si^B, Mn& samples
within the elastic compression range. Preliminary calcu
tions of the photocurrent sensitivity to uniaxial elastic co
pression within the fundamental absorption region indic
that this is appreciably higher than the strain sensitivity
silicon caused by a change in its resistivity. This indica
that Sî B, Mn& samples can be used to fabricate a str
gauge having a sensitivity several orders of magnitude be
than that of commercial silicon strain gauges.

Figure 2 shows spectral dependence of the rela
changes in the photocurrent of these samples under the
dition $I phiXi@100#% for degrees of compressionX52
3108, 43108, 63108, and 83108 Pa. It can be seen from
Fig. 2a that the maximum of the photocurrent correspond
to photon energies in the fundamental absorption reg
shifts toward longer wavelengths as the degree of comp
sion increases. It should be noted that as the compres
increases, the range of maximum photocurrents beco
more gently sloping, which leads to broadening of the f
quency range of the photosensitivity. Thus, mechanical co
pression can be used not only to broaden and shift the
damental absorption region of the samples but also
broaden the frequency range of their sensitivity. Similar
vestigations of highly compensated Si^B, Mn& samples under
the compression conditions $I phiXi@110#% and
$I phiXi@111#% revealed qualitative agreement with the sh
of the photoconductivity spectra for compression in the
rection of the@100# crystallographic axis but quantitativel
these shifts were smaller.

The qualitative agreement between the experimental
sults obtained for the photoconductivity spectra under
compression conditions$I phiXi@100#%, $I phiXi@110#%, and
$I phiXi@111#% indicates that the observed shifts are caus
© 1998 American Institute of Physics
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by a reduction of the band gap. This is also evidenced by
low-energy shift of the red limit of the photoresponse a
function of the degree of compression under the condit
$I phiXi@100#% plotted in Fig. 2b. From this figure we ca
infer that the Si band gap decreases under uniaxial ela
compression asEg(x)5Eg(0)2a X.

The experimental results were used to determine
pressure coefficients of variation of the silicon band gap
der the conditions $I phiXi@100#%, $I phiXi@110#%, and
$I phiXi@111#%, which are respectively:

a [100]54.25310211eV/Pa,

a [110]52.75310211eV/Pa,

a [111]52.25310211eV/Pa,

and are of the same order of magnitude as the data obta
in Refs. 2 and 3.

It is known2,3 that when silicon crystals are compress

FIG. 1. Spectral dependence of the photoconductivity of highly comp
sated SîB,Mn& under uniaxial compression$I phiXi@100#% at T577 K: 1 —
X5105 Pa,2 — X583108 Pa.
e
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ed

in the direction of the@100# crystallographic axis, the ban
gap shows the largest decrease and thus, the shift of
photoconductivity spectra in this direction is greater than t
under compression in the@110# and @111# directions. The
increased steepness of the photocurrent spectrum is evid
caused by a change in the degree of filling of the deep m
ganese level under elastic compression4 which leads to a
change in the degree of compensation of the samples an
cross section for capture of electrons and holes at ioni
manganese centers.

1M. K. Bakhadyrkhanov, Author’s Abstract of Doctoral Dissertation@in
Russian#, Leningrad~1982!.

2P. I. Baranski�, V. P. Klochkov, and I. V. Potykevich,Semiconductor
Electronics@in Russian#, Naukova Dumka, Kiev~1973!, 703 pp.

3A. L. Polyakova,Deformation of Semiconductors and Semiconduct
Devices@in Russian#, Énergiya, Moscow~1981!, 168 pp.

4Kh. M. Iliev, Author’s Abstract of Dissertation for Candidate’s Degree@in
Russian#, Tashkent,~1991!.

Translated by R. M. Durham

-FIG. 2. Spectral dependence of the relative changes in the photocurre~a!
and the band gap of Si under uniaxial elastic compression~b!: 1 — X52
3108 Pa,2 — X543108 Pa,3 — X563108 Pa, and4 — X583108 Pa.



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 11 NOVEMBER 1998
Radiation resistance of the internal memory of programmable logic devices
Yu. A. Kotov, S. Yu. Sokovnin, and V. A. Skotnikov
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An investigation was made of the radiation resistance of the internal memory of programmable
logic devices. It was established that the internal memory of CMOS devices shows
enhanced sensitivity to ionizing radiation when their outputs are shorted together. Information
stored in the internal memory of the devices is erased at an absorbed dose substantially
below the level at which the device fails. It is suggested that this effect may be used as a method
of erasing information. ©1998 American Institute of Physics.@S1063-7850~98!01911-9#
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Programmable logic devices~PLDs!, especially micro-
controllers, are now widely used in the design of electro
devices. These PLDs can be used to construct new dev
by programming their internal memory, which is simple
faster, and cheaper than the usual method. Commerc
available emulation tools can be used for computer mode
of the functions of the PLD itself and the electronic devi
being constructed before writing the program in the inter
memory of the PLD. However, the problem of the radiati
resistance of the PLD internal memory and also the poss
ity of re-use arises in many applications. These PLDs
fairly expensive and recently manufacturers have abando
the use of expensive ultraviolet-transparent windows on P
chips. These windows made it possible to re-use PLDs
erasing the internal memory with ultraviolet light.

We know that radiation, including bremsstrahlung, c
be used to monitor the quality and modify the properties
microcircuits.1 The effect of ionizing radiation on the mate
rials and design of in-circuit memory chips has been th
oughly studied,2 although we could find no investigations o
the radiation resistance of PLD internal memories reporte
the literature.

Thus, we investigated the action of bremsstrahlung fr
a pulsed high-current electron beam on the internal mem
of a PLD. The experiments were carried out using Zilog Z
and Intel 87C196KR microcontrollers. The radiation sou
was a URT-0.5 accelerator3 ~electron energy 0.5 MeV! op-
erated as a bremsstrahlung generator at frequency 50
which delivered an average absorbed dose rate of 7.64
min at a distance of 0.5 cm from the target where the PL
were located, with a maximum~per pulse! absorbed dose rat
of 6.36 kGy/s.

The microcontrollers were monitored and written as f
lows: Z86 using the manufacturer’s programmer-emula
and 87C196KR using a ‘‘Sterkh-710’’ programmer, ‘‘Bond
Scientific-Industrial Organization, Berdsk.

PLDs with test patterns written to all locations or wor
ing programs loaded were irradiated until the intern
memory was completely erased. The PLD was periodic
monitored during irradiation. After irradiation, the PLD
were examined to determine whether test and working p
8791063-7850/98/24(11)/2/$15.00
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grams could be written, followed by operation in a real d
vice.

We established that information in the internal memo
of the PLDs is completely preserved up to the absorbed d
levels at which they are known to start malfunctionin
~higher than 1000 Gy! ~Ref. 2!. However, we found that the
information could be erased when the PLD was wrapped
aluminum foil so that all the microcircuit contacts were re
ably shorted. In this case, the following results were o
tained:

1! Information in the internal memory of all the PLD
was completely erased~using ten of each type! after irradia-
tion for 50 min ~absorbed dose around 380 Gy!;

2! At half the dose needed for total erasure, most of
information was erased, except for a few randomly distr
uted bits;

3! After the first erasure, all the PLDs were suitable f
reuse, after the second erasure this figure was 80%, and
of the microcircuits withstood four cycles.

These results differ appreciably from those reported
Ref. 2 where it was shown that 1802 microprocessors fa
cated by CMOS technology failed at doses above 130
However, these microprocessors had substantially thic
below-gate insulators compared with our PLDs~an increase
in thickness substantially reduces the radiation resistanc
microcircuits2!.

Writing to a memory cell of a CMOS PLD is performe
by applying a specific negative critical voltage at which
charge forms at the interface of the nitride and silicon dio
ide layers and a high logic level ‘‘1’’ is established. When
positive critical voltage is applied, a low logic level ‘‘0’’ is
established.4 Thus, to erase the PLD the charge must be
duced from logic ‘‘1’’ to logic ‘‘0.’’ The mechanism for
dissipation of charge under irradiation can be either a surf
or a bulk one. At x-ray intensities higher than 102 Gy/s, as in
our case, the densities of the injection and bulk currents
come comparable;1027 A/cm2 ~Ref. 2!.

The fact that the PLD outputs must be electrically co
nected to erase information confirms that leakage curre
play a major role in removing the charge, since a CMO
transistor memory element circuit4 assumes no connection
between the write, read, address, supply, and ground bu
© 1998 American Institute of Physics
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However, this complicates the current dissipation path
there is no connection between the busses.

However, our intensities were not sufficient~threshold
106 Gy/s! for the evolution of the photovoltaic effect wher
the voltage drop changes at the below-gate insulator
shifting the threshold voltage.2

To check out the erasure mechanism, we irradiated w
ten 87C196LK PLDs with60Co radiation at a dose rate o
around 0.2 Gy/s. The information in the PLDs was co
pletely erased at an absorbed dose of 500 Gy, which confi
that the dose rate has no or very little influence in the ra
studied 0.2–6360 Gy/s.

To sum up, we have established that the internal mem
of CMOS PLDs exhibits enhanced sensitivity to ionizing r
diation when its outputs are shorted. Information stored
the internal memory of the PLDs is erased at an absor
dose substantially below the level at which the PLD m
functions.
if
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-
s

e
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These data on the possible number of PLD eras
cycles can be used to estimate the absorbed dose lev
which these PLDs begin to malfunction, above 700 Gy.

This effect can be used as a method of erasing inform
tion written in the internal memory of PLDs so that they c
be reused.

1V. S. Vavilov, B. M. Gorin, N. S. Danilinet al., Radiation Methods in
Solid-State Electronics@in Russian#, Radio i Svyaz’, Moscow~1990!,
184 pp.

2V. S. Pershenkov, V. D. Popov, and A. V. Shal’nov,Surface Radiation
Effects in Elements of Integrated Microcircuits@in Russian#, Énergo-
atomizdat, Moscow~1988!, 256 pp.

3Yu. A. Kotov and S. Yu. Sokovnin,Accelerator for Commercial Applica-
tion URT-0.5, Proceedings of 11th IEE International Pulsed Pow
Conference, 1997, Baltimore, USA~in press!.

4S. V. Yakubovski� et al., Textbook of Analog and Digital Integrated
Microcircuits @in Russian#, Radio i Svyaz’, Moscow~1984!, 432 pp.

Translated by R. M. Durham
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Ion energy cost in a combined inductive–capacitive rf discharge
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Kharkov State University Scientific Physicotechnological Center, Kharkov
~Submitted November 11, 1997!
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Experimental measurements were made of the ion energy costh as a function of the parameters
of a combined rf inductive–capacitive discharge at low pressures (p,1022 Torr!. It was
established thath does not depend on the power supplied, it has a minimum as a function of
pressure, and also decreases when an rf potential is applied to the electrodes. The results
can be used to find the optimum parameters in terms of energy efficiency of ion formation and
may be useful for refining the theoretical models of a combined rf inductive–capacitive
discharge. ©1998 American Institute of Physics.@S1063-7850~98!02011-4#
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An rf induction discharge has been widely used as
plasma-forming stage in various ion plasma proc
systems.1–4 In these systems the fixed self-bias poten
formed at the electrodes to which rf voltage is applied5 is
frequently used to accelerate the ions from the induction
charge plasma to the surface being treated. In this case
gas discharge combines the bulk nature of the processes
electrodeless induction discharge with the important role
the electrode layers typical of a capacitive discharge, an
in fact a combined rf inductive–capacitive discharge.6

Although many studies have dealt with the physics
induction discharges7,8 and electrode layers,9,10 and patents
have also been published,11,12 the combined rf inductive–
capacitive discharge has been little studied. We investiga
this type of discharge in Ref. 6 where they analyzed
power distribution at low pressure and determined the o
mum ratio of system parameters in terms of energy inpu
the ion flux to the target. We used the approximation o
constant ion energy costh although we know that this valu
depends on the discharge parameters.13 Here we propose to
measure this dependence experimentally for a low-pres
rf inductive–capacitive discharge.

Different authors define the ion energy cost different
depending on the particular problem. For example, in th
retical studies, such as Ref. 9, this value characterizes
total energy losses by the electrons as a result of elastic
inelastic collisions with the formation of a single ion in th
bulk of the discharge. In technical applications such as
sources, the ion energy cost is defined as the ratio of the
power supplied to the ion beam current.1 Practical experience
shows that the most convenient characteristic for compa
the efficiency of the ion-forming stages of various io
plasma process systems is the valueh5ePi /I , where I
5rSj (j)dj is the total ion current to the walls of the ga
discharge chamber,S is the surface area of the electrod
confining the plasma,j is the ion current density at th
plasma boundary, andPi is the power absorbed in the bulk
which includes the electron energy losses in elastic and
elastic collisions, and also the unavoidable losses of ene
transferred by the charged particle fluxes to the plas
boundary as a result of their thermal motion.
8811063-7850/98/24(11)/3/$15.00
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With this definition of the ion energy cost, the value ofh
for an rf inductive–capacitive discharge can easily be
pressed in terms of parameters which can be directly m
sured experimentally:I , the power absorbed by the dischar
P0, the amplitudew of the rf voltage between the electrode
and the ratio of the electrode areasd (d.1). In a pure in-
duction discharge we findw50 and Pi5P0. When wÞ0,
we find Pi5P02Pa , wherePa is the power dissipated in
acceleration of the ions. The value ofPa , which depends on
d andw, can be calculated using the theoretical model of
power balance in an rf inductive–capacitive discharge
scribed in Ref. 6. Using the results of this study, we c
easily derive the following expression forh in a combined rf
discharge:h5e(P02Pa)/I , wherePa5g(d)•w•I , and the
functiong(d) allows for the influence of the ratio of areas
the rf electrodes on the power distribution in the dischar
At low pressures when the ‘‘3/2-power’’ law holds for th
positive ion current in the rf electrode layers,14,15 the voltage
ratios between the plasma and the electrodes are inve
proportional to the ratio of the fourth powers of their are
andg(d)5d(d22d11)/(11d4) ~Ref. 6!.

Experiments to determineh and its functional depen
dence on the parameters of an rf inductive–capacitive
charge were carried out using an apparatus equipped w
single-grid source of low-energy ions.3 The source is shown
schematically in Fig. 1. An rf voltage of frequenc
13.56 MHz was supplied by a UV-1 generator via a match
device to an internal screened inductor3 and the cylindrical
housing of the gas-discharge chamber4, which also func-
tioned as the rf electrode. The grounded electrode was a
1. The geometric dimensions of the ion source were as
lows: length 80 mm and diameter 250 mm, i.e., this des
hadd'3. The range of variation of the working paramete
of the ion source was as follows: pressure in gas discha
chamber p51024–1022 Torr, voltage at rf electrode
w50–500 V, and rf power suppliedP 5 0.2–1 kW. The ion
current densityj at the walls of the discharge chamber and
the grid was measured using a single planar probe6 under
conditions of ion current saturation. Measurements of
current density distribution showed that forp,1023 Torr,
this was almost uniform over the plasma surface and thus
© 1998 American Institute of Physics
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assumedI 5 jS in the calculations. To determine the pow
P0 deposited directly in the discharge (P05P2Ploss), we
measured the electrical power lossPloss in the inductor and
the matching device. The ion energy cost was calculated
ing the experimental data and the formula given above.

Systematic investigations were made of the depende
of h on P0, p, andw in a combined discharge using argon
the working gas. The use of other gases such as air, Fr
nitrogen, and oxygen revealed no qualitative differences
the dependence ofh on p and w, with only the absolute
value ofh varying ~the difference was less than 30%!.

FIG. 1. Schematic of rf ion source:1 — grounded grid electrode,2 —
connecting flange of vacuum chamber,3 — screened two-turn inductor,4
— metal housing of gas-discharge chamber, I — matching device, II — rf
generator,5 — working gas inlet, and6 — single planar probe.
s-

ce

n,
in

An analysis of the results of the measurements show
that in an inductive discharge (w50) h does not depend on
the power deposited in the discharge over the entire ra
studied (j is proportional toP0). However, we established
that h depends strongly on the pressure in the gas-disch
chamber. Figure 2a gives results of experimental meas
ments ofj and also values ofh calculated using these, plot
ted as a function ofp for various w. The curves typically
show a minimum ofh at p;1023 Torr or, in other words,
there is an optimum pressure range in terms of ion forma
efficiency both for an inductive discharge and for an
inductive–capacitive discharge.

The results for a pure inductive discharge (w50) show
good agreement with the theoretical calculations16 made us-
ing the approximation of a Maxwellian electron energy d
tribution function. In this case, the energy flux transferred
the charged particles to the walls of the discharge chamb
proportional to the electron temperatureTe , which depends
only on the pressurep and the characteristic system dime
siond, that ish is uniquely determined by the parameterpd.

In the graphs plotted in Fig. 2a we also draw attention
the decrease inh when a potential is applied to the rf elec
trodes. In order to identify the laws governing this effect
fixed p and P0, we measured the dependenceh(w) and the
results are plotted in Fig. 2b. It can be seen that asw in-
creases, the ion energy cost decreases monotonically
h'80 eV/ion in a pure inductive discharge (w50) to the
minimum h'30 eV/ion atw.300 V.

On the basis of theoretical models of a capacitive
discharge,17–19we postulate that the reduction of the ion e
(
FIG. 2. Ion energy costh and current density to probej as a function of a—pressurep in the gas discharge chamber for a pure inductive dischargew
50 V! and for an rf inductive–capacitive discharge (w5300 V! and b—as a function of the potentialw at the rf electrode at constant pressurep55.5
31024 Torr, P05400 W.
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ergy cost with increasingw is caused by an increased fra
tion of fast electrons in the electron energy distribution fun
tion. This may be caused by stochastic heating of
electron gas as a result of its interaction with the rf electro
layers or it may be attributed to Ohmic heating in the plas
phase of the capacitive layer.18 However, before definitive
conclusions can be drawn as to the nature of this effect,
dynamics of the electron energy distribution function m
be investigated experimentally when an inductive discha
is exposed to a weak potential rf electric field. We plan
carry out such experiments in the very near future.

To sum up, we have measured the ion energy cost
function of the parameters of a combined rf inductive
capacitive discharge at low pressures. We have establi
thath does not depend on the supplied power, it has a m
mum as a function of pressure, and also decreases wh
potential rf electric field is applied to the plasma. These
sults were used to find the optimum parameters of the p
cess system in terms of ion formation efficiency and to
tain data needed to refine the theoretical models o
combined rf inductive–capacitive discharge.
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Influence of diffusive processes on the formation of the radial structure of an electric
arc in metal vapor

I. L. Babich, A. N. Veklin, V. A. Zhovtyanski , and A. Yu. Pan’kin

Taras Shevchenko University, Kiev
~Submitted May 27, 1998!
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The role of diffusive processes in the establishment of the radial structure of a free-burning
electric arc was investigated experimentally and numerically. It is shown that the increased content
of plasma-forming particles in the peripheral region of arcs observed in many experiments
arises from the inadequacy of the assumption on the plasma equilibrium state. This effect can be
attributed to the plasma nonequilibrium established as a result of resonant radiation from
the hotter axial region undergoing absorption and reemission at the edge of the arc.
© 1998 American Institute of Physics.@S1063-7850~98!02111-9#
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An arc was struck in air between 6 mm diameter u
cooled copper electrodes with an interelectrode gap of
8 mm. In order to avoid droplet formation, the arc was ge
erated by a current of up to 100 A amplitude and 30
duration, which was superposed on an arc-sustaining l
current discharge. The investigations were carried out at
quasisteady stage of the process. As a result of the sp
and temporal instability of the discharge, we used a met
of one-shot tomographic recording1 of the radial intensity
distribution of the 510.5 and 521.8 nm copper spectral li
which were used to determine the plasma temperature pr
T(r ). The electron density distributionNe(r ) was measured
from the absolute intensity of the 465.1 nm line.

The equation of state assuming local thermodyna
equilibrium was used to calculate the radial profiles of
total density of copper atoms and ionsNCu(r ). When con-
verted to the relative contentxCu5NCu/(N ~where (N is
the total density of heavy particles in a copper–air plasm!,
these profiles show an increase inxCu at the edge of the arc
as in Refs. 2 and 3. It is generally assumed that this incre
is caused by separation of the components of the plas
forming mixture during diffusion~known as ‘‘demixing’’ in
the English language literature!. In our case, the only char
acteristic feature is that this increase is far more noticea
and is almost an order of magnitude greater than in the a
region. This is evidently caused by the different type of a
free-burning here as opposed to wall-stabilized in Refs
and 3. In any case, this result is physically meaningless.

We used laser absorption spectrometry to attempt to
pand the region of investigation in the radial direction. Th
involved recording the ‘‘shadow’’ from the arc at the ent
slit of a spectrometer using a parallel beam from a cop
vapor laser. The coefficient of self-absorption¸0 thus deter-
mined at the center of the 510.5 nm spectral line was ap
ciable in a spatial region whose radius was several tim
larger than the size of the arc emitting zone~Fig. 1!. Since
the energy of the lower level of the transition responsible
the absorption on the 510.5 nm line is only 1.39 eV, t
populations of this level and the ground level are clos
related and the results of measurements of the self-absor
8841063-7850/98/24(11)/2/$15.00
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in fact reflect the distribution of the copper atom density.
The influence of diffusive processes was taken into

count by simulating them numerically, assuming that t
copper–nitrogen plasma of a free-burning electric arc is a
symmetric and consists of electrons, CuII ions, CuI atom
and nitrogen molecules N2:

~1/r !d/dr~rGCu!5SCu, ~1!

whereSCu5SCu I1SCu II is the density of the copper erosio
source andGCu is the copper diffusive flux. The value ofSCu

is related to the discharge current via the coefficient of el
trode erosion, whose value for copper was taken to bebr

51024 g/C ~Ref. 4!. The boundary conditions were taken
be zero derivatives on the arc axis and zeroxCu at the ab-
sorbing wall separated from the axis by the distanceRW .
Equation ~1! was supplemented by the Saha, Dalton, a
quasineutrality equations.

We selected the following approximations for the rad
profiles of the temperature and the density of the cop
erosion source:

T~r !5~T02Ta!exp@2~r /RT!2#1Ta ,

SCu~r !5S0 exp@2~r /RS!2#, ~2!

whereTa5300 K is the temperature of the surrounding m
dium. The first of these approximations is generally accep
for an electric arc5 and the values ofT0 andRT were selected
to give the best agreement with the experimental results
was found that the choice of functionSCu(r ) is unimportant;
in the limits RS,RT the result of the calculations is almo
independent of the value ofRS .

The diffusion coefficients of the multicomponent mix
ture were defined in terms of the coefficients of bina
diffusion,6 which in turn were defined in terms of collisio
integrals as a function of the interaction potentials betwe
the corresponding components allowing for the tempera
dependences. Ambipolar diffusion was also taken into
count in the calculations.

Since Eq.~1! is nonlinear, we cannot apply the max
mum principle, whereby the solution can only have an e
treme value at the boundaries.7 Nevertheless, the results o
© 1998 American Institute of Physics
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FIG. 1. Radial distributions of the absorption coefficient¸0

~curves1! and the relative electron densityNe ~2! in the mid cross
section of a free-burning arc between copper electrodes with
rent 30 A and interelectrode gaps of 2~a! and 8 mm~b!.
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the calculations for various values of the parameters in
~2! reveal extremes of the behavior ofxCu only at the edge of
the arc emitting zone~Fig. 2!; no local maximum is ob-
served, as in Refs. 2 and 3. Note that the substantial incr
in the absolute values ofNCu(r ) observed in Fig. 2a with
increasing distance from the axis is caused by the pu
temperature-induced increase in the gas density at con
pressure. On the whole, Fig. 2 illustrates the freezing in
ence of the absorbing wall on the copper content in the

FIG. 2. Results of calculations of the radial profiles of the densityNCu ~a!
and the contentxCu ~b! of copper vapor in a copper–nitrogen plasma allo
ing for diffusive processes for various distances between the absorbing
and the discharge axis:Rw50.3 cm~curve1!, 0.5 cm~2!, and 1 cm~3!. The
dashed curve gives the profile of the relative electron densityNe . The
following values of the parameters were used:T058400 K,RT50.255 cm;
S059.531016 cm23

•s21, andRS50.06 cm.
q.

se

ly
ant
-
rc

itself and on the structure of its outer region. When the d
tanceRw between the wall and the axis is large~1 cm!, the
results agree with the measurements of the spatial profil
the absorption coefficient at the center of the 510.5 nm C
spectral line~Fig. 1!. The calculated profileNe(r ) also shows
satisfactory agreement with the experimental values.

Thus, an unconventional approach to the study o
dense electric-arc plasma, combining spectroscopic meas
ments with the simulation of diffusive processes, has
vealed that, contrary to the generally held opinion,2,3 the dif-
fusive separation of the mixture components is not a decis
factor in the establishment of the radial distribution of t
metal vapor. The situation is broadly similar to the resu
obtained in Ref. 8 where Zhovtyanski� et al. showed that
under different physical conditions using different metho
of investigation, diffusive processes play only a negligib
role in the afterglow of a high-current pulsed dischar
plasma in inert gases.

The problem of a catastrophic increase in the metal
por content in the peripheral region of an arc arises beca
of the inadequacy of the assumption that local thermal eq
librium applies to the entire arc. Babichet al.9 showed that
resonant radiation from the hotter axial region of the d
charge, undergoing absorption and reemission at the e
‘‘imposes’’ populations in excess of equilibrium for the loc
temperature on the resonant transition of the copper ato
By systematically applying the model of partial local therm
equilibrium using the radiation transport equation, we c
obtain physically substantiated distributions of electric-a
plasma components when making interpretations of the s
troscopic measurements.
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Investigation of strained In xGa12xAs/InP quantum wells fabricated by metalorganic
compound hydride epitaxy

A. D. Bondarev, D. A. Vinokurov, V. A. Kapitonov, O. V. Kovalenkov, Z. N. Sokolova,
and I. S. Tarasov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted February 25, 1998!
Pis’ma Zh. Tekh. Fiz.24, 46–51~November 26, 1998!

An investigation was made of the possibility of using reduced-pressure MOC hydride epitaxy to
fabricate highly strained~compressive stress! InxGa12xAs/In0.53Ga0.47As quantum wells on
indium phosphide~100! substrates. The photoluminescence properties of these heterostructures
were investigated. It was shown that these heterostructures are potentially useful for laser
diodes emitting in the 1.5–2mm range, which is important for environmental monitoring. ©1998
American Institute of Physics.@S1063-7850~98!02211-3#
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The development of strained-layer semiconducting h
erostructures for use in laser diodes has recently been stu
intensively. These structures have attracted interest bec
of the substantial improvement in the emitting characteris
compared with those using lattice-matched materials.1

When quantum wells compressively strained in the h
erojunction plane are used in the active region of a la
structure, this leads to substantial rearrangement of its en
band structure. The heavy hole subband becomes higher
the light hole subband and the effective mass of the he
holes also decreases appreciably.2 This reduces the density o
states in the valence band, which helps to establish ca
inversion conditions at lower levels of excitation, and th
the threshold laser current density can be attained at lo
current densities.

Strained materials formed by quantum wells in In–G
As–P are widely used in lasers for fiber-optic communi
tions at wavelengths 1.3 and 1.55mm. It is known that the
use of strained InGaAs quantum wells in the active region
a laser structure can extend the range of emitted wavelen
to around 2mm. This range is of interest for molecular spe
troscopy and for monitoring atmospheric pollution, since
includes the absorption spectra of gases such as CH4, CO2,
CO, NH3, HF, HBr, and HCl. However, strained heterostru
tures in In–Ga–As–P emitting at unconventional wav
lengths between 1.6 and 2mm have not yet been investigate
in detail in the literature.

In order to extend the emission range of InGaA
InGaAsP/InP lasers toward 2mm, the active region must in
corporate highly strained~compressive stress! layers of
InGaAs ternary solid solution with a high indium content.

The present paper is concerned with the fabrication
investigation of InxGa12xAs quantum wells with an indium
content between 0.6 and 0.85. Although a set of quan
wells is generally required in the active region to obtain
ficient laser structures, single-well structures are more c
venient for studying the growth conditions and the quality
the heterostructure.

Here the samples were grown by vapor-phase epit
8861063-7850/98/24(11)/2/$15.00
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from metalorganic compounds and hydrides~MOC hydride
epitaxy! at reduced pressure~100 mbar! using a horizontal
reactor with an rf-heated graphite substrate holder. T
growth temperature, determined from the readings o
platinum–platinum–rhodium thermocouple, was 600 °C. W
know that a low growth temperature is preferable for gro
ing strained indium-containing quantum wells in order
minimize the indium segregation from the heterojunctio5

The substrates were (100)6308 oriented indium phosphide
wafers. Before being loaded into the reactor, the substr
were degreased by boiling in toluene and acetone, and w
treated with potassium bichromate–hydrogen brom
etchant to remove the damaged layer. The carrier gas
hydrogen purified by diffusion through a multistage pal
dium filter. The initial reagents were trimethylgallium, trim
ethylindium, arsine (AsH3), and phosphine (PH3) diluted in
hydrogen. The molar concentration of trimethylindium in t
carrier gas stream was maintained at 6.231025 while the
trimethylgallium concentration was varied in the ran
~0.8–3)31025, depending on the composition of th
InxGa12xAs solid solution.

The grown samples were intentionally undoped hete
structures, formed by a 0.2mm thick InP buffer layer, fol-
lowed by a 0.2mm thick In0.53Ga0.47As lower barrier layer
lattice-matched with the substrate, a 20–100 Å th
InxGa12xAs quantum well with an indium content betwee
0.6 and 0.85, and a 0.2mm thick In0.53Ga0.47As upper layer.
The stresses in the quantum well caused by the mismatc
the lattice parameters were between 0.5% and 2% depen
on the indium content in the well. The ratio of group V an
III elements in the reactor volume was 300 for growth of t
InP layer and 60–85 for growth of the solid solution laye

Although the height of the energy barriers was insu
cient to achieve efficient photoluminescence, the barrier l
ers were formed by the substrate-matched ternary solid s
tion to avoid any indeterminacy of the composition at t
barrier–quantum well interface caused by intensive subs
tion of arsenic and phosphorus atoms in the group V sub
tice at each heterojunction.3,4
© 1998 American Institute of Physics
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The samples were investigated by the photolumin
cence method at room temperature~300 K! and liquid-
nitrogen temperature~77 K!. The source of exciting radiation
was al50.488mm argon laser. Figure 1 gives the max
mum of the photoluminescence wavelength
InxGa12xAs/In0.53Ga0.47As quantum wells as a function o
their thickness. The dashed curves with indium conte
x50.8 andx50.65 in the well show the theoretical calcul
tions for n51 electron–heavy hole transitions from Ref.
In their calculations Thijset al.1 used an InGaAsP quaterna
solid solution withl51.15mm as the barrier layers. Th
solid curves show the experimental results from Ref. 5. T
symbols represent our experimental data for indium conte
in the quantum wellx50.81, 0.76, 0.73, and 0.69, respe
tively. The smaller slope of our curves can easily be
plained if we bear in mind that when a substrate-matc
In0.53Ga0.47As (l51.6mm! solid solution is used as the ba
rier layers, we have a substantially shallower quantum w
and for thin wells the first size-quantized level is fairly clo
to the energy position of the barrier. The appreciable diff
ence between the results of Refs. 1 and 5 can be attribute
the nonideal nature of the heterojunctions caused by ind
segregation. Figure 2 shows our experimental findings
the photoluminescence wavelength of quantum wells of

FIG. 1. Wavelengthl at the maximum of the photoluminescence spectr
~300 K! of InxGa12xAs/In0.53Ga0.47As quantum wells as a function of th
thickness (Lz): 1 — x50.69, 2 — x50.73, 3 — x50.76, and4 —
x50.81. Solid curves — calculated data from Ref. 1 and dashed curve
experimental data from Ref. 5.
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ferent thickness obtained at 77 K as a function of the so
solution composition in the well. An analysis of Fig. 2 r
veals that in order to obtain an emission wavelength of
order of 2mm, the active region must contain highly straine
quantum wells with a mismatch of around 2% (x50.82) and
thicknesses around 100 Å.

We have investigated highly strained~compressive
stress! InxGa12xAs/In0.53Ga0.47As quantum wells grown by
reduced-pressure MOC hydride epitaxy. The results h
shown that this heterostructure is potentially useful for la
diodes emitting in the range 1.5–2mm.

This work was partially supported by Project No. 9
2005 under the Russian National Program ‘‘Physics of So
State Nanostructures’’ and by Grant No. 98–02–18266 fr
the Russian Fund for Fundamental Research.
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FIG. 2. Wavelengthl at the maximum of the photoluminescence spectru
~300 K! of InxGa12xAs/In0.53Ga0.47As quantum wells as a function of the
solid-solution compositionx: triangles —Lz575 Å, squares —Lz550 Å,
and circles —Lz530 Å.
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Field ion microscope examination of the action of an intense ion flux from a laser
plasma on tungsten

A. L. Suvorov, Yu. N. Cheblukov, A. F. Bobkov, S. V. Za tsev, S. V. Latyshev,
E. N. Skorokhodov, and A. É. Stepanov

Institute of Theoretical and Experimental Physics, Moscow
~Submitted June 19, 1998!
Pis’ma Zh. Tekh. Fiz.24, 52–57~November 26, 1998!

Results are presented of field ion microscope examinations of the structure of tungsten samples
exposed to the action of a high-intensity ion flux (;1022 ions/cm2

•s! from a lead laser
plasma. It was observed that the surface layer becomes amorphized and the defect spectrum was
established. The limiting mechanical properties of irradiated tips were determined. Promising
directions for further research are indicated. ©1998 American Institute of Physics.
@S1063-7850~98!02311-8#
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Studies of the interaction between a laser plasma an
solid surface are of interest because this can simulate
degradation of materials in nuclear fusion facilities curren
under construction. An important factor is that these exp
ments allow us to study the action of short, high-intensity
current pulses on structural materials until they fail co
pletely.

The aim of the present study was to use a field
microscope1 to examine the defect structure of tungst
samples exposed to the action of a lead plasma produce
a pulsed CO2 laser. During the experiment the lead targ
was inclined at a small angle to the axis of the laser be
and the laser flare was directed onto standard field ion
croscopy tips. The distance between the lead target and
irradiated surface of the tips was varied between 4
14 mm. All the samples were irradiated simultaneously. T
lead ion fluence at the tips was;1016 ions/cm2 per laser
pulse at a distance of 4 mm and;1015 ions/cm2 at 12 mm.
Most of the ions had an energy of around 0.5 keV.

The irradiation parameters were calculated using
quasi-two-dimensional hydrodynamic model of an expa
ing laser plasma2 for the CO2 laser used in the experimen
~laser beam energy'3 J, diameter of focusing spot'1 mm,
pulse length'1 ms!. This model has been successfully us
to calculate the charge state of the ions in an expanding l
plasma,3 the temperature of a laser plasma,4 and various re-
combination effects.5 Calculations for collector experiments6

have shown that although the quasi-two-dimensional mo
simulates the lateral plasma flow only very roughly, it
suitable for calculating the ion current density in an expa
ing plasma to within a factor of 1.5–2.0.

When the distances between the samples and the
target were short~4–8 mm!, their external form in an optica
microscope clearly reflected the mechanical and thermal
tion. The mechanical action showed up as plastic bend
and fracture at the tip apexes with the fracture surface
responding to brittle fracture. Increasing the distance
tween the tips and the lead target to 10–14 mm~i.e., reduc-
ing the power! had the result that the tips exhibited n
fracture, but a thin fused surface layer appeared at the
8881063-7850/98/24(11)/3/$15.00
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accompanied by the formation of a characteristic sphere
result of capillary surface forces.

In all cases, the samples underwent additional el
tropolishing to taper the apex before their structures w
analyzed using a field ion microscope. The field ion mic
scope investigations of the defect structure were carried
by a standard technique7 using calculations and compute
modeling.8 The microscope images of many surface atom
layers near the initial apex of the tip revealed complete d
order, although they indicated the presence of some struc
nuclei ~Fig. 1!. An analysis of these images suggests that
appreciable surface layer of the samples has become a
phized. This is evidently caused by the ultrafast cooling
part of the tip after the end of the ion pulse. Estima
showed that the apex of the tip was cooled mainly by rad
tion rather than by heat transfer through the solid part of
material, and this was aided by the high specific surface a
of this region. We assume that the rate of coolingdT/dt is
approximately

dT/dt52sT4/~3kn0R0!,

where T is the sample temperature,s is the Stefan–
Boltzmann constant,k is the Boltzmann constant,n0 is the
number of tungsten atoms per unit volume, andR0 is the
radius of the tip. At the melting point of tungsten (Tm

'3700 K! and R0<0.5mm the cooling rate can excee
dT/dt.107 deg/s, which is sufficient to prevent crystalliza
tion, even of pure metals.9

As many surface atomic layers are evaporated by
field, the images increasingly reveal a crystal structure
ginning with layers approximately 0.5–1.0mm from the ini-
tial irradiated surface. In this case, a broad spectrum of
fects can be identified, beginning with isolated point defe
~vacancies and interstitial atoms in complexes with impur
atoms10! and complexes of low multiplicity, and extending t
dislocations, dislocation loops, and microcracks. The sign
cant disorder of the sample structure decreased and
mately, for most samples we obtained images demonstra
a high-quality crystal structure.
© 1998 American Institute of Physics
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Figure 2 shows a typical field-ion image of the transiti
region of an irradiated sample. Arrow1 indicates a mi-
cropore, arrow2 indicates a dislocation with the Burge
vectorb5a@100# near the central pole~011!, and the arrows
3 indicate a grain boundary. The average depth of the tr
sition region was 1.0–3.0mm. Figure 3 gives an example o
a field ion image of a more perfect structure. Only the up
right section reveals a micropore with average linear dim
sions of 2.0–6.0 nm, which is clearly elongated in the@110#
crystallographic direction. We emphasize that most of
micropores observed exhibited similar elongation, poss
attributable to the initial texture of the samples~wire blanks!.

In some cases the field ion images of the irradia
samples revealed some ‘‘rotation’’ of various sections
atomic planes. This may well be caused by the formation
vacancy-type dislocation loop nuclei in$101% planes.11 The
mechanism for their formation as a result of the condensa
of point defects was examined in detail in Ref. 12.

A method described by Suvorov13 ~rupture of tips by
ponderomotive electric field forces! was used to determin
the tensile strength for some of the irradiated samples.

FIG. 1. Typical field-ion image of the surface of an irradiated sample sh
ing amorphization of the structure near the irradiated surface.

FIG. 2. Field-ion image of the structure of an irradiated sample at a dep
;0.5mm from the irradiated surface~for description of arrows see text!.
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average wassT>2100 kg/mm2, which clearly exceeds tha
for unirradiated samples14(;1950 kg/mm2).

To sum up, plasma treatment of tungsten tips can s
ously degrade their structure to depths of;3.0mm but may
also have a positive influence on some properties of the
terial. Irradiation of tips will clearly be useful for studyin
possible nonlinear processes in solids by field ion micr
copy. In addition, a laser plasma can be used to simulate
interaction between the bow section of spacecraft and p
etary atmospheres. This is because the characteristic vel
(;106 cm/s! of the ions in a laser plasma is the same as
escape velocity. By varying the distance between the ta
and the objects being studied, it is possible to create an
flux density in the laser plasma equivalent to the gas fl
density on the bow section of a spacecraft traveling at esc
velocity at an altitude of 30–100 km above the surface
planets similar to Earth.

In conclusion, the authors are extremely grateful to A.
Balabaev and A. N. Shumshurov for assistance with irra
ating the samples.

This work was financed by the International Scienti
and Technical Center as part of Project No. 467.
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Shear viscosity in a binary system with a spinodal
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An analysis is made of the temperature–concentration dependence of the viscosity of a binary
liquid in contact with a solid wall. The region of liquid–wall contact is analyzed using
the multilayer Ono–Kondo model. It is shown that in the temperature–concentration range
bounded by a spinodal, the viscosity increases abruptly. ©1998 American Institute of Physics.
@S1063-7850~98!02411-2#
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1. One quantity associated with irreversible effects a
especially with energy dissipation effects, is the viscos
Dissipation of energy accompanies various types of inte
motion in a system and also processes involving the for
tion and evolution of structures in the system. In this resp
the viscosity cannot be considered independently of the
ternal structure of the system. The structure determines
viscosity of the system and the viscosity determines the e
lution of the structure in the system. This interrelationsh
shows up particularly clearly in strongly correlated system
To be specific we shall talk of a binary liquid consisting
two types of atomsA andB. In critical effects we know that
the correlation length increases as a certain critical ‘‘upp
temperature is approached. In this case, the viscosity
increases.1,2 However, calculations of the viscosity in sy
tems near the critical temperatures are based on fluctua
theory whose validity is controlled by the Ginzburg relatio3

^~x2x0!2&!x0
2 , ~1!

where x is the order parameter, i.e., the concentration
componentB in a binary systemA–B. This condition states
that the deviation of a fluctuating quantityx should be small
compared with the averagex of this quantity. In this case, th
expression for the viscosityh reduces to the well-known
Einstein–Stokes relation:1,2

h5T/~6RDp!, ~2!

which links the viscosity and the diffusion, whereT is the
absolute temperature,R is the correlation length, andD is the
interdiffusion coefficient. In many cases however, condit
~1! is violated and relation~2! is not satisfied.4 These condi-
tions are violated when the system contains a spinoda5 at
whose boundaries the system is unstable. In general, the
fusion coefficientD can be expressed in terms of the seco
derivative of the thermodynamic potentialG with respect to
concentration:6,7

D;]2G/]x2. ~3!

Below the spinodal we findD,0. This yields negative val-
ues of the viscosity, as given by Eq.~2!, which are physically
meaningless.8 Condition ~1! does not determine th
temperature–concentration bounds within which the con
tion for smallness of the fluctuations is satisfied. Analyses
8911063-7850/98/24(11)/2/$15.00
d
.
al
a-
t,
-

he
o-

.

’’
so

on

f

if-
d

i-
f

viscosity under conditions of strong instability such as co
ditions where the system moves below the spinodal req
different approaches, which allow the viscosity behavior
be analyzed independently of the diffusion.

In our view, an approach based on Newton’s law is
possibility.8 In this approach, viscous friction forcesDF are
created between layers of liquid moving at different velo
ties. These forces are proportional to the velocity differen
V22V1 and are inversely proportional to the distance b
tween the layers,n22n1. In this case, the viscosityh may be
regarded as the reaction of the system to an external pe
bationDF:

h5D~n22n1!/~V22V1!D f , ~4!

whereD f is the contact area of the layers.
2. The form of relation~4! suggests a model~Fig. 1! that

can be used to analyze the viscosityh as a function of tem-
perature and composition. This is the Ono–Kondo mode
monatomic layers9 used to analyze the characteristics of t
formation of an interface.5 Let us assume that a binary liqui
at rest is bounded by a planar solid wall. Let us then div
the region of liquid adjacent to the wall into layers such th
in each monatomic layer the atoms of componentsA andB
are distributed randomly. Depending on the interatomic
teraction energy and its ratio to the temperature, the num
of monatomic layers filling the region of liquid forms a tran
sition zone.5 This zone is described by the dependence of
concentration of atoms of componentB in the t th layer on
the concentration of atoms of the same component in
bulk ~or average concentration!.5 In the (t11)th layer, the
concentration is the same as the bulk value. Figures 2a
2b show isotherms of the number of layers forming the tr
sition zone and theg energy of ‘‘interphase’’ attraction be
tween the liquid and the solid wall as a function of the a
erage concentrationx. The spinodal and binodal are plotte
in terms of the isothermsg. These curves demarcate th
thermodynamic states of a homogeneous liquid solution
stable, metastable, and unstable~labile!. We shall shift the
liquid ~Fig. 1! with the same momentump5DF/(VD f ) for
each average composition and temperature. Then, assu
that the velocityV1 of the first layer (t51) adjacent to the
wall is zero, we can write an expression to calculate
viscosity of the system in the form
© 1998 American Institute of Physics
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h5~nt2n1!p. ~5!

Figure 2d gives the temperature–concentration dep
dences of the viscosity~3! calculated using the temperature
concentration dependences of the numbers of monato
layers forming the transition zone~Figs. 2a and 2b!. A com-
parison of the curves plotted in Fig. 2 reveals that in
temperature–concentration range enclosed by the spino
the viscosity increases abruptly, approximately by an or
of magnitude. In this region the system is strong
correlated.10 The ensuing concentration inhomogeneity e
braces the entire system immediately, forming no interfac
Not only are no interfaces formed, which would correspo
to the equilibrium coexistence of the solutions described
the binodal, but also the interface between the wall and

FIG. 1. Model of contact between liquid solution and wall:I — liquid, II —
wall. The liquid boundary layer is divided intot monatomic layers; layer
t51 is in contact with the wall.

FIG. 2. Distribution of the concentrationx(t) of componentB in terms of
monatomic layerst, surface tensiong, and viscosityh as a function of the
concentrationx of the same component in the bulk of the system for diff
ent temperatures (g andh are given in arbitrary units!: a — forT.Tc ; b —
for T,Tc . The concentrations are given in atomic fractions; the number
monatomic layerst are denoted by the numbers:t51,2,3,. . . ; theshaded
area corresponds to a sharp increase in the number of monatomic l
forming the transition zone, which forT,Tc embraces the entire system
c — boundaries of different thermodynamic stability of the system;C —
decay cupola~binodal!; S — spinodal; St, M, L — stable, metastable, an
labile states of uniform distribution of the components; d — concentration
dependence of the viscosityh: curve 1 — for T.Tc , curve 2 — for T
,Tc . Pointsa andb correspond to the spinodal atT,Tc .
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liquid is destroyed. The formation of interfaces is forbidd
because of the characteristic form of the van der Waals
pendence ofg ~Fig. 2! at temperatures below the critica
valueTc ~below the spinodal]g/]x.0). The increased vis-
cosity prevents the system from leaving the spinodal, leav
it strongly correlated, without any interfaces, and inhomo
neous. If the system lies in the region of metastable or sta
states, the correlation length is small.10 In this case, the vis-
cosity completely obeys the Einstein–Stokes relation.4,6 Un-
der these conditions a ‘‘good’’ interface exists between
binary liquid and the wall. This implies that]g/]x,0 and
for each compositionx the first layer (t51) is anchored to
the wall andV150. In the region of metastable states, th
interface may also be supplemented by other interfa
formed between solutions between which equilibrium is d
scribed by the binodal.

3. The existence of temperature–concentration regi
of different thermodynamic stability in a system is extreme
important in structure formation effects. In particular, a su
stantial increase in viscosity within the limits bounded by t
spinodal is an important criterion for glass-formin
systems.11 The existence of a spinodal leads to strong co
centration inhomogeneity but the increase in viscosity p
vents the formation of interfaces associated with separa
and crystallization. This analysis of viscosity is not confin
to a binary liquid solution–wall system. The model can a
be applied to multicomponent and single-component syst
considered in the ‘‘hole’’ approximation.9 The latter presup-
poses that the model can be applied to a saturated vap
substrate system.
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Dosimeter for real-time monitoring of nuclear radiation energy „dose …

using a metal–gas-insulator–semiconductor structure
P. G. Kasherininov and A. N. Lodygin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted January 15, 1998!
Pis’ma Zh. Tekh. Fiz.24, 64–69~November 26, 1998!

A new type of semiconducting dosimeter is proposed for real-time monitoring of nuclear
radiation energy~dose!. This dosimeter produces an electrical output signal directly proportional
to the incident radiation dose~and not its intensity! and its sensitivity to this radiation dose
can be controlled. ©1998 American Institute of Physics.@S1063-7850~98!02511-7#
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In Ref. 1 we described a new type of photodetector us
metal–gas-insulator–semiconductor~MGIS! structures
which produces an output signal proportional to the ene
~dose! of the illumination incident on its working surface
Here we examine the possibility of using this type of stru
ture to fabricate a dosimeter for real-time measurement
nuclear radiation energy~dose!.

We investigated MGIS structures with a layer of air
the gas insulator using insulating bismuth silicate Bi12SiO20

~BSO! crystals having dark resistivityr51012–1014V•cm
(DE53.28 eV!, free carrier mobility mm5231022 cm2

•V21
•s21, and lifetime tn51024 s. The MGIS structures

were fabricated using plane-parallel wafers measur
1031032 mm. On one of the 10310 mm crystal surfaces
we attached a 10310 mm mica plate of thicknessl530–100
mm with a 5–7 mm diameter aperture. The structure w
sandwiched between glass plates on which transparent In2O3

electrodes were deposited. A dc voltage sou
V0050.6–3 kV was connected to the electrodes of the MG
structure~Fig. 1a!. In the absence of illumination, the applie
voltage is distributed between the structure layers accord
to their capacitances:

V1

V0
5

C0

C1
5

«0

d0

d1

«1
, ~1!

whereV0, C0, «0, andd0 are the voltage applied to the ga
layer, and the capacitance, permittivity, and thickness of
gas layer, respectively, andV1, C1, «1, andd1 are the volt-
age applied to the semiconducting layer, and the capacita
permittivity, and thickness of this layer, respectively, whe
V01V15V00. The electric field strengths in the gas layerE0

and in the crystalE1 are described by expressions~2! and
~3!, respectively:

E05V00/d0~1/~11«0d1 /«1d0!!, ~2!

E15V00/d1~1/~11«1d0 /«0d1!!. ~3!

Figures 1a and 1b show the distribution of the elec
field in the BSO crystalE1 and in the gas layerE0 of this
MGIS structure for parameters of the semiconducting la
«1540, d15231023 m and the gas insulator~air! «051,
d05831025 m, in the absence of illumination atV00

52100 V, as given by expressions~2! and~3!. It can be seen
8931063-7850/98/24(11)/3/$15.00
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from Fig. 1 that in this structure the electric fieldE0 in the
gas gap is an order of magnitude greater than that in
crystal E1 (E051.63107 V/m, E150.93106 V/m! and is
close to the critical valueEcr ~for a gas gap of thicknessd0

5831025 m, Bogoroditski� et al.2 give Ecr52.73107 V/m!.
When the detector is irradiated, free carriers of the appro
ate sign generated by the radiation in the crystal collect at
crystal–gas-layer interface under the action of the elec
field. This reduces the electric fieldE1

1 in the crystal and
causes a corresponding increase in the field in the gas l
from the dark valueE0 to the critical levelE0

15Ecr . This is
accompanied by an increase in the voltage drop in the
layer and a reduction in the crystal byDV5(Ecr2E0)d0.
The electric field in the crystalE1

1 is then given by~Fig. 2b!

FIG. 1. Distribution of electric field strength in irradiated MGIS structur
a — diagram of structure:1 — BSO crystal,2 — layer of air insulator,3 —
optically transparent electrodes; b — distribution of electric field strength in
structure in the dark~in the crystalE1 and in the air gapE0, respectively!
and under irradiation just before the onset of gas breakdown~in the crystal
E15E1

1) and in the air gapE05Ecr , respectively.
© 1998 American Institute of Physics
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FIG. 2. Recording ofg radiation energy~dose! from
Co60 g source using dosimeter formed by BSO cryst
MGIS structure: a — experimental dependence of cu
rent pulse frequency in dosimeter circuit as a functi
of distance from radioactive source~crosses!; solid
curve — calibration curve ofg radiation dose rate as a
function of distance from Co60 g source; b — photo-
graphs from oscilloscope screen showing profile of cu
rent pulses in dosimeter circuit at distanceL50.2 m
from the source (V0052100 V!; c — the same at dis-
tanceL50.25 m.
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E1
15E12~Ecr2E0!d0 /d1 ~4!

and isE1
150.753106 V/m.

When the structure is illuminated, the energy of the el
tric field in the gas gap~gas condenser! increases byDA:

DA50.5Cd0
2~Ecr2E0!250.5«0d0~Ecr2E0!2. ~5!

For the structure geometry described above w
V0052100 V (E051.63107 V/m, Ecr523107 V/m! we ob-
tain DA55.731023 J/m2. For E0

15Ecr a current pulse ap
pears in the electric circuit of the structure caused by
capacitance of a section of the surface of the gas layer~an
area around~1–2!31026 m2) being discharged through th
resistance of the illuminated part of the crystal. After this t
electric field in the gas layer drops below the critical valu
the discharge ceases, the field distribution in the struc
returns to the initial state, and the process is repeated.

We showed1 that cw irradiation of the structure is ac
companied by a periodic flow of current pulses in the circu
-

h

e

e
,
re

.

The radiation energy incident on the surface of the struct
during the time between two successive pulses is determ
by the voltage applied to the structure and does not dep
on the radiation intensity.

These structures were tested as dosimeters irradiate
a 400 Ci Co60 source ofg activity positioned at the bottom o
a water-filled tank. The dosimeter in a sealed capsule
moved closer to the source at various distancesL.

Figure 2 gives results of investigating the frequencyF of
the current pulses in the dosimeter circuit as a function of
dose rate. The solid curve in Fig. 2a gives the calibrat
characteristic of the source and the crosses give the ex
mental points corresponding to the frequencyF of the do-
simeter current pulses atV052100 V for various distancesL
from the radioactive source. It can be seen from Fig. 2a
the experimental dependenceF(L) is parallel to the calibra-
tion curve, which indicates that the pulse frequency depe
linearly on the dose rateF(B) in this range ofL. Figures 2b
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and 2c show photographs from the screen of an oscillosc
which illustrate the profile of the current pulses at distan
L50.2 m ~b! and L50.25 m ~c! from the source. We con
firmed that this BSO crystal dosimeter could record radiat
at dose ratesB5(331022) –(33103) R/s. The radiation
dose recorded by the dosimeter over the interval betw
pulses at this voltage isC5~3–4!31022 R according to
these photographs.

Thus, MGIS structures using wide-gap insulating cry
tals can be used to fabricate a new type of dosimeter
radiation from radioactive sources, which is capable of m
ing real-time measurements of the radiation energy~dose!
incident on objects with a high radiation background.

The proposed type of dosimeter has the following fe
tures:

1! It can directly record the energy~dose! of the incident
radiation;

2! The sensitivity to radiation energy~dose! can be var-
ied widely by varying the applied voltage;

3! It can be used to record the energy~dose! of radioac-
tive radiation at high dose ratesB51022–103 R/s;

4! It has a high radiation resistance because it u
pe
s

n

n

-
r
-

-

s

highly compensated crystals with an impurity level conce
tration N.1017cm23;

5! It has a high signal-to-noise ratio obviating the ne
for radiation-sensitive electronics at the dosimeter site;

6! Crystals with low values of the paramete
mt.1027 cm2/V can be used~new wide-gap materials, low
quality crystals!;

7! The dosimeter is universal and can be used to rec
a broad spectrum of radiation energy from hardg rays to
light;

8! It can be used as a sensor in automatic dose switc
which transmit fixed doses of recorded radiation energy
gardless of intensity;

9! The dosimeter has a simple design and is conven
to operate because information on the radiation condition
delivered by a series of pules.

1P. G. Kasherininov and A. N. Lodygin, Pis’ma Zh. Tekh. Fiz.23~3!, 23
~1997! @Tech. Phys. Lett.23, 137 ~1997!#.

2N. P. Bogoroditski� and V. V. Pasynkov,Materials in Radio Electronics
@in Russian#, Gosénergoizdat, Moscow~1961!, 352 pp.

Translated by R. M. Durham
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Enhancement of the quantum efficiency of radiative recombination of the fullerene C 70

in a toluene solution
Yu. F. Biryulin, L. V. Vinogradova, and V. N. Zgonnik

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted May 15, 1998!
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An investigation of the spectra and quantum efficiency of photoluminescence provided direct
evidence of the presence of C70 aggregates in a toluene solution. Toluene solutions of
C60 and C70 in the proportion 1 g/l and artificial mixtures of these were studied. The hypothesis
is put forward that mixed aggregates of C60 and C70 exist. © 1998 American Institute of
Physics.@S1063-7850~98!02611-1#
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The unique physical and physicochemical properties
new carbon clusters, the fullerenes C60 and C70, have been
noted by many researchers.1,2 One characteristic feature o
their behavior is the anomalous temperature dependenc
the solubility of C60 in toluene3 and also the capacity of C70

molecules to organize themselves into aggregates in var
organic solvents.4

In studies of the photoluminescence of toluene soluti
of C60, C70, and mixtures of these, we observed some s
cific features in various photoluminescence characteris
which indicate that these solutions deviate from the crite
characteristic of true solutions.5 These specific features ar
discussed here.

Chemically pure toluene which had undergone spe
additional dehydration, was used to prepare solutions of C60,
C70, and artificial mixtures of these. Since C60 and C70 pos-
sess different solubility in toluene, it was decided to prep
the initial solutions in the ratio 1 mg per 1 ml. This als
simplified the process of obtaining artificial mixtures.

These initial toluene solutions of C60 and C70 were then
used to prepare artificial mixtures in the following ratios
weight: C60:C70525:75, 50:50, 75:25, 90:10, 95:5, 98:2
and 99:1. In addition, toluene-diluted C60:toluene and
C70:toluene mixtures in the ratios 75:25, 50:50, and 25:
by weight were also prepared from the initial toluene so
tions of C60 and C70 for analysis and comparison of th
results.

All the prepared solutions were placed in molybdenu
glass ampoules and sealed.

Photoluminescence from the solutions was excited
argon laser radiation at 488 nm and at 514 nm. During
experiments the specific power of the optical excitat
could be varied by two orders of magnitude. All the pho
luminescence measurements were made at room tem
ture.

The photoluminescence spectra of solutions of C60, C70,
and their mixtures, obtained under identical conditions,
shown in Fig. 1.

The initial points for comparison of the photolumine
cence parameters involved comparing the shape of the
toluminescence spectra, their intensities at 721 and 693
8961063-7850/98/24(11)/3/$15.00
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and the relative quantum yield~i.e., the area bounded b
photoluminescence curve!. For comparison we used C60 and
C70 films on silicon deposited by sublimation.6 We estab-
lished that the photoluminescence intensity and its quan
yield for the solid C60 films is an order of magnitude lowe
than the corresponding parameters of the initial C60 solution,
and for C70 this difference exceeds two orders of magnitud

In order to compare the effective masses of t
fullerenes participating in the radiative recombination p
cess, we made suitable estimates for the films and the s
tions. These took into account the diameter of the opti
radiation spot: its depth of absorption (0.1mm for the film7

and around 0.5 mm for the solution!; the density of the film
was taken to be 1.67 g/cm3 ~Ref. 8! and the density of the
fullerenes in the initial solution was 0.001 g/cm3. The calcu-
lations showed that around 1029 g of fullerenes participate in
the radiative recombination process in the film, compa
with approximately 1028 g for the solution. These calcula
tions show good agreement when the photoluminescence
rameters of the films and the initial C60 solutions are com-
pared, and differ by approximately 1.5 orders of magnitu
for C70 on account of the higher photoluminescence e
ciency in the initial solution.

Figure 2a gives the relative intensity of the photolum
nescence band at 693 nm and the relative quantum yiel
the photoluminescence spectra for the initial C60 and C70

solutions and their mixtures as a function of the composit
of the fullerene solution in toluene. The measurements
plotted in units of the intensity of this photoluminescen
band and the area below the photoluminescence curve o
initial C70 solution in toluene. A sharp kink is clearly visibl
near 10% C70 and 90% C60 ~1 mol C70 per 10.5 mol C60). If
the behavior of this system was consistent with that of t
solutions,5 this dependence would be linear without a
kinks between 100% C60 and 100% C70. This behavior there-
fore suggests that in the mixture solution interactions to
place between molecules of two or three of the initial co
ponents: C60, C70, and toluene.

In order to check out this hypothesis and eliminate o
of the components from the analysis, we took toluene-dilu
initial solutions of C60 and of C70. The dependences of th
© 1998 American Institute of Physics
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same photoluminescence parameters of these diluted
tions are plotted in Fig. 2b. It can be seen that the photo
minescence parameters of the initial C60 solution obey a lin-
ear dependence with increasing toluene dilution, i.e., t
satisfy the criteria for true solutions.5 The photolumines-
cence intensity of the diluted C70 solutions departs from lin-
ear. Thus, in this case the toluene molecules and C70 interact,
causing disaggregation of the C70 aggregates.4

The difference in the behavior of C60 and C70 in solu-
tions may be considered in terms of changes in the elec
affinity which characterizes the activity of molecules and
oms, in the order C, C60, and C70. Data given by Boltalina
et al.9 indicate that the electron affinity in these increases
the order 2.5, 2.65, and 2.70 eV. Thus, in this series C70 must
be acknowledged to be the most active in terms of acce
properties. We can postulate from the data plotted in Fig
that this interaction between C70 molecules and toluene ex
tends to the range of concentrations between 100% and
C70. In this last case, the solution contains 90% C60 but the
photoluminescence spectrum as before only exhibits ba
assigned to radiative recombination of C70 ~Ref. 10!. This is
probably because as a result of the lower symmetry of70

compared with C60 and also as a result of the interactio
between the solvent molecules and C70, the degeneracy in
the C70 electronic levels is lifted, which helps to increase t
quantum efficiency of the photoluminescence. This may
caused by an increase in the equilibrium fraction of the s
vated form of C70. Starukhinet al.10 neglected the interac

FIG. 1. Photoluminescence spectra of toluene solutions of C70 ~1!, C60 ~2!,
and their artificial mixtures at 300 K. The C70 :C60 ratio in the solutions of
the mixtures was 75 : 25~3!, 50 : 50~4! and 25 : 75~5! wt.%.
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tion between C70 molecules and the solvent when analyzi
their results, or they assumed that it was fairly weak~van der
Waals interaction!.11

Tomiyamaet al.12 also examined the solubility of C60

and C70 in toluene. They detected no characteristic featu
in the solubility and partial volumes of C60 ~up to 1.5 mg/ ml!
and C70 molecules~up to 0.5 mg/ ml!. This does not contra-
dict our results, since we are concerned with C70 concentra-
tions of 1 mg/ml or less and we also considered mixed so
tions where the C60 and C70 molecules may interact.

Since interaction between C70 molecules has been indi
rectly demonstrated by Mel’nikovet al.4 we shall attempt to
understand the essential features of this effect. First, it oc
for certain C70 concentrations, i.e., interaction between the
alone cannot be excluded. Second, the presence of tol
molecules helps to enhance the photoluminescence qua
efficiency of C70 ~taking into account the reduction in the C70

concentration when diluted with toluene!. Third, interaction
between C60 and C70 cannot be excluded from an analysis
our results.

Thus, we can conclude that an increase in the quan

FIG. 2. a — Relative intensity of the 693 nm photoluminescence b
~crosses and circles! and relative photoluminescence quantum yie
~squares! for initial solutions of C70 and C60 , and their mixtures; b —
relative photoluminescence intensity of the initial C70 and C60 solutions
when diluted with toluene.
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yield of C70 molecules in a toluene solution and also in
solution of mixed C60 and C70 may be caused by interactio
of the C70 molecules and also by the presence of solv
molecules and C60. That is to say, aggregates may exi
including mixed ones. The energies of these interactions
fairly low and are not reflected in the form and shape of
C70 photoluminescence spectra. From this we can infer th
the C60:C70 molecular ratio is of the order of 10:1, the com
position of the mixed aggregates changes, leading to a
stantial reduction in the quantum efficiency of the C70 pho-
toluminescence.

This work was carried out under the Russian Interbra
Scientific and Technical Program ‘‘Fullerenes and Atom
Clusters’’ as part of the ‘‘Polymer’’ Project.
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An analysis is made of critical perturbations which initiate the evolution of instability in a
monostable active medium described by a reaction–diffusion equation. A group-theoretical
analysis of the problem yields an analytic expression for the energy of the critical
perturbations. The results may be important for analyses of stability with respect to external
perturbations of a wide range of active media. ©1998 American Institute of Physics.
@S1063-7850~98!02711-6#
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The initiation of instability buildup in strongly nonequ
librium physical systems~active media! by external pertur-
bations is a threshold process.1 Perturbations of sufficiently
high energye.ec excite the buildup of instability in a me
dium, but the critical energyec depends on the spatial an
temporal extent of the perturbation.2 The most ‘‘dangerous’’
for active media are local and pulsed perturbations hav
the minimum critical energy.3 The action of a local pulsed
critical perturbation in a whole range of active media is d
scribed by the nonlinear reaction–diffusion equation

]u

]t
5Du1 f ~u!1ecd

D~r !d~ t !, ~1!

whereD5r 2(D21)(]/]r )r D21(]/]r ) is the radial part of the
Laplacian,r andt are the dimensionless coordinate and tim
D51, 2, 3 is the spatial dimension of the problem,d D(r )
5(kdr D21)21d(r ), kD is a geometric factor (k151, k2

52p, k354p), d(r ) is a delta function, andu can be the
temperature of the medium, the reagent concentration,
electric field, and so on, depending on the nature of the
sipative process~see Ref. 1 and the literature cited!. To be
specific, we shall subsequently takeu to be the temperature
The critical energyec and the nature of the nonlinear stage
instability evolution in these systems are completely de
mined by the form of the source functionf (u). For example,
for bistable systems~see Fig. 1, curve1! a perturbation with
e.ec can destroy the stable state of the mediumu5u1 and
transfer it to the metastable stateu5u3 ~Ref. 2!. Methods of
approximately calculatingec and its dependence on the p
rameters of the problem for this case have now been stu
in fairly great detail.2,3

However, in many situations the system loses bistabi
~the dissipation depends strongly on temperature, the dif
ential conductivity increases abruptly, and so on1,2!. The
qualitative form of the dependencef (u) for this case is given
by curve 2 in Fig. 1. In fairly general form the nonlinea
source functionf (u) may be written as4

f ~u!5aum~un2b!, ~2!

wherem, n, a, andb are arbitrary positive quantities andb
5u2

n . Such a medium is monostable~with a single stable
8991063-7850/98/24(11)/2/$15.00
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stateu5u150), and when the temperatureu exceeds the
thresholdu2 in a fairly large part of the medium, it under
goes runaway self-heating. This factor is responsible for
particular nature of the nonlinear stage of instability build
in a monostable medium.5 Group-theoretical concepts can b
applied to findec in this case.6,7 We shall assume that th
exponentsm andn are fixed anda andb are the controlling
parameters of the problem. Equations~1! and ~2! are then
invariant with respect to the variable transformation grou

t5L2pt8,

r 5Lpr 8,

u5Lqu8,

ec5Lq1Dpec8 , ~3!

a5L ~12m2n!q22pa8,

b5Lnqb8,

which comprise a group of expansions with the scale fac
L. The exponents of the scale factors of the expansion
determined by the invariance of Eqs.~1! and ~2! under the
transformation~3! so that the new~primed! variables satisfy
the same equations~1! and ~2!. This has the result that th
group of transformations~3! contains the free parametersL,
p, andq, which can have arbitrary values.

Physical reasoning indicates that the critical energyec in
Eqs.~1! and ~2! is only a function ofa andb: ec5F(a,b).
This relation should be invariant relative to the group tra
formation ~3!, i.e., ec85F(d8,b8) ~Ref. 8!. We shall seek a
solution in the formec}arbs ~Ref. 9!, where the exponentsr
ands need to be determined. We then have

ec /arbs5Lp~2r 1D !1q[ ~m1n21!r 112ns]ec8/a8rb8s ~4!

and from the condition of invarianceec /arbs5ec8/a8rb8s we
obtainp(2r 1D)1q@11(m1n21)r 2ns#50. Sincep and
q in Eq. ~3! are arbitrary, we obtain single-valued expre
sions for the exponents:r 52D/2, s5@12D(m1n
21)/2#/n. Thus, for the critical energyec we have

ec}a2D/2b[12D~m1n21!/2]/n. ~5!
© 1998 American Institute of Physics
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A coefficient of proportionality of order unity cannot be o
tained for formula~5! using group concepts. This must b
determined either by numerical calculations4 or by applying
additional reasoning.9,10 Thus, a group-theoretical analysis
Eqs.~1! and ~2! can yield a functional dependence ofec on
the controlling parameters for any dimensions of the pr
lem.

It follows from formula ~5! that as the threshold tem
peratureu25b1/n increases, the stability of a monostable m
dium with respect to external perturbations increases—
moderate values ofm andn the critical energyec increases
exponentially. We shall discuss this condition in greater
tail. This method of calculating the critical energyec can be
applied to active media whose specific heat and thermal c
ductivity depend strongly on temperature and which are
scribed by

uk
]u

]t
5¹~u l¹u!1 f ~u!1ecd

D~r !d~ t !. ~6!

Here we have¹(u l¹u)5r 2(D21)(]/]r )r D21u l(]u/]r ). By
applying the procedure described above to Eqs.~2! and ~6!,
we obtain for the critical energyec

ec}a2D/2b[k112D~m1n2 l 21!/2]/n. ~7!

These media typically exhibit so-called ‘‘peakin
regimes.’’11 In particular, when the condition

m1n2k.1 ~8!

FIG. 1. Typical dependence of the nonlinear source functionf (u) on u in
bistable~curve1! and monostable~curve2! cases.
-

-
r

-

n-
-

is satisfied, a ‘‘thermal explosion’’ occurs: the temperatu
of a fairly large, uniformly heated region of the mediu
~diffusion of heat from the boundaries is small compar
with dissipation inside the region! goes to infinity within a
finite time.11 It can be seen from formula~7! that in this case,
the dependence of the critical energyec on the threshold
temperatureu25b1/n changes substantially. For example, f

m1n2k.112/D1 l 1k~2/D21! ~9!

the energyec decreases exponentially with increasingu2,
i.e., the stability of the medium deteriorates with increas
threshold temperature. Note that condition~9! may be more
stringent than condition~8!. The physical meaning of the
correction in condition~9! is related to the local nature of th
heating of the medium by the external perturbation. The p
turbation energy is dissipated not only in heating and
panding the hot-phase region (u*u2) but also in the diffu-
sion of heat from its boundaries. The rapid increase in
specific heat (;uk) and the thermal conductivity (;u l) im-
pede the formation of a region of hot phase sufficient
initiate the buildup of instability.

The author is grateful to N. A. Buznikov for useful dis
cussions of the results.
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An investigation was made of the influence of high-temperature annealing in vacuum on the
optical homogeneity of LiNbO3 single crystals. It was observed that the residual light transmission
decreased appreciably and the temperature dependence of this parameter almost completely
disappeared. ©1998 American Institute of Physics.@S1063-7850~98!02811-0#
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Lithium niobate crystals are widely used in optoelectro
ics. It is therefore of particular interest to study the propert
of this crystal exposed to various types of treatment in or
to improve its optical properties. The conventional meas
of the optical quality of lithium niobate crystals is taken to
the residual light transmission in crossed polaroids wh
light propagates along the polar axis.1 In general, the pres
ence of a residual light flux and its variation with tempe
ture are a negative factor in the operation and fabrication
lithium-niobate optoelectronic elements. We reported earl2

that changes in the composition of lithium niobate, especi
from congruent to stoichiometric, lead to changes in the
tivation energy of the process responsible for the variation
the residual light flux with temperature. In stoichiometr
crystals the main process responsible for the behavior
namics of the optical inhomogeneity is the conductiv
caused by the presence of oxygen vacancies.3

In view of this, it is meaningful to investigate the influ
ence of reduction and subsequent recovery on the temp
ture dependence of the residual light flux in lithium nioba
crystals using the technique described in Ref. 4, since
treatment should alter the concentration of oxygen vacan
in the bulk of the crystals.

The ideas put forward by Blistanovet al.1 and developed
by us in Ref. 2 form the theoretical basis of this work.

The samples were congruent crystals and crystals w
had undergone vapor transport equilibration~VTE! treatment
to change their composition from congruent
stoichiometric.4 The samples were reduced in vacuum
600 °C for 40 min and turned a faint gray color. Recove
took place at the same temperature for 2 h until the co
disappeared.

The residual light transmission as a function of tempe
ture for nominally pure congruent LiNbO3 contains peaks
~Fig. 1!, which is consistent with earlier results. This is
consequence of at least two processes which influence
screening of the fields of charge defects in the bulk of
crystal: screening of internal electric fields by thermally a
tivated charge and migration of these charges in the direc
of the polar axis as a result of the incipient pyrofield. In th
case, the top of the peak can be treated as the equilib
point between these processes. The increase in the res
9011063-7850/98/24(11)/2/$15.00
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light transmission involves descreening of defects wh
charges are attracted by the pyrofield, while an increas
the concentration of thermally activated charge on scales
quired to screen both the charged defects and the influenc
the pyrofield causes a reduction. The residual light transm
sion decreases exponentially with temperature, as follo
from the proposed model, which confirms the assumpti
made. The activation energy for screening of the inter
electric fields by the thermally activated charge can be c
culated from the descending section.

As we know, electron motion via oxygen vacancies w
activation energies up to 0.5 eV plays an important role
the screening of the internal electric fields.7,8 According to
our measurements,9 an increase in the concentration of ox
gen vacancies during reduction may enhance the role of
mechanism and increase the screening of the internal ele
fields.

We have established that the temperature dependenc
the residual light transmission for VTE samples has t
peaks~Fig. 2!. In our view, this suggests that in these cry
tals there are two main thermal activation processes for
screening of the internal electric fields, having different a
tivation energies. For congruent crystals the temperature
pendence of the residual light transmission has a single p
but after reduction and recovery, two extrema can be ide
fied. For both the VTE and the congruent reduced crys
the residual light transmission has almost no temperature
pendence within experimental error and the values are c
siderably lower.

We estimated the activation energy of the processes
sponsible for the disappearance of the residual light tra
mission from the descending sections of its temperature
pendence using a technique described in Ref. 2. Th
energies are 0.62 and 0.7 eV at heating rates of 3 deg/min
the congruent crystal and 0.51, 0.21, and 0.3 eV for the V
sample at a heating rate of 3 deg/min. The activation ene
corresponding to the descending section after the first p
on the temperature dependence of the residual light trans
sion for a congruent crystal after reduction and recovery
0.91 eV.

In order to identify the carriers involved in these pr
cesses, we used the cation substitution model put forward
© 1998 American Institute of Physics
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Nassau and Lines,5 according to which the main type of de
fects for congruent lithium niobate crystals are lithium v
cancies. As the crystal composition approaches stoic
metric, some oxygen vacancies may appear. Naturally,
crystal also contains other types of defects, which expla
the appearance of two~rarely three! rectilinear sections on
the descending section of the curves ln@I' /Ii#(1/T). Volk
et al.6 discuss the participation of these defects as elec
trapping centers in charge transport in LiNbO3. Screening of
the internal electric fields by means of electron motion
deep trapped levels associated with oxygen vacancies is
likely responsible for the appearance of the second pea
the temperature dependence of the residual light trans
sion.

These conclusions were confirmed in the experime
using reduced samples. Reduction leads to the appearan
a large number of oxygen vacancies, which results in alm
complete screening of the internal electric fields by th
oxygen vacancies. When reduced congruent samples ar
nealed in open air, the initial properties recover but some
the oxygen vacancies produced during reduction are
tained, which gives rise to the second peak on the temp
ture dependence of the residual light transmission for
reduced samples. Only a single peak was identified for
recovered VTE samples.

We have established that for both congruent and VT
treated crystals thermal treatment in vacuum causes the
perature dependence of the residual light flux to disapp
almost completely in the range 20–200 °C and reduces
residual light transmission by more than an order of mag

FIG. 1. Residual light transmission versus temperature for congru
LiNbO3 crystals: nominally pure~1!, reduced~2!, and recovered~3!.
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tude. This confirms that the presence of oxygen vacancie
the bulk of lithium niobate has a substantial influence on
behavior kinetics of the optical inhomogeneity of LiNbO3

crystals.
Annealing reduced crystals in open air almost co

pletely restores the initial properties of the crystals. The te
perature dependence of the residual light transmission for
congruent crystals has two peaks whereas that for the V
samples has only one.

This work was carried out under Project No. 97–02
16600 of the Russian Fund for Fundamental Research.
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Spectrum of phase noise in the Dulkyn pentagonal ring interferometer and test
experiments to detect a weak periodic signal
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Results of the first long-term experiments using a pentagonal interferometer are described. These
experiments were used to refine the detection of a given simulated signal against a noise
background. ©1998 American Institute of Physics.@S1063-7850~98!02911-5#
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As part of work on the Dulkyn project to detect period
gravitational radiation,1,2 a group at the Joint Experimenta
Laboratory of Gravitational-Optical Research built, set u
and successfully tested a pentagonal two-loop ring laser
terferometer operated in a passive mode.3

Since December 1997, the pentagonal interferometer
been used to carry out several series of continuous long-
experiments~up to eight days each! which allowed us to
study its phase noise spectrum in the pentagonal interfer
eter at frequencies between 1025 and 1021 Hz. These experi-
ments were also used to refine the detection of a given p
odic ~simulated! signal against the background of real pha
noise, while the phase difference of the interfering bea
was stabilized by a servosystem.4

This extremely low-frequency range, not normally us
for interferometer research, was selected because the Du
project is aimed at the detection of periodic gravitation
radiation from double relativistic astrophysical objec
which emit gravitational waves in this frequency range. F
this reason, a phase modulator, used to simulate the dete
signal, was inserted in the signal loop of the pentagonal
terferometer.

1. SPECTRAL DENSITY OF THE NOISE

The stabilizing servosystem was an analog-digital dev
using a computer which controlled the stabilization proc
according to a specially developed universal program. T
main component of the servosystem was a special ph
modulator4 consisting of a combination of thin dielectri
plates which could be turned through small angles about
vertical axis under computer control. The phase modula
could minimize the amplitude of the phase difference flu
tuations F(t) in the interference pattern to better tha
F051022 rad ~the ‘‘stabilization threshold’’!.

From the theoretical point of view, the change in t
phase difference in the interference field may be given b

F~ t !5w~ t !1ws sin~Vst !1C~ t !, ~1!

where the first term in the sum is the unreduced phase n
w(t) of the interferometer which can be observed when
stabilizing servosystem is disconnected. The second term
given periodic change in phase, which simulates the us
9031063-7850/98/24(11)/3/$15.00
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signal of amplitudews and frequencyVs . The third term
describes the controlled phase changes introduced by
phase modulator of the servosystem for the error signal.
us assume that maxuw(t)u is the upper threshold of the unre
duced noise in the interferometer. The stabilizing system
fix the sum j(t)5w(t)1CPM(t) at the level uj(t)u<F0,
where the upper threshold for the reduced noisej(t) is sev-
eral orders of magnitude lower than maxuw(t)u.

The spectral density of the fluctuations of the unreduc
phase noiseSw(n)5F@^w(t)w(t1t)&#, where ^w(t)w(t
1t)& is the autocorrelation function andF@ . . . # is the
Fourier transformation operator, is related to the simi
function Sj(n) for the reduced noise by

Sj~n!5
Sw~n!

~11K~n!!2
,

whereK(n) is the gain in the feedback circuit.
Figure 1 gives the spectral densities of the amplitude

the unreduced noisew̃(n)5ASw(n) ~curve 1! and the re-
duced noisej̃(n)5ASj(n) ~curve2! plotted against the fre-
quencyn, calculated using the experimental data.

It can be seen that the unreduced interferometer n
has a spectrum characteristic of flicker noise and may
approximated by the functionw̃(n).w̃0n0 /n with the pa-
rametersn051025 Hz and w̃0553102 rad/AHz. The re-
duced noise in the frequency range between 1025 and
1021 Hz is fairly accurately approximated by white nois
j(n).j05531023 rad/AHz. The gainK(n) for this fre-
quency range can be given asK(n).w̃0n0 /j0n21.

2. SEPARATION OF THE SIGNAL FROM THE NOISE

Since the frequency of the gravitational waves emit
by double relativistic astrophysical objects such as P
J153711155 is known with a high degree of accuracy, t
very familiar cumulative adaptive comb filter can be used
separate the signal from the noise in the Dulkyn detecto1,2

The operating principle of the filter, which is in man
respects similar to the well-known multichannel multiple
ing method, is as follows. The period of the required sig
Ts52p/Vs is divided into M time intervals of duration
Dt5Ts /M . Then, during a single periodTs of the signal at
© 1998 American Institute of Physics
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FIG. 1. Spectral density of the amplitude of th
phase noise~stabilizing system:1 — switched off,
2 — switched on.!
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timestm5mDt (m50,1,. . . ,M ) measurements are made
the phasesFm5F(tm) which are numbered and entered in
specific computer memory locations. During the next sig
period the procedure is repeated and the results of the m
surements are added to the appropriate locations. Ultima
after N acquisition periods we will have

Fm5(
j 51

N

F~ tm j!, tm j5S m

M
1 j 21DTs . ~2!

Substituting Eq.~1! into Eq. ~2!, we formally obtain at
the filter output

Fm5Nws sinS 2p
m

M D1(
j 51

N

j~ tm j!. ~3!

The first term of the sum in Eq.~3! is the coherently
acquired signal whose amplitude isN times larger than tha
of the initial signalws . Sufficient caution must be exercise
when estimating the second term of the sum.

In the absence (ws50) of any useful signal in Eq.~1!
the quantityj(t) is a random stochastic function, since t
stabilizing system ‘‘works on’’ the random intrinsic interfe
ometer noisew(t) and thus the second term of the sum
Eq. ~3! will increase asAN.

In the presence of a periodic signal (wsÞ0), two vari-
ants are possible: either the signal amplitudews is so small
that the stabilizing servosystem does not sense its pres
and thenj(t) is a random quantity as before or, if the sign
amplitude is fairly large, the stabilizing servosystem beg
to ‘‘work’’ and a regular component appears inj(t) which is
responsible for compensating for the signal. In the first ca
the second term of the sum in Eq.~3! will increase asAN,
and after a sufficient number of signal periods the first te
of the sum exceeds the second, i.e., the useful signal wil
detected. In the second case the useful signal cannot be
rated from the noise.

These experimental investigations have shown tha
the Dulkyn two-loop pentagonal interferometer the stabi
ing system does not destroy the useful periodic signal if
amplitude is at least two orders of magnitude below the
bilization thresholdF0. Figure 2 shows typical results for th
operation of the filter for a signal of amplitudews51024 rad
l
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and frequencyvs51.4603022 Hz. In the three diagrams in
Fig. 2 the points indicate the values ofFm (M53185) and
the solid curve characterizes the given signal. In the up
and middle diagrams the acquisition period was exactly
same as the signal period, whereas in the lower diagra

FIG. 2. Experimental results using the cumulative adaptive comb filter.
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corresponded to the frequencyV51.46131022 Hz. It can
be seen from Fig. 2 that when the number of signal peri
wasN59230 and the frequency corresponded to that of
detected signal, it could be reliably separated~see middle
digram! from noise whose maximum amplitude is two orde
of magnitude greater than the signal amplitude~see upper
diagram!. When the signal amplitudews approaches the sta
bilization thresholdF0, the useful signal was destroyed an
the result of its acquisition was similar to the lower diagra
in Fig. 2.

3. CONCLUSIONS

1. The curve giving the spectral density of the pha
noise reduced by the stabilizing servosystem of the Dul
pentagonal interferometer shows no anomalous increas
frequencies close to zero; the behavior of the curve at
quencies below 1 Hz is typical of white noise and in th
sense differs fundamentally from the unboundedly increas
spectral curves typical of long-base laser-interferome
gravitational wave detectors.
s
e

e
n
at

e-

g
r

2. The servosystem for stabilizing the phase differen
of the interfering beams in the Dulkyn pentagonal interf
ometer does not destroy the periodic useful signal until
stabilization threshold is two~or more! orders of magnitude
higher than the amplitude of the useful signal. In this ca
the cumulative adaptive comb filter filter can reliably sep
rate the periodic useful signal from the noise.
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