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Abstract of the Dissertation 
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Methods 

 
By 

Xu Han 

Doctor of Philosophy 

in 

Mechanical Engineering 

Stony Brook University  

2010 

 Structured light systems have been used in increasingly more applications for 3D 

shape measurement due to their fast measurement speed, good accuracy, non-contact 

characteristic, and portability. This dissertation is focused on improving the performance 

of the 3D shape measurement systems based on digital fringe projection, phase shifting 

and stereovision techniques. New camera and projector models and calibration 

algorithms as well as a novel system design based on a combined phase shifting and 

stereovision method are introduced. 

 The first part of this dissertation introduces systems based on digital fringe 

projection and phase shifting techniques. In this research, a color fringe pattern is 

generated by software and projected onto the object being measured by a digital-light-

processing (DLP) projector working in the black and white (B/W) mode. The fringe 

images are captured by a high speed CCD camera, which is synchronized with the 
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projector by software. The 3D model is reconstructed by using every three consecutive 

fringe images. 

 The previously developed linear calibration method does not take lens distortion 

into consideration and as a result, has very limited measurement accuracy. In this 

research, the effect of lens distortion on both the camera and projector is modeled based 

on careful calibration. Radial and tangential distortion parameters of different orders are 

analyzed and the right combination of parameters is chosen to provide an optimal 

performance. Experimental results show that the measurement accuracy has been 

improved by more than 75 percent (the RMS from 1.4 mm to 0.35 mm) after the 

implementation of the proposed nonlinear calibration method. 

 The proposed nonlinear calibration method is implemented in the real-time 

system to achieve higher accuracy. To enhance the performance of the system, a new 

real-time system is designed and experimented, which achieves a maximum speed of 60 

Hz. A quality map guided phase unwrapping algorithm is developed as well to address 

the phase ambiguity problem of the previous phase unwrapping algorithm. As a result, 

phase unwrapping errors caused by discontinuous features are eliminated in most cases, 

thus significantly enhance the reliability of the system. 

 In the second part of this dissertation, a novel design, which combines the phase 

shifting and stereovision techniques, is proposed to eliminate errors caused by inaccurate 

phase measurement, for example, periodic errors due to the nonlinearity of the projector’s 

gamma curve. This method uses two cameras, which are set up for stereovision and one 

projector, which is used to project phase-shifted fringe patterns onto the object twice with 

the fringe patterns rotated by 90 degrees in the second time. Fringe images are taken by 
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the two cameras simultaneously, and errors due to inaccurate phase measurement are 

significantly reduced because the two cameras produce phase maps with the same phase 

errors. One side effect of this method is that the projector calibration is not necessary, 

which simplifies the calibration of the entire system.  

 The use of a visibility-modulated fringe pattern is proposed as well to reduce the 

number of images required by this combined method. This new fringe pattern is 

sinusoidal in the horizontal direction as in a conventional fringe pattern, but is visibility-

modulated in the vertical direction. With this new pattern, we can obtain the phase 

information in one direction and fringe visibility information in the other direction 

simultaneously. Since no pattern changing is necessary during the image acquisition 

process, the image acquisition time can be reduced to less than half of the time previously 

required, thus making the measurement of dynamically changing objects possible. 

  A color system is designed to further improve the speed of this system. Color 

cameras and color projector are introduced in this system. By utilizing these color 

devices, one color fringe image is sufficient to reconstruct a 3D model instead of three 

black and white fringe images. The three phase shifting fringe patterns are encode into 

the R, G and B channels of the color pattern which is projected onto the object. And the 

color fringe images taken by color cameras can be separated into three black and white 

images. By using this technique, we can further improve the speed of the structure light 

system, and the system will be more resistant to fast moving objects. 

 Finally, a portable 3D measurement system based on the combined phase shifting 

and stereovision method is proposed, which can be used to measure large objects. During 

the whole measurement procedure, the projector is used to project a visibility-modulated 
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fringe pattern on the object and is relatively fixed to the object. The cameras are moved 

to as many positions as needed to capture local views. These local views can then be 

transformed into the same global coordinate system to form the whole 3D model of the 

big object which can not be measured by one take. 
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Chapter 1 Introduction 

 In recent years, 3D shape measurement techniques have found wide applications 

in manufacturing, on-line inspection, biomedical engineering, entertainment, quality 

control, reverse engineering, etc [1]. Real-time 3D shape measurement, as a new 

technology breakthrough in this area, has even more potential applications in many areas 

due to its capability of measuring moving objects [2]. This dissertation presents a major 

effort in improving the performance of 3D shape measurement systems mainly based on 

digital fringe projection, phase shifting and stereovision techniques. A novel nonlinear 

calibration method is developed and utilized in the real-time system to achieve high-

accuracy, real-time 3D shape measurement. Systems based on a combined phase shifting 

and stereovision technique is designed as well to eliminate systematic errors. Finally, this 

combined technique is used in a portable system which can be used for measurement of 

large size objects. 

1.1 Applications and Motivations 

1.1.1 Medical system 

 3D measurement systems can help in automatic medical systems, for example, 

laser debridement system. Traditionally, doctors need to operate the system and do all the 

tedious works themselves to scan the whole wounded areas line by line with a laser head. 

This repeating work can be highly automated by integrating a real-time 3D sensor to 
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track the motion of human bodies and locate the wounded areas with 2D image 

processing and 3D information. The laser head can be calibrated with the 3D sensor, and 

can communicate with the 3D sensor to obtain the current coordinates for scanning and 

scan the arrears automatically, such that releases the doctors from the tedious work and 

achieve a higher reliability. 

1.1.2 Computer graphics and entertainment 

 Computer animation which is widely used in entertainment industry is 

increasingly generated by means of 3D computer graphics. 3D models of real world 

objects and human beings are created when making films and video games. 3D 

measurement system can help to generate 3D models in an easier way, provide higher 

resolution and make the models more realistic. Motion data sequences such as human 

being’s body language, postures and facial expressions can also be recorded by real-time 

3D measurement systems. These raw data can then be transmitted onto the digital 3D 

model to imitate human beings’ behaviors.  

1.1.3 Recognition 

 Current facial recognition and speech recognition techniques are mostly based on 

2D image processing. However, a main problem of these techniques is that 2D images 

provide different features when the images are taken from different perspectives. 3D 

techniques are more stable in this aspect that, regardless of the perspectives, the final 3D 

models consist in features. Thus, more accurate and more stable recognition results are 
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accomplishable by using 3D sensors which provide both 2D images and the 

corresponding 3D geometries. 

1.1.4 Robotic vision 

 3D sensors can also be built in assistive robotic systems such as rescue robots to 

obtain the surrounding features and structures [3]. With the information provided by 3D 

sensors, robot navigation can be realized in cluttered dusty environment like urban search 

and rescue tasks. Victim identification can also be achieved by human gesture 

recognition and human emotional state classification with 3D shape information.  

1.2 Related Works 

 Traditional Coordinate Measuring Machines (CMMs) are point-by-point 

measuring systems. CMMs can not meet all the demands of 3D shape measurement 

because they are usually slow and can cause potential damage to object surfaces. With 

the latest development of technologies in digital imaging, digital video projection, and 

digital image processing, vision-based optical metrology techniques are being utilized 

more and more extensively. Many methods have been developed based on the 

stereovision, photogrammetry, time-in-flight, interferometry, and various types of coded 

structured light techniques, etc. The stereovision method and structured light method 

based on a phase shifting technique are mainly used for this dissertation research.  

 In this section, we will give an overview of several well-known optical metrology 

techniques as mentioned above and will introduce structured light techniques with more 

details. We will also include some related works involving real-time system, calculation 
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of absolute phase value, camera models and calibration, and approaches for full body 

measurement. 

1.2.1 Optical 3D measurement techniques 

1.2.1.1 Stereovision 

 Stereovision is one of the most studied techniques [4], in which two cameras take 

pictures of the same scene, but separated by a distance - simulating the human eyes. It is 

widely used in mobile robotics for obstacles detection and navigation. By comparing the 

two images, the best match parts are used to calculate the distance. However, finding the 

homologous points is a challenging problem and computationally expensive. Several 

techniques have been developed to provide more efficient and faster stereo matching, 

such as multi-resolution techniques and correlation based techniques [5]. The stereo 

matching problem is also brought into time domain by a technique called space-time 

stereo to reduce matching ambiguity [10]. 

1.2.1.2 Time-of-flight 

 The time-of-flight method measures the time that it takes for a particle or object to 

reach a measurement sensor while traveling over a known distance [11]. Time-of-flight 

based systems have the advantages of real-time, robust, and capable of operating over 

very long distances. However, this kind of system usually has a limited resolution of 

millimeter. High-resolution techniques were also reported can achieve submillimeter 

resolution [12]. In addition, typical resolution of time-of-flight cameras is usually no 

more than 320×240, which is much lower than modern cameras.   

http://en.wikipedia.org/wiki/Mobile_robot
http://en.wikipedia.org/wiki/Robotics
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1.2.1.3 Photogrammetry 

 Photogrammetry technique, which typically employs stereo technique for 3D 

measurement, can provide a very high accuracy as one part in 100,000 or even 1,000,000 

[16]. The reconstruction is usually implemented by a least square procedure based on the 

principle of bundle adjustment [17], [18]. This principle can be used to realize system 

self-calibration [19], in which case, the 3D coordinates and the system parameters are 

determined at the same time. However, in a typical photogrammetry system, markers are 

required to be placed at various locations of the object surface. The concept of virtual 

landmarkers was proposed by G. Notni, et al [22], to solve this problem, which 

eliminated the need of physical markers by using an extra connecting camera relatively 

fixed to the object. The phase values of the pixels in the connecting camera were used as 

the virtual landmarkers. Some other methods such as defocusing, scaling and shading are 

also used for photogrammetry technique. 

1.2.1.4 Laser scanner 

 Laser scanners are active scanners which employ either time-of-flight technique 

or triangulation relationship in optics. The triangulation laser scanner emits a laser on the 

object and utilizes a camera to track the laser dot location. Depending on the distance 

between the laser emitter and the object, the laser dot appears at different places in the 

camera’s field of view. The so called triangulation relationship is referring to the triangle 

formed by the laser dot, the camera and the laser emitter. In order to speed up the 

acquisition process, a laser stripe, instead of a single laser dot, is often used and swept 

across the object. Triangulation laser scanners usually have a very high measurement 
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frequency of 40 kHz or higher [23], [24]. The typical measurement range is ±5 to ±250 

mm, and the accuracy is about 1 part in 10,000.  

1.2.1.5 Moiré 

 Moiré technique has been widely applied as a noncontact method for 3D shape 

contouring [25]. Moiré fringes are formed by the superposition of two gratings. 

According to the principle used, Moiré technique can be classified into projection moiré 

and shadow moiré [33], [34]. The key to the former method is two separated gratings, one 

is a master grating and the other is a reference grating. In the latter method, only one 

grating is used. However it is usually difficult to apply it for the measurement of large 

objects. 

 Snap shot or multiple image moiré systems have been developed for overcoming 

environmental perturbations, increasing image acquisition speed, and employing phase 

shift methods for the fringe pattern analyzing. Multiple moiré fringe patterns with 

different phase shifts are acquired simultaneously using multiple cameras or image-

splitting methods [35]. The typical measurement range of the phase shifting moiré 

method is from 1 mm to 0.5 m with the resolution at 1/10 to 1/100 of a fringe [38]. 

1.2.1.6 Other techniques 

 Other widely used and well studied optical 3D measurement techniques include 

interferometry [39], Laser Speckle Pattern Sectioning [42], shape from shading [45], 

shape from focus/ defocus [46], [47] and structured light techniques, which are employed 

in this research and introduced in details in the following section. 
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1.2.2 Structured light techniques 

 Structured light technique is an active triangulation technique for measuring the 

3D shape of an object by using projected light patterns and a camera system. It is similar 

to the stereovision technique, except that one of the cameras is replaced by an image 

projection device [48]. Although many other variants of structured light projection are 

possible, patterns of parallel stripes are widely used. By projecting a coded fringe pattern 

onto a 3D shaped surface, the depth information is encoded in the deformed fringe 

pattern. The shape of the surface can be directly decoded from the deformed fringe 

pattern images taken by an image acquisition device [1].  

 The most well-known structured light technique is phase shifting technique, for 

example, three-step phase shifting technique [49] used in this research. For real-time 3D 

shape measurement, a three-step algorithm is the optimal choice because it requires the 

minimum number of fringe images. In most cases, three fringe patterns with 120 degrees 

phase shift to each other are projected onto the object by a projector. At the meanwhile, a 

camera which is calibrated with the projector is used to grab fringe images of the object. 

Then a phase map, which is used to decode the 3D shape, can be calculated from every 

three fringe images by phase wrapping and unwrapping algorithms. The details of three-

step phase shifting technique will be exposed in Chapter 2. 

 Binary coding is another well-known technique which extracts depth information 

by projecting multiple binary coded structured light patterns [52], [53]. In this technique, 

only two illumination levels, 0 and 1, are commonly available. Multiple stripe patterns 

are projected, and for every pixel its corresponding value in each image is either 0 or 1. A 

codeword composed of 0s and 1s is obtained for every pixel when the projection 

http://en.wikipedia.org/wiki/Structured_light
http://en.wikipedia.org/wiki/Camera
http://en.wikipedia.org/wiki/Structured_light
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sequence is completed. 3D shape information can be retrieved based on decoding the 

codeword. This technique is robust to noise. However, the resolution cannot be very high. 

In order to increase resolution more patterns could be projected which, in another aspect, 

increases the acquisition time. In general this method is not suitable for high-resolution 

real-time measurement. 

 Techniques of multi-level grey coding are developed, in which multiple intensity 

levels are used to reduce the number of required fringe patterns. References can be found 

in [54]. The N-ary methods significantly reduce number of fringe images; however, they 

usually require additional threshold references to obtain high resolution. Binary code 

technique is actually a special case of N-ary code when N equals 2.  

 Methods using color-encoded fringe patterns have been proposed for high speed 

measurement by reducing the required number of fringe images, since a single color 

image includes more information than a single grey level image. Harding proposed a 

color encoded moiré technique that can reconstruct the 3D shape by a single snapshot 

[58]. Zhang and Curless developed a color structured light technique, which projects a 

pattern of stripes with alternating colors and can recover the 3D shape from one or more 

images [59]. Jeong and Kim presented a color grating projection moiré method, which 

can perform 3D contouring with only a single operation [60]. Huang et al. proposed a 

color phase shifting method, in which three phase-shifted fringe patterns are encoded in 

the Red, green, and blue channels to form a color fringe pattern [61]. Since only one 

single color fringe image is sufficient for 3D reconstruction, this technique significantly 

increases the measurement speed. However, due to phase errors caused by the use of 

color, the achieved measurement accuracy was limited. Pan et al. continued the work by 
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introducing both hardware and software based methods to reduce phase errors caused by 

the use of color [62]. Significant improvement was achieved, but the results were still not 

ideal. 

 There are various other structured light techniques have been developed and 

reported, such as the use of Fourier transform [63], [64], intensity ratio [65], [66], random 

patterns [67], trapezoidal phase shifting patterns [68], etc. 

1.2.3 Real-time system  

 Real-time 3D shape measurement technique is attracting increasingly more 

attention in the research community lately due to its ability of capturing the 3D shapes of 

moving objects. So far a number of approaches have been proposed, which can be 

classified into two basic categories: single-pattern-based techniques and multiple-pattern-

based techniques. Single-pattern-based techniques, as the name suggests, use only one 

pattern for 3D shape acquisition. This kind of methods usually use color pattern [58][69], 

as well as Furious transform [70].   As for multiple-pattern-based techniques, multiple 

patterns are switched quickly so that images of these patterns can be taken in a relatively 

short time period [2][71], [72]. Obviously, single-pattern techniques have the advantage 

of higher achievable measuring speed. However, multiple-pattern techniques usually 

provide better resolution.  

1.2.4 Camera model and calibration 

 A proper calibration of elements used in any structured light system is the key to 

accurate 3D reconstruction [73]. Methods based on different approaches have been 
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developed, such as absolute phase [74], bundle adjustment [19][75][76] and neural 

networks [77], etc. For any structured light system that uses cameras and projectors, lens 

distortion, especially the radial distortion, is a common issue. It has to be dealt with if 

more accurate measurement is to be made. Elaborate lens distortion models with high 

order terms have been investigated in many cases [78]. However, a lens distortion model 

with only two radial terms is usually sufficient. In most cases, the lens distortion is 

actually dominated by the first radial component [81], [82]. A novel calibration method is 

developed by Zhang and Huang. In this method, the projector is treated as a camera, and 

the calibration procedure is much simplified [83]. A nonlinear calibration based on this 

technique is further developed by Huang and Han [84]. 

1.2.5 Approaches to measure 360 degree shape of objects 

 To measure objects with large sizes or conduct 360 degree measurement, either a 

single system taking measurements sequentially at different locations or multiple systems 

taking measurements simultaneously from different positions are necessary [1]. Once 

these measurement data or local views are obtained, a registration method is used to 

transform these local views from their own coordinate systems to a global coordinate 

system and then stitch them together to form a complete 3D model [85], [86]. 

 Several approaches could be used to determine the transformations between the 

local views. One is to have the system fixed on a high accuracy mechanical positioning 

system, which is quite straightforward [87], [88]. However, such a system usually 

requires equipment with a high cost in order to achieve high accuracy. Another approach 

is photogrammetry, which can provide a high accuracy without the need for expensive 
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equipment [89]. However, in a typical photogrammetry system, markers are required to 

be placed at various locations of the object surface. During the measurement, every local 

view needs to include some of these markers to establish its relationships with its 

neighboring views. The use of physical markers makes the procedure time-consuming 

and complex. To solve this problem, G. Notni proposed the concept of virtual 

landmarkers [22], which eliminated the need of physical markers by using an extra 

connecting camera. Multiple cameras and projectors are used in his system and the 

bundle adjustment technique is used to obtain the system parameters and objects 

coordinates simultaneously.  

1.3 Objectives 

 This dissertation research is focused on improving the performance of the 3D 

shape measurement systems based on digital fringe projection, phase shifting and 

stereovision techniques. Some issues need to be addressed in order to make these 

methods even more accepted. The objectives of this research are listed as following: 

1) Employ a nonlinear calibration method for cameras and projectors used in the phase 

shifting system to reduce the error caused by lens distortion. 

2) Implement the nonlinear calibration method, absolute phase calculation, quality map 

guided phase unwrapping algorithm and new-generation high speed cameras in the 

real-time system to simplify the system setup and build up a new real-time 

measurement system with higher speed and better accuracy.  

3) Develop new systems based on a combined phase shifting and stereovision method to 

eliminate the errors caused by the projector’s nonlinear gamma curve. Realize the 
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measurement of moving objects by applying a novel visibility-modulated fringe 

pattern. 

4) Develop a system composed of color devices and use color visibility-modulated 

fringe pattern to achieve further improve the measurement speed. 

5) Develop a system for large objects measurement based on the combined phase 

shifting and stereovision method. 

1.4 Dissertation Structures 

 Chapter 2 introduces the basic theory of three-step phase shifting technique and 

describes the setup of a typical 3D shape measurement system based on this technique. 

This chapter also introduces the linear calibration method previously developed, which is 

the basis of the nonlinear calibration method.  

 In Chapter 3, some fundamental concepts of lens distortion are first introduced. 

Then a nonlinear camera calibration method is proposed, followed by a nonlinear 

projector calibration method. The results on the measurement accuracy achieved by both 

the linear and nonlinear calibration methods are compared. 

 Chapter 4 describes the implementation of the nonlinear calibration method in 

real-time measurement system. This chapter describes a new method for obtaining the 

absolute phase information. As a result, the proposed nonlinear calibration method can be 

utilized in the real-time measurement system to significantly improve the accuracy of the 

system. This chapter also introduces the next-generation real-time system, which has a 

3D shape acquisition speed of 60 Hz. 

 Chapter 5 introduces a new quality map guided phase unwrapping algorithm, 

which is designed to eliminate phase unwrapping ambiguities. The chosen quality map 
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and the new flood-fill algorithm is evaluated and some improved phase unwrapping 

results are presented.  

 Chapter 6 introduces a new method based on a combined phase shifting and 

stereovision technique to eliminate the phase errors caused by the projector’s nonlinear 

gamma curve. Two cameras are set up for stereovision, and the projector is used to 

project fringe patterns for stereo matching. Since the two cameras produce phase maps 

with the same phase error, systematic errors are significantly eliminated. The use of a 

new designed visibility-modulated fringe pattern is also proposed to reduce the required 

number of fringe images, so that the system can be used to measure moving objects. 

 In Chapter 7, a color system based on the combined phase shifting and 

stereovision technique is proposed to further improve the speed of this system. Color 

cameras and color projectors are utilized in this system. The special issues, such as color 

imbalance and color coupling, are dealt with by proper methods. Measurement results of 

both static and dynamic objects are compared with the results taken by the black and 

white system and the traditional phase shifting system.  

 Chapter 8 proposes a portable 3D measurement system based on the combined 

phase shifting and stereovision method which can measure large objects. This system is 

very simple in structure, and the only mobile part is the two cameras connected by a light 

metal frame which is easy to handle. Efficient registration method is designed for quick 

and accurate 3D model generating. 

 Chapter 9 presents the conclusions of this research and discusses the future works. 
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Chapter 2 3D Shape Measurement Based on the Phase Shifting 

Technique  

2.1 Phase Shifting Technique 

 The phase shifting technique used in this research has its root in phase shifting 

interferometry (PSI), which is a fringe analysis method widely used in optical metrology. 

PSI simply records a series of interferograms, in which the wavefront phase is encoded, 

while the interferometer reference phase is changed and recovers the phase just by a 

point-by-point calculation. The need to locate the fringe centers is thus discarded, 

simplifying fringe analysis and improving its accuracy. PSI has been widely known by 

many names including phase measuring interferometry, fringe scanning interferometry 

and real-time interferometry. But all of them describe the same basic technique. 

2.1.1 Fundamental concept 

 The fundamental concept behind PSI is the introduction of a time-varying phase 

shift between the reference wavefront and the test wavefront in the interferometer. As a 

result, a time-varying signal, in which the relative phase between the two wavefronts is 

encoded, is produced at each measurement point in the interferogram [51] [90]. 

 The reference and test wavefronts in the interferometer can generally be 

represented by the following expressions: 

)](),([),(),,( tyxi
rr

reyxatyxw δφ −=    2.1 
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and 

),(),(),( yxi
tt

teyxayxw φ=     2.2 

where ),( yxar  and ),( yxat are the wavefront amplitudes, ),( yxrφ  and ),( yxtφ  are the 

wavefront phases, and )(tδ  is a time-varying phase shift introduced into the reference 

beam. The resulting intensity pattern is 

         
2

),(),,(),,( yxwtyxwtyxI tr +=    2.3 

or 

)](),(),(cos[),("),('),,( tyxyxyxIyxItyxI rt δφφ +−+=   2.4 

where I'(x,y) = ar
2(x, y) + at

2(x,y) is the average intensity and ),(),(2),(" yxayxayxI tr=  

is the fringe or intensity modulation. If we define ),( yxφ to be the wavefront phase 

difference ),(),( yxyx rt φφ − , we obtain 

           )](),(cos[),("),('),,( tyxyxIyxItyxI δφ ++=   2.5 

which is the fundamental equation for PSI. This result can be illustrated by plotting the 

intensity as a function of )(tδ , as shown in Figure 2.1. The constant term ),(' yxI is the 

intensity bias, ),(" yxI is half the peak-to-valley intensity modulation, and the unknown 

phase ),( yxφ is related to the temporal phase shift. 
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Figure 2.1: The variation of intensity with the reference phase. 

 

2.1.2 Three-step algorithm 

 All of the commonly used algorithms for PSI share the same characteristic: a 

series of interferograms are recorded as the reference phase is varied. The wavefront 

phase is then calculated at each point as the arctangent of a function of the interferogram 

intensities measured at that point. The final wavefront map is obtained by unwrapping the 

phases to remove the 2π phase discontinuities. 

 Since there are three unknowns )),( ),,(" ),,( ( yxyxIyxI φ  in Eq. (2.5), the 

minimum number of intensity values that is required to reconstruct the wavefront at each 

measurement point is three. For real-time 3D shape measurement, a three-step algorithm 

I″(x, y) 

I′(x, y) 

I(x, y) 

Phase Shift δ (t) 2π 2π – Ф (x, y) 
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is the optimal choice because it requires the minimum number of fringe images. 

 Assuming equal phase steps of size α in Eq. (2.5), or ααδ ,0,−=i , where i = 1, 2, 

3, we have 

[ ]αφ −+= ),(cos),("),('),(1 yxyxIyxIyxI    2.6 

  [ ]),(cos),("),('),(2 yxyxIyxIyxI φ+=    2.7 

and 

[ ]αφ ++= ),(cos),("),('),(3 yxyxIyxIyxI    2.8 

 Solving these equations, we can easily find the wavefront phase at each point as: 
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and the average intensity ),(' yxI  and intensity modulation ),(" yxI  are 
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respectively. The ratio of these two intensities defines the so called data modulation: 
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 The most commonly used phase steps for the three-step algorithm are π/2 and 

2π/3. In our case, α = 2π/3 is used, which results in the following equations for the phase 

and intensity modulation: 
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and 
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2.1.3 Phase unwrapping 

 One more operation must be performed before the phase result is ready to be used 

for wavefront reconstruction. Since arctangent is defined only over the range of -π/2 to 

π/2, the discontinuities that occur in the phase calculation must be corrected. The signs of 

sine and cosine of the phase are known independently in addition to the tangent value.  

Table 2.1 shows how to convert arctangent values to phase values between 0 and 2π and 

Figure 2.2 illustrates this process. 

After the above process, the phase map obtained still has 2π discontinuities, which 

need to be removed as well to finally reconstruct the wavefront. This second process is 

usually called phase unwrapping and the principle is shown in Figure 2.3. 

 

Table 2.1: 2π phase correction. 

 

 

Sine  Cosine    Corrected Phase Φ(x, y)       Phase Range 

0  +   0   0  
+  +   Φ(x, y)   0 to π/2 
+  0   π/2   π/2 
+  -   Φ(x, y) + π  π/2 to π 
0  -   π   π 
-  -   Φ(x, y) + π  π to 3π/2 
-  0   3π/2   3π/2 
-  +   Φ(x, y) + 2π  3π/2 to 2π 
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Figure 2.2: The conversion of the phase to modulo 2π. 

 

 

Figure 2.3: Phase unwrapping process. 
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2.2 System Setup 

 The 3D shape measurement system described in this chapter is based on the 

digital fringe projection and phase shifting technique. A digital projector (PLUS U5-632 

with a resolution of 1024 × 768 and a brightness of 3000 lumens) is utilized to project 

fringe patterns generated by a personal computer onto the object being measured. A CCD 

camera (Dalsa CA-D6-0512 with a resolution of 532 × 500) is used to grab fringe images 

of the object, which are then processed by the computer for 3D shape reconstruction. 

Figure 2.4 shows a schematic diagram of the system layout. Both the projector and the 

camera communicate to the same computer, which has dual display outputs. One display 

output is used for the computer monitor, while the other used for creating the fringe 

pattern to be projected by the projector. Figure 2.5 is a photograph of the actual system. 

 

Figure 2.4: Schematic diagram of the system layout. 
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Figure 2.5: Inside look of the system. 

  

 Based on the projection mechanism of the projector, we encode the three phase-

shifted fringe patterns into the three color channels: red, green, and blue. The projector 

projects a color image channel-by-channel periodically and at any time, only one 

channel/color is projected. To prevent the measurement result from being affected by the 

surface color of the object, the projector is set in black and white (B/W) mode. By using 

the projector in this way, we can produce a dynamically shifting B/W fringe pattern at a 

frequency of 360 Hz. If we further use a higher speed camera and synchronize it with the 

projector, we can capture three phase shifted fringe patterns at a maximum speed of 120 

Hz for real-time 3D shape measurement. In this chapter, the system captures the three 

fringe images at a lower frequency of 30 Hz due to the limited frame rate of the camera 

being used.  

The phase step α is 2π/3, so the fringe intensity functions for each color channel are: 

Power supply Timing circuit 

Camera Projector 
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where p is the fringe pitch and a is the fringe amplitude. Figure 2.6 shows the fringe 

pattern generated by the computer.  

 It should be noted that when projected by the aforementioned projector, the fringe 

patterns lose their color and become B/W. The fringe images captured by the camera can 

be represented by the following equations: 
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Figure 2.6: Encoded color fringe pattern. 
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 The fringe patterns are projected onto the object sequentially and periodically at a 

high speed. When grabbing the fringe images, the most important thing is to make sure 

every single image captured by the camera should have the fringe information of only 

one channel. Otherwise phase map reconstruction will not be correct. For this reason, the 

system needs to be synchronized and the exposure time of the camera needs to be set 

exactly the same as the duration of the projection time for each channel. 

 The CCD camera utilized in this chapter is controlled by a frame grabber (Matrox 

Meteor II/Digital). By using Matrox Imaging Library, the camera can be set in the trigger 

mode, which means only when a trigger signal is generated and sent to the frame grabber, 

can the camera grab an image. To generate the trigger signal, a simple circuit was 

designed, which takes the video refresh signal of the projector as the input signal.  

 

Figure 2.7: System timing chart. 

     R        G       B        R        G        B       R       G        B        R       G        B 
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 Figure 2.7 shows the system timing chart. For every single refresh pulse, the 

projector projects Red, green, and blue channels twice. For every four Red, green, and 

blue cycles, the camera captures three fringe images, which are used to reconstruct one 

phase map based on the three-step algorithm. Since the video refresh rate is set to 60 Hz, 

the projecting frequency is 120 Hz and the system can reconstruct 3D shape of an object 

at a frame rate up to 30 frames per second. Figure 2.8 shows an example of 3D 

measurement procedure by using this system.  

 

 

Figure 2.8: Example of 3D reconstruction. (a)-(c) Three fringe images. (d) Wrapped 
phase map. (e) Reconstructed 3D model. (f) Reconstructed 3D model with texture. 

(a) (b) (c) 

(d) (e) (f) 
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2.3 Linear Calibration and Coordinate Reconstruction 

 System coordinate reconstruction converts the phase map to x, y, and z 

coordinates of the object surface. The method described in this section is based on a 

linear camera calibration method that uses a Matlab toolbox developed by Jean-Yves 

Bouguet. For projector calibration, a new method is introduced to make a projector 

“capture” images as a camera. With a series of checkerboard images “captured” by the 

projector, we can use the same Matlab toolbox to calibrate the projector. 

 A typical pinhole camera model has several intrinsic parameters including focal 

length, principle point, skew coefficient and distortions, as well as extrinsic parameters 

such as the rotation and translation matrices.  

 

Figure 2.9: Camera coordinate system and world coordinate system. 

 

 Figure 2.9 shows the relationship between the camera coordinate system 

[ ]cccc zyxo  and the world coordinate system [ ]wwww zyxo . f is the focal 

length and [ ]00 vu  is the principle point. Based on this model, the conversion between a 
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point on an object and the corresponding projection on the camera sensor can be 

expressed as: 

        wXtRAsI ],[=                2.21 

where [ ]TvuI 1=  is the image coordinate matrix, wX  is the world coordinate matrix, 

A is intrinsic parameter matrix, and [ ]tR  is the extrinsic parameter matrix. The intrinsic 

parameter matrix has the following form 
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where uf and vf  are focal lengths along the u and v axes of the image plane respectively, 

0u  and 0v  are coordinates of the principle point, and α is the product of skew coefficients 

defining the angles between the u and v pixel axes and uf . The extrinsic parameter 

matrix is composed of the following rotation and the translation matrices: 

   Rotation matrix  
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rrr

rrr

rrr

R             2.23 

and 

   Translation matrix   t = t1 t2 t3[ ]T             2.24 

 It should be noted that a linear calibration method does not consider lens 

distortion. A nonlinear calibration method, which takes lens distortion into consideration, 

will be discussed in Chapter 3.  

 To obtain the intrinsic and extrinsic parameters of the camera using the Matlab 

toolbox, a series of checkerboard images are captured. The checkerboard used in this 
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research consists of 15 × 15 mm squares in alternating blue and red colors. Figure 2.10 

shows the checkerboard pattern and a checkerboard image captured by the camera. 

 

 

Figure 2.10: Checkerboard used for calibration. (a) Red/Blue checkerboard. (b) 
Checkerboard image.  

 

 

Figure 2.11: World coordinate system in (a) A CCD checkerboard image (b) A DMD 
checkerboard image. 
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 After extraction of corner coordinates for every checkerboard image, the intrinsic 

parameters can be obtained in the unit of pixels. Extrinsic parameters are calculated based 

on an additional checkerboard image. The extraction of corner coordinates needs to be 

done once more to determine the extrinsic parameters expressed as the rotation and 

translation matrices. The world coordinate system in the CCD and DMD images are 

shown in Figure 2.11. The x-y plane is the checkerboard plane and the z-axis is 

perpendicular to the checkerboard plane pointing outward. 

 Projector calibration is usually more laborious than camera calibration because 

the projector cannot capture checkerboard images directly as a camera does. However, 

after a method for absolute phase measurement is introduced to make the projector 

“capture” a series of images, the projector calibration procedure becomes much simpler.  

 In order to calculate the absolute phase, an additional centerline image is captured. 

This centerline is located in the middle of the DMD chip. Once this centerline image is 

captured by the camera, the location of the pixels that represent the centerline in the 

image is first detected. Then, in the phase map reconstructed from the three fringe images, 

the phase values at the centerline pixels are averaged and this average phase value is 

subtracted from the phase value of every pixel in the phase map. Thus, an absolute phase 

map, in which the phase values at the centerline pixels are zero, is generated. This 

absolute phase map allows us to determine the correspondence between the pixels on the 

CCD sensor and the pixels on the DMD chip. For each pixel on the CCD sensor, a line, 

either vertical or horizontal depending on the direction of the projected fringe pattern, on 

the DMD chip can be identified. To determine the pixel-to-pixel correspondence between 

the CCD sensor and DMD chip, a total of eight patterns with four in the vertical direction 
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and four in the horizontal direction are needed to be projected as shown in Figure 2.12. 

By establishing such a one-to-one map between the CCD sensor and the DMD chip, 

every pixel in a CCD image is correlated to a DMD pixel. In other words, if we already 

have a CCD checkerboard image, using the method described above, a corresponding 

DMD image can be generated, which is regarded as an image “captured” by the projector. 

 

 

Figure 2.12: Eight images used to determine CCD and DMD pixel correspondence. 

 

 After the procedure introduced above, the intrinsic and extrinsic parameters of the 

projector can be estimated by using the same toolbox used for the camera. It should be 

noted that in order to establish the coordinate relationship between the camera, the 

projector, and the world coordinate system, the DMD image used to determine the 

extrinsic parameters of the projector has to be the DMD image that corresponds to the 

CCD image used to determine the extrinsic parameters of the camera. Figure 2.13 shows 
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the relationship between these three coordinate systems. Once the intrinsic and extrinsic 

parameters of both the camera and the projector are obtained, we can use them to 

reconstruct the 3D shape of the object. While eight checkerboard images are required 

during the calibration process, only four images (three fringe images plus a centerline 

image) are needed for normal measurement.  

 

 

 

Figure 2.13: Relationship between the three coordinate systems. 
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 For coordinate reconstruction, let us first rewrite Eq. (2.21) in the following form: 

     [ ] [ ][ ]Twww
cccTccc ZYXtRAvus 1,1 =             2.25 

where cA , cR  and ct  represent the intrinsic and extrinsic parameters of the camera. For 

any arbitrary pixel, cu  and cv  are its pixel coordinates and are known.  cA  and cR  are 3 

× 3 matrices and ct  is a 3 × 1 matrix. There are three equations in Eq. (2.25) with four 

unknowns: cs , wX , wY , and wZ . For the projector side, we can write the following 

equation that is similar to Eq. (2.25): 

[ ] [ ][ ]Twww
pppTppp ZYXtRAvus 1,1 =              2.26 

where pA , pR  and pt   represent the intrinsic and extrinsic parameters of the projector. 

There are also three equations in Eq. (2.26) but with additional three unknowns: ps , pu , 

and pv . Combining Eqs. (2.25) and (2.26), we have six equations with seven unknowns. 

Therefore, an additional equation is needed in order to solve these equations for wX , wY  

and wZ . This additional equation can be found by using the absolute phase method. That 

is up (when vertical fringe patterns are used) or pv  (when horizontal fringe patterns are 

used) can be determined from the absolute phase value of pixel [ ]cc vu . In our system, 

the fringe pattern is projected vertically due to hardware design. As a result, pu  is 

determined by the corresponding phase value. With pu  determined, there are now six 

equations and six unknowns left ( cs , wX , wY , wZ , ps , and pv ) in Eqs. (2.25) and (2.26) 

and therefore the equations can be solved. 
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2.4 Summary 

 This chapter introduced the fundamental theory of phase shifting algorithm and 

provided an overview of our system setup. In Section 2.3, the linear calibration method 

and the 3D reconstruction method were described in details. This linear calibration 

method is the basis of the nonlinear calibration method to be explained in details in 

Chapter 3.  
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Chapter 3 Nonlinear Calibration 

 System calibration is usually a complicated and time-consuming procedure, 

especially when a projector is involved.  Unlike camera calibration, projector calibration 

is less well understood and established. The method introduced in Chapter 2 makes 

projector calibration much faster and more systematic than previously proposed methods. 

However, this calibration method uses only a linear model and does not consider lens 

distortion when computing the intrinsic and extrinsic parameters and reconstructing 3D 

coordinates. To further improve system accuracy, lens distortion, as the most dominant 

error source of the system, has to be considered in calibration and coordinate 

reconstruction. This chapter focuses on the nonlinear calibration of camera and projector. 

Lens distortion parameters are first determined using the Matlab toolbox and then used in 

coordinate reconstruction. 

3.1 Fundamental Concepts of Lens Distortion 

 Lens distortions usually can be modeled as radial and tangential distortions, as 

illustrated in Figure 3.1. Each arrow represents the effective displacement caused by lens 

distortion. Figure 3.2 shows an example of the original checkerboard image together with 

the same image after lens distortion is corrected by software. Checking the line and the 

circle carefully, we notice that lens distortion is most serious in the corner areas. In most 

cases, lens distortion can be adequately described by the first two terms of radial 

distortion.  
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Figure 3.1: Example of radial and tangential lens distortion. (a) Radial distortion. (b) 
Tangential distortion. 

(a) 

(b) 

Pixel 

Pixel 

Pixel 

Pixel 
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Figure 3.2: Checkerboard image before and after lens distortion correction. (a) Before 
nonlinear correction. (b) After nonlinear correction. 

 

 To construct a nonlinear camera model that takes lens distortion into 

consideration, assume P to be a point on the object surface with a coordinate vector 

[ ]ccc
c ZYXX =  in the camera coordinate system. Let nx  be the normalized 

projection on the image plane. Then, in a linear model: 

                      
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 If we assume 222 yxr += , after including the lens distortion the new normalized 

coordinate dx  is defined as follows: 

dxxrkcrkcrkc
x

x
x n

d

d
d ++++=








= ))5()2()1(1(

)2(

)1( 642   3.2 

where dx  is the tangential distortion defined as: 

(a) Before correction (b) After correction 
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 In Eqs. (3.2) and (3.3), kc is a vector that contains both radial and tangential 

distortion coefficients. Once distortion is applied, the pixel coordinates [ ]vu  of the 

projection on the image plane is: 
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where A is the camera intrinsic parameter matrix as shown in Eq. (2.22).  

 Table 3.1 compares the intrinsic parameters when different numbers of distortion 

coefficients are used. From this table we can see that the intrinsic parameters have an 

obvious difference between the linear model and the nonlinear model. But between the 

two nonlinear models (one uses only one distortion coefficient and the other uses four), 

the difference is not that obvious. Actually, in the latter two models, the parameter 

fluctuations are within the uncertainties of the estimated parameters.  

 Table 3.2 shows the first four distortion coefficients along with their estimation 

uncertainties. The second and the third coefficients are approximately equal to or even 

larger than the uncertainties, which makes them unreliable. The fourth coefficient is too 

small compared to the first one, although it is two times larger than its uncertainty. 

Therefore, this camera nonlinear model can be best described by only the first distortion 
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coefficient, because the inclusion of any additional coefficient not only would not help 

but also would cause numerical instability [23].  

 

Table 3.1: Camera intrinsic parameters with different distortion models. 

 

 

Table 3.2: Camera lens distortion coefficients. 

 

Coefficient         -0.32466        -0.23585          0.00037          0.00161 

Uncertainty (±)        0.02560         0.64473          0.00038          0.00054 

kc(1)  kc(2)  kc(3)  kc(4) 

fu 1675.60906  1660.52675  1662.48215 

fv 1671.96606  1656.82137  1659.16998 

u0 255.08628  215.34671  216.78928 

v0 241.57142  250.69715  247.52404 

α 0.00000  0.00000  0.00000 

kc(1)  0.00000  -0.31656  -0.32466 

Linear Nonlinear 
kc(1) only 

Nonlinear 
kc(1) to kc(4) 
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3.2 Nonlinear Calibration of Camera 

 The lens used on the camera is a 16-mm optical lens. From Eqs. (2.25) and (3.5), 

the following relationship is obtained:            

  [ ][ ] [ ]Tcccc
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where [ ]ccc ZYX  is the coordinates of a point on the object surface in the camera 

coordinate system. cs  is a constant used to normalize these coordinates. Obviously, in 

this case c
c Zs =  and the new expression is:  
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where nx  is the same vector as shown in  Eq. (3.1). According to Eq. (3.2), only when 

kc(n) = 0, n = 1, 2, 3, 4, 5, Eq. (3.7) is tenable. It is consistent with the fact that the 

calibration method we used before is a linear method.  

 To evaluate the effect of lens distortion, a flat white board was scanned from 

different perspectives. Using a least-square plane fitting method, we found the error map, 

which is the deviation of the measured data from the fitted plane. Two examples of the 

error map are shown in Figure 3.3. In these two examples, the flat board is set in the same 

orientation (approximately perpendicular to the optical axis of the camera), but at 

different distances from the camera. Notice that the error in the second map is much 

larger than the first one. This is because the lens distortion effect is proportional to the 

field-of-view of the camera, which in turn is proportional to the distance between the 
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object and the camera. The longer the distance is, the larger the error is. Inside the 

recommended measurement range of our system, the error caused by lens distortion is 

usually in a range from 5 to 10 mm if a linear model is used. The error is most severe in 

the corner areas of the camera image. 

 

Figure 3.3:  Error maps of measured flat board. (a) 3D model of a flat board at a near 
position. (b) Error map when the flat board is at the near-position. (c) Cross section of the 
near-position error map at the 450th row. (d) Error map when the flat board is placed at a 

further position. 

 

(a)  (b)  

(c)  (d) 
Pixel 

Pixel 
Pixel 

mm 

mm 

mm 

Pixel 
Pixel 
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 To eliminate the error caused by lens distortion, a reasonable lens distortion 

model needs to be selected with the right combination of lens distortion coefficients. The 

second-order symmetric radial distortion model, which uses only the first radial distortion 

coefficient, is a viable model. It is often used when low distortion optical systems are 

used, or when only a few checkerboard images are available for calibration. Another 

commonly used lens distortion model is the 4th order symmetric radial distortion model 

with no tangential component. In our case, Table 3.2 shows that the tangential 

components are significantly smaller than the radial components and the estimation 

uncertainties of the 4th order components are even larger than their corresponding error 

coefficients. Therefore, the 4th order radial distortion model is not reliable and should not 

be used. Due to these reasons, the second-order symmetric radial distortion model is 

selected for this research. According to this model, the normalized coordinates of Eq. 

(3.2) become: 

c
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d xrkc
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
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 Once the distortion model is determined, the important issue is how to integrate 

this distortion model into the reconstruction algorithm. Obviously, Eq. (2.25) cannot be 

applied directly. Instead, a new relationship can be found from Eqs. (3.1), (3.5) and (3.8). 

For convenience, Eq. (3.1) is rewritten into the following expression: 
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where cR and ct  are the rotation matrix and the translation matrix given in Table 3.3. 



 41 

Table 3.3: Camera extrinsic parameters. 

 

 Using the intrinsic parameter matrix A and the pixel coordinates on the image 

plane [ ]1vu , through Eq. (3.5), [ ]1)2()1( c
d

c
d

c
d xxx =  can be uniquely determined. 

By applying Eq. (3.8) to solve for the xn
c value, Eq. (3.9) can be used to calculate world 

coordinates [ ]www ZYX .  

 In Eq. (3.9) there are four unknowns but only 3 linear equations. Therefore, one 

more equation is needed to solve for the coordinates. Let us first assume that the lens 

distortion of the projector is not considered. Then Eq. (2.26) can be used to solve the 

equations. Assuming Xw Yw Zw[ ]T = X w  and xn
c = xn

c (1) xn
c (2) 1[ ] and using the 

expressions in Eqs. (2.23) and (2.24), we have the equations on the camera side: 

            [ ][ ]Twccc
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 On the projector side, let [ ] ppp Ivu =1 : 

 [ ][ ]Twppppp XtRAIs 1,,=              3.13 

    ppwpppp tAXRAIs +=               3.14 

Translation matrix 

Rotation matrix 

]781.788688 105.645490-45.264533-[=ct  
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0.998595-0.046792-0.024886-

0.025785-0.0187080.999492

0.046302-0.9987290.019888-
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       pwppp FXEIs +=               3.15 

where  ppp RAE = , ppp tAF =  
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 From Eqs. (3.12) and (3.16), we have: 

  bHX w =                3.17 

where H is a 3 × 3 matrix and b is a 3 × 1 matrix defined as: 

        c
ij

c
n

c
jij RixRH −= )(3 , i = 1, 2   3.18 

         p
j

pp
jj FIEH 1133 −=      3.19 

           cc
n

c
ii tixtb 3)(−= ,  i = 1, 2   3.20 

            ppp
i FIFb 311 −=      3.21 

 Then, 

              bHX w 1−=      3.22 

 By using the new algorithm above that takes lens distortion into consideration, the 

reconstruction of the world coordinates becomes much more accurate. Figure 3.4 shows 

the error maps after the nonlinear algorithm is applied to the same data as that in Figure 

3.3. The error caused by lens distortion has been significantly reduced. When the flat 

board is not perpendicular to the optical axis, some parts on the flat board are closer to 

the camera than other parts. Because the coordinate error changes with the distance from 

the camera to the object, the error maps show in different shapes when the flat board is 

set in various orientations, as shown in Figure 3.5. Table 3.4 shows the RMS errors of the 

six 3D models before and after the camera nonlinear calibration algorithm is applied. 
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Figure 3.4: Error maps after the camera nonlinear calibration algorithm is applied. (a)-(b) 
The error at a near position. (c)-(d) The error map at a further position. 

 

 From the analysis above, solving linear equations is still the last step of the 

nonlinear calibration procedure. This is because we included the lens distortion 

information in the normalized coordinate vectors, but not in the reconstruction 

calculation. This approach separates the nonlinear part from the linear part, so that the 

relationship between the camera and the projector is as simple as that of the linear model 

and the algorithm still has a low complexity. 
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Figure 3.5: Error maps of the flat board measured in different orientations. 

 

Table 3.4: RMS errors of the flat board measured in different orientations. RMS (L): 
Linear calibration; RMS (CNL): Camera nonlinear calibration. 

 

3D model 3D model RMS (L) RMS (CNL) RMS (L) RMS (CNL) 

1.2394         0.5853          0.6899    0.3088 

1.4113         0.6010          0.6946    0.4597 

1.1683         0.6106          0.8845    0.3636 

#1 #2 

#3 #4 

#5 #6 

Pixel Pixel 

Pixel Pixel 

mm mm 

mm mm 
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3.3 Nonlinear Calibration of Projector 

 Projector lens has the same lens distortion problem as the camera lens. The fringe 

pattern is distorted by the lens after being projected. The distortion has already been 

formed before the fringe reached the object. That is a reverse procedure compared to the 

camera. Taking the same idea introduced in the case of camera lens, equations of the 

same format can be written. Combined with the equations for the camera as shown in Eq. 

(3.12), the projector lens distortion can be corrected in the same way.  

 To calculate the intrinsic and extrinsic parameters, the method described in 

Chapter 2 is used to “capture” more than ten projector images of the checkerboard. Then 

the Matlab calibration toolbox is used to estimate the parameters. The intrinsic 

parameters with different distortion models are shown in Table 3.5 and the distortion 

coefficients are listed in Table 3.6.  

Table 3.5: Projector intrinsic parameters with different distortion models. 

 

fu   1602.43870  1596.26610    1599.87654 

fv   1601.42411  1594.03890    1623.89740 

u0   209.66603  208.38563    201.83723 

v0 -139.42807           -168.73926  -191.95255 

α   0.00000  0.00000    0.00000 

kp(1)    0.00000            -0.02722    0.05035 

Linear 
  

Nonlinear only  
with kp(1)  

Nonlinear with 
kp(1) to kp(4) 



 46 

 

Table 3.6: Projector lens distortion coefficients. 

 

 When choosing different distortion models, the distortion coefficients obtained 

would not be exactly identical. In the case of the camera, this situation is not significant 

and we could easily choose the optimal distortion model. However, the projector lens 

distortion coefficients change significantly in different models. When the distortion 

model with four coefficients is chosen, even the first coefficient is not reliable because 

the uncertainty is more than 50 percent. For the distortion model with just one coefficient, 

we can obtain a reliable kp(1) value, which only has a uncertainty of about 25 percent. 

Therefore, the same second-order symmetric radial distortion model (only kp(1) = -

0.02722 is utilized) used for the camera lens is applied to the projector lens as well. Table 

3.7 lists the extrinsic parameters from this model.  

Table 3.7: Projector extrinsic parameters. 

 

kp(1)     kp(2)       kp(3)       kp(4) 

Coefficient    0.05035      (-0.02722)     0.02697          -0.02882          -0.00119 

Uncertainty (±)   0.03611      (0.00913)    0.04960             0.00735           0.00110 

Translation matrix 

Rotation matrix 

]777.905051 120.19488564.512100-[=pt  




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

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



=

0.999486-0.030126-0.010954

0.0106960.0086990.999905

0.030218-0.9995080.008372-
pR  
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 Following the same procedure applied to the camera, through Eq. (3.5), 

coordinate vector with distortion [ ]1)2()1( p
d

p
d

p
d xxx =  is calculated first. Then from 

Eq. (3.23), we obtain the normalized coordinate vector p
nx  in the projector coordinate 

system.  
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 Using extrinsic parameters to write Eqs. (3.24)-(3.26) as following and combining 

projector side equation Eq. (3.26) with the camera side equation Eq. (3.12), the world 

coordinates can be reconstructed. 
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   p
i

k

w
k

p
ik

p
np tXRixZ +=∑

=

3

1

)(  i = 1, 2, 3  3.26 

 In order to calculate the normalized coordinate vector in Eq. (3.5), pixel 

coordinates in both u and v directions are required. Even though in the final step only one 

component of the normalized coordinate vector is useful, both of them have to be known 

in advance. Therefore, eight images are needed to solve for the pixel coordinates, four 

images for the u direction and four for the v direction. Figure 3.6 is the final error map of 

a flat board with nonlinear calibration on both sides, as compared to results of linear 

calibration and results of nonlinear calibration only on the camera side. The error due to 

lens distortion is apparently further reduced after applying nonlinear calibration to both 

the camera and projector lenses. The drawback is that too many images are required and 
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the fringe patterns need to be switched just for a single 3D data. Therefore, this approach 

is not feasible for real-time measurement of slowly moving objects.  

 One way to eliminate the need for these four additional images is to use an 

iterative reconstruction. With this approach, only four images are captured, three fringe 

images plus one centerline image. When using Eq. (3.5), only one component of the 

normalized coordinate vector, or the pixel coordinate in one direction, can be determined. 

Instead of using four more additional images, we just assume that the unknown pixel 

coordinate is at the center of the DMD image along the same direction. For instance, in 

this research the resolution of the projector is 1024 × 768 pixels, if we do not know the 

pixel coordinates in the direction which has 768 pixels, we just assume the value to be 

384 no matter what it really is. This estimation will definitely introduce reconstruction 

error to the world coordinate result wX . However, the wX  obtained from this first 

iteration is not the final result. Substitute wX  into the following equation to find 

[ ]ppp
p ZYXX =  and then normalize pX  to obtain a new xn

p : 
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 Using xn
p  in Eqs. (3.5) and (3.23) inversely, the pixel position of this point can be 

recovered in both u and v dimensions. Using these new pixel coordinates to calculate 

world coordinates again, a new wX  is obtained. After several such iterations, the result 

will converge. This approach uses an initial guess and borrows the constraint from the 

camera side to determine the final world coordinates iteratively. According to our 

experience, iterating just once is adequate to achieve an acceptable accuracy.  
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 Figure 3.6 (d) is the error map obtained after a single iteration. Comparing with 

the result reconstructed by eight images, neither the error map nor the world coordinates 

show obvious differences. In this case, however, the projector lens only has a small 

distortion. Otherwise, only iterating once may not be sufficient to generate an acceptable 

result.  

 The first approach needs too many images and the second approach is not that 

efficient. To solve the problem systematically with no more than four images, a novel 

approach is proposed, in which a cubic equation is used to replace those linear equations. 

Rewrite Eq. (3.4) to obtain the relationship between the normalized coordinate vector and 

the pixel coordinates as follows:  
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Substituting Eq. (3.28) into Eq. (3.23), we have 
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where 222 )/()/( pppp ZYZXr +=  and xn
p = X p /Zp Yp /Zp[ ]T , [ ]ppp ZYX  are the 

coordinates of a point on the object in the projector coordinate system. With four images, 

only one dimension of the pixel coordinate is known. Using the u-axis, Eq. (3.29) 

becomes a cubic equation: 
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 Eq. (3.30) has three unknowns: pX , pY  and pZ , which are related to wX , wY  and 

wZ  through the extrinsic parameters of the projector. Combining Eqs. (3.11), (3.25), and 
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(3.30), the coordinates of the object point can be solved in the projector coordinate 

system. Since the extrinsic parameters are already known, the result can be easily 

converted into coordinates in the world coordinate system by coordinate transformation.  

 To show how to solve the equations for the coordinates of the object point, we 

first rewrite Eq. (3.27) to obtain the relationship between wX  and pX . That is 

    pwpp tXRX +=      3.31 

 Solving for wX , we have 

        ppppw tRXRX 11 )()( −− −=     3.32 

 Substituting Eq. (3.32) into Eq. (3.11) yields 
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 Let C = Rc (R p )−1and D = −Rc (R p )−1 t p + t c , where C is a 3 × 3 matrix and D is a 3 

× 1 matrix. We have 
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 Eq. (3.34) has 3 linear equations and 4 unknowns. Eliminate cZ  first and then 

reorganize the other 3 unknowns in the following format: 
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where 
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 Substitute Eq. (3.35) into Eq. (3.30) to form a cubic equation with only one 

unknown pZ . Rearranging this cubic equation, we obtain a cubic equation of a common 

form, with one cubic, quadratic, and linear term each as well as a constant term: 

             023 =+++ TQZPZOZ ppp     3.40 

where  

           eaakpaaO −++= 23 )"(')1()'('     3.41 

     ')"(""'2)1(')'(3' 22 babaakpbabP +++=    3.42 

       "'"2)"(')1()'('3 22 bbabakpbaQ ++=    3.43 

and 

       23 )"( ')1() '( bbkpbT +=     3.44 

 This cubic equation can be solved by Cardano’s method. Once pZ  is obtained, it 

can be substitute into Eq. (3.34) to solve for pX  and pY . The last step of this approach is 

to use Eq. (3.32) to convert the coordinates in the projector coordinate system 

[ ]ppp
p ZYXX =  back to the coordinates in the world coordinate 

system [ ]www
w ZYXX = .  
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 Figure 3.6(e) shows the result of a flat board reconstructed using the cubic 

equation method. According to these comparisons, the reconstruction accuracy does not 

change significantly no matter which one of these three approaches is applied. The cubic 

equation method is our final choice for projector nonlinear calibration. Table 3.8 lists the 

RMS errors when the flat board is set in different orientations. From the linear calibration 

method to the nonlinear calibration method, the RMS error has been reduced significantly 

from more than 1.4 mm to less than 0.35 mm. Figure 3.7 shows several 3D scanning data 

of some other statues. 

 

 

Table 3.8: RMS errors of the measured flat board in different orientations. 

 

 

 

Position  linear        Camera     Iteration   Cubic            8 images 
                       nonlinear   nonlinear nonlinear        nonlinear 

#1  1.2394        0.5853     0.3016   0.2988 

#2  0.6899        0.3088     0.2455   0.2448 

#3  1.4113        0.6010     0.3523   0.3502 

#4  0.6946        0.4597     0.2457   0.2435 

#5  1.1683        0.6106     0.3040   0.3013 

#6  0.8845        0.3636     0.2675   0.2665 

#7(8image) 0.9174        0.4313     0.2467   0.2455 0.2470 
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Figure 3.6: Error maps of a flat board measured with different calibration methods: (a) 
Linear calibration method. (b) Nonlinear calibration on camera only. (c) Nonlinear 

calibration on both camera and projector with the eight-image method. (d) Nonlinear 
calibration on both camera and projector with the iterative method. (e) Nonlinear 

calibration on both camera and projector with the cubic equation method. 
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Figure 3.7: 3D reconstruction results obtained by using the nonlinear cubic equation 
method. 

 

3.4 Summary 

 In this chapter, nonlinear calibration methods were introduced to correct lens 

distortion for both the camera and the projector. Results obtained from different 

calibration models were compared to show the improvement of the system accuracy. The 

peak-to-peak error caused by lens distortion was reduced significantly from more than 10 

mm to less than 3 mm. The RMS error was also reduced from more than 1.4 mm to less 

than 0.35 mm, a reduction of more than 75 percent. Due to hardware limitation, lens 

distortion can not be corrected completely. However, the remaining error can be further 

reduced by error compensation. This research focuses on establishing the nonlinear 

calibration method. All the results shown in this dissertation are the results after nonlinear 

calibration with no other error compensations applied. The accuracy enhancement is 

entirely due to the introduction of the nonlinear calibration method. 
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Chapter 4 Real-Time System Based on the Nonlinear 

Calibration Method 

 Real-time 3D shape measurement has a huge potential in security, entertainment, 

manufacturing, etc. due to its capability of scanning moving objects. Generally, there are 

two approaches for real-time measurement: one is to use a single pattern, a color pattern 

in most cases, and the other is to use quickly switching multiple patterns. In our research, 

the real-time system is based on the second approach. A color pattern based on the phase 

shifting technique is projected by a DLP projector. When the projector switches the red, 

green and blue color channels rapidly, multiple fringe images can be captured in a short 

period of time for real-time shape reconstruction.  

 In order to reach a high speed, the system previously used a fast reconstruction 

algorithm, which was not as accurate as even the linear algorithm introduced in Chapter 2. 

This research focuses on the implementation of the most accurate nonlinear algorithm in 

the real-time system to achieve high accuracy while maintaining the high speed capability.  

4.1 Real-Time System with an Encoded Color Pattern 

 The flow chart of the multi-thread software for the real-time system is shown in 

Figure 4.1. The first thread grabs fringe images at a speed of 90 frames per second. The 

second thread retrieves the phase map from the grabbed fringe images. The third thread 

reconstructs the 3D coordinates and then displays it in on the screen. 
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Figure 4.1:  Flow chart of the multi-thread real-time 3D shape measurement system. 

 The centerline image is indispensable when the absolute phase map needs to be 

determined. However, the projected pattern cannot be switched between the fringe 

pattern and the centerline pattern fast enough because it takes time for the projector to 

generate a stable projection. To apply the nonlinear calibration method in real-time 

measurement, the first issue that needs to be addressed is how to eliminate the need for 

the centerline pattern while keeping the information it provides, so that no pattern 

switching is required.  

 The most straightforward idea is to embed the centerline in the fringe pattern 

directly. The highlighted centerline can be easily found, but the phase values at the pixels 

on the centerline cannot be determined because the intensity on these pixels does not 

change. To keep the phase shifting information, in the meanwhile, highlight the 

centerline pixels, a short encoded centerline marker is used. 

 Recall the definition of data modulation in Eq. (2.12), which is the ratio of the 

intensity modulation and the average intensity or the intensity bias. Data modulation is 

useful for evaluating the quality of the data that has been collected. A data modulation 
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near one is good and a data modulation near zero means a bad quality. In order to locate 

centerline pixels without losing their phase information, the data modulation value of the 

centerline pixels are intentionally reduced by an appropriate amount so that they can be 

identified by their relatively lower data modulation values and in the mean time, their 

phase values can still be retrieved with sufficiently high signal-to-noise ratio.  

 Rewrite Eqs. (2.6)- (2.8) in the following forms: 

  [ ]αφδδ −−++= ),(cos]),("[]),('[),(1 yxIyxIIyxIyxI   4.1 

   [ ]),(cos]),("[]),( '[),(2 yxIyxIIyxIyxI φδδ −++=   4.2 

and 

[ ]αφδδ +−++= ),(cos]),("[]),( '[),(3 yxIyxIIyxIyxI   4.3 

where Iδ is a constant. In the new expression, the maximum intensity is still "' II + , but 

the minimum intensity is increased by 2 Iδ  and the average intensity is increased by Iδ . 

Consequently, the data modulation value at these pixels becomes lower. 

 When data modulation is below some threshold, signal-to-noise ratio will suffer 

and as a result, the phase information may not be reliably retrieved. To avoid this 

problem, the data modulation at the pixels on the marker needs to be maintained at a 

reasonable level to ensure that these pixels can be distinguished from other pixels and 

still allow for reliable phase retrieval. Figure 4.2 shows the encoded patterns being used. 

Figure 4.2 (a) is the original ideal color pattern, which has a modulation near one. Figure 

4.2 (b) is the modified pattern based on Eqs. (4.1)-(4.3). Figure 4.2 (c) shows the short 

marker with 1 × 20 pixels. Figure 4.2 (d) shows a long marker with a width of 5 pixels 

and a length the same as that of the fringe pattern. These markers can obviously be 

noticed in the  fringe images as shown in Figure 4.3. 
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Figure 4.2: (a) Ideal fringe pattern. (b) Modified fringe pattern with higher intensity. (c) 
Fringe patterns with a short centerline marker. (c) Fringe patterns with a wide centerline 

marker. 

 

Figure 4.3:  Markers in the fringe images. 
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 To search for the location of the marker, data modulation at each pixel needs to be 

calculated. Actually, according to the relationship between the camera and the projector 

obtained from system calibration, the marker, which is located at a fixed position of the 

projector DMD chip, can be mathematically projected onto the camera image plane. Eqs. 

(2.25) and (2.26) connect the camera and the projector with the world coordinate system. 

Using this relationship, the marker can be mapped to a line on the camera image plane (if 

the nonlinear model is used, the line would be a curve). This line is usually called an 

epipolar line. By searching along this line, we can avoid searching through the entire 

image, thus improving the speed as well as reliability.  

 When implementing the searching procedure for the marker, we tried two 

different approaches. The first approach uses an interactive searching window. Since on a 

real object there may be areas with low surface reflectivity, shadow, and saturation, 

where data modulation can be as low as, if not lower than, that at the location of the 

marker, an interactive searching window avoids potential searching error and improves 

searching accuracy and reliability. Figure 4.4 shows this interactive searching procedure. 

In the default window, there may be some noise points. If these points are regarded as 

part of the marker, the location of the marker cannot be determined accurately, thus 

introducing error into the calculation of the absolute phase. The second figure shows the 

searching window after adjustment. The window is now smaller and the nose points are 

all eliminated. Searching the marker in such a small area also enhances the searching 

speed.  
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Figure 4.4:  Interactive marker-searching window. (a) Default window. (b) Adjusted 
window. 

 

 

Figure 4.5:  Data modulation of the image with a crosshair marker. (a) 2D image. (b) 
Data modulation. 

(a)  (b)  

 (a)  (b)  



 61 

 Another approach is to use a small crosshair marker. As shown in Figure 4.5, this 

crosshair can be clearly found in the data modulation map even on human models. 

Because a crosshair marker has a special shape, it can be easily detected by a specially 

designed filter. The search area is also narrowed down to a long strip along the 

aforementioned epipolar line. From Eqs. (3.2) and (3.5), we can obtain the normalized 

coordinate vector xn
p  of the crosshair center. Substituting it into Eq. (3.33), we have 
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 After we obtain the coordinates in the camera coordinate system, using Eqs. (3.1), 

(3.2), and (3.5), the pixel position [ ]cc vu  of the center of the crosshair marker on the 

CCD image can be found as functions of pZ . Figure 4.6 shows the marker searching 

procedure. The brighter strip is the searching area, the cross marker is always located in 

this area. 

 The texture map needs to be modified because the marker is visible in the texture 

map obtained by averaging the three fringe images. To remove the marker from the 

texture map, the summation of the average intensity and intensity modulation is used 

instead of the average of the three fringe images to generate the texture map. From the 

result in Figure 4.7, we can see that the marker is completely removed in the new texture 

map. Figure 4.8 presents some selected 3D models of a sequence of human face scanning 

data to show the system’s capability of measuring moving objects. Smooth facial 

expression change is captured continuously. These data are taken in a frame rate of 30 

frames per second. 
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Figure 4.6:  Automatic searching for the crosshair marker by using epipolar line. 

 

 

Figure 4.7:  3D data texture map. (a) Old texture map. (b) New texture map. 

(a) (b)  
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Figure 4.8: Selected 3D models of a real-time measurement sequence of human face 
expression. 
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4.2 60 Hz System 

 The highest potential scanning speed of this real-time system is 120 Hz, which is 

the refresh rate of the projector. The speed of our current system is limited at 30 Hz due 

to the speed of the camera used. In this section, we describe the design of the next 

generation system, which is simpler and has a higher scanning speed of 60Hz. 

 This new system uses a new camera with a VGA resolution of 640 × 480 pixels 

and a new frame grabber (Matrox Solios) for controlling the camera. This new camera 

has many advantages when compared to the old one. First it can sustain a 180 frames/sec 

image acquisition speed, which means the achievable 3D reconstruction speed can be up 

to 60 Hz. Figure 4.9 shows the timing chart of the 60 Hz system with this new camera. 

The system speed has been doubled as can be seen by comparing this timing chart with 

that of the 30 Hz system shown in Figure 2.7.  

 

Figure 4.9: Timing chart of the 60 Hz System. 
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 This camera also makes the connection interface with the computer much simpler. 

In Figure 4.10, the new camera and the old camera are shown together. It can be seen 

from the back side of the cameras that the new camera only has one cable, in addition to 

the power cable, while the old one has four. Further more, with this new camera, the 

trigger signal can be generated by software, thus eliminating the need for the 

microprocessor-based timing signal circuit. Finally, the power supply is also much 

simpler than the old one. These advantages allow us to build our next generation system 

into a faster, simpler, and more reliable system. Figure 4.11 shows human face models 

taken by this new system. 

4.3 Summary 

 The real-time measurement accuracy was improved significantly by employing 

the new reconstruction algorithm based on the nonlinear calibration method. A marker 

embedded in the fringe pattern was used for absolute phase measurement. This design 

eliminated the need for the additional centerline image previously required, thus making 

it possible to achieve real-time speed at a higher accuracy. Even though the new 

algorithm is significantly more complex than the old one, we managed to achieved the 

same 30 frames per second scanning speed through optimization of the algorithm. A new 

generation 60 Hz system is also designed. With new high-speed camera and 

synchronization method, the real-time measurement speed is doubled and the system 

design becomes simpler, smaller and more reliable. 
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Figure 4.10:  Front and back views of the high speed camera. 

 

 

 

Figure 4.11:  Human face models scanned by the 60 Hz system. 
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Chapter 5 Quality Map Guided Phase Unwrapping Algorithm 

 The previous phase unwrapping algorithm we used is a simple raster scan like 

algorithm. When the measured object has discontinuous features such as sharp edges, 

steps, etc., the problem of phase ambiguity will arise, which leads to discontinuous 

surface jumps on the reconstructed 3D model. In this chapter, a new phase unwrapping 

algorithm, namely quality map guided phase unwrapping algorithm, is developed to 

remove phase ambiguities for correct 3D reconstruction. 

5.1 Phase Ambiguity 

 To create an object, which causes potential reconstruction errors due to phase 

ambiguity, we attach a two-inch high step to a flat board. This step has three sides 

perpendicular to the board and the fourth side in a slope. When a fringe pattern is 

projected onto this object as shown in Figure 5.1(a), phase discontinuity is created, which 

results in phase ambiguity. In this particular position, the upper side of the step can still 

be seen with fringe pattern, even though it has a sharp surface. In other words, the flat 

board and the step are connected on the upper side and the fringe pattern image is 

continuous. However, on the lower side, the fringe pattern is discontinuous, which causes 

phase ambiguity and further reconstruction error as shown in Figure 5.1(b). Somewhere 

along the lower edge, the phase changes are more than 2π, which makes the phase 

unwrapping algorithm unable to recover the phase correctly. The result is a severe jump 

in the 3D model reconstructed. 
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Figure 5.1:  Phase ambiguity example. (a) 2D fringe image with phase discontinuity on 
the lower edge of the step which will cause phase ambiguity. (3) 3D model with phase 

jump cause by phase ambiguity. 

 

5.2 Quality Map Guided Phase Unwrapping 

 Quality maps are arrays of values that describe the goodness of pixels in a phase 

map. Many features can be used as quality maps, such as the correlation map, phase 

derivative variance, maximum phase gradient, etc. In this research, the quality map used 

is the phase derivative, which is defined as follows: 
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v  are the phase differences along the u and v axes respectively in the 

CCD image. Figure 5.2 shows the quality map of the step and the board. From this map, 

we can see that the lower edge of the step is highlighted with a higher phase difference, 

which represents a relatively lower quality. 
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Figure 5.2: Quality map of the board with a step. 

 

 After the quality map has been generated, all the pixels can be sorted into groups 

according to their quality values during the phase unwrapping procedure. The phase 

unwrapping can be done starting from pixels with the highest quality and ending with 

pixels with the lowest quality. The flood-fill algorithm will sort and unwrap the phase 

values at the same time.  

 Figure 5.3 illustrates the quality map guided flood-fill algorithm. At the 

beginning, all the pixel groups are empty. A starting pixel is selected and the phase value 

of this pixel is regarded as the first unwrapped phase value. This starting pixel is then 

stored in one of the pixel groups according to its quality value. After this, the algorithm 

processes the remaining pixels in an iterative way, each time taking a pixel out from the 

pixel group with the highest quality value, unwrapping its four neighboring pixels if they 

have not been unwrapped yet and putting each of them into one of the pixel groups 

according to their quality values. When the algorithm selects an unwrapped pixel, it 
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always starts from the nonempty pixel group with the highest quality value. If there is no 

pixel in this group, it moves to the pixel group with the second highest quality value, and 

so on. Eventually the pixel groups will become all empty again, which means all the 

pixels have already been unwrapped. 

 By use of this algorithm, the low quality pixels, for example, pixels along the 

lower edge of the step, as shown in Figure 5.2, are blocked from being processed until all 

the other pixels are processed. As a result, low quality pixels would not affect high 

quality pixels and the phase ambiguity problem is solved effectively. Figure 5.4 is the 3D 

model of the step and the board reconstructed by using the new algorithm. Figure 5.5 

shows another experimental result of a human face model. It is obvious from these results 

that the new phase unwrapping algorithm is highly effective in solving the phase 

ambiguity problem, thus making 3D reconstruction more accurate. 

 

 

Figure 5.3: Quality map guided flood-fill phase unwrapping algorithm. 
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Figure 5.4: 3D model of the step on a board reconstructed by the quality map guided 
flood-fill algorithm. 

 

 

 

Figure 5.5: 3D model of a human face. (a) 2D image. (b) 3D model reconstructed by the 
old algorithm. (c) The quality map. (d) 3D model reconstructed by the quality map 

guided flood-fill algorithm. 

(a)  (b)  (c)  (d)  
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5.3 Summary 

 In this chapter, a new quality map guided flood-fill phase unwrapping algorithm 

was introduced to eliminate the phase ambiguities caused by phase discontinuities larger 

than 2π. The reconstruction results obtained by using this new algorithm are shown in 

two examples. By employing this new algorithm, the problem of erroneous phase jumps 

is successfully solved in most cases. 
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Chapter 6 The Combined Phase Shifting and Stereovision 

Method 

 A typical structured light system based on the phase shifting method consists of 

one camera and one projector. As an active method, the phase shifting method does not 

require any markers on the object surface. This makes it possible to accurately measure 

objects without much of textural features, which is usually difficult with the traditional 

stereovision method.  

 However, there are a few issues with the phase shifting method that need to be 

addressed before accurate measurement can be made. One is the sensitivity of its 

measurement accuracy to the nonlinearity of the projector’s gamma curve. Many 

compensation methods have been developed to solve this problem. Zhang and Huang 

proposed a method that uses a look-up table (LUT) to intentionally distort the sinusoidal 

pattern generated in the computer so that the pattern will become sinusoidal once 

projected by the projector [91]. Zhang and Yau also proposed a method to use a LUT to 

compensate for the phase error directly [92]. However, in order to build the look-up table, 

either the projector’s gamma curve or the phase error due to the nonlinear gamma curve 

needs to be calibrated carefully with a time-consuming procedure.  

 Another issue with the phase shifting method is that the projector needs to be 

calibrated to determine its intrinsic and extrinsic parameters before measurement, which 

is typically more complicated than the calibration of a camera. Even though a systematic 
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calibration method for projector has been developed by Zhang and Huang [83], projector 

calibration is still not as simple and accurate as camera calibration. 

 In this Chapter, a new approach to 3D shape measurement is proposed, which 

combines the phase shifting and the stereovision methods [93], [94]. The aim is to reduce 

the errors caused by inaccurate phase measurement, for example, the periodic errors due 

to the nonlinearity of the projector’s gamma curve, and also to eliminate the need for 

projector calibration. 

6.1 Phase Errors of the Phase Shifting Method 

 In a typical phase shifting system, the correspondences between the camera and 

the projector are found by matching the phase values calculated from the fringe images 

taken by the camera and the phase values of the ideal fringe pattern generated by the 

computer before projected by the projector. However, due to various reasons, such as the 

nonlinear gamma curve of the projector, the fringe patterns projected by the projector and 

the fringe patterns captured by the camera are not ideally sinusoidal anymore. 

Commercial projectors are all intentionally designed to have a nonlinear gamma curve for 

visually pleasing results. Using a projector with a nonlinear gamma curve, the ideal 

sinusoidal pattern generated in the computer will be distorted when projected onto the 

object. As a result, errors will be introduced to the phase map, which in turn causes errors 

in the reconstructed 3D model. 

 Figure 6.1 (a) shows an example of a reconstructed 3D model, which has periodic 

vertical noises caused by the nonlinear gamma curve of the projector. Phase measurement 

errors are also occurred when the object surface has various colors especially for surfaces 

with large color contrast. As shown at the lower right corner of Figure 6.1 (b), the test 
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object is a cardboard box with blue background and white letters. On the reconstructed 

3D model, we can clearly see the errors around the edges of the letters. 

 It should be noted that all the results obtained from typical phase shifting method 

in this chapter are measured and reconstructed without using any error compensation 

method. 

 

 

Figure 6.1: Examples of phase errors. (a) Error caused by nonlinear projector gamma. (b) 
Error caused by color contrast. 

 

6.2 Combined Phase Shifting and Stereovision Method 

 A new method, which combines the phase shifting and stereovision techniques, is 

proposed for more accurate 3D shape measurement. This method uses two cameras and 

one projector and can eliminate errors caused by inaccurate phase calculation such as the 

periodic phase errors due to the nonlinearity of the projector’s gamma curve.  

(a) (b) 
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Figure 6.2: Schematic diagram of the system layout. 

 

6.2.1 Principles and system setup 

 The schematic diagram of the system layout is shown in Figure 6.2. The basic 

system set up includes two digital cameras, one projector, and one computer. Sinusoidal 

fringe patterns are generated by the computer and projected onto the object via a digital 

projector. For better resolution, the phase shifting method with the three-step algorithm is 

used, which has been introduced in Section 2.1.2. Three fringe patterns are projected 

horizontally and then vertically. Two centerlines, the horizontal and vertical centerlines, 

are also projected for absolute phase calculation. Fringe images are taken from two 

different directions simultaneously by the two cameras arranged as a stereovision pair. 
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Both cameras are pre-calibrated and their intrinsic and extrinsic parameters are known. 

The fringe images are then sent to the computer for processing via a frame grabber. Phase 

wrapping and unwrapping algorithms are applied to obtain the horizontal and vertical 

phase maps based on the three-step phase shifting algorithm.  

 These phase maps are then used to assist stereo matching at the pixel level. The 

coordinates of the object surface are calculated based on triangulation. Since the phase 

value at each pixel is only used as a reference to assist stereo matching, it does not have 

to be accurate. Thus the projector does not need to be calibrated, which simplifies the 

system calibration. Errors due to inaccurate phase values are significantly eliminated 

because the two cameras produce phase maps with the same phase errors and these errors 

are cancelled after the matching. Two absolute phase maps of a Zeus statue, one 

horizontal and one vertical, are shown in Figure 6.3. 

 

 

Figure 6.3:  Absolute phase maps of Zeus statue. (a) Horizontal increasing absolute phase 
map. (b) Vertical increasing absolute phase map. 

(a) (b) 
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6.2.2 Pixel matching and 3D model reconstruction 

 In order to obtain accurate pixel matching and eliminate errors due to phase 

inaccuracy, we match pixels between two cameras in this proposed method instead of 

between one camera and one projector as in a typical phase shifting method. The 

projector no longer participates in 3D reconstruction.  

 As can be seen in Figure 6.3, the phase value is monotonically increasing 

leftwards in the horizontal phase map, and downwards in the vertical phase map. Since 

both absolute phase maps are monotonic, it is not hard to find the corresponding points 

between the two cameras without any ambiguities. For a certain pixel in one camera 

image, we can simply narrow down the searching field on the other cameras image from 

2D area to 1D array by using the horizontal phase maps, and then use the vertical phase 

values to locate the corresponding pixel in that array. 

 In a typical stereovision system, assuming the cameras are pinhole cameras, the 

geometry relations between the two cameras at distinct positions lead to constraints 

between the image points. This geometry is so called epipolar geometry. A very useful 

epipolar constraint is shown in Figure 6.4. For an object point C, if the projection of C on 

camera1 is P1, and the projection of C on camera2 is P2, then P2 must lie on a particular 

line, which is called an epipolar line. 

 Assume the intrinsic parameter matrices for the two cameras are A1 and A2, and 

the extrinsic parameters, rotation matrices and translation vectors, are R1, t1 and R2, t2 

respectively, then the linear camera models for camera1 and camera2 can be written as  

 [ ] [ ][ ]TT
ZYXtRAvus 1,1 111111 =   6.1 

and 
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 [ ] [ ][ ]TT
ZYXtRAvus 1,1 222222 =   6.2 

where [ ]ZYX   is the coordinates for the object point, [ ]111 vu  is the projection 

coordinates of P1. Solve [ ]ZYX  from Eq.  (6.1) and substitute into (6.2) we obtain 

the equation for epipolar line on camera2.  

 2211122111111122222 ]1,,[]1,,[ tAtRRAvusARRAvus TT +−=
−−−

 6.3 

 Where s1 is the independent variable and [ ]122 vu   is a point on the epipolar 

line based on the value of s1. Using this linear equation (6.3), the searching area for a 

certain pixel can be constraint to the adjacent 3 to 5 rows. In this research, the camera 

resolution is 640×480 pixels. By calculating the epipolar lines, the searching area can be 

reduced by roughly a hundred times. For better accuracy, the nonlinear second-order 

symmetric radial distortion model, which has been introduced in Chapter 3, is used for 

cameras. And the reconstruction procedure is the same procedure as introduced in 

Chapter 3, except that this time we use the correspondence between two cameras, not one 

camera and one projector. 

 

Figure 6.4: Epipolar constraint used in this method. 
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6.2.3 Experimental results 

 The experimental setup is composed of two black and white (B/W) cameras 

(Pulnix TM6740CL) with a resolution of 640×480 pixels and one B/W projector (Plus 

Vision PLUS-U5-632) with a resolution of 1024×768 pixels. The two cameras are 

separated by a certain angle and fixed on a metal frame. They are connected to the 

computer (Dell precision 690) via a frame grabber (Matrox SoliosXCL). This frame 

grabber has two camera link connectors and allows for simultaneous control of the two 

cameras. The cameras are pre-calibrated and their intrinsic and extrinsic parameters are 

obtained by using a Matlab camera calibration toolbox. The projector is separated from 

the cameras and is not fixed on the frame. During measurement, the projector is set at a 

position close to the cameras to make sure that the object is well illuminated by the 

projected light. And the projector is kept still during the measurement. Figure 6.5 shows 

two photographs of the actual system. 

 

Figure 6.5: The setup of the combined phase shifting and stereovision system. (a) 
Cameras set up for stereovision. (b) Projector used to project pattern is separated from the 

cameras. 

(a) (b) 
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Figure 6.6: 3D models of (a) Zeus statue and (b) card box reconstructed by the combined 
phase shifting and stereovision method. 

  

 Figure 6.6 shows the results of the Zeus statue and the cardboard box measured 

by the new system. Comparing with results shown in Figure 6.1, the errors caused by 

projector nonlinearity and color variations are almost totally eliminated. 

 In order to give a more quantitative comparison, a flat board was measured by 

both methods. Figure 6.7 (a) shows the error cross section of reconstructed 3D model of 

the flat board measured by the phase shifting method and Figure 6.7 (b) shows the 

corresponding result measured by the combined phase shifting and stereovision method. 

Since the board surface is smoother than the measured results show, the variations shown 

in the plots can be considered as mostly from measurement errors. The calculation of the 

RMS values shows an error reduction of almost 9 times from 0.275 mm to 0.032 mm 

with the new method. The remaining error seems to be more like random error based.  

(a) (b) 
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Figure 6.7: Error cross sections of a flat board 3D model. (a) Measured by phase shifting 
method. (b) Measured by the combined phase shifting and stereovision method. 

 

(b) 

(a) 
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 To show the robustness of the new method, the fringe patterns were intentionally 

modified to make the intensities of the three channels imbalanced and the intensity 

profiles of the patterns non-sinusoidal, which is a simulation of a severe nonlinear gamma 

curve. Figure 6.8 (a) shows the results obtained by the phase shifting method and Figure 

6.8 (b) shows the results obtained by the combined phase shifting and stereovision 

method under the same condition. From left to right, the first set of results were obtained 

by fringe patterns with imbalanced intensities of 0.8I1, I2 and I3, the second with 

imbalanced intensities of 0.8I1, 0.6I2, and I3, the third with imbalanced intensities of 0.8I1, 

0.6I2, and 0.4I3, and the fourth with randomly introduced nonlinearity. 

 

 

Figure 6.8: Results comparison of modified patterns. (a) Results measured by traditional 
phase shifting method. (b) Results measured by the combined phase shifting and 

stereovision method. 

(a) 

(b) 
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 In Figure 6.8, compare the first and the second columns, the errors are almost 

completely eliminated by use of the combined method. In the latter two columns, there 

are some periodic errors left, but they are much smaller in comparison. In normal 

situations the errors due to intensity imbalance and gamma curve nonlinearity will not be 

as significant. The above results nevertheless show the robustness of the new method in 

terms of measurement precision. Besides, the fact that the new method does not require 

careful calibration of the projector makes it much easier to implement the method for 3D 

shape measurement. 

6.3 Use of a Visibility-Modulated Fringe Pattern 

 The combined phase shifting and stereovision method introduced in the last 

section can effectively eliminate errors caused by inaccurate phase calculation. The 

disadvantage of this combined method, however, is the doubling of the number of 

required images for 3D reconstruction, which slows down the image acquisition process 

and, as a result, makes it difficult to measure dynamically changing objects. 

 In this section, we propose to use a new visibility-modulated fringe pattern to 

address the aforementioned shortcoming of the combined method. The aim is to reduce 

the number of required fringe images to half, so that the combined method can still be 

applied to measuring dynamically changing objects. 

6.3.1 Principles 

 The layout of the 3D measurement system introduced in this section is the same 

as shown in Figure 6.2, except that the fringe pattern used is a novel visibility-modulated 

fringe pattern.  
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 As introduced in Chapter 2, the ratio of the intensity modulation and average 

intensity defines the fringe visibility or data modulation. Fringe visibility can be used to 

check the quality of data at each pixel. When its value is close to zero, the fringe has a 

low visibility, which indicates low data quality. In contrast, when its value is close to one, 

the fringe has a high visibility, which indicates high data quality. In this section, the 

fringe visibility is modulated to change periodically for the purpose of stereo matching. 

 The fringe pattern shown in Figure 6.9 (a) is the newly proposed visibility-

modulated fringe pattern. Along the horizontal direction, this color pattern contains the 

three phase-shifted fringe patterns in its red, green, and blue channels. Along the vertical 

direction, the fringe visibility is modulated in a triangular shape. Figure 6.9 (b) shows the 

sinusoidal waveforms at two different vertical positions A-A and B-B as indicated in 

Figure 6.9 (a). The upper waveform shows a lower average intensity but a higher 

intensity modulation, which ensures a higher fringe visibility. In contrast, the lower 

waveform has a higher average intensity but a lower intensity modulation, which means a 

lower fringe visibility. Theoretically the phase and visibility of a fringe pattern are 

independent to each other. Therefore, we can calculate the phase value correctly 

regardless the value of the fringe visibility. In reality, however, lower fringe visibility in 

general means reduced signal-to-noise ratio. Therefore, the depth of visibility modulation 

for the fringe pattern needs to be carefully selected, so that it is large enough for stereo 

matching, in the mean time, not too large to cause significantly increased noise level. 

With this new pattern, we can obtain the phase information in one direction and fringe 

visibility information in the other direction simultaneously for stereo matching, so that 

the second group of fringe images is no longer required. 
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Figure 6.9: (a) Visibility-modulated fringe pattern. (b) Sinusoidal waveforms at two 
different vertical positions 

 

 With phase wrapping and unwrapping algorithms, a horizontally increasing phase 

map can be obtained from the fringe images. In order to use phase values for stereo 

matching at the pixel level, the phase maps need to be transformed into absolute phase 

maps. This means that there have to be some kind of common references in both phase 

maps. Previously, we used an extra centerline image to provide the reference, which 

slows down the image acquisition speed. In chapter 4 a crosshair marker with higher data 

modulation value is used for reference. However, in this new visibility-modulated fringe 

pattern, the data modulation is already used for other purpose, so the same approach in 

Chapter 4 is not applicable.  
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Figure 6.10: Stereo matching procedure. (a) Using the phase maps to find the same phase 
curve (b) Matching the visibility values to locate the right pixel. 
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 In this research, the centerline is embedded in the fringe pattern as a 30-degree 

phase jump, as shown in Figure 6.9 (b). During the phase wrapping process, this phase 

jump is detected in a small window as shown in Figure 6.10 (a). By defining the phase 

values at the phase jump lines to be zero, a common reference in the phase maps from 

both cameras is established, which makes it possible to convert the phase maps into 

absolute phase maps. As a result, only three images are required for 3D model 

reconstruction, which makes possible the measurement of moving objects. 

 With the absolute phase maps available, for a certain phase value of a pixel A in 

the image of one camera we can find a curve with the same phase value on the image of 

the other camera. To avoid matching ambiguity and increase the matching speed, the 

epipolar geometry of the cameras is used to narrow down the searching area to a narrow 

strip, which is narrower than the period of the visibility modulation, as shown in the 

dotted-line-circled areas in Figure 6.10 (a) and 6.10 (b). Once the curve is found in the 

phase map, the visibility maps are applied to identify the corresponding pixel. 

6.3.2 Experimental Results 

 The experimental setup is the same as introduced in section 6.2.3, except for the 

fringe pattern used. The reconstruction procedure has not been changed neither and the 

camera model used is still the second-order symmetric radial distortion model. 

 To demonstrate the performance of the proposed method in terms of error 

reduction, the Zeus statue and a cardboard box were measured by using the visibility-

modulated fringe pattern. Figure 6.11 shows the results. Compare to Figure 6.1, most of 

the errors are eliminated by using this new pattern.  
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Figure 6.11: Results measured with visibility-modulated fringe pattern. 

 

 

Figure 6.12: Cross sections of a flat board 3D model measured with the visibility-
modulated fringe pattern. 
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 The flat board is also measured with this new pattern and a cross section is shown 

in Figure 6.12. The RMS error is 0.056 mm. Comparing to Figure 6.7 (a), the error is 

reduced by 5 times which is not as good as Figure 6.7 (b) (which reduced the error by 9 

times), however, the acquisition time for reconstructing a single 3D model is largely 

reduced to 13.9 ms as the timing chart shown in Figure 4.9. 

 To show the system’s ability of measuring dynamically changing objects, we 

measured a data sequence of human face expression at a frame rate of 60 frames per 

second for 8 second, which resulted in a total of 480 reconstructed 3D models. Figure 

6.13 shows 8 selected frames of all these 3D models, which clearly demonstrate the 

capability of the proposed method in capturing dynamically changing facial expressions. 

 

 

Figure 6.13: 8 selected 3D models of dynamically changing facial sequence captured by 
using the combined phase shifting and stereovision method with the visibility-modulated 

fringe pattern. 
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6.4 Summary 

 This Chapter has introduced a new method, namely the combined phase shifting 

and stereovision method, for more accurate 3D shape measurement. This method requires 

the use of two cameras and one projector. By using this method any errors due to 

inaccurate phase measurement could be significantly reduced. Experimental results 

showed that the typical periodic error due to projector nonlinearity was almost 

completely eliminated. The use of visibility-modulated fringe pattern has also been 

proposed. By using this new fringe pattern, the image acquisition time for three 

contiguous fringe images could be reduced to 13.9ms, thus made the measurement of 

moving objects possible. 
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Chapter 7 Color System Based on the Combined Phase 

Shifting and Stereovision Technique 

 Real-time systems have been developed in previous researches as introduced in 

Chapter 4 and Chapter 6, which demonstrate the capability of measuring slowly moving 

objects, such as human facial expressions. However, when measuring rapidly moving 

objects, these B/W systems showed significant measurement errors due to their sequential 

nature of fringe image acquisition.  

 As introduced in Section 1.2.2, methods using color-encoded fringe patterns have 

been reported previously for use in measuring rapidly moving objects. In this chapter, we 

further the work on the color phase shifting method by adopting the combined phase 

shifting and stereovision method. In particular, we propose to use a color visibility-

modulated fringe pattern and color devices to reap the accuracy advantage offered by the 

combined phase shifting and stereovision method, while keeping the speed advantage of 

a color phase shifting system [95]. 

7.1 Motion Error of B/W System 

 Since multiple images are required for the phase shifting method, the object is 

usually needed to be motionless. If the images can be captured fast enough, slowly 

moving objects can be measured. In the real-time system, three phase-shifted fringe 

patterns are encoded in the red, green, and blue channels to form a color fringe pattern.  
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Figure 7.1: Schematic diagram of the error caused by object motion. 

 

 When this pattern is projected onto the object by a digital-light-processing (DLP) 

projector working in B/W mode, the three color channels are projected in grayscale 

sequentially and periodically. By synchronizing the camera and projector, the three fringe 

images can be captured in 13.9ms. At this speed, slowly moving objects, such as human 

face with expression changes, can be recorded as shown in previous chapters. However, 

for fast moving objects, errors due to object motions still appear on the reconstructed 3D 

models. 

 Figure 7.1 shows the schematic diagram of the causing of motion errors in the 

combined phase shifting and stereovision method proposed in Chapter 6. In order to 
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recover the phase map, three fringe images are needed for each camera. As illustrated, for 

the measurement of a certain point C, due to the object position changing, the actually 

points taken by camera1 are C, '1C and "1C , and the corresponding points taken by 

camera2 are C, '2C and "2C  respectively. The traditional phase shifting system also has 

this problem, except that that kind of system only uses one camera. 

7.2 Color Based Approach 

7.2.1 Color-encoded fringe pattern 

 The problem caused by object motions can be solved by using a color liquid-

crystal-display (LCD) projector and one or more color cameras. Different from DLP 

projectors, LCD projectors project the three color channels simultaneously. The three 

phase-shifted fringe patterns can be encoded in the red, green, and blue color channels to 

form a color fringe pattern and projected at the same time. Then only one color image 

needs to be taken by the color camera. The red, green, and blue components of this color 

image can be separated to generate the three fringe images for phase map calculation. 

Since only one image is captured by the camera, the image acquisition time is 

significantly reduced and therefore object motions will have much less effect on the 

measurement results. 

7.2.2 Color imbalance and color coupling 

 The speed advantage of the color system comes with problems associated with the 

use of color, which need to be solved before accurate measurements can be made. One of 
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the major problems is color imbalance. Figure 7.2 shows the cross sectional intensities of 

three color fringe images. In this case, the single color fringe patterns were generated 

with the same intensity and projected onto a white board via an LCD color projector. The 

fringe images were captured by a color camera. As can be seen in this figure, the green 

fringe image has a much larger intensity over the red and blue fringe images. This 

intensity discrepancy is called color imbalance, which exists in both the camera and 

projector. The color imbalance problem can result in significant phase errors in the 

measurement results. Compensation methods have been developed in the past. For 

example, Pan and Huang proposed a method that used a look-up-table (LUT) to solve this 

problem [62]. 

 Color coupling, which is caused by the spectrum overlapping of the color 

channels, is another issue that needs to be addressed. The color channels are usually 

intentionally designed to have spectrum overlaps in order to prevent color-blind regions. 

As a result, the red, green, and blue channels of a color fringe image cannot be separated 

completely. Color coupling is usually severe between green and red channels as well as 

green and blue channels. It is relatively weaker between the red and blue channels. Figure 

7.3 shows the cross sections of a green fringe image. As can be seen in the figure, the red 

and blue components also have intensities that are not negligible. The color coupling 

problem can be solved by using either compensation algorithms or specially designed 

color filters to change the color spectra of the camera [61], [62]. 
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Figure 7.2: Color imbalance of the three color channels. 

 

 

Figure 7.3: Color coupling appearance in a green fringe image. 
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7.2.3 Use of a color visibility-modulated fringe pattern 

 The color 3D shape measurement system is composed of a color LCD projector 

which is used to project the visibility-modulated fringe pattern and two color cameras 

which are used to capture the fringe images of the object. In this system, each camera 

only needs to take on color fringe image for 3D reconstruction. Then each color fringe 

image can be separated into three grayscale fringe images for calculation of the phase 

values. In this way, we can significantly reduce the image acquisition time and make the 

system more suitable for measuring objects in motion.  

 In general, the color imbalance and color coupling problems cause significant 

errors in the traditional phase shifting method. Fortunately, the same thing does not 

happen in the case of the combined phase shifting and stereovision method. We will 

show in the next section that errors caused by color imbalance and color coupling are 

significantly reduced in the same way as the errors caused by phase miscalculation due to 

the projector’s nonlinearity in the B/W system.  

7.3 Experiments 

7.3.1 System setup 

 The color system has the same configuration as the B/W system shown in Figure 

6.2, except that all the devices used are color devices and the projector works in color 

mode. The cameras are single-CCD Bayer cameras with a resolution of 640 × 480 pixels. 

The projector is an LCD projector with a resolution of 1024 × 768 pixels. The two 

cameras are pre-calibrated by using the Matlab camera calibration toolbox and are fixed 
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in position relative to each other. A frame grabber is used to synchronize and control the 

cameras. The projector is neither calibrated nor fixed relative to the cameras. It can be 

placed at any position as long as it can properly illuminate the object.  

7.3.2 Compensation methods 

 Use of the combined phase shifting and stereovision method can significantly 

reduce the systematic phase errors. However, when the nonlinearity of the projector’s 

gamma curve or the color imbalance is too large, there will be slight errors left on the 

reconstructed 3D model, as illustrated in Figure 6.8. To further reduce the phase errors 

and obtain optimal results, a basic compensation for the nonlinearity of the projector’s 

gamma curve is adopted. An LUT was built to generate a calibrated fringe pattern. Since 

we only need a rough calibration, this procedure is needed to be done for only once and 

the result is recorded. 

 To solve the severe color imbalance problem, the intensities of three different 

channels are multiplied by three different coefficients. Also, when the pattern is 

generated, the green channel is assigned with a lower intensity than the other two 

channels. Even though the imbalance ratios are not quite the same over different 

grayscale levels, experiment shows that this simple adjustment is sufficient for the 

combined phase shifting and stereovision method to rectify the color imbalance issue. 

 As for the color coupling problem which is not as severe as color imbalance in 

our case, no compensation was done at all. From the measurement results, which will be 

shown in the next section, the color coupling issue will not affect the measurement 

performance, when the combined method is applied. 
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Figure 7.4: Measurement results of (a) the color phase shifting method, and (b) the 
proposed combined phase shifting and stereovision color system. 

 

7.3.3 Experimental results 

 Figure 7.4 shows the advantage of the color combined phase shifting and 

stereovision method over the traditional color phase shifting method. The Zeus statue and 

a plastic part, which was painted in white, were measured to show the effectiveness of 

(b) 

(a) 



 100

this color system. Figure 7.4 (a) shows the results measured by the traditional phase 

shifting system composed of one color projector and one color camera. Even though the 

same compensation methods were used, significant errors still appear on the 

reconstructed 3D models. Figure 7.4 (b) shows the results obtained by the combined 

phase shifting and stereovision system where no obvious systematic errors can be 

observed. The phase errors caused by the nonlinearity of the projector’s gamma curve, 

color imbalance, and color coupling are mostly eliminated. 

  To show the system’s capability of measuring objects in motion, a plaster statue 

of a girl’s profile and the white painted plastic part were measured by the B/W system 

and the color system both based on the combined phase shifting and stereovision method, 

while being quickly moved in front of the systems. 

 As shown in Figure 7.5 (b), the measurement results obtained by the color system 

are not obviously influenced by the motion, while the results obtained by the B/W system 

shown in Figure 7.5 (a) have large distortions. The exposure time of the color cameras 

was set at approximately 5ms in this case, but it could be adjusted depending on the 

brightness of the illumination and sensitivity of the cameras. It is possible to adjust the 

exposure time freely because that the cameras no longer need to be synchronized with the 

projector. Compared to the total acquisition time of 13.9 ms required by B/W system, the 

color system is more than twice as fast. Besides, this speed advantage will be even more 

significant if the exposure time is further reduced with higher brightness of the projector 

or higher sensitivity of the cameras. 
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Figure 7.5: Measurement results of objects in motion by combined phase shifting and 
stereovision systems. (a) Results obtained by B/W system. (b) Results obtained by color 

system. 

 

7.3.4 Discussion 

 The results obtained by the color system showed a lower resolution than those 

from the B/W system. This was because the color cameras used in this research are 

single-CCD Bayer cameras, which has 50% pixels for green and 25% each for red and 

(a) 

(b) 
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blue channels. When a color image from such a camera is separated into three grayscale 

images, the missing pixels are filled by interpolation. Figure 7.6 (a) is the red channel of 

a color fringe image taken by a Bayer camera. The noise level is obviously higher than 

the image taken by a 3-CCD camera, which is much clearer and smoother as shown 

Figure 7.6 (b). Using 3-CCD cameras, the measurement results are expected to be 

significantly improved. However, a 3-CCD camera is typically much more expensive 

than a single-CCD camera. 

 The color system is also sensitive to ambient light and object surface textures. 

During the measurement, all the indoor lights need to be turned off for accurate results. In 

addition, the objects measured so far all have white and diffuse surfaces. 

 

 

Figure 7.6: Red channels of two color images taken by different color cameras. (a) Image 
taken by single-CCD camera. (b) Image taken by 3-CCD camera. 
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7.4 Summery 

 In this Chapter, a color system composed of two color cameras and one color 

projector was proposed to further improve the image acquisition speed for the combined 

phase shifting and stereovision method. With the use of these color devices, only one 

fringe image is required for each camera to reconstruct a 3D model. As a result, the errors 

caused by object motions were significantly reduced. Experimental results were 

presented and compared. Moving objects were measured by different systems to show the 

resistance of the color system to object motions. The color system has a relatively lower 

resolution since the color cameras used are single-CCD Bayer cameras. The measurement 

results can be improved by using more expensive 3-CCD cameras. 
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Chapter 8 Portable 3D Measurement System 

 The usual fringe projection systems have a disadvantage that blind areas not 

captured by cameras or shading areas not illuminated by projection can not be 

reconstructed. Problems also exist when measuring large objects. When the measured 

object is larger than the system’s field of view, multiple data pieces need to be acquired 

from different perspectives to cover the whole object. To stitch these data pieces together, 

registration methods are required 

 In this Chapter, a portable 3D shape measurement system based on the combined 

phase shifting and stereovision method is proposed to measure objects with large sizes 

[96]. Simple registration procedure is also designed for stitching local views. 

8.1 Principles 

8.1.1 System setup and measurement strategy 

 The schematic diagram of the system layout is shown in Figure 8.1. The basic 

system setup is the same as introduced in Section 6.2.1 which includes two B/W cameras, 

one DLP projector working in B/W mode, and one computer. The visibility-modulated 

fringe pattern is also utilized.  

 During the measurement, the projector must be located at the same position and 

relatively fixed to the object. The two pre-calibrated cameras as a whole part can be 

moved to as many positions as needed to obtain enough local views that cover the whole 
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object. Each local view should have overlapping areas with other adjacent views. The 3D 

models are reconstructed in their own local coordinate systems. The projector is fixed 

during the measurement procedure, which means that the fringe pattern appearing on the 

object is not changed, so that the phase and fringe visibility values of the pixels in the 

overlapped areas is consistent and can be used to find the transformation between the 

local views. Finally, all of the local views can be transformed into one global coordinate 

system to from a complete 3D model. 

 

 

Figure 8.1: Schematic diagram of the portable system. 
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 To build a portable system, the measurement speed needs to be as fast as possible, 

because any small positional change of the measurement system caused by hand motions 

during the sequential image acquisition process will result in motion errors in the 

reconstructed 3D model. By using the visibility-modulated fringe pattern, which is fully 

introduced in Section 6.3, a local view can be captured in 13.9 ms which is fast enough 

for the speed requirement.  

8.1.2 Data Registration 

 An efficient data registration procedure is designed to stitch the local views. To 

show this procedure, a plaster statue of woman face is measured in two views, each 

containing a different part of the statue with some overlapping areas with the other. The 

two images shown in Figure 8.2 were taken by the same camera but at different positions. 

The reconstructed areas for each view are highlighted and the original 3D coordinates are 

represented in their own local coordinate systems. 

 The short red line in each image is the centerline detected as a 30 degree phase 

jump, which is used to calculate the absolute phase map. Since the projector and the 

object are not moved during the whole procedure, the patterns projected on the object in 

these two images are identical. With the absolute phase map and the fringe visibility map, 

the corresponding pixels in the overlapping area could be found (shown as “x” markers in 

Figure 8.2).  Using the phase and fringe visibility values to assist pixel matching, no 

physical markers or surface textures are required. Once the pixel matching is completed, 

the 3D point pairs could be used to calculate the transformation between these two local 

views.  
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 A pattern containing more reference lines, shown in Figure 8.3, is used in order to 

obtain a wider measurement range for even larger objects. For any two views, if an 

identical reference line is found, the absolute phase map can be calculated based on that 

line for stereo matching. 

 

 

Figure 8.2: Finding corresponding pixel pairs for two local views. 

  

 

Figure 8.3: Pattern with multiple reference lines. 
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8.2 Experimental Results 

 The reconstructed 3D models of the plaster statue are shown in Figure 8.4. Figure 

8.4 (a) and (b) are the two local views. Figure 8.4 (c) shows the two local views displayed 

together before coordinate transformation. Figure 8.4 (d) is the complete 3D model after 

the coordinate transformation. It can be seen clearly that the two local views have been 

accurately merged together by using this method. 

 

 

Figure 8.4: Experimental results of a plaster statue. (a) The first local view. (b) The 
second local view. (c) Local views before coordinate translation. (d) Merged local views 

after coordinate translation. 
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(c) (d) 
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Figure 8.5: Measurement results of a metal part. 

 

 Figure 8.5 shows the measurement results of a long metal part. Three local views 

were taken for this part and the 3D models were transformed into the same global 

coordinate system. The upper picture shows the point cloud of the three local views, in 

which the overlapping areas are clearly seen. The lower picture is the stitched 3D model 

of the whole part. 

 A plaster seahorse attached to a flat white board was also measured in 9 local 

views and the results are shown in Figure 8.6. Figure 8.6 (a) shows the point clouds with 

different local views displayed in different colors. Figure 8.6 (b) is the stitched 3D model. 

It can be seen that using the proposed registration method, all the pieces can be 

successfully merged together to form the whole model without the help of any physical 
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markers or surface textures. Figure 8.6 (c) and (d) are the zoom-in view of the central part 

and its corresponding position in the whole model. 

 Finally, Figure 8.7 shows the measurement results of a car fender. Figure 8.7 (a) 

shows the whole 3D model with colored local views. Figure 8.7 (b) is the whole model 

displayed in a slightly different angle with the same color. This car fender is painted with 

diffuse white color, since its original color is black and light reflecting which can not be 

easily measured by optical techniques. 

 

Figure 8.6: Measurement results of a plaster seahorse attached on a flat board. (a) Point 
clouds of 9 local views. (b) The whole 3D model. (c) The central local view. (d) The 

central local view in the whole model. 

 

(a) (b) 

(c) (d) 
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Figure 8.7: Experimental results of a fender. (a) The whole 3D model with colored local 
views. (b) The whole 3D model shown in one color. 

 

8.3 Summary 

 In this chapter, we introduced a portable 3D shape measurement system based on 

the combined phase shifting and stereovision method, which can measure large objects. 

During the measurement, the movable part is just the two cameras connected by a metal 

frame, which is small and light enough to be held in hand. The image acquisition time is 

approximately 13.9 ms for a single local view, which is short enough to avoid motion 

errors. The coordinate transformations between these local views could be determined by 

identifying corresponding point pairs in the overlapping areas without the need of any 

physical markers and surface textures. Several measurement results were presented to 

show the feasibility of this portable 3D shape measurement system. 

(a) (b) 



 112

 

Chapter 9 Conclusions and Future Works 

9.1 Conclusions 

 This dissertation research is focused on improving the performance of the 3D 

shape measurement system. In the first part of this research, nonlinear calibration 

methods have been developed to improve the accuracy of the 3D shape measurement 

system based on the phase shifting method. The second-order symmetric radial distortion 

model, which considers only the first term of radial distortion coefficients, was chosen as 

the nonlinear camera model. All the intrinsic and extrinsic parameters were calculated 

based on this model via a Matlab camera calibration toolbox. After applying the 

nonlinear calibration method on the camera itself, the measurement error caused by lens 

distortion was reduced by more than 56 percent, particularly, the RMS value was reduced 

from more than 1.4 mm to approximately 0.61 mm. After applying the nonlinear 

calibration model on both the camera and the projector, the RMS was reduced to 0.35 

mm, which gave a reduction of more than 75 percent. 

 In order to implement this nonlinear calibration method in real-time measurement 

system, a marker, which has a slightly different data modulation, was added in the fringe 

pattern. By using this marker as a reference, the absolute phase value could be calculated 

based on every three consecutive fringe images. So that, the reconstructed 3D coordinates 

are absolute 3D coordinates instead of the relative coordinates which was used in the 

previous real-time system. A sequence of human face expression models were shown as a 
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sample result of the absolute-coordinates real-time measurement system. A new 

generation of real-time system was also introduced, which has a higher speed by using 

new high speed camera. The new camera is faster in speed, simpler in connection and 

smaller in size. The new system can realize a 60 Hz measurement speed which doubles 

the previous speed and has a simpler design as well. 

 To rectify the problem caused by phase ambiguity, the concept of quality map 

guided phase unwrapping was introduced and a new flood-fill phase unwrapping 

algorithm was applied to eliminate these ambiguities. The pixels were stored into several 

groups according to their “qualities”, and then the highest-quality pixels were process 

first followed by the relatively low-quality pixels, and so on.  The 3D “jump” errors 

caused by phase ambiguities were mostly removed by this new phase unwrapping 

method. 

 In the second part of this research, a novel method, namely the combined phase 

shifting and stereovision method, was proposed for more accurate 3D shape 

measurement. This method requires the use of two cameras and one projector. The two 

cameras are set up for stereovision and the projector is used to projecting fringe patterns. 

Since the two cameras produce phase maps with the same phase errors, any errors due to 

inaccurate phase measurement could be significantly cancelled. Since the projector no 

longer takes part in the stereo matching procedure, this method could also help us get rid 

of the projector calibration, which typically involves a time-consuming and complex 

procedure,. Experimental results showed that with this new proposed method, the 

measurement error was reduced by approximately 9 times and the typical periodic errors 
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due to projector nonlinear gamma curve and huge color contrast was almost completely 

eliminated. 

 The use of a visibility-modulated fringe pattern was introduced in the same 

chapter. The purpose is to reduce the number of fringe images for 3D reconstruction and 

therefore realize the measurement of moving objects. Experimental results demonstrated 

that, by using this new fringe pattern, only three images were needed for 3D model 

reconstruction and the total image acquisition time could be reduced to 13.9ms. 

Experimental results also showed that with the proposed method, measurement error was 

reduced by 5 times comparing to the error of the traditional phase shifting method. 

 A color system based on the combined phase shifting and stereovision method has 

also been developed to further improve the measurement speed and reduce the motion 

errors. The special issues, such as color imbalance and color coupling, were solved with 

proper compensation methods. Measurement results of this color system were compared 

with the results taken by the B/W system and the traditional phase shifting system. 

Experiments showed that, the color system is much less sensitive for motions. However, 

the single-CCD cameras used in this system have lower resolution than the B/W cameras, 

due to which, the 3D results have relatively rougher surface and less details. Using 3-

CCD color cameras can promisingly improve this situation, but that kind of cameras are 

much more expensive. 

 Finally, a portable 3D shape measurement system based on the combined phase 

shifting and stereovision method was introduced, which can measure large objects. 

During the measurement, the two cameras were moved around the object to obtain as 

many local views as necessary. The image acquisition time for a local view is 
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approximately 13.9 ms, which is fast enough to avoid measurement errors caused by 

slight hand motions. The coordinate transformations between the local views could be 

determined by identifying corresponding point pairs in the overlapping areas. Without 

any need of physical markers or surface textures, the registration procedure could be done 

by the assisting of the fringe patterns and all the local views could be transformed into a 

common global coordinates system to form a completed 3D model of the whole object. 

Measurement results were presented to show the feasibility of this system and the 

proposed registration method. 

9.2 Future Works 

 Besides the topics included in this dissertation, there are still many applications 

and issues could be further explored. The following are several challenging but 

potentially feasible ones: 

1) Design faster real-time systems 

 The current B/W real-time system can record video sequences at 60 frames per 

second, in other words, 180 fringe images are taken per second. To further improve the 

measurement speed, there are basically two ways. One way is to use color cameras. The 

pros and cons are discussed in Chapter 7. 

 The other way is to shrink the image acquisition interval of the B/W system. As 

can be seen in Figure 4.9, the projection frequency is actually twice the speed as the 

image acquisition frequency. If we use a camera can capture 360 images per second and 

synchronize it with the projector in an effective way, higher measurement speed can be 

achieved. The challenge is that, a projection channel can not be fully captured if we use 

only one camera, because the camera always needs a short interval between two 
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exposures. By carefully designing the exposure time, acquisition timing signal and 

leaving short intervals between two exposures, we can make a partial capture for every 

projection channel to conquer this challenge. 

2) Develop 360 degree measurement system 

 The portable system introduced in Chapter 8 can measure large objects. However, 

it can only measure the areas illuminated by the projector. To measure an object in 360 

degree, multiple projectors placed around the object are needed to illuminate the whole 

object. And then the portable system can be moved to take local views all the way around 

the object. Since the projections may overlap, the projectors need to be turned on and off 

one by one. Photogrammetry techniques, such as bundle adjustment, can be used for data 

registration and parameter calculation for more accurate results. 

3) Explore more applications 

 High speed measurement systems have a lot of potential applications. In the past, 

we have used this kind of systems for medical treatment systems, face and speech 

recognition and robotic vision. By using tiny acquisition and projection units, the 

measurement system can be integrated into other mobile devices such as cell phones for 

further use. There are more and more applications are waiting to be explored with the 

development of image projection systems, high speed cameras, wireless data 

transmission, and computer technology, etc. 
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