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Introduction

• Web 2.0 – Content sharing & collaboration

– Ex. Social Networking sites, Blogs, Wikis etc

• Wikipedia – “The free encyclopedia that anyone can edit”



Issues with open and free services



Need for Governance & Patrolling

• Publishing policies and ethics are difficult to be expressed as rules
• Rule based policies fall short and are unmanageable
• Need for adaptive and intelligent techniques to detect such attacks
• It’s not just about Wikipedia, Other examples include: 

– Rude comments posted on blogs
– Bullying on social networking websites
– Content based sharing policies



Vandalism

• Wikipedia defines Vandalism as “A deliberate 
attempt to compromise the integrity of 
Wikipedia”

• Article Integrity refers to :
– Relevance of edit content

– Correctness of markup or formatting syntax 

– Stating appropriate and factual information 
suitable for encyclopedic content



Types of vandalism

• Content Vandalism

– Silly Vandalism

– Sneaky Vandalism

• Markup Vandalism

– Adding irrelevant content in markup

– Template Vandalism



Silly Vandalism



Sneaky Vandalism



Markup Vandalism



Template Vandalism



Prior approaches

• Rule Based
– ClueBot

• Machine Learning :
– Naïve Bayes – Bag of words

– Compression ratio

– PAN 2010 Workshop

• Natural Language Processing :
– “Got you!” Vandalism Detection using Shallow 

Syntactic and Semantic modeling.



Our contribution

• PAN 2010 Workshop - Introduce informative features
– Our results: AUC 88.5 %
– Winner results : AUC 92%

• Improve on our features from the learning of PAN 
proceedings.

• Introduce a new approach inspired from Authorship 
Attribution using PCFG to model the syntax and style.

• Analyze impact of balanced and unbalanced dataset on 
results.

• Compare our performance with the Syntax and Semantic 
approach by “Got you!” study.

• Analyze the performance of our classifier for each edit type 
insert or change, delete and template edits individually.



Problem Definition

• Given an edit in Wikipedia, we can use the 
below information for the vandalism 
classification task :

– The edit itself

– Previous contributions of the editor

– Comments of the edit

– Past revisions of the edit

– Related articles from the web or in Wikipedia itself



Edit Types

• Content changes

– Insert – Addition of new content

– Change – Modification of existing content

– Delete – Removal of existing content

• Wiki Markup changes

– Short change in visible content

– Change in formatting/styling

– Insertion of links or images



Feature Extraction



Features – a closer look



Features – a closer look



Features – a closer look



Features – a closer look



Features – a closer look



Features – a closer look



Sentiment Analysis

• Expressing personal opinions and negative 
facts is common in many vandalism edits in 
Wikipedia.

• LingPipe’s Sentiment Analysis Tool

– # of subjective and objective sentences

– # of positive and negative sentences

– Change in positivity and negativity score

– Change in objectivity and subjectivity score



Grammar

• Vandals have a different writing style and syntax than regular 
contributors

• Model the syntax and style of regular editors and vandals
– Regular Sentence Parser  trained only on regular edits

– Vandalism Sentence Parser trained only on vandalism edits

• Compute the log probability (PCFG score) of the best parse 
from the trained parser.

• For each edit compute statistics like min, max, mean, sum and 
standard deviation from the PCFG score of all sentences.

• Calculate the diff between the statistics from regular and 
vandalism parser to use it as a feature



Syntactic and Semantic Modeling

• Large number of vandalisms are off topic
• Tricky to be captured without additional information
• Re-implement “Got you!” Vandalism Detection using 

Shallow Syntactic and Semantic modeling

• For each edit
– Get top 100 search results from Bing
– Build tri-gram language model for each article on :

• Unigram & POS Tags to capture semantics.
• Only POS tags to capture syntax.

– Calculate the log likelihood and perplexity of the edit diff 
on the trained tri-gram language models



Re-implementing “Got you!” Syntax & 
Semantic Modeling



Classifiers

• Experimented with various classifiers :
– C4.5 decision trees

– AdaBoost

– SVM

– Naive Bayes Tree

– LogitBoost

• LogitBoost a boosting technique combined with a 
logistic regression classifier performed the best 
among all and achieved an AUC of 94% with F-
Measure of 53% with 10 fold cross validation.



Evaluation Overview

• Corpus:
– PAN 2010 Workshop
– 32,444 human annotated edits - 2904 vandalisms 

• Balanced v/s Unbalanced dataset
– Vandalism to Regular ratio 1:10
– “Got you!” Syntax & Semantics – Balanced
– PAN 2010 Workshop – Unbalanced
– We evaluate our classifier on both

• Baseline
– PAN Workshop - Unbalanced dataset
– “Got you!” study - Balanced dataset



Evaluation Metrics

• Accuracy More than 90% Easy!
– Just output Regular

• Precision 
# Actual vandalisms Identified
-------------------------------------------
# Vandalisms Identified

• Recall
# Actual vandalism identified
--------------------------------------
Total # of actual vandalisms

• F1 – Harmonic mean of precision and recall
• AUC – True positive v/s false positive rate



Evaluation & Results on Unbalanced 
Dataset

• Complete PAN 2010 corpus(Unbalanced):
– Total corpus: 32444
– Training corpus: 15000
– Test corpus: 17444
– Ratio of vandalism to regular -> 1:10

* Without PCFG & Syntax Semantics



Evaluation & Results on Balanced 
Dataset

• Syntax & Semantics:
– Balanced Corpus: 

• Random Sampling

• Equal # of regular & vandalism edits

• Features on Inserts and Changes

Experiment Training size

“Got you!” 1600

Syntax & Semantics w/o PCFG 4036

Syntax & Semantics w/ PCFG 4036



Unbalanced v/s Balanced

• Unbalanced Corpus:

• Training size : 4036 edits, 495 vandalisms

– Balanced Corpus:



Classification on Edit Types
• Vandalism breakup by edit type :

– Insert or change 80% , Template change 17%, 
Delete 3%

Experiment Training size

Insert or change w/ PCFG 10086

Insert or change w/o PCFG 10086

Delete w/o PCFG 3000

Template changes 13000



Top 10 Features for Insert or Changes



Top 10 Features for Deletes



Top 10 Features for Template changes
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Questions & Answers


