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Abstract of the Dissertation

Grid Based Navigation and Robust Control of Multiple
Networked Mobile Robots

by

Doug Kim

Doctor of Philosophy

in

Electrical Engineering

Stony Brook University

2010

The field of robotics has been drawing much interest from academia and industry

alike. However its applications have been limited to static models such as factory

assembly lines where it performs repetitive actions that are precisely programmed.

This is to minimize the human interaction and possibilities of any deviation from

prescribed actions such as navigation errors in case of mobile robots. The robots

being used in many different application also have very limited interactions between

robots themselves. The collaboration between the robots can increase the efficiency

of the job they are programmed to do as well as assisting in situations where a robot

is in recoverable and non-recoverable failure mode. The collaboration between robots

necessitates a reliable communication network as well as a robust control mechanism.
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In this paper, first, the grid based navigation is presented where the area robots

assigned to navigate is divided into grids. The grid based navigation approach sim-

plifies the navigation algorithm with a certain degree of tolerance. The size of grid

depends on the resolution of data robots are collecting. A numerical analysis of an

error tolerance for an application of RF path loss data collection is studied to show

the effect of grid sizes. We also take into account a range of the communication

network between robots in calculating the size of grids to ensure the reliability of

the communication network. The navigation algorithm is based on using laser range

finders for estimating and deciding the current grid locations that the robots are in.

The path planning methods for robots are also presented with precise timing as re-

quired in a multi-robot collaboration. The script-based path planning reduces risk of

robots interfere with each other while navigating to their target grids. The scripts

are pre-generated based on the grid configuration and the number of robots being

utilized. Secondly, A novel robust robot control algorithm is presented so that when

there is any failure in robots, the robots can reconfigure themselves to complete the

task on hand. A robust control algorithm is devised to prevent catastrophic failure at

the system level as the algorithm can determine severity of the problem and take an

action to isolate and mitigate the problems caused by failed robots. The robust con-

trol algorithm also aids the navigation where the navigation scripts are not executed

properly by robots. Since the scripts are pre-generated, we use the robust control

algorithm to reconfigure and regenerate scripts for the robots. Finally, the simulation

and experimental results are presented using the grid based navigation and robust

control algorithm. The simulation shows how the robots estimate the current grid
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location using boundary information from the rangefinder measurement data. The

simulation and experiment data also show how the navigation method responds to

different building configurations and properly estimate robots’ locations.

The paper finds that the grid based navigation and robust control algorithm can

be applied to multiple mobile robots to enable collaboration between them while

minimizing the probability of system level catastrophic failures.
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Chapter 1

Introduction

Networked multiple robots control and communication are the interesting topic to

many researchers in recent years. A ’Network robot’ is defined as a robotic device

communicating through the internet or LAN [1]. This has many advantages as com-

pared with the single robot based system controlled by a human supervisor in terms

of safety and efficiency. One application is the large scale warehouse [2]. Most of

tasks in the warehouse are to distribute or stack goods. Since they are deterministic

and repetitive, the multiple robots based system is easily applied. This will improve

the job efficiency tremendously. Another possible application is the bomb disposal.

Although a few robots are used to dispose bombs, the humans usually search them

first at high risk. If the automated networked multiple robot system is deployed, it

can dispose bombs more safely and efficiently. Moreover, this system can be applied

to hospital, airport, and other public places.

The common problems in the network multiple robots system are robot synchro-

nization and control. Suppose that the multiple robots system is designed to measure
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the indoor wireless measurements. The similar problem is described in [3] but the

system is operated in semi-automatic mode with a single robot. When the multiple

robots are used, the scheme is required to synchronize between robots generating

the signal and robots measuring the signal strength. It is important to plan how

the system dispatches the robots to the proper places. If they are not synchronized,

the system cannot obtain the accurate measurement information when a robot has

problems in physical operation or with obstacles.

The remainder of this report has 4 chapters. In chapter 2, we investigate the

problems related self-localization and navigation of robots. The chapter presents also

a navigation algorithm using rangefinders. Chapter 3 discusses synchronization prob-

lems and a scheme to ensure synchronization between the robots. We also present fail-

ure detection, recovery, and reconfiguration problems and our approaches to solve the

problems. In chapter 4, we present an application utilizing the proposed navigation

algorithm and robust control of networked multiple mobile robots. The application is

to collect RF path loss data for indoor wireless access point placement. In addition,

a data acquisition strategy and an approach to handle missing data based on the size

of grid. Some numerical analysis is performed to present a relationship between data

characteristics versus grid sizes. Finally, our contribution is summarized in chapter 5

along with future works.
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Chapter 2

Map Based Indoor Robot

Navigation using Range-finders

2.1 Introduction

Robot control is related to how a robot moves from one place to another place as

dealing the obstacles. In navigation, it is also important to know the current orien-

tation and position for properly executing intended tasks. When a robot navigates

in the outdoor environment, the GPS is usually utilized. However, in the indoor

environment, it is not guaranteed for a robot to receive the GPS data even with the

indoor GPS device.

There are a number of methods for self-localization of the robots such as using

RFID [4] [5] or using known landmarks as guides [6] [7]. Using RFIDs can produce

highly accurate self-localization results as navigation system on robots know exactly

where those RFIDs are located especially point-to-point navigation. The landmark
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recognition schemes can be tricky as the robots need to be trained or preprogrammed

to properly identify the landmarks from the similarly shaped objects. Once robots can

properly differentiate the landmarks from the noise generating object, it also can yield

good accuracy navigation system. These methods however require pre-navigation

preparations. When the same mobile robot system is to navigate a different site,

the preparation has to be done again to custom fit the locations of the RFIDs or

landmarks.

In this chapter, we propose the novel algorithm using the range finders to navigate

in the indoor environment. We assume that the synchronization between multiple

robots is perfect and focus on the navigation scheme as to how a robot moves exactly

to the directed destination from the main server.

The remainder of this chapter has 5 sections. In Section 2.2, we present overview

of the application model and background. Also, the problem is described. Section

2.3 discusses the navigation algorithm using the range finders. In Section 2.4, we

investigate the effect of non-ideal parameters in the algorithm. In Section 2.7, we

provide comprehensive simulation for evaluating the navigation algorithm. Finally,

our contribution is summarized in Section 2.8 along with future work.
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Figure 2-1: Illustration of an application model with the networked multiple robots
system.

2.2 System Model and Problem Description

2.2.1 Application Model

If robots can be localized in indoor environments, there are various applications with

the networked multi-robots system. Known positions of robots facilitate path plan-

ning and management of the robots. Fig. 2-1 illustrates an application model of two

layer network with the multi-robot system. A set of robots act as masters to transmit

path or task information from a main server to other slave robots. The coverage of

a master robot can be defined by a network coverage. Slave robots move to speci-

fied destinations and execute tasks. Two layer network can easily manage robots in

groups. The networked multi-robot system can be implemented in airports, factories,

hospitals, and warehouses with various network topologies.

2.2.2 Map Based Navigation

In order to create the automated wireless signal measurement system by networked

robots, each robot should be self-localized and move according to the received path
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from the server. Since the global localization system (i.e. the GPS system) is not

generally available in the indoor environments, the relative position should be used.

Without any map information and absolute reference, it is hard to plan the path

for a robot. The robot navigation is also not trivial to implement due to imperfect

mechanical components and their controllers. Thus, we divide the building into the

certain size of settions. This map based approach with the grid enables us to do path

planning for robots in a concise and accurate manner. The path is easily represented

by the sequential list of the grids to be visited.

G12 G11 G10 G9 G8

G1 G2 G3 G4

G14

G13

M

x

y G5

G6

G7

Figure 2-2: Illustration of the grid based path planning. Each grid has pre-defined
coordinate point.

Fig. 2-2 shows the predefined map with the grids. When a robot moves accurately

to the center of each grid, it executes a task at that point. The number of grids in

one region is directly related to the accuracy of the data being collected because the

data collected at the center of the grid would represent the entire grid not just the

center point of the grid. In terms of the robot navigation, it enables a robot to have

the relative position with the grid number. Also, it is easy for a robot to move to
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the next grid because it is always a straight path. The path can be planned by using

the grid numbers (the path : PG1 → PG2 → PG3 → .PG4 → PG5 → PG6). PGj
is the

center point of the grid Gj and Ri denotes the robot i. We assume that the path

is planned without the possibility of collisions at any time and that the robots are

perfectly synchronized. Even with a path plan, the robot requires peripheral sensing

devices for the self-localization so that the robot can recognize the current grid or the

position.

Index Coordinate xl xf xr xb

1 (1, 1) 1 7 9 1
2 (3, 1) 3 1 7 1
3 (5, 1) 5 1 5 1
4 (7, 1) 7 1 3 1

Table 2.1: The example of the boundary information at each grid.

The advantage of the map based navigation is that it provide a robot with the

information on its surroundings. Table 2.1 shows the predetermined boundary in-

formation of grids assuming the grid size of 2 × 2 as in Fig. 2-2. xl is the distance

to the left boundary from the center point of the grid when the orientation is the

y-axis direction. Xi denotes the boundary information of {xl, xf , xr, xb} at grid i.

This information helps a robot to correct its orientation or to estimate the current

position. When the robot is at PG2 assuming the orientation of the table is the same

as the robot, the range data of the four range finders attached on the robot should

be close to the data in the table (Index 2).
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M

Planned path

Actual path

Figure 2-3: Illustration of the deviated path because of the mechanical problems.

2.2.3 Problem Description

A robot has imperfect navigation capability because of the friction on the ground

as well as the inaccurate motors. These imperfect components cause the robot to

miscalculate the orientation, the moving distance and the velocity. Fig. 2-3 shows

the example of the deviated path because of the mechanical imperfection. When a

robot moves from one point to another point, it calculates the distance and orientation

first. Although the calculation for the navigation may be correct given two points, it

is not guaranteed that the robot moves to the destination with the accuracy required

by the system due aforementioned issues.

M

Static 

Obstacle

Figure 2-4: Illustration of the possible problems in the complex environment.
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The other problems may also rise due to the environment such as the uneven

boundary and the static or dynamic obstacles as shown in Fig. 2-4. Since a robot

needs the relative reference obtained from the map information, the proper map rep-

resentation in the robot system is required. The map information consists of the grid

information. When a grid is defined on a map, the representation should be simple

and have enough information so that the robot can be easily self-localized. However,

it is not trivial to represent all uneven boundaries and static obstacles on the map

in a simple format. Even when multiple robots move around the application envi-

ronment, they are considered as dynamic obstacles to each other. These conditions

severely influence the navigation performance because they are considered as noise to

the sensing devices.

Fig. 2-5 illustrates the peripheral sensing device configuration of a robot. We

attach four range finders to the each side of the robot. RF f is the range finder at the

front of the robot, RF l at the left, RF r at the right and RF b at the back. Since the

range finder measures the surroundings as the range with the sensing angle, we can

obtain the distance to the boundaries as well as the distance to the obstacles. The

obtained distances are used to localize the robot with the predefined boundary table

of grids.
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Figure 2-5: Illustration of the configuration of the robot with range finders.

2.3 Map Based Navigation Using Range Finders

2.3.1 Sensor Characterization and Measurement

Signal Characteristics

Fig. 2-6 shows sample range data plotted from the range finders. Each sensor mea-

sures the ranges with the signal speed and the traveling time. Since the signal can

be corrupted by the external noise the measurement errors are unavoidable. The

measurement errors produce irregular boundaries. Thus, the irregular boundaries

are filtered to be smooth and straight. The estimated boundaries by minimizing the

mean square error is are shown in Fig. 2-7.
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Figure 2-6: Real range samples obtained by a laser range finder.

Figure 2-7: Illustration of the filtered range for detecting the boundary in the actual
range image.

Surroundings Construction with Range Data

Fig. 2-8 shows the basic concept to construct the surroundings based on the range

data. After the robot activates the range finders, each sensor obtains range data of

shaded regions. We define that θv is the searching angle of the range finder and θs is

the sampling angle. θv/θs gives the number of range samples for each range finder.

θc denotes a robot orientation defined by a path in terms of y-axis and its range is
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Figure 2-8: Illustration of the surroundings construction based on range data in the
simple environment.

−π ≤ θc ≤ π. Each sampled data is defined by.

(rθ, θc + θ),

where rθ denotes the sampled range at the angle θ (−π ≤ θ ≤ π). Since angles of

range data are measured in terms of the heading of a robot, θc is added to represent

the sampled data in the global coordinate.

Various techniques are available for line extraction with 2D range data [8]. As

shown in Fig. 2-9, an extracted line is represented by

xcosα + ysinα = r, (2.1)

where −π < α ≤ π is the angle between the x axis and the normal of the line; r ≥ 0 is
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Figure 2-9: Illustration of a line in the Polar coordinates.

the perpendicular distance of the line to the origin; (x, y) is the Cartesian coordinates

of a point to the line. We utilize Split-and-Merge algorithm for line extraction because

of its superior speed and correctness.
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Figure 2-10: Illustration of extracted lines by Split-and-Merge algorithm.

Fig. 2-10 illustrates extracted lines by Split-and-Merge algorithm. li denotes an

extracted line i. Since we assume rectangular hallways, there are ideally four candi-

date borders to be detected. Angles of four candidate borders are α = ±0o,±90o,±180o
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and each angle indicates which boundary lines are originated from. Perpendicular dis-

tances defining lines are distances to boundaries. For example, an angle 0o means

that a line is originated from a right side boundary and a distance r of a line having

an angle 0o is the distance to the right side boundary. Similarly, distances to other

boundaries are obtained. We denote a distance to each boundary as xr
l , x

r
f , x

r
r, x

r
b

to be differentiated with the distance data in the predefined table. Xr denotes the

measured boundary information ({xr
l , x

r
f , x

r
r, x

r
b}) of a robot.

2.3.2 Navigation with Information Matching

Localization
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Figure 2-11: Illustration of robot self-localization by using the grid table information.

Fig. 2-11 shows an example for self-localization. After range data is measured,

Xr is obtained. If a robot is at the center of each grid, the current position is easily
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obtained by comparing the grid list on the table. Ideally, these values are the same

as those in the predefined table of grid information. However, when a robot is at

other positions beside the center of each grid, Xr does not match with any Xi. Thus,

the system needs to determine which Xi corresponds to Xr. This is checked by the

following equation.

|xr
j − xi

j| ≤ si + serr, j ∈ {l, f, r, b} (2.2)

where si denotes the size of the grid i defined by the shortest distance between the

center and the boundary of a grid and serr is tolerable error caused by the uncertainty

of the edge detection. Then, the location is calculated by,

rx = cix + (xr
l − xi

l),

ry = ciy + (xr
b − xi

b), (2.3)

where (rx, ry) is the coordinates of a robot and (cix, c
i
y) is the coordinates of the center

of the grid i. Since the robot has the redundant information (i.e., xr
f , x

r
r), the location

is also calculated by,

rx = cix + (xi
f − xr

f ),

ry = ciy + (xi
r − xr

r). (2.4)
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Figure 2-12: Illustration of range data when the actual orientation of a robot is
different from the planned orientation of a robot.

In previous sections, we assumed that the orientation of the robot is the same

as θc, which is the planned orientation of the robot defined by the path. However,

the actual orientation of the robot can become deviated from the planned orientation

of the robot because of the issues such as non-ideal mechanical components. as

shown in Fig. 2-12. θa denotes the actual orientation of the robot. When θc is

different from θa, angles of extracted lines are not the same as possible angles (i.e.,

±0o,±90o,±180o) anymore. Thus, an angle error between the actual orientation and

the planned orientation is obtained by finding the minimum angle to rotate lines to

be matched with possible angles. Then, the actual orientation is obtained by
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θa = θc +∆α. (2.5)

Localization in Rotated Situation
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Figure 2-13: Illustration of the robot self-localization when the robot orientation is
different from the table orientation.

Fig. 2-13 illustrates the localization case that the robot orientation is different

from the table orientation. The table orientation is always the the direction of y-

axis. When a robot is rotated, there are four possible rotation cases to match with

boundary information of the rectangular map. Xr is rotatable according to the robot

orientation.

Fig. 2-14 illustrates possible rotated surroundings. Each image of the surround-
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Figure 2-14: Illustration of candidates of constructed surroundings when the robot
orientation is different from the table orientation.

ings has its own Xr. The initial filtering is done by comparing with Xi in the table.

If a candidate does not satisfy (2.2), that image of the surroundings is not considered

anymore. Although some of them may be removed in the initial filtering, the robot

may still have multiple candidates because of the symmetric nature of the surround-

ings. For example, in addition to the correct surroundings of the candidate 1, the

candidate 3 is also satisfied by (2.2) because the robot is regarded as locating at

(2.5, 6.5). The correct Xr among them can be selected by finding a candidate mini-

mizing the distance difference from the previous position. The angle information also

helps to find a correct surrounding boundaries with (2.2). There are four angles asso-

ciated with the four surroundings candidates (i.e., θa, θa+π/2, θa−π/2, θa±π). Since
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the robot knows the planned orientation, the angle having the minimum difference

from the planned orientation is selected.

2.4 Algorithm Design and Analysis

2.4.1 T - Shape Map

Unlimited Range
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PG4 PG5 PG6PG7PG8

Figure 2-15: Illustration of a T - Shape Map.

In the previous section, the target environment is easy for robot navigation since

Xr is available in most cases with the wide viewing angle and unlimited range of

range finders. However, when the target environment is not closed as shown in Fig.

2-15, Xr is partially available in some cases. For example, a robot moves along a path

PG1 → PG2 → PG3 → .PG4 → PG5 → PG6 . The strategy for robot navigation until

PG3 is the same as that on the map with the straight path. When multiple boundary

information (i.e., xr
f or xr

b, x
r
l or x

r
r) is available, the robot selects range data expected

to be closest to the boundaries. For instance, at grid PG1 , distance data xr
l and xr

r
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have equal weight for localization and xr
b is more preferable than xr

f . A critical issue

rises due to unnecessary boundary information when a robot moves from PG3 to PG5 .
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(b) Measured range data

Figure 2-16: Illustration of measured range data with extracted lines when a robot is
at (5, 6.5) and selection of extracted lines by predicted boundary information.

Fig. 2-16 illustrates extracted lines from range data when a robot is at (5, 6.5).

While some lines are compatible with boundary information in the predefined table,

others are unrelated to the predefined boundary information. In order to filter out the

extracted lines, the robot needs to predict expected boundary information for the next

destination. Since the path is already given to the robot, the next location is predicted

within the movement error of the robot. Then, the expected boundary information

is extracted from the predefined table with the predicted location. Suppose Xp =

{xp
l , x

p
f , x

p
r, x

p
b} denotes the predicted ranges. They are based on the predicted position

(rpx, r
p
y) and calculated by,
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xp
l = xi

l + (rpx − cix),

xp
f = xi

f + (ciy − rpy),

xp
r = xi

r + (cix − rpx),

xp
b = xi

b + (rpy − ciy), (2.6)

where (rpx, r
p
y) belongs to the grid i. Then, the effectiveness of the measured range is

defined by,

|xp
j − xr

j | ≤ perr, j ∈ {l, f, r, b}, (2.7)

where perr denotes the prediction error caused by the range uncertainty. Since the

predefined boundary information consists of distances to boundaries at the center of

each grid, selected lines are l1, l2, l3, l4, l5, and l10. If lines close to the robot have

more credibility, the robot is localized with lines l1 or l5 and l3.

Although the robot has unlimited range finders, measured range data can be

insufficient for localization due to robot rotation. In Fig. 2-17, the robot with θa = 45o

is at (5, 6.5). Suppose that a predicted position is the same as the current position.

Then, the predicted ranges are xp
l = 4.5, xp

f = 1.5, xp
r = 4.5, xp

b = 6.5 by (2.6). After

they are filtered out by (2.7), only xp
f is available and the robot can be accurately

localized in terms of only the y-coordinate. However, if the robot can utilize the

excluded lines, it can calculate the x-coordinate position as well as the y-coordinate
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Figure 2-17: Illustration of insufficient measured range data for localization due to
robot rotation when a robot is at (5, 6.5).

position. For example, when the robot moves to an open grid in three ways such as

PG4 , it can expect that lines constructed from the boundaries of neighboring grids are

still valid for localization. Since the robot predicts a next robot orientation and the

viewing angles of range finders are known, the robot can check which grids are reached

by range finders. If close grids to the destination grid have more credibility than other

grids, the robot utilizes boundaries of the neighboring grids PG3 , PG5 , PG7 . Then,

lines l2 and l5 can be used to calculate the y-coordinate position of the robot and lines

l3 and l4 can be used to calculate the x-coordinate position of a robot. Therefore, a

robot needs to predict ranges for not only the grid having a next destination but also

the neighboring grids for possible rotation errors.
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Figure 2-18: Illustration of insufficient measured range data for localization due to
limited range finders (R = 2) when a robot is at (5, 6.5).

Limited Range

In the previous section, it is assumed that the range finders have ranges of unlimited

distance to measure boundaries of surroundings. However, in practical situations,

range finders have usually limited ranges due to the available output power as shown

in Fig. 2-18. Let us denote R a measurable range of range finders. Since range finders

need to measure boundaries at each grid, a grid size of si cannot be greater than R.

The critical problem with limited range range finders is that the robot a lot of times

has insufficient range data for localization. Especially, when the robot moves to an

open grid far from the boundaries, available range data is very limited. Hence, it

is critical for the robot to predict range data based on the destination grid and the

neighboring grids as explained in the previous section. Also, range data smaller than

R is valid. When four grids (i.e., PG3 , PG4 , PG5 , PG7) are considered for predicting
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range data, three extracted lines (i.e., l1, l2, l3) are utilized for localization.
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Figure 2-19: Illustration of insufficient measured range data for localization due to
limited range finders (R = 2) when a robot is at (5, 3).

Fig. 2-19 illustrates a case that range data is partially available for only the x-

coordinate position or the y-coordinate position. Since the range data alone are not

sufficient for the localization in this case, the robot is localized based on the previous

location. There are two possible approaches to calculate navigation distances using

its odometer or the orientation of the robot. Fig. 2-20 illustrates key parameters in

this situation.

dm denotes the actual navigation distance of the robot and θa denotes the orien-

tation of the robot. The value y is simply obtained by Pythagorean theorem with dm

and an absolute value of the difference between the previous boundary information

and the current boundary information. If the orientation of the robot can be success-

fully extracted from the extracted lines, the value y is obtained by a tangent function
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Figure 2-20: Illustration of estimation for location with partial information.

with the absolute value of the difference between the previous boundary information

and the current boundary information. On the other hand, if the previous location

is unknown, the robot needs to navigate until a sequence of extracted features are

matched with the corresponding sequence of predefined features in the table.

The importance of prediction for range data can also be demonstrated in find-

ing the orientation of the robot. In Fig. 2-21, θc is 0o and θa is 10o. The actual

robot orientation is obtained by aligning the extracted lines to have possible angles

(i.e., ±0o,±90o,±180o) on a rectangular map. The amount of the angle changes is

the difference between the actual orientation and the planned orientation. When

unexpected lines such as excluded lines by prediction are considered, the obtained

orientation of the robot may have an error. Thus, the robot needs to predict which

lines should be considered to find a robot orientation.
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Figure 2-21: Illustration of filtering measured range data for a robot orientation due
to limited range finders (R = 2) when a robot is at (5, 3).

Effect of Grid Size

The grid information where the robot is currently located in is important in terms of

navigation certainty. When the robot knows the grid information of the current loca-

tion, it is easy to compensate for the possible navigation error in the next navigation.

If the robot is localized at the center of each grid, the navigation error is also corrected

at the same time. Hence, the size of a grid is proportional to the probability that

the robot is deviated from the destination as shown in Fig. 2-22. However, it is not

necessary for the grid size to be smaller than the sum of the size of the robot and the

minimum navigation distance. On the other hand, as the grid size becomes smaller,

it increases the probability that the robot may navigate to the neighboring grids in-

stead of the destination grid. Since several grids can exist between the boundaries,

the robot may check more grids within R for the boundary prediction. The grid

26



(a) si = 1 (b) si = 0.5

Figure 2-22: Illustration of navigation error in terms of grid size.

information is confirmed by localization with the predicted boundary information.

Thus, the smaller grid size requires to investigate more boundary information.

2.4.2 Cross - Shape Map

Similar to T - shape map, there exists a case when the required distances to boundaries

are not available due to the limited sensing angle as shown in Fig. 2-23. Since the

grid at the cross is open in four ways, there exists a case that sufficient range data

may not be available at all depending on R and θv. In this case, the robot may

navigate until boundary information is available. The other approach is to navigate

closely to boundaries or to decrease grid size so that the robot can measure boundary

information. Fig. 2-24 illustrates the case that θv is increased and Fig. 2-25 illustrates

the case that grid size is decreased at the cross section.

When the grid information is constructed or the robot moves towards the cross

section, it needs to check if the grid size is appropriate for R and θv of the range
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Figure 2-23: Illustration of localization problem in a cross - shape map.

finders. the proper grid size means that lines can be extracted at the center of a grid.

In Fig. 2-26, n denotes the number of consecutive samples to be extracted as a line.

Assuming θc is 0
o, the maximum range R with θf − nθs should reach a boundary. θf

denotes an angle of the last range in terms of the axis parallel to the corresponding

boundary. This is checked by

Rsin(θf − nθs) ≤ si. (2.8)

2.4.3 Navigation Algorithm

The important issue in navigation is to predict range data based on the predefined

table for the grid information. The tolerance of the predicted range data is determined

by navigation error. The robot predicts them by using which grid it belongs to at the
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Figure 2-24: Illustration of increased viewing angles of range finders in a cross - shape
map.

next location. However, some grids do not have boundaries which can be reached by

range finders of the robot. Thus, the robot needs to check if the boundary information

of the neighboring grids can be utilized. In order to make this possible, each grid

information in the table should also have the information about neighboring grids.

Idx Coord. size xl xf xr xb nl nf nr nb

Table 2.2: The template of a proposed boundary information at each grid.

Table 2.2 illustrates the template of the proposed boundary information at each

grid. x indicates the distance to each side, and n indicates the index of a neighboring

grid to each side. If n is a zero, it does not have a neighboring grid but a boundary.

The robot checks if boundaries of a grid can be reached by the range finders with R,

the predicted next location, and coordinates of the neighboring grids. Once they are

29



0 2 4 6 8 10

0

1

2

3

4

5

6

7

8

9

10

(a) Robot position

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

(b) Measured range data

Figure 2-25: Illustration of increased viewing angles of range finders in a cross - shape
map.

determined, the robot predicts all possible range data with the boundary information

of the reachable grids.

Fig. 2-27 shows the robot navigation flowchart with range finders. In the initial

state, the robot does not know its orientation and position. In order to move to

the destinations, these should be known to the robot. The necessary information

to initially localize the robot is the current grid. Since the predefined distances to

boundaries are known from the grid information table, the correct surroundings is

selected from four candidates with the predicted range Xp. When (2.7) is used to

find the correct surroundings, perr is set to be the size of the grid because the robot

should be within the initial grid.

The state of the robot is defined by,
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Figure 2-26: The illustration of a method to check if grid size is compatible with R
and θv of range finders.

Xt =

 rx,t

ry,t

 ,

where t denotes a time for state update. The system equation is given by,

Xt+1 = Xt +Ut +wt,

where Ut is the system input by the next destination and Wt is the noise process.

Ut = f(Xt,P
n
t ) =

 ∆xt

∆yt

 ,

where Pn
t is the coordinate of the next destination and the function f(·) calculates the

distance to the next destination in terms of x-coordinate and y-coordinate. Wt is the

zero-mean Gaussian distribution with the variance due to the odometer uncertainty
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Figure 2-27: The illustration of robot navigation flowchart.

and wheel slipping.

wt ∼ (0,Qt),

where σ2
x and σ2

y is the variance of each coordinate. We assume that they are inde-

pendent and Qk is defined as,

Qt =

 σ2
x 0

0 σ2
y

 ,

The measurement equation is given by,
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Yt = Xt + vt,

where vt is noise vector of range finder measurement and Rt is the variance. Rt is

defined as,

Rt =

 σ2
r, 0

0 σ2
r,y

 ,

where σ2
r,x and σ2

r,y is the measurement variances of each coordinate.

Since the system equation evolves linearly, we can apply the Kalman Filtering to

update the robot state. [26] The filter is realized in the following way.

X̂t+1|t = X̂t|t +Ut, (2.9)

Pt+1|t = Pt|t +Qt, (2.10)

Kt = Pt+1|t(Pt+1|t +Rt)
−1, (2.11)

X̂t+1|t+1 = X̂t+1|t +Kt(Yt − X̂t+1|t), (2.12)

Pt+1|t+1 = Pt+1|t −KtPt+1|t, (2.13)

where X̂t+1|t and Pt+1|t are a priori state estimate and its covariance, X̂t+1|t+1 and

Pt+1|t+1 are a posteriori state estimate and its covariance after the measurement Yt

is processed, Kt is Kalman gain.

The robot moves distance dr at a time. The next destination is defined by the
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given path and the distance dr. If the rest of distance to the center of a grid is smaller

than dr, the robot moves the rest of distance. Once the robot is believed to be at

the destination coordinate, the robot computes the coordinate error Derr between the

current coordinate and the destination coordinate. Based on the coordinate error, the

robot autonomously tries to go to the final destination. This is done by recomputing

the current coordinate. The robot repeats this process until the destination coordinate

is reached within the acceptable error range Dth. dr is related to how many times

the range finders are activated for localization. As dr is shorter, it minimizes collision

with the wall and unnecessary rotations but requires more range finder activation and

computation.

Grid Information 

Table

Surroundings raw 

image data from 

Rangefinders

Prediction Correct 

surroundings 

image selection

Robot state updateX
r

,XpXt+1|t
^

,θc Xt+1, a

Figure 2-28: The illustration of the information flow for robot state estimation.

Fig. 2-28 summarizes necessary information flow for correct localization. Pre-

defined grid information is given to the robot. Before the robot moves to the next

destination, the next position X̂t+1|t is predicted in the process of Kalman Filtering.

Based on the predicted position, the predicted boundary Xp and the planned orienta-

tion θc are calculated. After the range finders are activated, the correct surroundings
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information is selected with Xp and θc. Then, the measured position of the robot is

used to estimate the position of the robot by Kalman Filtering.

2.5 Evaluation and Analysis

2.5.1 Effect of Non-ideal Range

Figure 2-29: Illustration of the problem when the sensing angle of a range finder is
small.

Fig. 2-29 shows the problem in the map construction when the sensing angle

of a range finder is small. The sensing angle represents how wide a range finder

searches the surroundings. The problem occurs when the range finder can not reach

the boundary of the map. This makes finding the exact position unreliable. There

are are possible solutions to this problem. The first solution is to increase the sensing
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angle if the constructed map does not match with the true map. The other solution

is to change the orientation of the robot to ensure the enough view to obtain the

overall map. The third solution is to have the robot proceed until the robot obtains

the constructed map similar to the true map.

2.5.2 Effect of Complex Boundary

xl xr

xb

xf

Figure 2-30: The illustration of the uneven boundary environment.

The uneven boundaries exist in most buildings due to such structures as doors,

fountains, and windows, etc. Fig. 2-30 shows the environment which boundary is

not even. This problem is similar to T-shape map but it is not clear to the robot

whether the indented region is the other hallway or not. Moreover, the robot may

have the several boundary lines as shown in the figure. This may cause localization

errors. One approach for this problem is to have all boundary information in the map

table. However, this increases the table size tremendously and the grid shape becomes
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too irregular because the grid size is not flexible anymore. The second approach is to

average several boundary lines within the boundary variance. The map table needs to

have the boundary variance information for each grid. However, this method is only

feasible for the small boundary variance, and a large boundary variance introduces a

larger localization error. Also, it is not easy to define the boundary variance for each

grid. The last method is to use the predicted boundary information. Assuming that

the correct candidate image is chosen, the irrelevant boundary line is filtered out by

using the variance of the range finder.
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Figure 2-31: The illustration of the range utilization method with the range finder
variance in the uneven boundary environment.
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Fig. 2-31 shows the range utilization example with the predicted boundary infor-

mation. For simplicity, Rl and Rb are shown in the figure. Since the robot knows

the predicted range to the boundary at the predicted position by (2.6), the left side

range data is filtered out by the following equation.

|xp
l − rln · cos(θln)| ≤ vr, 1 ≤ n ≤ N, (2.14)

where vr is the range finder variance and N is the number of range samples obtained

by θv/θs. In the figure, the range sample of the red circle satisfies (2.14) and the range

sample of the black circle is filtered out by (2.14). Suppose that Sl = {sl1, sl2, ..., slM}

is the set of the values of rln · cos(θln) satisfying (2.14) for the left side boundary. M

is the number of range samples satisfying the equation. Then, the distance from the

robot to left side boundary is estimated by,

xr
l =

1

M

M∑
m=1

slm. (2.15)

The distances to other boundaries are similarly obtained. On the other hand,

this restricts the viewing angle of the range finder, θv. If this is too small to obtain

the range sample from the boundary matched with the map table, all range samples

are filtered out by the (2.14). The robot deals with this problem by the redundant

boundary or the appropriate viewing angle.

Fig. 2-32(a) shows how the uneven boundary restricts the viewing angle of the

range finder. If a uneven boundary exists regularly such as doors, we can expect how

wide the viewing angle requires to be. The thick line is the boundary in the map
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Figure 2-32: The effect of the uneven boundary in terms of the viewing angle of the
range finder and the map table construction.

table. The shaded region is the door with the width w and the height h. Suppose that

w is larger than the measurement variance vR. In order for the robot to self-localize

accurately, the viewing angle should be wide enough to sample the range from the

boundary known to the robot. The amount of the sampled region from the boundary

is defined by,

hv = 2 tan(
θv
2
)db, (2.16)

where hv is the possible sampled region from the boundary when the robot moves db

away from the boundary. If hv of a range finder is smaller than h at some position,
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the sampled range is filtered out by (2.14) and becomes useless.

This also affects how the boundary is represented in the map. dr denotes the

distance between the patterned region in Fig. 2-32(b). When w > vR and the enough

viewing angle is ensured, the actual boundary does not cause the localization error.

However, the measurement variance can introduce the localization error. Suppose

w < vR, dr < hv and the enough viewing angle is ensured. Then, the range samples

from the door also contribute to localize the robot by (2.14). This deviates the

localization of the robot because this information is not included in the map table.

Thus, the represented boundary in the map table should consider the pattered region

in this case. When the multiple boundary lines are detected, they are estimated by

(2.15). If there are multiple boundaries satisfying the measurement variance, the

average of them should be represented in the map table to minimize the localization

error.

Fig. 2-33 shows the simulation model for the relationship between the uneven

boundary and the viewing angle. The thick solid line is the boundary in the map

table. We assume that w and h of the uneven region is distributed by,

w ∼ (0, vw), h ∼ (0, vh), (2.17)

where, vw and vh are the variance of w and h respectively. If w is negative, the uneven

region is generated outward. Otherwise, it is generated inward. In the simulation,

only w greater than the measurement variance is used. The distance between the

uneven regions follows,
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vh vr

Figure 2-33: The simulation model for the relationship between the uneven boundary
and the viewing angle.

dr ∼ (di,r, vr), (2.18)

where di,r is the mean of the distance between the uneven regions.

2.5.3 Map with Static Obstacles

Fig. 2-34 shows the environment with the static obstacles. The same approach for

the uneven boundary environment is feasible for this case. In this case, the possibility

that all range samples are filtered out by the range finder variance increases because

the obstacle blocks the range signal to the boundary. By using the number of range

samples satisfying (2.14), the robot selects the measured boundary information for
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Figure 2-34: The illustration of the range utilization method with the range finder
variance in the uneven boundary environment with the static obstacles.

the localization. For example, the robot is localized when either xr
l or xr

r and either

xr
f or xr

b are available. Suppose that all four range data are available. Then, either of

xr
l or x

r
r is chosen based on the number of range samples satisfying (2.14) and either

xr
f or xr

b are chosen by the same way.

When the obstacle exists further from a robot and closer to the boundary, the

possibility that all range samples are filtered out is small. Fig. 2-35 shows the

localization failure cases because of closely moving obstacles. When obstacles blocks

either the left and right range finder or the front and back range finder at the same

time, a robot cannot be localized due to the insufficient information. In this case,

the robot state is updated based on the predicted state. Since this happens by the
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Figure 2-35: The illustration of the impossible case of the localization because of
closely moving obstacles.

moving obstacles at an instant, this problem rarely affects the total performance of

the navigation.

2.6 Experiments

The mobile robot used for the experiment is shown in Fig. 2-36. The basic platform of

the mobile robot is X80 developed by Dr Robot. The laser range finder is UTM-30LX

developed by Hokuyo [9] [10]. θs, the sampling angle of the laser range finder is 0.25o.

Since θv, searching angle of the laser range finder is 270o, extracted lines from the first

and last range data are ignored. Also, rmax, the maximum range distance of the laser

range finder is set to be 4m. For the experiment, a limited number of points in the
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Figure 2-36: The illustration of a mobile robot (Dr Robot : X80) equipped with a
laser range finder (Hokuyo : UTM-30LX).

floor map called vertices are used as the boundary information. This is done to make

experiment more practical as it would be a time-consuming task to translate with a

very small grid size compared to overall area that needs to be covered. The vertices

represent points where two edges meet. Each grid have a distance and angle towards

all vertices visible from the centers of each grid. We also assume the robot’s initial

position is at the center of a known grid to create one reliable location information

before navigation starts. Knowing the initial grid and boundary information from

the grid enables us to estimate where the next vertex may be observed, and thus use

it for self-localization.

Fig. 2-37 shows the simulation environment of our department building. The

44



mobile robot moves along with the given path (i.e. {G1, G2, . . . , G19}). The size

of each grid is 1.17m. The mobile robot stops incorrectly at each grid due to the

mechanical problems but the correct location is estimated by the proposed method.

The extracted lines from the range data at each grid are shown in Fig. 2-38. At grid

G18, the mobile robot is localized twice because it changes the orientation to grid G19.

It moves to the next grid based on the estimated location.

Fig. 2-39 shows the estimated orientation and the distance error between the

actual location and estimated location.

2.7 Evaluation and Analysis

2.7.1 Effect of Sensor Characteristics

The number of the extracted lines is usually proportional to rmax since the range

finder can reach more boundaries around the surroundings. On the other hand, the

probability of location error for the extracted lines usually increases. The longer range

does not mean that the navigation system can localize a robot more accurately. In-

stead, it may increase the computational time to find the matched pattern. However,

the range should be enough to reach the boundary of the corridor at a grid. It is ex-

pected that the effect of the range on the navigation performance will be saturated by

the performance of the line extraction from the range data. If the range finder cannot

scan the surroundings entirely due to the limited searching angle, it will decrease the

number of range data points around the surroundings.
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According to the specification of the used laser range finder, the variance of the

range accuracy is less than 10mm when the range is less than 10m. In order to analyze

the effect of the sampling angle and the range, the range error is modeled as Gaussian

with σ = 10mm and the variance is proportional to the range. The localization error

in Grid 12 is the current limitation of the proposed method.

2.7.2 Effect of Grid Size

The grid information where the robot is currently located in is important in terms

of navigation certainty. When the robot knows the grid information of the current

location, it is easy to compensate for the possible navigation error in the next navi-

gation. If the robot is localized at the center of each grid, the navigation error is also

corrected at the same time. Hence, the size of a grid is proportional to the possibility

that the robot is deviated from the destination as shown in Fig. 2-22. However, it

is not necessary for the grid size to be smaller than the sum of the size of the robot

and the minimum navigation distance. On the other hand, as the grid size becomes

smaller, it increases the possibility that the robot may navigate to the neighboring

grids instead of the destination grid.

2.8 Summary

In this chapter, we showed the robot navigation algorithm using the data extracted

from the onboard range finders. BY exploiting the fact that we have pre-populated

boundary information along with the range data, we presented the novel navigation
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algorithm by self-localization. We also showed the navigation algorithm could handle

more realistic navigation tasks such as T- and Cross - shaped map. The algorithm

also took into account that the range data from the boundaries can contain noise from

the boundary not being smooth. We used the MSE (Mean Square Error) and the

Kalman filter with the known boundary information to assist the self-localization.

We also investigated the case where physical obstacles were present to hinder the

self-localization and how the algorithm would cope with this situation. Overall, We

demonstrated that the range data from the range finders can be utilized for the self-

localization and the navigation of mobile robots. The algorithm provided a way to

compensate for the errors caused by the imperfect data and mechanical components.

When the self-localization can be realized without the help of any absolute position

information, the algorithm can be applied to many systems that use mobile robots.
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Figure 2-37: The simulation trajectory for the pattern matching based navigation in
the department building.
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Figure 2-38: The extracted lines from the actual range data at each grid.
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(a) The distance error of estimated location (b) Estimated orientation

Figure 2-39: Localization result for Fig. 2-37.
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Figure 2-40: Localization performance and vertex usage according to the sampling
angle with rmax = 3m.
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Figure 2-41: Localization performance and vertex usage according to the sampling
angle with rmax = 6m.
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Figure 2-42: Localization performance and vertex usage according to the sampling
angle with rmax = 9m.
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Chapter 3

Robust Navigation Control and

Synchronization of Networked

Robots

3.1 Introduction

Maintaining robust robot control is a critical issue for multi-robot systems. A robust

control is one that has a proper scheme to recover from full or partial malfunctions of

the robots in events such as communication loss or mechanical breakdown. Robust-

ness must be present for multi-robot collaboration especially in communication loss,

robot malfunction and dynamic environment. In this chapter, we present a robust con-

trol and synchronization scheme for multi-robot collaboration in which heterogeneous

mobile robots perform inter-dependent tasks temporally and spatially to complete a

given objective by optimally assigning tasks for available resources whenever resource
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availability is dynamically changed. A centralized and communication-based scheme

is used for task executions and dynamic formation of robot teams when detecting any

failure and recovery of robots, and the new addition and removal of robots from the

teams. This scheme can generally be applied to a system that utilizes Server-Client

or Master-Slave modeling.

3.2 Application Model with Two-Level Hierarchi-

cal Network

3.2.1 Application Model

Figure 3-1 illustrates the application model that consists of two layers of network

for reliable communication for collaboration. Since the communication network of

robots is wireless based, we are required to ensure all robots are under the coverage

of the underlaying wireless network. This is a difficult task as areas that robots are

planned to cover can be much larger than the coverage area of wireless communication

network can reliablty cover. The model proposed in this chapter introduces master

robots that relay messages from a central server to their respective slave robots.

The master robots not only communicate with the server but also relay messages

to another master robot forming an ad hoc network in case when a master robot

is not able to establish the communication link with the central server. This model

assumes that master robots are always in positions that guarantee at least one master

robot having a reliable communication with the server and other master robots have
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Figure 3-1: Application model

a communication link with at least one other master robot. Slave robots maintain

distances with their master robot not to loose their communication links. T With this

model, as long as a master robot is within the coverage area of the communication

network, the entire fleet of the robots can connect and exchange messages with the

central server. The central server provides the actual robust control processing to the

robots as well as assigning tasks. Depending on the task the robots need to perform,

the master robots can also execute the tasks in addition to their role as communication

repeaters for the wireless network. We denote a master robot MR and a slave robot

as SR. Individual master and slave robots are denoted as MRi and SRj respectively.

Here, ith represents master robot ID and jth represents slave robot ID. Each robot
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is wireless communication capable, and all behaviors of the robots are controlled by

the server. A group consists of one master robot and multiple slave robots. This is

a classical divide and conquer method to efficiently cover a large area. The server

can also be a robot to provide an additional layer of communication reliability by

relocating itself to ensure the reliable network. Since the server has the knowledge

of exact grid locations of the robots, it can simply move within the communication

range of the nearest master robot. The robot groups navigates such a way that each

group can communicate with at least one other group.

Let MRij and SRij denote as the position of MR and SR with ith row and jth

column, where 1 ≤ i ≤ M and 1 ≤ j ≤ N . Given a map, the whole area is

equally divided into M ×N grids. More specifically, MRij and SRij are denoted as

(MRij,x,MRij,y) and (SRij,x, SRij,y) in the 2-D cartesian coordinate.

We model the relationship between of master robot position and slave robot po-

sition as a directed graph G(MR, L), where MR is the set of master robot position

and L is the set of directed links. Each node u ∈ MR is assumed to know its own

position as well as that of its neighbors. An edge (u,v) ∈ L iff v satisfies condition,

v ⊆ L. If (u,v) ∈ MR and (v,u) * L, we say that (u,v) is unidirectional. Otherwise

(u,v) is bidirectional. Let Lk denote the set of neighbors of node k.

Lk = {l|
√
(k − l)2 ≤ d, k ∈ MR, l ∈ SR} (3.1)

where d is the radius of wireless coverage of master robot.

The matrix taskMR represents M × N mutually exclusive tasks for the master
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robots. Since the application does not consider interference between the base stations,

the transmitter is turned on with some time interval between the base station. taskMR
ij

is a task at MRij.

taskMR =


taskMR

11 ... taskMR
1N

... ... ...

taskMR
M1 ... taskMR

MN

 (3.2)

The matrix taskSR represents M × N independent tasks for the slave robots.

taskSR
ij is a task at SRij.

taskSR =


taskSR

11 ... taskSR
1N

... ... ...

taskSR
M1 ... taskSR

MN

 (3.3)

taskMR
ij is temporally and spatially inter-dependent on taskSR such that Lij sat-

isfies because taskMR
ij at MRij is prerequisite to taskSR at SRkl.

The following assumptions are made to further investigate the topic on hand.

• There are entirely known tasks and environment(e.g. map) to complete the

mission.

• The map to be covered is divided into grids, which is the smallest unit that each

robot horizontally and vertically moves between unblocked adjacent grids. The

multiple robots can occupy one grid at the same time without blocking each

other.
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• Presenting a multi-robot coverage algorithm [12] for path planning is beyond

the scope in this chapter.

• The system is constituted by cooperative multi-robot teams where a team is

composed of a master robot and more than one slave robots.

• The robot for dynamic role assignment can either be a master or a slave robot.

• The robot has a limited wireless radio range, and the communication link may

become unreliable.

• The robot can self-localize its position.

• The robot does not know behaviors of other robots.

• A centralized server controls behaviors of multi-robot teams, and a master robot

controls all of its slave robots in each robot team according to the centralized

planning.

Since there may be events that prevent the robots from executing their tasks, the

probability of the events affect the overall system performance. For a robust control

and synchronization scheme, we consider failure detection, recovery of the robots from

failures, and system reconfiguration for task or role reassignment. In our approach,

the goal is to complete the mission with a maximum rate of operation wit available

resources and a minimum mission completion time.
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Figure 3-2: two-level network model

3.2.2 Network Model

The network topology under consideration in this chapter is a multi-robot network

composed of a server, master robots and slave robots. The multi-robot system

adopted here is composed of a double-tier relaying system. In this system, data

from server is distributed and relayed to each slave robot via a master robot and data

from each slave robot is combined and relayed to the server via a master robot as

well. Figure 3-2 illustrates the overall network topology. Since every node in this

network can have mobility at any given time, the distance between each node needs

to be maintained such that the connectivity between the nodes are always present.
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3.3 Map Based Navigation and Basic Synchroniza-

tion

3.3.1 Map Based

Ri

Gij grid

region

G0,0 G0,1 G0,2 G0,3 G0,4 G0,5 G0,6 G0,7 G0,8
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R03

R13

Figure 3-3: floor map

Given a floor map, we divide the area into the subareas. We call a subarea as

a region where an allocated robot cluster executes tasks. The map is divided into

NR regions. We denote region Rij, where i and j are the indices of the rows and the

columns respectively. The size of a region is to be determined such that a master

robots in any grid within the region can communicate with slave robots in any of the

grids in the region. A region is represented as a square as shown in figure 3-3. Each

region is again divided into a number of grids. Each robot navigates the entire map

on a grid by grid basis. Let’s denote grid Gij, where i and j again are the indices of

the rows and the columns respectively. The grids can be either active Gij or inactive
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G′
ij. In an active grid, the robot performs the specific tasks such as transmitting or

measuring RSSI values as will be discussed in Chapter 4. The robot uses inactive

grids only as a path and passes through without performing any task.

If the number of robot clusters is less than the number of regions, the formation

of robot clusters is important because tasks in one region may be dependent on tasks

being performed in other regions under a collaborative task environment. In this case,

we need to move the robot clusters whenever they finish tasks in the assigned region to

the regions that have not been visited for tasks. We denote the number of repetition

as Nr. We suppose that NMR = 4, NSR =6 and NR=8. Since NMR is less than NR,

we can assign each robot team to an unvisited regions individually. However, this

may not always possible as the communication links need to be maintained as the

robots teams move to another regions. There may be a time when a robot team needs

to stay in a region where they have already completed the tasks assigned to them.

In other words, a number of regions each robot team visits may not necessarily be

NR/NMR. Also, if the number of grids within a region is more than NSR, some robot

teams may have to wait as each region may present different navigation condition

even if the grid size is the same. This would also require careful synchronization from

the central server.
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3.3.2 Basic Synchronization Scheme

Initialization procedure

Given divided regions and available resources, the robot formation is decided by

making each robot cluster with a region assigned. The centralized task planner, Path

Planning block determines the optimal task scheduling for all robots. We will not

discuss the optimal task scheduling in this chapter because it is out of the scope for

the topic in this chapter. The format of task scheduling, input script format are

shown in table 3.1 and 3.2. The input script format will be used in one region if there

is no change in resources.

Table 3.1: Input Script Format for Master robots
Master robot nSR SRID periodicity R NMR

G P0 active ... P8 active
1 2 1 2 none R00 8 G0,0 1 ...
2 1 3 none R01 9 G0,3 1 ... G2,5 1
3 1 4 none R10 6 G3,0 1 ...

4(NSR) 2 5 6 none R10 6 G0,0 1 ...

Table 3.2: Input Script Format for Slave Robots
Slave robot periodicity R NSR

G P0 active ... P5 active
1 acyclic R00 5 G0,2 1 ...
2 cyclic R00 4 G1,1 1 ...
3 cyclic R01 6 G0,4 1 ... G0,5 1
4 cyclic R10 6 G4,0 1 ... G5,0 1
5 acyclic R11 5 G3,5 1 ...

6(NSR) cyclic R11 4 G4,4 1 ...

Each Master robot has nSR number of associated Slave robots. The SRID are

the ID for each slave robot associated. The scheduled tasks for a robot is called

a path sequence, P = {P0, P1, ..., Pn}. The parameter, periodicity is how the path

sequence is to be repeated. i.e. periodicity = none/cyclic/acyclic. For a Master

robot, periodicity is always ”none” because the Master robot does not repeat the
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path sequence in one region. If the parameter, active is 0 for grid Gij, the Master

robot instruct the slave robots to do nothing at their current grids. For slave robot

related information, the parameter, periodicity specifies how to repeat path sequence

whenever the master robot changes its position. For slave robot, periodicity could

be cyclic ,acyclic, or none based on the type of tasks they perform. If it is cyclic,

the path sequence is repeated in forward direction. If it is acyclic, path sequence

is repeated in reverse direction. This is because path sequence for slave robot may

be repeated to reduce uncertainty in the result of task execution. If the parameter,

active is 0 for grid Gij, the slave robots does not perform any task at this grid. The

limitation of this script format is as follows.

0 1 2 3 4 NOP

(a) path sequence for Slave robots

(b) path sequence for Master robots

SR1

SR2

MR1

MR2

0 1 2 3 NOP NOP

SR3 0 1 2 3 4 5

NOP 4 3 2 1 0

0 1 2 3 NOP NOP

0 1 2 3 4 5

0 1 2 3 4 5 6 7 NOP

0 1 2 3 4 5 6 7 8 i inactive grid, i=the index 
of path sequence

NOP
stay in previous grid 
and do no operation

Figure 3-4: different path sequence among robots

Figure 3-4 illustrates how to control different sizes of path sequences assigned to

the master and the slave robots. If a robot has a shorter path sequence than other
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robots, it remains in the previous grid in the path sequence for this robot and does

not execute any task.

Timing

Given the input script format in table 3.1 and 3.2, each master robot controls all slave

robots in the same cluster according to the scheduled tasks from the server to execute

tasks among robot clusters in parallel. Suppose that there are NMR master robots and

NSR slave robots. Figure 3-5 illustrates the overall timing diagram. When the system

is to begin performing tasks, the system initializes a parameter, TINIT required to

execute mission as discussed in section 3.3.2.

Ts

(TC)1=(NMR*Ts)1 (TC)max        =(NMR*Ts)8

Td

(TB)1 Td ... (TB)max         =9

...

TINIT (TT)1Td (TT)2 ...

MR/SR robots dispatch to 
initial grid position

MR/SR robots dispatch 
between different regions

MR robots dispatch 
between different grids

Slave robots dispatch 
between different grids

Ts Ts Ts Ts Ts Ts Ts

NG
MS

NG
MS

(TT) =4Nr
Td... Td Td...

Figure 3-5: timing
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Let TC denote the time duration that all slave robots execute their tasks for

entire cluster. TS represents the time it takes for each slave robots to finish their

tasks. Though TC and TS are specified separately to generalize the concept of the

synchronization strategy used, if tasks can be performed in parallel at all grids at the

same time, TC and TS will have the same value. The control signalling for each master

and slave robot uses the round robin scheduling to prevent any potential signalling

conflict.

TC = NMR × TS (3.4)

where TS is the time duration for which the master robot instruct the slave robots for

tasks. The slave robots perform their tasks and send the results of their tasks to the

server. After TC , all slave robots move to the next grid in the path sequences. The

dispatch time for the slave robot from grid index j to j+1 in region i is denoted as

T
(i,j),(i,j+1)
d,SRi

. Let TB denote the time duration for which the slave robots finish perform

their tasks at all grids in the region. The master robots doe not move for TB.

TB =

maxNSR
G∑

j

{TC +maxT
(i,j),(i,j+1)
d,SR } (3.5)

where maxNSR
G is the maximum number of grid for slave robots, T

(i,j),(i,j+1)
d,SR is dis-

patch time for slave robot to move from grid index j to j+1 in region i.

Let TT denote the time duration that the slave robots finish to execute their tasks

by navigating through all grid positions whenever the master robot move to a new
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grid position in one region.

TT =

maxNMR
G∑

j

{TB +maxT
(i,j),(i,j+1)
d,MR } (3.6)

where maxNMR
G is the maximum number of grid for the master robots. maxT

(i,j),(i,j+1)
d,BS

is the maximum time for all master robots dispatch between grid j and j+1 in region

i.

Let Ttotal denote the time duration to complete the overall procedure.

Ttotal = TINIT +
Nr∑

{TT +maxT
(i,j),(i+1,j)
d } (3.7)

where maxT
(i,j),(i+1,j)
d is the maximum dispatch time for the master and the slave

robots moves between region i and i+1.

Our proposed timing diagram is based on a centralized approach. ”Centralization”

means all movements and task executions are directed by and reported to the central

point of control. Thus, the information stored in the central place can be quickly

analyzed and used for the next course of actions for the robots without needing to

collect any additional information from the system components. With the timing

diagram, once can optimally design task plan based either on time constraints or

a number of robots available. Also, optimal compromise can be obtained by mixing

right amount of time for a set of task and a number of robots. The timing diagram can

fundamentally be used at the planning phase of multi-robot collaborative tasks. The

centralized approach also provides robustness, consistency, failure detection, recovery,
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reconfiguration, and flexibility.

3.4 Robust Control

3.4.1 Failure detection and handling of robot

Failure detection and handling is extremely critical for robust navigation control and

task synchronization. The system needs to detect failures in robots and properly han-

dle the failures to continue on with the tasks. We can categorize three main failure

types as communication failure between robots, dispatch failures with time constraint

and task execution failures in this model. The decision for slave robot failure is made

from the server’s point of view. We also assume that the slave robot cannot detect

its own failure whether the failure is partial or complete in nature.

The communication failures can result in impairment in the system either temporar-

ily or permanently. They can be caused by link failures or by the failures in the

communication module of the robot.

Figure 3-6(a-1)(b-1) illustrates the signalling scheme between the master robots,

the slave robots, and the server. There is an acknowledgement for every message

exchanged. The slave robot only responds for request from its master robot. To

minimize the execution time of task execution and dispatch task, only the signalling

is based on round robin scheduling. The signalling has two parts, task request and

task result query. Even though 1st or 2nd acknowledgement between the master robot

and the slave robot is not recevied by the master robot, the master robot continues to
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...
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(a-2) after - Task

Server
Slave
Robot

Dispatch Req (SR 1)

Dispatch Req (SR nms)

...

Master
Robot

Dispatch Req
(Slave robot id , region id , grid id)

(b-2) after - dispatch task at TC,TT

Query Rsp
(Slave robot status )

Query State (SR 1)

Query State (SR nms)
...

Query Rsp (SR 1)
(status )

Query Rsp (SR nms)

Query State (MR)

Server
Slave 
Robot

Task Req (SR 1)

Query Rsp
(Slave robot status , Task Result )

Task Req (SR nms)

...

Master 
Robot

Query State (SR 1)

Query State (SR nms)
...

Query Rsp (SR 1)
(status , Task Result )

Query Rsp (SR nms)

Query State (MR)

Task Req
(Slave robot id , MRID)

1st ACK

2nd ACK

2nd ACK

1st ACK

Figure 3-6: Control Signalling Scheme for Master and Slave Robots
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signal the slave robot because the acknowledgement failure may be temporary. The

temporarily missing acknowledgement does not affect task completion. Thus, we can

modify the signalling as in figure 3-6(a-2)(b-2) by removing the acknowledgement such

that the slave robot only responds for the requests. By using the modified signalling,

the communication failure can be detected by checking response for querying task

result. The round robin scheduling for signalling has advantage in that its robustness

by reducing signalling conflict in master robot helps minimize undesirable failures.

However, it increases task completion time due to a time delay between the task

completion time and the task result query time.

Another type of failures is the failure in dispatching the robots to their destinations

within a certain time constraint. This failure can occur when there are some obstacles

in the path or mechanical breakdowns. The time constraint is set in the server to

avoid robots being stuck in dead lock as in figure 3-6(b-2). Since the robot cannot

deviate from the path sequence to avoid obstacles, it stops whenever obstacle blocks.

The slave robots can localize its position relative to the source and the destination

and reports it to the master robot when transmitting task result.

A task execution failure can occur when either the device for executing the task

becomes unusable or any condition that prevents the task being completed.

Communication Failure Between Master Robot And The Associated Slave

Robots

The time slot is not changed if there is no inter-dependency between the slave robot

tasks. If there is inter-dependency between the slave robot tasks after communication
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TC

Ts Ts Ts Ts

TC

Ts Ts Ts

temporally independent Slave 
robot tasks among TS

Td

temporally independent slave robot tasks 
between T C and Td

Td

temporally inter -dependent slave robot tasks 

between Td and TC

Figure 3-7: Timing: Temporal Dependency Among Slave Robot Tasks

failure is detected, the slave robot with communication failure is considered as a

failed slave robot. The time slot for the failed slave robot remains empty until the

communication between the master and the slave robot is re-established. The empty

time slot signifies that there is no signalling messages for the slave robot. As shown

in figure 3-7, there is no inter-dependency among tasks within TC and the following

dispatch task for Td. However, there is inter-dependency among ensuing dispatch

tasks for Td and the following tasks within TC .

For all failure detection or the empty time slots for TS, the missing tasks and the

inter-dependent tasks are recorded for error-handling. Also, the slave robot considered

as failed at Td is recorded for resource re-allocation. The task of the slave robot in one

grid becomes temporally and spatially inter-dependent on task of the master robot

when the slave robot is within the master robot coverage as shown in figure 3-8.

It is obvious that minimizing the possibility of communication failure should be

the primary goal when designing a network system to minimized the number of missed

tasks. To minimize the possibility of the link failures, we consider tight coordination

of the robot formation while executing the mission. For example, by using multiple

routing path between the master and the slave robots such that there are multiple
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Figure 3-8: Temporal and Spatial Inter-dependency between Failed Slave robot and
Master robot task such that Slave robot is within Master Robot Coverage
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slave robots in the same cluster, we decrease communication failure rates by retrans-

mitting packets through different routes. Even with the very careful communication

link design, we can not guarantee the fail-safe communication links. With a certain

rate of communication failures, we need to effectively handle the failure cases.

Dispatch Failure With A Time Constraint

If dispatch task is considered as failed, the time slot for the slave robot is empty

after the failure detection because of the inter-dependency between the dispatch task

and the following task. Even though the dispatch task failed, the slave robot is not

considered as a failed slave robot because the robot is still available for reassignment

for another task. Every empty time slot for TS, the task and inter-dependent task for

the master robots need to be recorded as missing tasks and is rescheduled. To increase

the operation rate of the resources, the task rescheduling needs to be performed

immediately after the dispatch failure is detected. The task within TC is completed

because of inter-dependency among dispatch task and the following tasks. If the slave

robot fails to dispatch until TT , it is considered as failed because it is not an available

resource anymore and the slave robot is no longer in the active measurement cluster

where the tasks are being executed.

Even though the progress of dispatch task is known by monitoring the relative

position of the slave robot between the origin and the destination, it is difficult to

calculate the arrival time at the destination when the robot arrives at the destination

due to the non-ideal navigation modules on the robot as well as the path conditions. It

is very difficult to come up with an optimum solution for minimizing dispatch failures
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Figure 3-9: Normalized Gaussian Distribution of Dispatch Time between Grids

with respect to the total completion time required. Thus, there is a tradeoff between

minimizing dispatch failures by increasing the time constraint and increasing the total

completion time. We can increase the time constraint, by repeating the additional

signaling to check task results n times according to the progress of dispatch task.

This is illustrated in figure 3-10. The time constraint is also dependent on the grid

size and the speed of the robots.

Task Execution Failure

If task execution fails, the time slot within TC is not changed because the task within

TC is independent in figure 3-7. When the slave robot is considered as failed after TC ,

the following time slot is empty until its functionality to execute a task is recovered.

To manage resources, it is required to have information such as robot id, failure

type and the current position whenever a slave robot is considered as failed at Td.

To handle missed tasks, we need to store information such as the grid index of the

master robot and the failed slave robot whenever missed tasks occur at TS. To store
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Figure 3-10: Modified Signalling for Dispatch Fail with Time Constraint
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the missed tasks, the input scripts for the master and the slave robots in table 3.1

and 3.2 are duplicated. The missed tasks for the master and the slave robot are

recorded as active and completed tasks as inactive. Since the input script represents

the scheduled tasks in TB time unit by repeating it for TT , if any missed task exists,

the duplicated script is generated every TB for the missed tasks, which show random

distribution within TT . Our mechanism can handle the slave robot failure within TS

time unit because we use different path sequences among the master and the slave

robots in 3-4.

Whenever any robot is considered as failed, the server checks for the minimum

resource requirement in the system. If the minimum resource requirement in system

is not met, the system stops the operation. Under this condition, the server keeps

the connectivity between itself and the remaining functional master and slave robots

by polling their statuses. This is illustrated in figure 3-11.

3.4.2 Recovery of Robot from Failure

Failed robots need to be recovered if possible when it significantly degrades overall

system performance or when it causes the system to stop its operation due to the

minimum resource requirement as discussed in previous section. Thus, we need to

have a recovery mechanism for robust and flexible resource usage.

As discussed in previous section, since there is inter-dependency between Td and

the following TC , and the time slots within TC is not changed even when a failure

detected, it is appropriate to use the minimum recovery duration at the end of TC .
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Figure 3-11: check the status of all robot clusters to keep the connectivity
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The recovery procedures at the end of every TC , TB and TT do not increase total

signalling time compared to no failure cases as illustrated in figure 3-12 and 3-13. We

decide to use recovery procedures at every TC because TC is the minimum time that

the slave robot dispatches between the grids. It also does not degrade overall system

performance while increasing the rate of operation of resource.

Figure 3-12: Total Signalling Time as Number of Failed Slave Robot Increases without
Recovery Mechanism

Figure 3-13: Total Signalling Time as Number of Failed Master Robot Increases
without Recovery Mechanism
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If there are more than one failed slave robot within TT after a communication

failure or a task execution failure is detected, the recovery procedure is initiated at

the end of every TC . The signalling scheme is shown in figure 3-14. We denote the

recovery time as Trecovery. We assume that there is no failure related to the master

robot. Since each cluster is independently controlled by a master robot in that cluster,

we only consider recovery of failed slave robots in the cluster.

Server
Slave
Robot

Query Rsp
(Slave robot status , RSSI func .)

Master 
Robot

Query State (SR 1)

Query State (SR nms)

...

Query Rsp (SR 1)
(status , Task func .)

Query Rsp (SR nms)

Query State (MR)

Figure 3-14: Signalling to Recover Multiple Failed Slave Robots in The Same Cluster
for Trecovery

Figure 3-15 shows the timing diagram to continue or abandon the task for recov-

ered robot within TT in case the failure type is a communication or a task execution

failure. If the failed slave robot is considered as recovered by checking the status of

the Slave robot for Trecovery, the decision to continue or abandon the task is made.

If the decision is made to continue with the task for the recovered slave robot, to

synchronize the tasks with the active slave robots, the recovered slave robot executes
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the dispatch task to get to the grid where the current grid index indicates. After the

dispatch task is completed, the server resumes sending the tasks for the recovered

slave robot. If the server decides to abandon the task for the recovered slave robot,

its status is updated as available resource while the time slot is kept empty until the

task rescheduling for the recovered slave robot is performed. If more than one slave

robot are recovered while system is not operational due to minimum resource require-

ment, the system resumes using the recovered slave robot if the minimum operational

resource condition is met with the recovered slave robots.

Ts

TC

Ts Ts Ts TCTd

communication or task failure
is detected at any T S or Td

Td ...
TT

If failed slave robot is recovered , it 
executes dispatch task to 

synchronize tasks among slave
robots .

TC TRecovery �NBS*Trecovery

Td Td

(a) continue task

empty slot
(b) abandon task

Td TRecovery �NBS*Trecovery

Figure 3-15: Timing Diagram to Continue/Abandon Task for Recovered Robots
within TT

If the failed robot is not recovered within TT , the failed slave robot is considered

a member of the robot cluster it used to belong because the scripts are generated at

every TT . Since the failed slave robot is an individual agent, the recovery procedure

for the failed slave robot can be controlled by any master robot which can signal

slave robots by considering signalling coverage as shown in figure 3-16(a). Other-

wise, master robots need some coordination to make routing path between the server

and the failed slave robot as shown in figure 3-16(b). We call master robots that

makes routing path to the failed slave robot as scouts. While the slave robots act
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as scouts, the slave robots remain in the active regions because there is no necessary

communication within each robot cluster.

Signaling Coverage 
of Master robot

(a) In case failed slave robot is under the signaling coverage of master
robots

(b) In case failed slave robot is out of the signaling coverage of master
robots

Failed Slave 
Robot

Server and Master
Robot

Master
robot
routing path between 

server and failed robot

MAster robot dispatch 
to make routing path to 

failed robot

active region

Figure 3-16: recovery scenario beyond TT

After fulfilling the routing condition to establish the communication link between

the server and the failed slave robot, the recovery procedures for the communication

and task execution failure are the same in figure 3-14. The recovery procedures for the

dispatch failure with a time constraint is different in that we need to check whether

the dispatch functionality is recovered by executing a dispatch task. The recovery

procedures for the failed slave robot due to the dispatch failure with a time constraint
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are shown in figure 3-17. If the failed slave robots is recovered within Trecovery, added

to the robot cluster. The task rescheduling for the recovered robot is also needed.

Before resuming the basic operations, the recovered slave robot and scouts need to

return to their active region. If the recovery procedures for the failed slave robot

is not successful, only the scouts return to the active regions to continue with basic

operations.

Server
Slave 
Robot

Query Rsp
(Slave robot status )

Master 
Robot

Query State

Query Rsp

Query State
(dispatch fail .)

Dispatch Req

Dispatch Req
(Save robot id , region id , grid id)

Query Rsp
(Slave robot status )

Query State

Query Rsp

Query State

check dispatch 
functionality is 
recovered

Figure 3-17: Signalling to Recover Failed Slave Robot due to Dispatch Failure with
Time Constraint

To use scout robots, it is required that

• The scout robot is to form the signalling coverage of the master robots to relay

the recovery message. Normally, more than one scout robot is required to make

a routing path to the failed robot.
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• We need additional time for the scout robots to form the routing path towards

the failed MS robot and also to return to the active regions with the recovered

MS robot. This will significantly increase the completion time.

Since the time the master robots spent as the scouts increases the total completion

time, it is not possible to perform the recovery procedure at the end of every TC when

the failed slave robot is out of the signalling coverage area of the BS robots. Thus,

we need to make a decision to declare the failed slave robot as nonfunctional after TT

or a multiple of TT .

If the system stops its operation due to the minimum resource requirement with a

failed slave robot within TT after failure detection, the signalling and timing scheme

still is the same as in figure 3-11. However, the statuses are checked for all master and

slave robots including the failed slave robots periodically. If any of the failed slave

robots is recovered with the minimum resource requirement met, the system resumes

the operation. If the system is stopped due to the minimum resource requirement and

there is failed slave robot beyond TT after failure detection, master robots immediately

acts as scouts for recovery procedure.

3.5 Reconfiguration procedure

In this section, we will explain the reconfiguration procedure in which the dynamic

formation of a robot team is performed, and tasks for robots are rescheduled conse-

quently. The reconfiguration can occur when detecting any failure and recovery of

robots, and the new addition and removal of robots from teams by human interven-
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tion. Also the reconfiguration procedures are performed every TT because the script

including robot tasks is generated at every TT .

3.5.1 Reconfiguration every TT for task coverage

Since the task coverage for one master robot is one region, the reconfiguration pro-

cedures should be performed whenever the task in one region is finished where the

number of regions is greater than the number of the master robots. Whenever the

task for each region is finished for each TT , the path sequence for the next regions

needs to be generated for each robot. Suppose NMR is less than NR. i.e. NMR = 4

and NR = 9 in figure 3-3. After the master and the slave robots finish the tasks for

the first four regions, the reconfiguration for the next four regions can be started.

3.5.2 Reconfiguration within TT after resource failure

The objective for reconfiguration due to robot failure is to gracefully degrade overall

system performance. i.e. It is to minimize the number of missed tasks and the

completion time. If the system stops because the minimum resource requirement

decided by application requirement is not met, the reconfiguration is not necessary

since even after the reconfiguration the resource shortage will remain.

As discussed in the recovery section, 3.4.2, if the dispatch failure with a time

constraint is detected, the immediate reconfiguration to reschedule the tasks for the

slave robot needs to occur. The reconfiguration is to reschedule tasks for other slave

robots in same cluster as well. If the communication or task execution failure is

82



detected, the reconfiguration at the end of TB is required to execute the missed tasks

whether the failed slaveMS robot is recovered within TB or not. Since the missed

task is inter-dependent on a task request, the reconfiguration for the missed task is

performed before the master robot dispatches to the next grid at TB. To perform the

reconfiguration, there should be at least one available slave robot in the robot cluster.

Path
Planning

Current Path Sequence 
for Each Robot

Current Grid Index for 
Master/Slave Robot

Missed Grid 
Indexes

Robot 
Status

New Path Sequence for 
Each Robot

Figure 3-18: Path Sequence Re-generation

Figure 3-18 illustrates the path planning block which generates new path sequences

for available robots based on the current grid indices for the master and the slave

robots, the statuses of robots and the duplicated script for missed tasks. Based on

these information, the tasks are rescheduled with currently available resources.

If there is no available slave robot, i.e. all slave robots in the cluster have fail-

ures, slave robots from other cluster need to reassigned to the cluster. Resource

redistribution is discussed in a later section.

3.5.3 Reconfiguration within TT after resource recovery

The goal of reconfiguration due to robot recovery is to gracefully improve overall

system performance. i.e. It is to minimize the number of missed grids and to minimize
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the completion time. There are two types of recovery to be considered in this section

as shown in figure 3-19. If the failed robot is recovered before the reconfiguration

procedure and the server determines to abandon the task for the recovered robot,

the reconfiguration within TB after the failure detection is required to execute the

missed tasks and to reschedule tasks for robot A. If the failed robot B is recovered

after reconfiguration due to the resource failure, the reconfiguration within TB after

recovery to add this resource to robot formation is required and also need to reschedule

the task for the resource.

Reconfig-
uration

Robot 
A fail

Robot A 
recover

Robot 
B fail

Robot B 
recover

Reconfig-
uration

Server determines robot 
to abandon task

Robot B does not execute task 
because there is no assigned 
task. Robot B is considered as 

new resource.

Robot B executes 
tasks after 

reconfiguration

Tasks are reassigned for robot A 
and robots in same cluster.  Tasks 
are reassigned for robots in same 

cluster with robot B.

Figure 3-19: Reconfiguration due to Robot Recovery: Two types of Recovered Robot
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3.5.4 Resource utilization and redistribution

The resource redistribution is to gracefully degrade or upgrade overall system per-

formance when detecting any failure and recovery of robots, and the new addition

and removal of robots from teams. The following are the cases where the resource

redistribution between the clusters can occur.

• There is more than one failed slave robot and no available slave robot in the

cluster.

• There are more than one failed slave robot and available slave robots in the

cluster, but resource redistribution between clusters are required to gracefully

absorb overall system performance degradation.

The Resource redistribution to equally distribute tasks among the slave robots is

performed according to the frequency of failures and recoveries because changing the

robot formation halts the system and significantly increases the completion time due

to the robot dispatch time between the regions. The optimum time to redistribute

resource between robot clusters will be analyzed.

3.6 Summary

In this chapter, we presented how to control robots with robustness and to provide

synchronization for the system with networked multi-robots. The robust robot control

scheme included the failure detection mechanism, the recovery procedures, and the

resource reconfigurations. The robust control of the mobile robots that are networked

85



together presents many challenges as many performance degrading events can occur

during the system operations. The scheme we presented covered some of the most

probable events that may rise for the system and provided a novel approach to resolve

the problems with the recovery procedures and the resource redistribution to optimize

the system under various failure situations.

We also showed the synchronization method where a global time source was not

available. Thus, the chapter has paved the way to implement the networked multi-

robot system in places such as airports, hospitals, and government campuses where

the robustness and the synchronization not only provides performance improvement

but also key requirements for the deployment.
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Chapter 4

Utilization of Multiple Mobile

Robots for Map Based RF

Access-Point Placement

4.1 Introduction

As mobile devices growingly have been replacing traditional landline telephones, ad-

equate in-building wireless network coverage is becoming ever important. Predicting

and designing in-building wireless network is much more complicated than the macro-

area wireless network design [17]. This is because predicting propagation characteris-

tics in indoor environment depends on parameters that are very hard to approximate if

not impossible. These parameters include building materials for all structures within

the building, window sizes, and so on [18]. Even with these parameters known, the

propagation characteristics can not be acquired precisely since the most of the current
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design tools utilizes the empirical propagation model that may not provide accurate

data for a particular indoor environment [19].

Another method that may be used to design in-building wireless network that

have been used in the field is to measure actual propagation loss by walking around

in the building with RF signal measuring devices [20]. This method can provide an

accurate propagation map of the building. However, to be able to find optimal loca-

tions of the base stations, this practice requires many time-consuming iterations as

the locations of the base stations changes.

With all the difficulties in predicting propagations in the building, the design

based on the prediction needs to be verified as well once the installation of the base

stations is finished, necessitating another round of a time-consuming process. In this

chapter, we utilize the navigation and robust control mechanism for networked mul-

tiple mobile robot described in the previous chapters to overcome constraints such

as lack of absolute location information, a global timing source, and data collection

efficiency.

The remainder of this chapter has 4 sections. In Section 4.2, we present overview

of the system model and background. Also, the problem is described. Section 4.3

discusses data acquisition strategy which includes data collection, synchronization,

data representation and coverage analysis . In Section 4.4, an estimation strategy is

presented and the effects of various system parameters are incorporated. Finally in

Section 4.5, we summarize how the navigation algorithm and robust control mecha-

nism can be applied to an real world application.
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4.2 System Model and Problem Description

4.2.1 RFBOT

The model being proposed will use commercially available robots to navigate the

building floor and collect RF information. We call these robots ”RFBOTs”. The

RFBOTs will act as either base stations or mobile clients. The Base station RFBOTs

(BTS-RFBOT) are the robots that act as BTSes transmitting beacon or continuous

wave (CW) signals at a known transmit power level. The Mobile Station RFBOTs

(MS-RFBOTS) are the robots that act as mobile stations. The MS-RFBOTs measure

the signal strengths back to BTS-RFBOTs for the forward link RF conditions at the

current locations. Each BTS-RFBOT is paired with a single or multiple MS-RFBOTs

for RF data collection. There also is a central server that monitors and directs the

BTS-RFBOTs to navigate in a synchronized way. The server also sends the navigation

messages for the MS-RFBOTs via BTS-RFBOTs. The MS-RFBOTs only listens to

their paired BTS-RFBOTs. Thus, the communication link between the server and

the BTS-RFBOTs as well as between the BTS- and MS-RFBOTs are guaranteed to

be reliable.

4.2.2 Grid Based Navigation

Since there are infinite number of points on the map that can be overlaid with signal

strength values, the model needs to reduce the number of points. As a solution to this

problem, we will use grid based navigation methodology. We partition the floor map

with equal-sized grids within which the received RF characteristic from a signal source
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is assumed to be the same. The RFBOTs will navigate to each grid to measure RF

signal strengths at the grid from another grid where the BTS-RFBOT is transmitting

as shown in Figure 4-1 The key parameter in a grid based navigation methodology

Figure 4-1: Grids with BTS and Client Mobile

is the size of grids. In this model, we will use equal sized square grids for simplicity.

The size of the grid is very important in that it cannot be too large or too small. If

the size of the grids are too large, the data collected will not properly represent the

path loss values for the entire floor. If the sizes are too small, it will take too much

time to collect the data for the practical purpose. The proper size of the grid should

be based on frequency and resolution of the signal strengths map. The pedestrian

speed also needs to be taken into account. For this chapter, we do not present the

navigation algorithm again asthe topic has been already discussed in Chapter 2. We

will assume RFBOT’s operate according to the navigation algorithm.

4.2.3 Two-Tier Network Structure

As mentioned in Section 4.2.1, there are two communication networks required for

the model. The first network ensures the controlling messages for the RFBOTs are
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delivered reliably. The second network is to actually measure the signals transmitted

by the BTS-RFBOTS. The requirement of maintaining two networks within the same

model presents some challenges in terms of interference and message collisions. The

approach to mitigate the difficulty of maintaining two communication networks is

two-tier network structure. Tier 1 of the double-tiered network is formed to establish

the communication link between RFBOT’s. Since the link itself is unreliable, we will

construct a communication protocol that would ensure the reliable communication

between RFBOTs. The second tier of the network is to send and receive actual

RF signals that need to be measured. Tier 1 network is realized using 802.11 WiFi

network along with a communication protocol. Tier 2 network will use the air interface

technology or CW signal of a frequency that is different from Tier 1 network. In case

when the signal measurement is done for the same WiFi frequency of the Tier 1

network, Tier 2 network will use the channel farthest from the channel Tier 1 uses to

minimizes the interference.

4.2.4 Cluster of Grids

A BTS-RFBOT is always paried with either a single or multiple MS-RFBOTs. The

combination of BTS- and MS-RFBOTs will cover a cluster of grids at a time. A

cluster of grids simply is a collection of contiguous grids that a set of BTS- and MS-

RFBOTs will navigate within to transmit and measure signal strengths. The size

of the clusters depends on the coverage of Tier 1 network as we need to guarantee

the network connectivity between the BTS-RFBOTs. If let dmax be the maximum
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distance the BTS-RFBOTs can be separated without losing connectivity, the length

of diagonol of a cluster on the floor map should be d/2 to ensure the BTS-RFBOTs

in the partitions are always connected. When the BTS-RFBOTs move around the

map to survey the building, the BTS-RFBOTs maintain the separation distance such

that the distance between adjacent BTS-RFBOTS are never separated by more than

dmax as shown in Figure 4-2. The number of BTS- and MS-RFBOTs depends on

d/
2

Figure 4-2: Network Connectivity with Partition

the size of the cluster given a time to finish the cluster. If we let B be the number

of BTS-RFBOTs and N be the number of grids in a cluster, then the number of

navigations that the BTS-RFBOTs need to make becomes the following:

No.ofNavigations = floor(N/B) + ceiling(N/B)− 1 (4.1)

For N by N grids, the number of trips becomes,

No.ofNavigations = (floor(N/B) + ceiling(N/B)− 1)N (4.2)

If we assume the time to complete a trip to be Ttrip and the number of MS-
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RFBOTs to be M , the total time to complete the entire measurement becomes,

TotalT ime =
Ttrip

M
∗ (floor(N/B) + ceiling(N/B)− 1)N (4.3)

4.2.5 Problem Description and Motivation

Given signal strength constraints, the objective is to move the base stations and

mobile stations to RF strength map of the interested area. Since there are practically

infinite combination of the base station and mobile clients, the goal of this paper is to

provide path plan of the base stations and mobile clients such that the time it takes

to generate RF strength map is minimized.

The first problem is to create grids with the size within which the signal variation

is ignorable. RF signal strength does not need be measured every centimeter, but if

the size is too large, the signal strength variation within a grid becomes large enough

so that optimal locations of the base stations that the model finds may not be optimal.

The second problem is to ensure that the RFBOT’s are in the grid where it

is instructed to be by the path planning algorithm. The RFBOT’s can be in a

wrong grid, yet the path planning model thinks the RFBOT’s follow to the instructed

location. The mechanical error tolerance of the RFBOT’s need to be taken into

consideration.

The third problem is that the base stations in a indoor environment are usually

installed at ceiling levels. When the BTS-RFBOT’s transmit and receive signals,

the effect of the height of the antenna being used needs be considered and properly
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corrected.

The fourth problem is to ensure the data exchange between the MS-RFBOT,BTS-

RFBOT, and the central management control. The RF data transfer should be robust

and as error-free as possible. When the communication link fails, how to recognize

the data link is lost. If the data is not received, how will the model treat the non-data

situation.

4.3 Data Acquisition

4.3.1 Synchronization over data acquisition

When the MS-RFBOT conducts the data acquisition, it should follow the synchro-

nization rules as follows:

• Each MS-RFBOT shall belong to a particular BTS-RFBOT

• BTS-RFBOTs shall be located on the clusters where the Tire-2 connectivity of

the MS-RFBOT can be covered.

• Entire BTS-RFBOTs shall be interconnected over the mesh network so that the

Tier 1 communication shall be reached to any BTS-RFBOTs within the Tire 2

communication coverage.

An ideal and simple topology for the data acquisition is to have every cluster have

its own a pair of BTS-RFBOT and MS-RFBOT. This configuration will enable the

entire cluster to conduct the data acquisition simultaneously. Under this configu-

ration, we can estimate the data acquisition time in terms of a number of trips as
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follows:

NumberofTrips = N (4.4)

where N is the number of grids in the largest cluster. The total data acquisition

time is estimated as N * K, which are the number of grids in the largest cluster and

the number of clusters.

4.3.2 Data Measurement

Let the base stations move to newer locations every Tb and the clients move to newer

locations every Tc. Then Tb = M·Tc as in Figure 4-3 where M is number of locations

visited by each client for any given base station configuration. At any given time

Tc, the base station sends (broadcasts) signaling information with base station index,

location, signal strength.

1 2 ..

Ts

Tb

Tc

Figure 4-3: Timing

Since the RFBOTs need to exchange data with the server as well as among them-

selves, it is required for the model to acquire and share timing information. If base

station configuration changes before the MS-RFBOTs finish navigating through all

grids for signal information, the data collected by MS-RFBOTs will cause the model
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to use wrong information to select optimal configuration. Also, RFBOTs need to

know when exactly to transmit or receive the RF signals to avoid the noise in path

loss measurement. Even with multiple access systems such as CDMA, EVDO, or

UMTS, the timing of transmission is important due to the navigation requirements.

However, it is not easy to have global timing in indoor environment. We need to have

handshaking mechanism in the model to make sure all data exchanges are acknowl-

edged. This means before the base stations move to new locations, all clients must

obtain all information. There needs to be a signalling timing framework to ensure

synchronization among the all components of the model. We first assume that we

have an ideal master timing source that distributes the timing information to RF-

BOTs. Then, we would describe how synchronization would be done without the

master timing source.

System with a perfect timing source

Having a perfect timing source means that the RFBOTs have the information as to

when they can send packets and when they can move to new grids. It also means

that the both BTS and MS RFBOTs know exactly when to start transmitting and

receiving RF signals to be measured. Let Ts be duration for which RFBOTs trnasmit

signal, N be number of BTS, M be number of Mobile Stations then Tc = N ·Ts, where

Tc is the time when the mobile station can move to the next grid in the path planning.

The BTS’s can start moving to the next configuration locations after Tb = M ·Tc as

in Figure 4-4. For one BTS configuration, the entire navigation time can be derived

as Ttotal = K·(Tb + Ta) where K is number of BTS configurations and Ta is time it
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takes for BTS’s to move to the new configuration.

Ts Ts …... Ts

(N*Ts)1

Ts Ts …... Ts

(N*Ts)M

……….

TB
C1 B1 C1 BN CM B1 CM BN

Figure 4-4: Synchronization

System without a master Timing Source

For the system without a master timing source to have synchronized movement, there

needs to be localized timing information exchange between the elements within the

system. Since there is no global timing information available, the task is performed

by introducing handshaking between the server, BTS’s, and clients. The only in-

formation required in this model is to know when the BTS’s and clients finish their

current tasks. When clients send acknowledgement and completion message to the

BTS’s, the BTS’s take the next action in the planning. All BTS’s relay the acknowl-

edgement and completion messages from the clients to the server by sending their

own acknowledgement and completion messages. The following state diagrams for

Server, BTS, and Client show how the messages flow between them and how each

state is triggered without knowing precise timing of each event.

4.3.3 Data Structure

The fundamental data of interest in optimally selecting BTS locations is the path loss

values of the building for a particular frequency. The path loss is defined in Equation
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Figure 4-5: State Diagram - Server

4.5.

PathLoss = TransmitPower −ReceivePower (4.5)

With known transmit powers and measured signal strengths for all possible pairs of

grids on the map, the path loss values can be easily obtained for all grid pairs. At

every Tc, each MS-RFBOT records the signal strength from the BTS-RFBOT. At

the end of Tb, each MS-RFBOT has a table of received signal strengths for the grid

it covered in the cluster. By combining these tables, we will have a larger table of
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N − 1 entries assuming N grids on the map for a BTS-RFBOT location. Since the

transmit power is already known for the BTS-RFBOT, we can create a table with

the path loss values for each grids shown below:

(PL1) (PL2) · · · (PLx)

(PLx) (PLx) · · · (−)

...
... · · · ...

(−) (−) (−) (−)


(-) denotes the case where no signal information was received.
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After entire grids on the map are covered, we can generate an overall path loss

matrix by combining the tables from all MS-RFBOTs. The final matrix will be N

by N matrix where the rows corresponds to the transmit grids while the columns

represents the receive locations. The entries will have path loss values for the grid ID

same as column numbers.
PL11, PL12, PL13, · · · · · · PL1N

...
...

...

PLN1, PLN2, PLN3, · · · · · · PLNN


Once the database is built, finding optimal locations of the base stations becomes

”Search and Optimize” with the design criteria. A simple SQL query can yield the
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base station configuration that meet the design criteria most optimally. With the op-

timal base station configuration, we can also pick optimal output power for each base

stations without affecting the RF coverage of the network. The power optimization

depends heavily on the technology because Signal to Noise Ratio, SNR(dB) require-

ments and handoff capability features are different from one wireless technology to

another.

The coverage of a grid by a BTS can fundamentally be represented by a binary

variable. The value can take either ”covered” or ”not covered” by the BTS. The

values of grid coverage are determined by whether the signal strength at the grid

with given a transmit power is greater than the receiver sensitivity. In practice,

however, the minimum signal strength is usually greater than the receiver sensitivity

to ensure the demodulated information is above a certain quality level. Thus, with

the required minimum signal strength, the coverage of grid i by BTS at grid j, Cij

can be determined by the inequality in Equation 4.7.

Cij =


1 if P i

r = Pmin or i = j

0 otherwise

(4.6)

where

P i
r = P j

t − PLji (4.7)

Assuming N total grids, each grid has N number of Cij values while the total num-

ber of Cij values is N2 for the entire map. Thus, the whole coverage map can be

represented by a N by N matrix of either 0 or 1 for each entry with the rows repre-
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senting grids with BTS locations while the columns representing grid locations of the

receivers. Even though the BTS signal can reach the mobile station at a grid, there

is no guarantee that the mobile station can also reach the BTS. To guarantee that

the communication link for both directions are established, the link balance equation

in Equation 4.9 needs to be satisfied.

Cij = Cji (4.8)

We introduce a new matrix, C ′, where

C ′ = C + CT (4.9)

The entries in C ′ with value of ”2” signifies that there can be two way communication

links between the grids corresponding to the rows and the columns of the entries.

4.3.4 Optimization Algorithm

Coverage Analysis without Handoff

The purpose of the coverage analysis is to come up with a set of optimal BTS locations

that result in satisfying the desired coverage with the minimum number of BTS’s.

Even though there may be solutions with less number of BTS’s to cover the desired

area, the approach being proposed here is one of the simplest method to determine

locations of the BTS’s on the map. We assume that any grid on the map has at

least one BTS location with two way communication links. The assumption will be
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removed in the later section. The process of finding locations of BTS now becomes

an iterative process of finding the row with the most entries of value ”2”. When

a location is identified after each iteration, the values at the grids covered by the

location will be replaced by 0. The iteration continues until all grids are covered.

When the all grids are covered and their coverage matrix values are replaced by 0’s,

the set of BTS locations are found.

Coverage Analysis with Handoffs

The algorithm needs a slight modification when handoff regions are required. The

handoff regions can be defined as areas where more than two signals greater than Pmin

are present. This means that the algorithm no longer can exclude all grids where Ci

is set to one. The handoff regions are required to provide non-interruptive transition

for a mobile station from one base station to another base station. The handoffs get

triggered when the signal strengths from the neighboring base stations become greater

than a certain threshold, Phothr. For example, if we set Phothr = -80 dBm and when

a mobile station is at an area where the signal level became to be -80 dBm, there

should be a signal greater than Pmin + δho present to ensure the handoff is triggered.

The algorithm needs to be modified to accommodate dual-signal presence in a grid.

we also redefine the coverage indicator variable Ci to be trinary as in Equation 4.10
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to indicate handoff region.

Ci =


1 if P i

r = Pmin

2 if Photr = P i
r = Pmin

0 otherwise

(4.10)

The first step in the algorithm with handoff support is the same as the algorithm

without handoff support. The algorithm picks a grid when transmitted that covers

the most grids where the signal strengths received are greater than Pmin. Then, from

the covered grids, the algorithm finds grids that meet the handoff trigger condition,

Pmin < P i
r < Phothr. With the grids identified for handoffs, find a grid that can cover

the handoff region with the signal strengths greater than Pmin + δho. If there is no

single transmit grid that can cover all handoff grids, the algorithm can select a grid

that covers the most handoff grids and find another grid that covers the most of the

uncovered handoff grids. This process can be repeated until all handoff grids are

covered. The algorithm then finds again the handoff regions for the new grids added

to cover the initial handoff regions. This process repeats until all grids are covered.

The last grid to be found should cover all grids that are not covered so far in the

algorithm.
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4.4 Analysis

4.4.1 Effects of Missing Data

When there are some grids that are missing information to determine the coverage,

the coverage analysis needs to handle the case. There are two possible cases of missing

pathloss information. The first case is when all pathloss data for a grid is missing. The

second case is when some of the pathloss data is missing. The indoor RF propagation

usually follows lognormal distribution. This characteristic provides a way to predict

the coverage of a grid. The lognormal fading dictates that as the distance from the

transmitter increases, the pathloss increases with a normally distributed fading that

follows the lognormal distribution. To be able to predict the pathloss value at a grid

with missing data, we use all other measured data for a given transmitter to estimate

the path loss exponent, the mean and the standard deviation of the lognormal path

loss model. The statistical parameters estimated by the actual measured data can be

used to determine the coverage status of the grid. With the distribution parameters

all known, we can predict the path loss values of the missing grids. When there

are too many grids with missing path loss values, the parameters for the lognormal

distribution cannot reliably be estimated. One has to decide on a desired confidence

level of the estimated parameters to determine the minimum number of successfully

measured path loss values. When the number of measured values are less than the

minimum number of the values required to satisfy a certain preset confidence level and

a confidence interval, the RFBOTs have to revisit those grids with missing path loss

values to perform measurements. Figure 4-8 shows typical path loss values plotted
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against distances from a transmitter. The estimation for the parameters can be done

with the least square error method [25].
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Figure 4-8: Path Loss vs. Distance

Figure 4-9 and Figure 4-10 show the estimated values of the path loss exponent,

n and σ respectively for a map with 2500 (50x50) grids. The both charts display a

significant degradation of estimated parameters when more than 80% of the grids are

missing with the path loss values.

4.4.2 Effects of Navigation Error

In coverage analysis, a grid has only two values, covered or not covered. Thus by

declaring all points within a grid are covered or not covered, we may introduce some

errors when not all points within the grids agree with the value represented by the

grid. We need to employ a statistical model to decide the grid size with a certain

confidence level that the Pr represents all the points in the grid in terms of the
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Figure 4-9: Path Loss Exponent Estimation, n=3.5

coverage indicator, Cij. The indoor path loss has been shown to obey the distance

power law in equation 4.11 [24].

PL = PL(d0) + 10n log(
dt
d0

) +Xσ (4.11)

where n is the path loss exponent andXσ is a normal random variable with a standard

deviation of σ. With a transmit power, Pt given, the receive power, Pr becomes a

Gaussian random variable with a mean, Pr and a standard deviation of σ.

Pr = Pt − (PL(d0) + 10n log(
dt
d0

)) (4.12)

Since the path loss values follow inversely with the distance from the transmitter,

the farthest point in the grid from the center of the grid would have the smallest Pr.

A grid that has the distance, d to a vertex from the center of a square grid has a
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Figure 4-10: σ Estimation, σ = 12

length of (d ·
√
2)/2 for each side.

If we let the distance from the transmitter to the center of the grid be dt, then the

(Pr)farthest at the farthest point from the center can be calculated in equation 4.13.

(Pr)farthest = Pt − (PL(d0) + 10n log(
dt + d

d0
) +Xσ) (4.13)

With the receive power at the center of the grid, (Pr)center,

(Pr)∆ = (Pr)center − (Pr)farthest

= 10n(log(
dt + d

d0
)− log(

dt
d0

))

= 10n(log(dt + d)− log(dt))

= 10n log(
dt + d

dt
)

(4.14)

where Xσ is a normal random variable with a standard deviation σ. Thus, (Pr)∆ is a
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Gaussian variable with mean, 10n log(d) and standard deviation, σ. For the coverage

test, the worst case occurs when the grid is at the edge of the coverage area where

two neighboring grids’ coverage indicators are different. by moving from one grid

to the other, the coverage is no longer there. To reduce the error at the coverage

boundary, we need to introduce some margin, Pδ to the Pmin. This means that at the

coverage edge, if (Pr)∆ < Pδ, the entire grid can be said to have coverage. If we let

Prob[(Pr)∆ < Pδ] be a certain value x.

x = 1− Prob[(Pr)∆ > Pδ]

= 0.5 + erf(
Pδ − (Pr)∆

σ
)

(4.15)

From equation 4.15, with a known x, we can solve for d/dt. For typical values of

n = 4, σ = 5dB, Pδ = 5dB, and x = 0.95, Figure 4-11 shows the maximum sizes of

the grids for different coverage values.
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Figure 4-11: Grid Size vs. Coverage
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4.5 Summary

This chapter has presented a novel approach for utilizing multiple networked robots

to collect path loss data of an indoor environment. We have shown then grid based

navigation can be used not only for accurate navigation but also for collecting just

enough information out of infinite amount of possible data points. The possibility

of utilizing multiple robots to aid in data collection opens door for many different

application not just access point placement in a wireless network design. The strate-

gies and methods presented in this paper can be expanded to accommodate many

different dynamic environments where robots can perform with much higher efficiency

while minimizing human intervention. The further study is warranted to insert more

intelligence to the system model so that the whole model becomes more adaptive to

dynamic changes unforseen by initial design. By making the model more adaptive,

we can minimize the effect of possible errors in navigation and data acquisition. Also,

the network topology can be expanded to form an ad-hoc network as necessary for

more distributed and less prone to communication failures making the model even

more robust.
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Chapter 5

Contirbution and Future Research

5.1 Contribution

The following are the contributions of the dissertation:

• The self-localization using range finders without knowledge of absolute postion-

ing information.

• The error compensation in mobile robot navigation using the range data where

the navigational environment can dynamically change due static or moving ob-

stacles as well as non-flat surface boundaries.

• The robust robot control schemes with failure detection, recovery, and recon-

figuration inluding resource redistribution.

• The synchronization realization using two-tiered network topology without a

source of global timing.
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• Autonomous RF signal path loss data collection without human intervention

utilizing self-localizing mobile robots.

5.2 Future research

The following are the future works that need to be done:

• Investigate self-localization without the distance information from the map.

• Investigate the model that employs an adaptive grid size scheme for more ac-

curacy and efficiency.

• Investigate how to optimize the amount of boundary information for navigation.

• Enhance robust and navigation algorithm under interference from dynamic ob-

jects.

• Investigate collaborative map building of indoor environment.
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