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Abstract of the Dissertation

Architecture and Protocols for a High-Performance, Secure
IEEE 802.11-based Wireless Mesh Network

by
Ashish Raniwala

Doctor of Philosophy
in

Computer Science

Stony Brook University

2009

Today’s wireless LANs reside only on the last hop between the end users’ desktop/laptop
machines and the enterprise backbone network. A comprehensive wired backbone still
needs to be deployed to inter-connect these access points and the enterprise computing
resources. In this project, we architected a novel wireless mesh backbone network archi-
tecture (called Hyacinth) that can eliminate most, if not all, of this wiring overhead. In a
wireless mesh network (WMN), close-by access points communicate with each other using
direct wireless links, while distant access points communicate using multiple wireless hops.
In this dissertation, we formulate the capacity, fairness, and security issues with Hyacinth
architecture and devise novel solutions to them. Our proposed architecture has three ma-
jor components: Multi-channel Mesh Networking, Stateful Transport Protocol, and Secure
Routing.

Limited capacity remains a pressing issue even for single-hop wireless LANs, let alone
a multi-hop WMN where inter-path and intra-path interference limit the number of links
that can be simultaneously active in the network. Fortunately, the IEEE 802.11b/g stan-
dards and IEEE 802.11a standard provide 3 and 12-25 non-overlapped frequency channels,
respectively, which could be used simultaneously within a neighborhood. Hyacinth em-
ploys multiple radio channels in each radio neighborhood by equipping each node with
multiple network interfaces. To fully utilize the performance potential of this approach,
Hyacinth provides two traffic load-aware channel assignment and routing algorithms, both
of which tune the network channel assignment and routing based on the network topology
and the latest traffic patterns. Even with the use of just 2 radio interfaces per node, the
proposed algorithms improve the network cross-section goodput by factors of up to 7 when
compared with single-interface single-channel WMNs.

The next key issue with WMNs is lack of an effective transport protocol that can fairly
and efficiently allocate the limited network capacity among multiple flows sharing the net-
work. While many transport protocols have been proposed specifically for multi-hop wire-
less networks, most of them refrain from keeping state in the intermediate network nodes.
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We study the research question of how much performance improvement is possible if in-
termediate network nodes could maintain as much state as is needed. In particular, we
investigate how a stateful transport protocol can accurately measure the effective physical
link capacity, and fairly and efficiently allocate this capacity by estimating the number of
sharing flows and their individual sending rates. Additionally, we examine how leveraging
the link-layer retransmission mechanism can improve the performance of reliable packet
delivery. While the proposed mechanisms improve the fairness and utilization of transport
flows on a WMN, they fail to address the hidden node problem that causes one wireless
link’s transmission to be inhibited by another link, eventually leading to unequal band-
width allocation between the two. To address this problem, we further propose a global
bandwidth allocation algorithm that can provide end-to-end flow-level max-min fairness
despite weaknesses in the MAC layer.

The final concern of enterprise users about WLAN technology is its security. In the
case of a WMN, the security requirement is even more stringent, because even a single
compromised node has the potential of making the entire network unavailable. A compro-
mised node can easily disrupt the network routing state by tampering with control com-
munication or advertising crafted topology/traffic data. We develop a centralized network
architecture that incorporates security as a first-class requirement at par with connectivity
and performance. The architecture and its associated protocol secure all core operations
in a mesh network – topology and traffic statistics collection, route and channel compu-
tation, data plane state distribution, network reconfiguration, and also packet forwarding.
It can quickly detect most common misbehaviors and trace the problem down to specific
nodes. The secure routing mechanisms significantly enhance the availability of a Hyacinth
network when some of the WMN nodes are compromised, misconfigured, or broken.
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Chapter 1

Introduction

1.1 Motivation
Today’s wireless LANs reside only on the last hop between end users’ desktop/laptop ma-
chines and the enterprise backbone network. The backbone network that inter-connects
these access points and the enterprise computing resources is predominantly based on wired
Ethernet. The wiring requirement not only complicates deployment by limiting the poten-
tial locations where access points could be placed, but also adds to the post-deployment
management overheads [2, 3]. While building architects already accommodate this need
by pre-cabling the new buildings with Ethernet cables, pulling a cable to each access point
may not be feasible or desirable in older architectures or in outdoor campus-wide wireless
network deployments.

An attractive alternative to wired backbone is awireless mesh backbone network[4,5].
Based on the ad hoc networking paradigm, a wireless mesh network (WMN) allows one to
inter-connect access points using wireless links. While closeby access points communicate
with each other using direct wireless links, distant access points communicate using mul-
tiple wireless hops. The multi-hop wireless backbone network thus formed enables each
access point to communicate with every other access point as well as to access the enter-
prise computing resources. The WMN architecture can thus eliminate most, if not all, of
the wiring overhead associated with access point deployment.

Wireless mesh networks are also gaining significant momentum as an inexpensive so-
lution to provide last-mile connectivity to the Internet [6, 7, 8]. Here, some of the nodes
are provided with wired connectivity to the Internet, while the rest of the nodes access the
Internet through these wire-connected nodes by forming a multi-hop wireless mesh net-
work with them. As deployment and maintenance of wired infrastructure is a major cost
component in providing ubiquitous high-speed wireless Internet access [7], use of mesh
network on the last-hop brings down the overall ISP costs. For similar reasons, wireless
mesh network can be an attractive alternative even towired broadband technologies such
as DSL/cable modem.

1
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Figure 1.1:A wireless mesh network (WMN) core, which is connected to a wired network
through a set of wired connectivity gateways. Each WMN node has a radio interface that it
uses to communicate with other WMN nodes over wireless links as shown. A WMN node
is optionally equipped with a traffic aggregation device (similar to an 802.11 access point)
that interacts with individual mobile stations. The WMN relays mobile stations’ aggregated
data traffic to/from the wired network.

1.2 Wireless Mesh Network
As shown in Fig 1.1, a wireless mesh network (WMN) consists of fixed wireless routers,
each of which is optionally equipped with a traffic aggregation access point that provides
network connectivity to end-user mobile stations within its coverage area. In turn, the
wireless routers form a multi-hop ad hoc network among themselves to relay the traffic to
and from mobile stations. Some of the WMN nodes serve as gateways between the WMN
and a wired network. Most of the infrastructure resources such as file servers, Internet
gateways and application servers, reside on the wired network and can be accessed through
any of the gateways. In the most general case, the physical links between gateways and the
wired network can be a wired link, or a point-to-point 802.11 or 802.16 wireless link.

Each node in a WMN is equipped with an 802.11-compliant NIC. For direct commu-
nication, two nodes need to be withincommunication rangeof each other. A pair of nodes
that are withininterference rangemay interfere with each other’s communication, even if
they cannot directly communicate. The “virtual links” shown between the nodes depict
direct communication between them. The interaction between mobile nodes and a traf-
fic aggregation device is similar to the infrastructure mode operation of the IEEE 802.11
standards.

Although a wireless mesh network (WMN) is similar in concept to a mobile ad hoc
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network (MANET), there are some important differences between the two:

• Firstly, nodes in a WMN are fixed,i.e. not mobile. Topology changes are there-
fore infrequent, and occur only due to occasional node failures, node shut-down for
maintenance, or addition of new nodes.

• Secondly, the traffic characteristics, being aggregated from a large number of traffic
flows, do not change very frequently, permitting optimization of network based on
measured traffic profiles.

• Thirdly, the traffic distribution in a WMN is typically skewed, as most of the user
traffic is directed to/from the gateway nodes that are connected to the wired network.
This happens because users typically want to access resources on the Internet or on
the enterprise servers, and both of them most likely reside on the wired infrastructure
[9]. This further results in a morepredictable traffic patternenabling use of a traffic
engineering approach.

• Finally, to serve as an effective backbone, a WMN requiresproactivediscovery of
paths to reduce packet delays. In contrast, in most mobile ad hoc networks, reactive
routing strategies are a normal as additional packet latency due to on-demand route
discovery is acceptable and maximization of battery life is more important.

1.3 Research Issues
Substantial research has been conducted in providing basic connectivity in multi-hop
WMNs. However, before the vision of a fully wireless enterprise network can be realized,
several other WMN issues need to be solved. The goal of this dissertation is to formulate
these issues and devise practical solutions to them. Specifically, we focus our attention on
three aspects of WMNs: capacity, fairness, and security. We now discuss each of these
issues briefly.

1.3.1 Limited Capacity
Despite many advances in wireless physical-layer technologies, limited capacity remains a
pressing issue even for single-hop wireless LANs. The advertised 54 Mbps bandwidth for
IEEE 802.11a/g based hardware is the peaklink-level data rate. When all the overheads
– MAC contention, 802.11 headers, 802.11 ACK and packet errors – are accounted for,
the actual goodput available to applications is almost halved. In addition, the maximum
link-layer data rate falls quickly with increasing distance between the transmitter and the
receiver. The bandwidth issue is even more severe for multi-hop wireless mesh networks
for the following reasons:

• Inter-flow and Intra-flow Interference:In order to keep the network connected, all
nodes in a wireless mesh network typically operate over over the same radio channel.
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Figure 1.2: Intra-path and Inter-path interference in a single-channel multi-hop ad hoc
network. Nodes 1, 2, 4, 5 are in the interference range of Node 3, and hence can not
transmit/receive when Node 3 is active. Nodes 8, 9, and 10 belonging to another node-
disjoint path also fall in the interference range of Node 3. Thus, none of the wireless links
shown in the figure can simultaneously operate when Node 3 is transmitting to Node 4.

This results in substantial interference between transmissions from adjacent nodes on
the same path as well as neighboring paths reducing the end-to-end capacity of the
network [10,11]. Figure 1.2 depicts an example of such interference.

• Ineffective Route Selection:The most popular routing metric for wireless mesh net-
works is the hop-count metric. However, using the hop-count metric leads to sub-
optimal path selection. First, small hop-count translates into longer, and hence more
error-prone, individual hops [12]. Second, use of minimum hop-count does not do
anything to load-balance the traffic across the network. This reduces the effective
capacity of the wireless mesh network.

• TCP’s Control Overhead:TCP, thede factotransport protocol of the Internet, fur-
ther compounds this problem by failing to effectively utilize the available bandwidth.
Firstly, TCP’s reliance on ACK clocking requires it to send an acknowledgment ev-
ery packet or every other packet. These end-to-end acknowledgments consume sub-
stantial network bandwidth (upto 20%) because of high fixed per-packet overhead in
802.11 wireless networks. Secondly, when a packet is lost on an intermediate hop,
TCP’s end-to-end strategy requires the retransmission to traverse the entire path all
over again. This leads to wastage of bandwidth on all preceding hops where the
prior transmissions of the very packet being retransmitted were successful. Table 1.1
estimates the overhead imposed by TCP ACKs by comparing TCP throughput with
optimal UDP throughput. The table was obtained by conducting experiments on
a one-hop IEEE 802.11a-based network. In Appendix A, we derive the analytical
equations for the same, and the last two columns in Table 1.1 use those equations.

• Ineffective Congestion Control:TCP’s congestion control relies on packet drops to
detect network congestion. In wireless networks, however, packets are also dropped
because of bit errors. A TCP sender fails to distinguish between these frequent bit
errors and true congestion, and inadvertently reduces its sending rate even in case
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Link- TCP Optimal ACK Predicted Predicted
Rate Thruput Thruput Overhead Overhead Overhead

(Mbps) (Mbps) (Mbps) % w/ DelACK w/o DelAck
6 4.6 5.3 13.2 6.3 12.6
12 8.4 10.3 18.4 9.3 18.6
18 12.0 14.9 19.4 11.6 23.2
24 16.5 19.3 14.5 14.1 28.2
36 22.6 26.8 15.7 17.9 35.8
48 26.9 32.9 18.2 21.0 42.0

Table 1.1:Relative overhead of MAC contention, PLCP header, and Link-layer ACK in-
creases as more sophisticated link-layer encoding is used. This substantially increases
the relative overhead of TCP ACKs. Beyond 18 Mbps, TCP’s DelACK mechanism kicks
in, and hence the TCP’s ACK overhead becomes closer to the predicted overhead with
DelACK.

Channel TCP Optimal UDP TCP
Condition Thruput (Mbps) Thruput (Mbps) Underutilization (%)
Very bad .08 .87 90.8

Bad 3.37 6.07 44.5
Average 14.5 18.6 22.0

Very Good 26.9 32.9 18.2

Table 1.2:TCP’s congestion control performance degrades significantly in case of channel
error-induced packet drops. This is because TCP’s congestion control misinterprets channel
error-induced packet drops as sign of network congestion and slows down the sender. The
channel conditions were controlled by changing the transmission power of the NICs.

of bit errors. Depending on the channel error conditions, this phenomenon can lead
to substantial underutilization of the network [13]. Table 1.2 shows the difference
between bandwidth achieved by a TCP flow and an optimal flow running on an IEEE
802.11a-based one-hop network under various channel conditions.

1.3.2 Flow Unfairness
The second class of problems associated with wireless mesh networks, specifically those
based on IEEE 802.11 standards, can be categorized as fairness problems. Here we discuss
some of the representative ones:

• Hidden Terminal Problem:It is well-known that IEEE 802.11 MAC layer exhibits the
hidden node problem[14] that causes one wireless link’s transmission to be inhibited
by another link. While the RTS/CTS messages in 802.11’s MAC protocol effectively
stop a hidden node from interfering with an on-going communication transaction,
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Figure 1.3:Three scenarios in which significant unfairness among flows arises. The wire-
less node getting a lesser than fair share of bandwidth is marked as ‘1’ (and colored in red
or white), whereas the one getting a larger share is marked as ‘3’ (and colored in green or
black): (a) Node 1 lacks informations about Node 3’s transmissions, attempts its communi-
cation at inopportune times, and eventually backs off unnecessarily; (b) Flow F1 traverses
more hops than Flow F2. Some transport protocols, such as TCP, give more bandwidth
to flow F2; (c) Flow F1, F2, F3, and F4 all share the same channel, but most transport
protocols allocate more bandwidth to F4 than to others.

they cannot prevent the hidden node from initiating its RTS/CTS sequence at inop-
portune times and subsequently suffering from long backoff delays. TCP exacerbates
this unfairness problem because TCP senders further back off when their packets take
a long time to get through the inhibited links. As a result, TCP flows traversing on
an inhibited link could be completely suppressed in the worst case. Figure 1.3 (a)
depicts this scenario, and Figure 1.4 presents the results from the corresponding ex-
periment conducted on an IEEE 802.11a based 4-node testbed.

• RTT-Dependent Unfairness:TCP’s fairness depends strongly on the RTT of the flows
involved. Specifically, when two multi-hop TCP flows share the same wireless link,
the flow traversing a fewer number of hops tends to acquire a higher share of band-
width. While this is true even for TCP operations on the wired Internet, the problem
is much more likely to occur in a WMN. In a WMN, most of the traffic is directed
to/from gateway nodes that connect the WMN to the wired Internet. As different
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Figure 1.4: Amplification of the hidden node problem (Fig 1.3 (a)) in existing wireless
transport protocols.

WMN nodes are bound to be different hops away from these gateway nodes, an RTT-
independent fairness model is essential for effective mesh operations (Figure 1.3 (b)).

• Channel Sharing Problem:Existing transport protocols at best attempt to allocate a
radio channel’s bandwidth fairly among flows from a single node, rather than among
all flows from all nodes that share the radio channel. As a result, a flow emanating
from a node with fewer flows tends to get a larger than fair share of channel band-
width. Figure 1.3 (c) depicts an example of this case, while Figure 1.5 presents the
empirical results from the corresponding experiment.

• Bad Fish Problem:Even when two interfering links are not hidden from each other
and have equal number of flows traversing them, IEEE 802.11’s MAC allocates equal
number of packet transmissions to each of them. However, these interfering links
could be operating at vastly different link rates, e.g. 1 Mbps and 11 Mbps. In such
a case, the effective throughput of 11 Mbps link becomes limited by that of 1 Mbps
link. We call this problem the bad fish problem. If suppose the MAC layer instead
allocates equal channel time to the two links, the 11 Mbps link would no longer be
limited because of the interfering link operating at 1 Mbps link rate1.

1.3.3 Routing Insecurity
Over-the-air communication makes IEEE 802.11 infrastructure networks inherently more
vulnerable to attacks than their wired counterparts. Lack of security had probably been the

1One might rightly argue that if the fairness is made independent of the RTT, it should also be made
independent of the channel encoding. In a sense, both RTT and channel encoding govern the end-to-end
channel time consumed by every packet. However, our point is that TCP and most existing transport protocols
do not have any knob to control/implement the desired fairness behavior for a given situation.
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Figure 1.5: While existing transport protocols work effectively when the participating
flows share some common intermediate node, they fail to allocate bandwidth fairly when
flows share a common radio channel (Fig 1.3 (c)). The optimal bandwidth allocation was
achieved by exhaustively trying different sending rates. Note that although TCP-Vegas
allocates bandwidth fairly among the flows, its overall channel utilization is much lower
than the optimum.

biggest roadblock to their earlier widespread deployments across enterprises. The prob-
lem is exacerbated in a wireless mesh network, where a single compromised router can
potentially make the entire network unavailable. The failure probability of a WMN there-
fore increases exponentially with the network size. For wide acceptance, a wireless mesh
network architecture needs to address the security concerns of the enterprise users.

One can classify these attacks into control plane attacks and data plane attacks. At
the control plane level, a compromised node can prevent the establishment of consistent
and optimal routing protocol state across network nodes. On the other hand, it is possible
for a malicious node to participate faithfully in the network configuration, but later tamper
with the data packets as they pass through it, thereby launching a data plane attack. Dealing
with only one or the other kind of attacks is clearly insufficient from security viewpoint. For
secure operations, we need to ensure that the routing protocol state is correctly established
across all nodes and that all nodes indeed perform packet forwarding in a manner consistent
with that state.

Let us look at these attacks in slight detail:

• Topology and Traffic Misreporting:The topology information and traffic statistics
form the key input to any routing and channel allocation algorithm. A compro-
mised node can falsify these inputs to adversely affect the output of the protocol
computation. For instance, a compromised node could falsely advertise reachability
to certain destinations, forcing data packets to pass through itself. It could similarly
affect network reconfiguration by pretending to be a gateway node with connection to
the wired network. A compromised node could advertise high loads on certain free
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channels thereby forcing its interference neighbors to operate on other truly busy
channels. Further, it could falsely claim to observe interference from any network
node and similarly force them to operate on busy channels.

• Protocol Computation:Even if a compromised node were somehow forced to faith-
fully advertise the topology and traffic information, it could tamper with the portion
of the protocol computation on itself. For instance, a compromised node could create
load imbalance across gateways by switching to more loaded gateways. Similarly,
a compromised node could create load imbalance across channels in its vicinity. It
could also make the network unstable by similarly introducing artificial route flaps
and ‘channel flaps’. Finally, even if the channel and route computations were done
in a centralized fashion, a compromised node could misconfigure itself resulting in
sub-optimal network performance and/or network disconnectivity.

• Packet Mishandling:A compromised node can easily tamper with the packets that
pass through it. It could thus launch debilitating attacks at both the control plane and
the data plane. By tampering with the control packet stream, the compromised node
can prevent nodes from reaching a consistent routing state. By tampering with the
data packet stream, the compromised node can disrupt operations at the transport and
the application layer.

A compromised node can easily inject fabricated or duplicated packets into the net-
work. It could also modify, drop, or re-order genuine packets for the connections
going through it. While use of end-to-end encryption with per-packet sequence num-
ber can detect these attacks on end nodes, it does little in way of pinpointing and
isolating such malicious nodes thus leaving the network vulnerable to a denial-of-
service attacks by such malicious nodes. A compromised node could also increase
end-to-end network latency by introducing artificial delays. Table 1.3 illustrates the
impact of simulated packet mishandling attacks through an experiment based on ns-2
simulations.

Unfortunately, the standard 802.11 security mechanisms do not extend to amulti-hop
setting. Moreover, the past research in providing security in multi-hop wireless networks
has only provided piecemeal solutions [31, 32, 33, 34]. Many of them only deal with the
control plane attacks, leaving the network susceptible to attacks during actual packet for-
warding. While an end-to-end application layer security can detect when the underlying
packet stream is being tampered with, they can do little to pinpoint and isolate the attack-
ing node.

Further, it is unclear if the past research is directly applicable to securing wireless mesh
networks. Most of the proposed solutions had been developed in the context of amobile ad
hoc networkwhere due to lack of wired connectivity, it is impractical to assume existence
of any centralized infrastructure. A wireless mesh network does not have this limitation
and thus lends itself to much stronger security.
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Attack Type Network Throughput (Mbps)
No Attack 2.32

Delay 1.05
Drop 0.55

Duplication 2.24
Reorder 0.30

Congestion 0.12
Mis-forward 0.97
Fabrication 2.24
Corruption 1.29

Table 1.3:An experiment to illustrate the impact of various packet mishandling attacks on
network throughput with TCP flows. The experiments were conducted on a 7x7 grid net-
work with 2 gateways. 7 randomly chosen nodes sent TCP traffic towards their respectively
closest gateway. Each attack results in a drop in network throughput, and some attacks lead
to a larger degradation in performance than others. In some of the cases, e.g. Drop, Re-
order, and Congestion, the impact is further intensified due to TCP’s congestion control.

1.4 Hyacinth Proposal
In this dissertation, we propose an IEEE 802.11-based multi-hop wireless ad hoc network
architecture (called Hyacinth) that incorporates several novel features to address the capac-
ity, fairness, and security issues we just discussed. Economies of scale have motivated us to
use IEEE 802.11 as the base technology for building WMNs. This also enables us to work
directly with commodity 802.11-based interfaces and implement Hyacinth as a system soft-
ware. Although our prototype uses 802.11 interfaces, the architecture is also applicable to
the 802.16anetworks, where customer premise equipments form a mesh connectivity to
reach the base station. We now discuss the key features of Hyacinth.

• High-capacity Multi-channel Mesh Networking: Due to limited capacity, a single-
channel WMN can not support the high bandwidth requirements of an enterprise
backbone or an ISP last-mile network. Fortunately, the IEEE 802.11b/g standards
and IEEE 802.11a standard provide 3 and 12-25 non-overlapped frequency channels,
respectively, which could be used simultaneously within a neighborhood. Ability
to utilize multiple channels substantially increases the effective bandwidth available
to wireless network nodes. Although there have been previous research efforts that
aimed to exploit multiple radio channels in an ad hoc network, most of them were
based on proprietary MAC protocols [15,16,17,18], and therefore cannot be directly
applied to wireless networks using commodity 802.11 interfaces. Hyacinth, on the
other hand, employs multiple radio channels simultaneously by equipping each node
with multiple NICs each operating on a different channel.

To fully utilize the performance potential of this approach, we propose two traffic
load-aware channel assignment and routing algorithms. The first algorithm takes
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a centralizedtraffic engineering approach while the second algorithm works in a
distributedmanner. Both the centralized and distributed algorithms tune the network
channel assignment and routing based on the the network topology and the latest
traffic patterns. The centralized algorithm optimizes the network for any arbitrary
traffic pattern, while the distributed algorithm optimizes the network for common
case where most of the WMN traffic is directed to/from the wired gateway nodes.

• Fair and Efficient Stateful Transport Protocol: We proposeLink-Aware Reliable
Transport Protocol (LRTP)– a transport protocol specifically designed for WMNs.
LRTP features an explicit rate-based congestion control mechanism, where each
WMN node independently measures the amount of wireless bandwidth available to
its outgoing links. After link bandwidth measurement, flows sharing the link are
assigned their fair shares considering the number of flows and their current require-
ments. LRTP also features a hop-by-hop reliable packet delivery mechanism that
utilizes the 802.11 link-layer ACK to infer delivery status on each hop and to per-
form local packet loss recovery. Unlike 802.11’s link-layer retransmission, LRTP
performs intelligent channel-aware transmission scheduling to avoid head-of-the-line
blocking problem [19].

Additionally, LRTP features an idealized congestion control mechanism namedCo-
ordinated Congestion Control aLgorithm (C3L). C3L performs global bandwidth
allocation and thus provides end-to-end flow-level max-min fairness despite weak-
nesses in the MAC layer. C3L incorporates an advanced topology discovery algo-
rithm that is able to identify not only all the usable wireless links between nodes, but
also their interference relationships, including inhibition relationships due to the hid-
den node problem. C3L takes a centralized traffic engineering approach, which based
on the latest traffic loads continuously computes the max-min fair share of individual
wireless links. Unlike previous solutions to this problem, C3L is designed to work
with multi-hop flows and takes into account both inter-flow and intra-flow depen-
dency. Furthermore, it incorporates a general collision domain capacity re-estimation
algorithm that can effectively resolve the unfairness problem due to hidden nodes.

While the WMN nodes in the proposed architecture run the LRTP protocol, the end-
user mobile nodes as well as the nodes on the wired network still run the original TCP
using I-TCP approach [20]. To achieve this, each ingress/egress WMN node employs
a TCP-LRTP proxy that transparently converts an end-to-end TCP connection into
three sub-connections: a TCP sub-connection running from end-user mobile to the
ingress WMN node, an LRTP sub-connection from ingress WMN node to egress
WMN node, and another TCP sub-connection from egress WMN node up to the
final end-point of the original connection. This architecture is shown in Figure 1.6.

• Secure Routing and Forwarding: In Hyacinth, network security is considered a
first-class requirement at par with connectivity and performance. Our proposed ar-
chitecture and its associated protocol secure network operations at both the control
plane as well as the data plane. A typical router’s function is restricted to providing
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Figure 1.6:Transparent splitting of end-user TCP connections into three sub-connections.
Note that TCP ACKs never traverse the WMN.

input to the route selection and channel allocation computation, while the actual com-
putation is done on a centralized controller. The collection of these inputs (topology
and traffic statistics) from the network nodes as well as dissemination of the recon-
figuration packets (channel and route changes) to the network nodes is made secure.
Moreover, a cross-check based mechanism is used to validate the inputs for any false
representation.

A transparent monitoring layer runs on each node to ensure untampered forward-
ing of control as well as data packets in accordance with the routing and channel
allocation decisions made at the central controller. Lastly, a compromised node mis-
handling packet communication is quickly identified to be isolated from the network.
All these protocol mechanisms significantly enhance the availability of a Hyacinth
network in presence of compromised, misconfigured, or broken nodes.

1.5 Contributions
This dissertation proposes a novel wireless mesh network architecture that can be readily
built using 802.11-based wireless LAN hardware and is specifically tailored to multi-hop
wireless access network applications. In particular, this dissertation makes the following
research contributions:

• We propose a multi-channel wireless mesh network architecture in which each node
is equipped with multiple IEEE 802.11 interfaces, present the research issues in-
volved in this architecture, and demonstrate through an extensive simulation study
the potential gain in aggregate bandwidth of this architecture [21,22].

• We develop and evaluate a novel centralized channel assignment and bandwidth al-
location algorithm for the proposed multi-channel wireless mesh networks. The al-
gorithm reaps the full potential of proposed architecture by exploiting the network
topology and traffic load information, and works with any given routing algorithm.
Even with the use of just 2 NICs per node, the proposed algorithm improves the net-
work cross-section goodput by factors of up to 7 when compared with single-NIC
architecture [21].

• We design and implement a fully distributed channel assignment algorithm and a
spanning tree-based load-balancing routing algorithm that can dynamically adapt to
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traffic load changes as well as network failures automatically. Again, a comprehen-
sive performance study shows significant bandwidth improvements of multi-channel
WMNs over single-channel WMNs with use of the proposed algorithms [23].

• We develop a hop-by-hop reliable packet delivery mechanism that utilizes link-layer
ACK information for packet loss detection and local retransmission. It thus largely
eliminates transport-protocol ACKs that currently consume substantial bandwidth of
a multi-hop wireless path [24].

• We devise an explicit rate-based congestion control mechanism that measures the ef-
fective wireless link bandwidth and allocates bandwidth shares among flows sharing
a wireless link taking into account inherent bandwidth demands of end nodes [24].

• To achieve max-min fairness over an 802.11-based WMN, we design and implement
a coordinated congestion control algorithm (C3L) that performs global bandwidth
allocation and thus provides end-to-end flow-level max-min fairness despite weak-
nesses in 802.11 MAC layer. We develop an advanced topology discovery algorithm
that is able to identify not only all the usable wireless links between nodes, but also
their interference relationships, including inhibition relationships due to the hidden
node problem. Unlike previous congestion control algorithms, C3L accounts for both
inter-flow and intra-flow dependency, and incorporates a general collision domain ca-
pacity estimation algorithm that can effectively resolve the unfairness problem due
to hidden nodes [25,26].

• We design and implement security mechanisms as first-class components into the
network. Our techniques secure the collection of topology and traffic statistics as
well as provide checks against falsified information. The route and channel compu-
tation is done on a central controller and the resulting data plane state is securely
distributed across the network. A transparent authentication and monitoring layer is
then used to ensure that packets, both data and control, are forwarded in accordance
with that state. To the best of our knowledge, this is one of the first attempts to
comprehensively secure WMN against external attackers and internal compromised
nodes.

• We develop a fine-grained packet tracing mechanism that can quickly trace routing
misbehavior, including delaying of packets, down to specific nodes, so they can be
isolated from the network.

• We implement one of the first Hyacinth prototypes that incorporates multi-channel
networking and stateful transport protocol concepts. An empirical measurement
study based on the fully working Hyacinth prototype validates our corresponding
simulation results [23,24].
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1.6 Outline
The rest of the dissertation is organized as follows.

Chapter 2 formulates the capacity, fairness, and security problems associated with the
Hyacinth architecture.

Chapter 3 discusses network-layer resource management techniques to address the ca-
pacity issues. Specifically, it presents the two sets of traffic load-aware channel assignment
and routing algorithms. Further, it presents and analyzes the results of a comprehensive
ns-2 simulation study of the proposed architecture and algorithms. The chapter ends with
the evaluation of a 9-node Hyacinth prototype that we built using commodity PCs and
802.11a/b/g network cards.

Chapter 4 presents the details of the stateful transport protocol LRTP, and how it ad-
dresses the fairness and efficiency issues associated with the existing transport protocols.
Specifically, it presents the hop-by-hop reliability mechanism, the explicit rate-based con-
gestion control algorithm, and the coordinated congestion control algorithm (C3L). The
chapter ends with a performance evaluation of LRTP’s mechanisms using ns-2 simulations
and 9-node MiNT testbed experiments.

Chapter 5 focuses on the security issues associated with a Hyacinth network. It presents
a distributed secure routing approach that we explored earlier and the problems associated
with that approach. It then details our proposed centralized security protocol, and provides
both analytical proofs and simulation-based results to demonstrate its effectiveness.

Chapter 6 presents the Hyacinth prototype. Specifically, it details the implementation
issues with the multi-channel mesh networking techniques, and the stateful transport pro-
tocol. It also speculates on the potential implementation issues with the proposed security
mechanisms.

Chapter 7 compares and contrasts Hyacinth work with past as well as current research
efforts in the field.

Chapter 8 concludes the dissertation with a summary of research contributions, and an
outline of the future directions of this work.



Chapter 2

Problem Formulation

This chapter formulates the core research problems addressed by the dissertation. In Sec-
tion 2.1, we formulate the network-layer resource management problem in a multi-channel
multi-radio wireless mesh network. We then motivate the need for a transport protocol that
can deal with the intricate interference relationships between wireless links, and formu-
late the problem of developing such a fair and efficient transport protocol in Section 2.2.
In Section 2.3, we discuss why cryptography alone is not sufficient to secure a mesh net-
work against compromised nodes, and present the problem of building resilience into the
Hyacinth control protocol and data forwarding layer.

2.1 Problem 1: Network-Layer Resource Management
Conventional ad hoc networking research efforts focused mostly on providing basic con-
nectivity over a multi-hop wireless network. These ad hoc networks are typically based
on single-channel architecture, wherein to keep the network connected all nodes in the
network operate over the same channel. As shown in the previous chapter, this limits the
amount of capacity available for end-to-end communication and in turn the applicability of
this architecture to build enterprise backbone or ISP last-mile networks where bandwidth
requirements are anything but small. Fortunately, the IEEE 802.11b/g standards and IEEE
802.11a standard provide 3 and 12-25 non-overlapped frequency channels, respectively,
which can be used simultaneously within a neighborhood. Ability to simultaneously uti-
lize multiple channels substantially increases the effective bandwidth available to wireless
network nodes. Although there have been previous research efforts that aimed to exploit
multiple radio channels in an ad hoc network, most of them were based on proprietary
MAC protocols [15, 16, 17, 18], and therefore cannot be directly applied to wireless net-
works using commodity 802.11 interfaces.

One of the implicit design choices for wireless ad hoc networks has been to employ
a single interface on each. A single-NIC architecture inherently limits the whole network
to operate in one single channel, because use of multiple channels means that the subset
of nodes using one channel are disconnected from other nodes that are not using the same

15
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Figure 2.1: (a) Single-NIC network gets disconnected when operating in multiple chan-
nels, (b) Multiple NICs on each network node enable forming a connected multi-channel
network.

channel (Figure 2.1). Cross-channel communication in this case requires either channel-
switching capability within each node, or multiple NICs per node each tuned to operate on
different channels. Channel-switching requires fine-grained synchronization among nodes
as to when any node will transmit/receive over a particular channel. Such fine-grained
synchronization is difficult to achieve without modifying the 802.11 MAC layer. Therefore,
in Hyacinth architecture, we choose to enable cross-channel communication by usingmulti-
radio routerswhere each router is equipped with multiple 802.11 commodity NICs each
operating on a different channel.

2.1.1 Multi-Radio Mesh Network Model
As shown in Fig 2.2, the wireless mesh network (WMN) architecture that this work targets
at consists of fixed wireless routers, each of which is equipped with a traffic aggregation
access point that provides network connectivity to end-user mobile stations within its cov-
erage area. In turn, the wireless routers form a multi-hop ad hoc network among themselves
to relay the traffic to and from mobile stations. Some of the WMN nodes serve as gateways
between the WMN and a wired network. All infrastructure resources such as file servers,
Internet gateways and application servers, reside on the wired network and can be accessed
through any of the gateways. In the most general case, the physical links between gateways
and the wired network can be a wired link, or a point-to-point 802.11 or 802.16 wireless
link.
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Figure 2.2:The Hyacinth architecture consists of a multi-channel wireless mesh network
(WMN) core, which is connected to a wired network through a set of wired connectivity
gateways. Each WMN node has multiple interfaces, each operating at a distinct radio
channel. A WMN node is equipped with a traffic aggregation device (similar to an 802.11
access point) that interacts with individual mobile stations. The multi-channel WMN relays
mobile stations’ aggregated data traffic to/from the wired network. The links between nodes
denote direct communication over the channel indicated by the number on the link. In this
example, each node is equipped with 2 wireless NICs. Therefore the number of channels
any node uses simultaneously cannot be more than 2; the network as a whole uses 5 distinct
channels.
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Each node in a multi-channel WMN is equipped with multiple 802.11-compliant NICs,
each of which is tuned to a particular radio channel for a relatively long period of time,
such as several minutes or hours. For direct communication, two nodes need to be within
communication rangeof each other, and need to have a common channel assigned to their
interfaces. A pair of nodes that use the same channel and are withininterference rangemay
interfere with each other’s communication, even if they cannot directly communicate. Node
pairs using different channels can transmit packets simultaneously without interference.
For example, in Fig 2.2, each node is equipped with 2 NICs. The “virtual links” shown
between the nodes depict direct communication between them, and the channel used by a
pair of nodes is shown as the number associated with the connecting link. This example
network totally uses 5 distinct channels. Note that mobile nodes have only a single NIC,
and the interaction between mobile nodes and a traffic aggregation device is similar to the
infrastructure mode operation of the IEEE 802.11 standard.

A multi-NIC-per-node wireless mesh network architecture raises two research ques-
tions:

1. Which of the 3 or 12-25 radio channels should be assigned to a given 802.11 in-
terface? For two nodes to communicate with each other, their interfaces need to be
assigned to a common channel. However, as more interfaces within an interference
range are assigned to the same radio channel, the effective bandwidth available to
each interface decreases. Therefore, a channel assignment algorithm needs to balance
between the goals of maintaining connectivity and increasing aggregate bandwidth.

2. How packets should be routed through this multi-interface wireless ad hoc network?
The routing strategy in the network determines the load on each 802.11 interface,
and in turn affects the bandwidth requirement and thus channel assignment of each
interface.

2.1.2 Channel Assignment Problem
Intuitively, the goal of channel assignment in a multi-channel WMN is to bind each net-
work interface to a radio channel in such a way that the available bandwidth on each virtual
link is proportional to the load it needs to carry. This problem is different from the channel
assignment problem in cellular networks [27], because adjacent base stations in a cellular
network are connected through wired networks, whereas adjacent nodes in a WMN can
only communicate with each other through wireless links. Therefore, if one simply assigns
a least-used channel to a WLAN interface, there is no guarantee that the resulting mesh
network is even connected. A Hyacinth nodeneedsto share a common channel with each
of its communication-range neighbors with which it wishes to set up a virtual link or con-
nectivity. On the other hand, to reduce interference a node should minimize the number
of neighbors who share a common channel. More generally, one should break each colli-
sion domain into as many channels as possible while maintaining the required connectivity
among neighboring nodes.



2. PROBLEM FORMULATION 19

The channel assignment problem can actually be divided into two subproblems: (1)
neighbor-to-interface binding, and (2) interface-to-channel binding. Neighbor-to-interface
binding determines through which interface a node uses to communicate with each of its
neighbors with whom it intends to establish a virtual link. Because the number of interfaces
per node is limited, each node typically uses one interface to communicate with multiple
of its neighbors. Interface-to-channel binding determines which radio channel a network
interface should use.

The main constraints that a channel assignment algorithm needs to satisfy are:

• The number of distinct channels that can be assigned to a WMN node is bounded by
the number of NICs it has.

• Two nodes that communicate with each other directly should share at least one com-
mon channel.

• The raw capacity of a radio channel within an interference zone is limited.

• The total number of non-overlapped radio channels is fixed.

Conceptually, links that need to support higher traffic load should be given more band-
width than others. This means that these links should use a radio channel that is shared
among a fewer number of nodes. An ideal load-aware channel assignment would distribute
radio resource among links in a way that matches their expected traffic loads.

For clarity, it is useful to formulate the problem as aconstrained edge coloring problem
[28]. Here, we are given the following inputs:

• Network graphG = (V, E), where each vertexvi corresponds to a wireless mesh
network node, and each edgeeij represents a direct communication link fromvi to
vj if the nodes were to have a common channel between them.

• Interference matrixI = [im,n], whereim,n is 1 if vm andvn interfere with each other
(assuming common channel between them), and 0 otherwise.

• Traffic matrixT = [tij] wheretij is the amount of traffic going over linki− j.

• Total number of radio channelsr.

• Number of radio interfacesk on each node.

• Capacity of each channelCap.

The objective is to devise a channel allocation vectorC = [Ci], whereCi is the channel
to be used by the virtual linki, such that:

• For any linki, Ci <= r,

• For any noden and all linksj incident onto it|[Cj]| <= k, and

• For any channelp and any cliqueq in Ip,
∑

eεq te <= Cap, whereIp is the part of
interference graphI that is operating over channelp.
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2.1.3 Load-Balancing Routing Problem
Channel assignment depends on the load on each virtual link, which in turns depends upon
routing. Unlike a conventional mobile ad hoc routing protocol, where any node could
communicate with any other node, the traffic distribution of a WMN is skewed – most
of the WMN nodes communicate primarily with nodes on the wired network. This is the
case because most users are primarily interested in accessing the Internet or enterprise
servers, both of which are likely to reside on the wired network [9]. The goal of the routing
algorithm is thus to determine route(s) between each traffic aggregation device and the
wired network in such a way that balances the load on the mesh network, including the
links to the wired network. Load balancing helps avoid bottleneck links, and increases the
network resource utilization efficiency.

Finally, routing can also increase the tolerance of network against node failures by
coming up with multiple node-independent routes for each pair of end-hosts [29]. At run-
time, if a node fails leading to a path failure, the affected nodes can have alternate paths to
route packets to their destinations.

While it is harder to formulate the general form of network load balancing problem, it
is possible to look at the gateway-level load-balancing routing as amulti-level bin-packing
problem. Specifically, given:

• Traffic vectorT = [tn], wheretn is the traffic generated by the noden,

• Neighbor setN = [Nn], whereNn is the set of neighbors of the noden, and

• Set of gateway nodesG = [Gj].

The goal is to find a parentp(n) for each noden such that:

• p(n)εNn,

• n’s ancestorpi(n)εG for somei, and

• maxj(
∑

nεC(Gj)(tn)) is minimized, wherenεC(Gj) iff pi(n) = Gj for somei.

2.1.4 Evaluation Metric
The ultimate goal of the channel assignment and routing algorithms is to maximize the
overall network goodput, or the number of bytes it can transport between the traffic aggre-
gation devices and the wired connectivity gateways within a unit time. To formalize this
goal, we define thecross-section goodputof a network as

X =
∑
a

min(
∑

i

C(a, gi), B(a)) (2.1)

whereC(a, gi) is the usefulnetwork bandwidth available between a traffic aggregation
devicea and a gateway nodegi. If the bandwidth requirement between a traffic aggregation
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devicea and the wired network isB(a), then only up toB(a) of the bandwidth between
the nodea and all the gateway nodes is considered useful. This criteria ensures that only
the usable bandwidth of a network is counted towards its cross-section throughput, hence
the term cross-section goodput. The goal of the channel assignment and routing algorithms
is to maximize this cross-section goodputX.

2.1.5 Other Dimensions of Resource Management
Even with use of multiple radio interfaces, it is not always possible to operate two physi-
cally interfering links over non-interfering channels. Due to limited number of interfaces, a
node invariably needs to use each of its interfaces to communicate with multiple neighbors.
As a result, multiple interfering links may still end up operating on the same channel. To
alleviate such interference, one can further control the topology by varying the following
network parameters:

1. Transmission Power:Most 802.11-based interfaces support transmission power con-
trol as a mean to control the range and/or to control the interference. Lower transmis-
sion power implies smaller interference range, but simultaneously smaller number of
operable links in the network. Higher transmission power effectively increases the
density of the network, providing longer-range links at the cost of increased interfer-
ence.

2. Directionality of Antenna:It is also possible to equip each interface with a direc-
tional antenna. This further shapes the interference zone of the network interface
limiting the interference caused by its packet transmissions. Similar to radio channel
assignment, it may not be practically possible to steer the antenna to point to a differ-
ent direction for each packet exchange. Therefore, the direction of the antenna need
to be fixed along with the channel used by it based on the long-term network traffic
profile.

3. Transmission Scheduling:IEEE 802.11 uses CSMA/CA protocol to decide when to
begin a packet transmission. While distributed in nature, it invariably leads to colli-
sions at times. Furthermore, it introduces the well-known hidden terminal problem
and the exposed terminal problem. Theoretically, it is possible to carefully sched-
ule packet transmissions such that no two conflicting links that are operating on the
same channel are scheduled to transmit at the same time. Such fine-grained channel
scheduling can overcome the inefficiencies of the 802.11’s MAC layer.

2.2 Problem 2: Fair and Efficient Mesh Transport Proto-
col

Use of multiple channels helps to eliminate adjacent links’ interference and to improveend-
to-endpath capacity. The next research question is how to enable applications to make the
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most of this raw network-layer capacity, a responsibility traditionally fulfilled by transport
protocol. An effective transport protocol must fairly and efficiently allocate the network
bandwidth among multiple competing flows, while minimizing its own overhead. There
are several unique characteristics of wireless mesh networks that make this a hard problem
to solve:

• High Per-packet Overhead:One characteristic of IEEE 802.11 wireless networks is
high per-packet overhead. Regardless of its payload size, an 802.11 packet incurs
large MAC contention, PLCP header, and link-layer ACK overhead. This makes
conventional reliability mechanisms such as per-packet acknowledgement and end-
to-end loss detection/retransmission unsuitable for wireless mesh networks.

• High Error Rates:Wireless networks commonly observe transient packet drops in-
duced by bit errors. However, on a wired network packet drops pretty much always
indicate congestion on an intermediate router. In fact, packet drops are commonly
used as a mechanism to indicate router congestion and thus to request the correspond-
ing senders to reduce their sending rate.

• Hidden Terminals:The MAC protocol of IEEE 802.11 introduces serious unfairness
among competing nodes when used in multi-hop WMNs [14]. The well-knownhid-
den node problem[30] causes one wireless link’s transmission to be inhibited by
another link, eventually leading to unequal bandwidth allocation between the two.
More specifically, while the RTS/CTS messages in 802.11’s MAC protocol effec-
tively stop a hidden node from interfering with an on-going communication transac-
tion, they cannot prevent the hidden node from initiating its RTS/CTS sequence at
inopportune times and subsequently suffering from long backoff delays. To address
these issues, the transport-layer sending rate needs to be carefully controlled.

• Channel Space Sharing:Unlike wired networks, nearby wireless links sharding a
radio channel can interfere even if they do not share any physical node. This raises
another fairness problem, as a radio channel’s bandwidth needs to be fairly sharded
by all flows emanating from all nodes that share the radio channel.

2.2.1 Stateful Transport Protocol
Most transport protocols proposed in the literature or in use today were originally designed
to work over the wired Internet. Many of them strive to scale up to gigabits/sec links
and are therefore designed to be stateless in the sense that intermediate routers never need
to keep transport-layer state, e.g. unacknowledged flow packets or flow’s sending rate
information. While such scalability is definitely desirable for wired Internet, it is less
relevant for wireless networks, because the link speed of wireless networks is much lower
and the number of legacy devices are few to justify backward compatibility considerations.

In this dissertation, we argue that it is acceptable to maintain transport-layer state in in-
termediate wireless routers as long as it can maximize the utilization efficiency of the lim-
ited wireless link capacity. More specifically, we explore the other extreme of the transport
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protocol design space:stateful transport protocolin the context of multi-channel wireless
mesh networks. In our stateful transport protocol, the intermediate routers are aware of
the transport level flows and participate in ensuring flow reliability as well as inter-flow
fairness. Our stateful transport protocol comprises of the following two mechanisms: (1)
Low-overhead reliability layer, and (2) Max-min fair congestion control mechanism.

2.2.2 Low-Overhead Reliability Layer
The reliable packet delivery mechanism infers the delivery status of each data packet, and
retransmits packets that are determined to be lost. As discussed above, a simple end-to-end
loss determination and retransmission is not suitable due to high per-packet overhead. IEEE
802.11 already employs a local retransmission mechanism, where it retransmits a link-layer
packet upto a certain fixed number of times and with increasing backoff, if it does not
get a link-layer acknowledgement back from the receiver. Unfortunately, this mechanism
easily leads to head-of-the-line blocking problem from ineffective link scheduling. Other
wireless links sharing the same interface get blocked, even if they can achieve error-free
transmissions in the short-term. The question here is how to utilize intermediate nodes to
devise a low-overhead reliability layer.

2.2.3 Max-Min Fair Congestion Control
The congestion control mechanism estimates the available bandwidth between the source
and the destination, and allocates a fair share to each sender node. The goal of congestion
control is to ensure high network utilization while avoiding congestion and maintaining
inter-flow fairness. The research question here is how to devise a congestion control mech-
anism that can achieve end-to-end max-min flow fairness over 802.11-based WMNs that is
inherently unfair. Max-min fairness, a popular notion of fairness in both wired and wireless
networks, dictates that a flow is allowed to receive as much bandwidth as it can so long as
other flows receiving a smaller share are not adversely affected.

Formally, we are given the following as inputs:

1. Network graphG = (V, E), where each vertexvi corresponds to a wireless mesh
network node, and each edgeeij represents a direct communication link fromvi to
vj.

2. Interference matrixI = [im,n], whereim,n is 1 if vm andvn interfere with each other,
and 0 otherwise.

3. Flow vectorF = [fi], where each flowfi is characterized by a node pair(vm, vn),
which represents the flow’s sourcevm and destinationvn.

4. Routing matrixR = [rm,n], whererm,n is the ordered set of nodes that a packet from
vm to vn passes through.
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5. Maximum channel capacityCmax.

The goal is to come up with a bandwidth allocation vectorB = [bi], wherebi is the
bandwidth allocation to flowfi, andB is max-min fair. That is, increasing anybi to bi + δ
leads to reduction in allocationbj of some flow, wherebj < bi. For simplicity of descrip-
tion, we assume greedy flows with infinite bandwidth requirements. Our approach can be
easily extended to flows with finite bandwidth requirements.

There are several unique characteristics o an 802.11-based WMN, that make this a hard
problem to solve:

1. Intra-flow dependency:The bandwidth allocation to a multi-hop flow across all hops
should be the same as the bandwidth assignment on its bottleneck link. Allocating
more bandwidth on any other hops represents a waste of resource.

2. Shared radio channel:Unlike a wired network, where each link can operate indepen-
dently without interfering with other links, a wireless link shares the radio channel
with other links in its proximity. A wireless network is composed of multiple over-
lapped collision domains.

3. MAC-dependent capacity:While the capacity of any collision domain cannot exceed
Cmax, its effective capacity is dependent on how much time the MAC layer spends in
backoffs, transmission and retransmissions, and in general cannot be known before-
hand.

4. Asymmetric MAC Contention:Channel sharing within a collision domain could be
asymmetric. Here, the inhibited sender has incomplete information about the channel
status (busy or idle), and attempts its communication at inopportune times. As a
result, the attempts fail more frequently and the backoff delay is increased. The end
result is that transmissions on inhibited link are less likely to go through successfully
than on inhibiting links.

2.3 Problem 3: Secure Routing and Forwarding
Security has remained a major roadblock to widespread deployments of IEEE 802.11-based
infrastructure mode WLANs. Security is an even bigger issue for a WMN, because it serves
as the backbone rather than an end-point of the network. While use of cryptographic tech-
niques can deal with external attacks by preventing unauthorized devices from subverting
the network operations, they do not directly help when one or more of the network routers
are compromised. Broadly speaking, a compromised Hyacinth router can disrupt network
operations in two different ways:

1. It can disrupt the routing protocol operations. For example, a compromised router
can inject bogus routing packets and drop/modify legitimate routing packets, and
thus prevent routers to achieve a consistent routing state.
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2. It can disrupt the forwarding mechanism. For example, a compromised router may
drop all payload packets passing through it essentially forming a black hole. A com-
promised router can also modify the payload packets or inject fabricated packets
disrupting operations at transport and application layers.

Most of the past efforts in this field had been on providing security in a mobile ad hoc
network setting [31, 32, 33, 34]. Due to lack of wired connectivity, it is impractical in a
mobile ad hoc network to assume existence of any centralized infrastructure, e.g. a certifi-
cate authority. This makes the problem of wireless mesh network security fundamentally
different from that of providing security in a mobile ad hoc network.

Further, the focus of our study is tree-based load-balancing routing protocol. Although
tree-based routing form an important point in the design space for routing protocols, little
attention has been paid to the problem of providing routing security in this class of net-
works. On the surface, a tree topology seems easier to tackle. However, unlike a general
mesh network, a network with tree topology disallows use of redundant paths between
nodes to secure communication.

2.3.1 Comparison With Wired Internet Security
Routing infrastructure security is an important concern even for wired Internet [35,36,37].
Therefore, an important question to ask is that from security standpoint, how different is a
wireless mesh network from its wired counterpart. We believe that the following charac-
teristics set apart the security problem of a WMN:

• Control of Nodes:The wired Internet is composed of thousands of autonomous sys-
tems (ASes) each of which controls its part of the network. The ASes are unwilling
to share important information with each other. In contrast, a WMN is usually owned
and controlled by a single ISP. One can thus assume a cooperating environment while
designing WMN protocols.

• Broadcast Media:It is obvious that the broadcast nature of wireless medium makes it
more vulnerable than a wire. What is not obvious is that the broadcast nature makes
it possible for each network node to monitor the communication activities of all its
neighbors by sniffing the “air”. This enables use of distributed watchdog solutions
where each node is monitored by all its neighbors for signs of compromise. Note
that this is only true for single-channel WMNs: a multi-channel WMN node needs
to send multiple unicasts in order to broadcast a packet to all its neighbors.

• Network Scale:A protocol designed for wired Internet needs to scale up both in terms
of link speeds as well as in terms of network size. For instance, it is unreasonable
to expect each router to know the entire Internet topology. While such scalability
is definitely desirable for wired Internet, it is less relevant for wireless networks,
because the link speed of wireless networks is much lower.
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• Nascent Technology:In a wired Internet, any new protocol deployment needs to be
concerned about backward compatibility. At the moment, this is not a requirement
from WMN. The number of legacy devices are few to justify any backward compat-
ibility consideration.

2.3.2 Attack Model
The core Hyacinth protocol already deals with fail-stop failures by reconfiguring network
topology to work around a failed node. From security viewpoint, we concern ourselves with
Byzantine attacks. Specifically, we assume that an attacker is able to hack into some of the
nodes and inject malicious code into the compromised nodes with the goal of subverting
the network protocol and communication.

Let us now discuss various possible attacks that we wish to tackle in this research.
Broadly, one can classify the attacks into control plane attacks and data plane attacks. At
thecontrol plane level, a compromised node can prevent the establishment of consistent and
correct routing protocol state across network nodes. At thedata plane level, a malicious
node can prevent correct forwarding of the data packets. The attacks launched by tampering
the forwarding of the control packets could be classified either way; we classify them as
data plane attacks.

Dealing with only one or the other kind of attacks is clearly insufficient from security
standpoint. For secure operations, we need to ensure that the routing protocol state is
correctly established across all nodes and that all nodes indeed reconfigure themselves and
perform packet forwarding in a manner consistent with that state.

2.3.2.1 Topology/Traffic Misreporting

The topology information and traffic statistics from other nodes form the input to the rout-
ing and channel allocation protocol. A compromised node can falsify these inputs to ad-
versely affect the output of the protocol computation. The following representative exam-
ples illustrate various attacks that can thus be launched.

• A compromised node could pretend to be a gateway node with connection to the
wired network. It could thus entice its neighbors to join its subtree forcing all their
packets to pass through itself.

• A compromised node could claim to be a parent (or more generally an ancestor) of
any network node. It could thus receive all packets originally destined to the victim
node.

• A compromised node could advertise high loads on certain free channels thereby
forcing its interference neighbors to operate on other truly busy channels. Further,
it could falsely claim to observe interference from any network node and similarly
force them to operate on busy channels.
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2.3.2.2 Protocol Miscomputation / Node Misconfiguration

If the protocol computation is distributed across the network nodes, then it is also possible
for an attacker to tamper with the protocol computation on the compromised node. For
instance, a compromised node could create load imbalance across gateways by deciding
to switch to more loaded gateways. A similar attack could result in load imbalance across
channels in the vicinity of the compromised node. Although the network will eventually
adjust to accommodate these actions of compromised nodes, the compromised node could
repeatedly switch gateways and channels to create artificial route flaps and ‘channel flaps’
making the network unstable.

Even if the protocol computation is not distributed, it is possible for a compromised
node to configure itself without regards to the output of the protocol computation. Such
misconfigurations could result not only in sub-optimal network performance, but also lead
to unexpected network disconnectivity.

2.3.2.3 Packet Mishandling

A compromised node can easily tamper with the packets that pass through it. It could thus
launch attacks at both the control plane and the data plane. By tampering with the control
packets, the compromised node can prevent nodes from reaching a consistent routing state.
By tampering with the data packet stream, the compromised node can make the network
unusable from the application standpoint.

More concretely, a compromised node can modify, drop, or re-order genuine packets
for the connections going through it. It could also inject fabricated or duplicated packets
into the network. While use of end-to-end encryption with per-packet sequence number
can detect these attacks on end nodes, it does little in the way of pinpointing and isolating
such malicious nodes thus leaving the network susceptible to a denial-of-service attacks by
such malicious nodes.

A compromised node could also increase end-to-end network latency by introducing
artificial delays. It could do so by mis-forwarding the packets adding to their path length.
It could also achieve this effect by simply holding packets for some time before forwarding
them to the correct next hop.

2.3.3 Research Question
The overall research question here is how to make the routing infrastructure sufficiently
resilient so that it can operate correctly in presence of compromised routers. In general, it
is possible for nodes to collude, but for this research we focus on the case when the com-
promised routers are isolated and do not collaborate among themselves. More formally:

Assume that a small number (k) of isolated routers in a network ofn routers are com-
promised, and send carefully but independently crafted malicious packets to create incon-
sistent routing state in the network nodes. How can the network automatically (1) detect the
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situation, (2)pinpoint/isolate these compromised nodes, and (3) maintain correct protocol
operations in the rest of the network?



Chapter 3

Resource Management in Multi-channel
WMNs

3.1 Introduction
In this chapter, we devise network-layer resource management techniques to reap the raw
performance potential of our proposed multi-channel multi-radio wireless mesh network ar-
chitecture. Recall from Chapter 2 that the first problem here is that ofload-balancing rout-
ing: How to find a multi-hop path from each access point to one of the wired-connectivity
gateways such that the aggregated traffic on the gateways is well balanced? The second
problem is that ofchannel assignment: How to assign channels to individual radio inter-
faces such that the resulting link capacities closely match the imposed link loads?

Even with a complete knowledge of network topology and traffic matrix, both the load-
balancing routing and the channel assignment problems are NP-hard. The hardness of the
former can be proved by a simple reduction from the well-known bin packing problem. We
demonstrate the hardness of the latter by reducing multiple subset sum problem to it.

To establish a baseline, we propose a centralized traffic engineering-based approach that
jointly solves the channel assignment and routing problem. Specifically, we devise an iter-
ative algorithm that visits the channel assignment and routing steps in each iteration. The
channel assignment is done using a greedy algorithm that assigns locally optimal channel
to each wireless link in the network which traversing them in the order of their criticality
(measured by their expected traffic loads). The routing step executes the Bellman-Ford
algorithm while taking into account the residual link capacities.

As a practical solution, we propose a tree-based distributed algorithm. In this algorithm,
an 802.1D-like mechanism is used to construct spanning trees around each gateway node.
The spanning trees formation not only takes into account the hopcount from the node to the
gateways, but also the residual traffic capacities of the gateways. Based on the channels’
traffic load information exchanged with the neighbors, each node optimizes the channel
assignment to its interfaces and co-ordinates such channel assignment with its immediate
neighbors.

29



3. RESOURCE MANAGEMENT IN MULTI-CHANNEL WMNS 30

Our evaluations suggest that even with use of just 2 interfaces on each node, the pro-
posed algorithms improve the network throughput by a factor of 6 to 7 times when com-
pared with single-interface architecture. The result is not surprising as even though any
particular node can only operate over 2 channels simultaneously, the network as a whole
can utilize several channels boosting the network capacity.

The rest of the chapter is organized as follows. We first prove the NP-hardness of the
channel assignment in Section 3.2. Section 3.3 discusses a centralized traffic engineering-
based approach to derive effective channel assignment and end-to-end routes. Section 3.4
devises a distributed channel assignment and routing algorithm. Section 3.5 thoroughly
evaluates the performance of two sets of algorithms using ns-2 simulations, while Sec-
tion 3.6 presents performance results obtained from a 9-node prototype implementation.
Finally, Section 3.7 concludes the chapter with a summary of contributions.

3.2 NP-hardness of Channel Assignment
Even with a complete knowledge of network topology and traffic matrix, the channel as-
signment problem as well as the load-balancing routing problem are bothNP-hard. The
load-balancing routing problem can be shown to be hard by simple reduction from the
knapsack problem [38]; the proof for channel assignment hardness is slightly more in-
volved.

Given the expected loadei on each virtual linki, the goal of channel assignment algo-
rithm is to assign a channelcj to each network interfacej, such that the resulting available
bandwidthbi on each virtual linki is at least equal to its expected loadei. There arem
physical channels each with a total capacity ofC in any given interference zone. Each
node is equipped withk wireless network interfaces.

We now prove the NP-hardness of the channel assignment problem by reducing the
Multiple Subset Sum Problem[39] to the channel assignment problem. The multiple subset
sum problem can be stated as follows. We are given a set ofn items with weightsw1,
w2,..wi,..wn, andm identical bins of capacityC each. The objective is to pack these items
in the bins such that the total weight of items in the bins is maximized.

An instance of multiple subset sum problem is converted into an equivalent instance of
channel assignment problem as follows. We construct a single collision domain network of
2 ∗ n nodes where each node is equipped with 2 network cards. We now add a virtual link
between nodes 1 and 2 with bandwidth requirement ofw1 which is the weight of the first
item in the given multiple subset problem. We next add another virtual link between nodes
3 and 4 with bandwidth requirement ofw2, and so on. Next, we incorporate virtual links
between nodes 2 and 3, nodes 4 and 5, and so on each with bandwidth requirement ofC.
We also add a link between nodes2n back to 1. The construction is shown in Figure 3.1.
The capacity of the channel is the same as the bin capacityC, and the number of channels
is equal tom + n.

Let us now see what does a solution to this constructed problem looks like. First of all,
each of the blue links with bandwidth requirementC has to be assigned over a dedicated
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Figure 3.1:Constructed graph for an instance of multiple subset sum problem.

channel. Thus, the solution must use the remainingm channels to satisfy all the black
links. Each blue link also uses two network interfaces – one on each of the two nodes it
is incident upon. Thus, the solution must use the remaining single interface on each of the
node to satisfy the black links bandwidth requirements.

Now, all the black links, sayWx1 , Wx2,.. ,Wxp that the solution puts over one of the
m channels must have a sum less thanC. This means, that for the original multiple subset
problem, all ofx1, x2, ..., xp can go the one bin. Similarly, all the items corresponding to
virtual links scheduled over one of them channels can go to one of them bins. Thus, if
the channel assignment problem were solvable in polynomial time, so would be the mul-
tiple subset sum problem. Since the multiple subset sum problem is NP-hard, the channel
assignment problem is also NP-hard.

3.3 Centralized Channel Assignment and Routing Algo-
rithms

To establish a baseline, we develop a greedy centralized algorithm to the channel assign-
ment/routing problem in multi-channel WMNs [21]. The algorithm works for a general
any-to-any traffic pattern. The algorithm first estimates the load imposed on each virtual
link by each traffic flow in the given traffic matrix, and thus the total expected load on each
virtual link. The channel assignment algorithm then visits all the virtual links in decreasing
order of their expected loads. Upon visiting a particular virtual link, the algorithm greedily
assigns it a channel that leads to minimum interference and contention with neighboring
nodes in the interference zone whose WLAN interfaces have already been assigned to spe-
cific channels.

3.3.1 Neighbor Partitioning Scheme
One approach to the channel assignment problem is to start with one node, partition its
neighbors intoq groups and assign one group to each of its interfaces. Each of this node’s
neighbors, in turn, partitions its neighbors intoq groups, while maintaining the grouping
done by the first node as a constraint. This process is iteratively repeated until all nodes
have partitioned their neighbors. Each group can then be bound to the least-used channel in
the neighborhood. In general, this scheme requires a way to partition neighbors that results
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Figure 3.2:Result of neighbor partitioning scheme for a grid-like wireless mesh network
of 16 nodes. The channel assignment is based on the network topology information.

in a uniform channel assignment across the network. For a grid network, this neighbor par-
titioning can be based on patterns such as shown in Figure 3.2. In this example, each node
has 2 NICs, but the resulting network uses 4 channels. For a general network, partitioning
of neighbors could be done more randomly.

While the above neighbor partitioning scheme indeed allows a network to use more
channels than the number of interfaces per node, it does not take into account the traffic
load on the virtual links between neighboring nodes. The scheme thus would work well,
only if each virtual link in the network has the same traffic load. However, this does not
hold true in most cases. In any given network, some of the links invariably end up carrying
more traffic than the others. Conceptually links that need to support higher traffic load
should be given more bandwidth than others. This means that these links should use a radio
channel that is shared among a fewer number of nodes. A load-aware channel assignment
distributes radio resource among nodes in a way that matches the spatial distribution of the
traffic load.

3.3.2 Load-Aware Channel Assignment and Routing
We assume a virtual link exists between any pair of nodes that is within hearing range
of each other. To maximize a network’s overall goodput, the routing algorithm needs to
route traffic to balance the load on the network’s virtual links or simply links to avoid
bottlenecks. However, the proposed wireless mesh network architecture offers one more
degree of freedom,modifying a virtual link’s capacityby assigning a radio channel to the
link. This is possible because the capacity of a virtual link depends on the number of other
links that are within its interference range and that are using the same radio channel.

Because routing depends on the virtual links’ capacity, which is determined by channel
assignment, and channel assignment depends on the virtual links’ expected load, which is
affected by routing, there is thus a circular dependency between radio channel assignment
and packet routing. To break this circularity, we start with an initial estimation of the
expected load on each virtual link without regard to the link capacity, and then iterate over



3. RESOURCE MANAGEMENT IN MULTI-CHANNEL WMNS 33

channel assignment and routing steps until the bandwidth allocated to each virtual link
matches its expected load as closely as it can. More concretely, given a set of node pairs
and the expected traffic load between each node pair, the routing algorithm devises the
initial routes for the node pairs. Given these initial routes for the node pairs and thus the
traffic load on each virtual link, the radio channel assignment algorithm assigns a radio
channel to each interface, such that the amount of bandwidth made available to each virtual
link is no less than its expected load. The new channel assignment is fed back to the routing
step to arrive at more informed routing decisions,i.e. using actual link capacities based on
current channel assignment. At the end of each iteration, if some of the link loads are more
than their capacities, the algorithm goes back to find a better channel assignment using
the link-loads from previous iteration, redo the routing, and compare the new link loads
with new link capacities. This iterative process continues on until no further improvement
is possible. Figure 3.3 depicts this process. Because it is not always possible to reach a
feasible solution, our goal therefore is to reduce the difference between link capacities and
their expected loads as much as possible.

In summary, the inputs to the combined channel assignment and routing algorithm are
(1) an estimated traffic load for all communicating node pairs, (2) a wireless mesh net-
work network topology, and (3) the number of 802.11 network interfaces available in each
node and the number of non-overlapping radio channels. The outputs of this algorithm are
(1) the channel bound to each 802.11 interface and (2) the set of paths for every pair of
communicating node pairs in the wireless mesh network.

3.3.2.1 Initial Link Load Estimation

The combined channel assignment and routing algorithm, first derives a rough estimate of
the expected link load. One possibility is to assume each link’s capacity is an equal share
of the bandwidth sum of all radio channels among all interfering links within the same
neighborhood. Specifically, we assume the capacity of linkl, Cl, to be

Cl =
Q ∗ CQ

Ll

(3.1)

whereQ is the number of available channels,CQ is the capacity per channel, andLl are
the number of other virtual links within the interference range ofl. The equation essentially
divides the aggregated channel capacities among all interfering links, without regard to
number of NICs per node. Based on these virtual link capacities, the routing algorithm
determines the initial routes and thus the initial link loads.

A more accurate estimate of expected link load is based on the notion of link critical-
ity [40]. To compute initial expected link loads, we assume perfect load balancing across
all acceptable paths between each communicating node pair. Let’s call the number of ac-
ceptable paths between a pair of nodes(s, d), P (s, d), and the number of acceptable paths
between(s, d) that passes a linkl, Pl(s, d). Then theexpected-loadon link l, φl, is calcu-
lated using the equation
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Figure 3.3:Basic flowchart discussing the various aspects of traffic engineering in multi-
channel mesh network architecture. At the beginning, a rough estimation of link load is
used as the seed. The channel assignment algorithm governs the capacities of links. The
routing algorithm uses these capacities to come up with routes, and in turn feeds more
accurate expected loads on the links to the next iteration.
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φl =
∑
s,d

Pl(s, d)

P (s, d)
∗B(s, d) (3.2)

whereB(s, d) is the estimated load between the node pair(s, d). This equation says that
the initial expected load on a link is the sum of loads from all acceptable paths, across
all possible node pairs, that pass through that link. Because of the assumption of uniform
multi-path routing, the load that an acceptable path between a node pair is expected to carry
is the node pair’s expected load divided by the total number of acceptable paths between
them. While the resulting estimates of this approach are not 100% accurate, they provide a
good starting point to kick off the iterative refinement process.

3.3.2.2 Channel Assignment

Given the expected load on each virtual link, the goal of channel assignment algorithm
is to assign channels to network interfaces such that the resulting available bandwidth on
these interfaces is at least equal to their expected traffic load. We proved in Section 3.2
that the channel assignment problem isNP-hard. In this subsection, we present a greedy
load-aware channel assignment algorithm, which works as follows. The virtual links in the
wireless mesh network are visited in the decreasing order of link criticality, or the expected
load on a link. When a virtual link is traversed, it is assigned a channel based on the
current channel assignment of the incident nodes, callednode1 andnode2, respectively in
the following. The channel list of a node refers to the set of channels assigned to its virtual
links. Assuming there areq NICs per node, there are 3 possible cases -

1. Bothnode1 andnode2 have fewer thanq members in their channel list. In this case,
we assign any channel that has the least degree of interference to the virtual link in
question.

2. One of the nodes, saynode1, hasq members in its channel list, and the other node’s
channel list has fewer thanq members. In this case, we choose one of the channels in
node1’s channel list, assign it to the virtual link and add it tonode2’s channel list, if
it is not already there. The channel innode1’s channel list that minimizes the degree
of interference for the virtual link is chosen.

3. Bothnode1 andnode2 haveq members in their channel list. If there are common
channels shared bynode1 andnode2, we pick the common channel that minimizes
the degree of interference and assign it to the virtual link. If no such common channel
exists, then we pick a channel fromnode1 and a channel fromnode2, merge them
into one channel, and assign this merged channel to the virtual link. In this case, all
the other instances of the two channels being merged need to be renamed into the
new channel as well, as shown in Figure 3.4.

By thedegree of interference, we mean the sum of expected load from the virtual links
in the interference region that are assigned to the same radio channel. As more virtual links
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Figure 3.4: Illustrative example to show the 3rd case of channel assignment. Node A’s
channel-list is [1,6], and node B’s channel-list is [2,7]. Since they have non-intersecting
sets of channels in use and each node has 2 NICs, link A-B needs to be assigned one of the
channels from [1,2,6,7]. Based on resulting channel expected-loads, channel 6 is assigned
to A-B, and channel 7 is renamed to channel 6.
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within an interference range tend to decrease the bandwidth share available to each of them,
decreasing the degree of interference of a link increases its available bandwidth. By visiting
the virtual link in the decreasing order of link criticality, more loaded links are more likely
to be assigned to a channel with less interference, and thus given a higher capacity.

3.3.2.3 Link Capacity Estimation

To evaluate the effectiveness of a channel assignment algorithm, we need to calculate the
capacity of each virtual link, and compare it against the the link’s expected load. The por-
tion of channel bandwidth available to a virtual link, or the link capacity, is determined by
the number of other virtual links in its interference range that are also assigned to the same
channel. Of course, the exact short-term instantaneous bandwidth available to each link
depends on such complex system dynamics as capture effect, coherence period, physical
obstacles, stray RF interferences, and distance. Our attempt here is to come up with an ap-
proximation of the long-term bandwidth share available to a virtual link. We approximate
a virtual link’s capacity by

bwi =
φi∑

j∈Intf(i) φj

∗ C (3.3)

wherebwi is the long-term bandwidth available to a virtual linki, φi is the expected load
on link i, Intf(i) is the set of other virtual links in the interference zone of linki, andC is
the sustained radio channel capacity. The rationale of this formula is that when a channel is
not overloaded, the bandwidth share available to a virtual link is approximately equal to its
expected load weighted by the total expected load on the channel. The higher the expected
load on a link, the more channel share it would get. The accuracy of this formula decreases
as

∑
j∈Intf(i) φj approachesC.

3.3.2.4 Routing Algorithm

The load-aware channel assignment algorithm is not tied to any specific routing algorithm.
It can work with different routing algorithms. For evaluation purposes, we explore two
different routing algorithms – (1) shortest path routing, and (2) randomized multi-path
routing. The shortest path routing is based on standard Bellman-Ford algorithm with min-
imum hop-count metric. The shortest path here refers to the shortest “feasible” path,i.e.,
a path with sufficient available bandwidth and least hop-count. The multi-path routing
algorithm attempts to achieve load-balancing by distributing the traffic between a pair of
nodes among multiple available paths at run time. The exact set of paths between a com-
municating node pair are chosen randomly out of the set of available paths with sufficient
bandwidth. Although traffic between a node pair is split across multiple paths in this case,
packets associated with a network connection still follows a single path to avoid TCP re-
ordering [41].
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Figure 3.5:Overall iterations. In the exploration phase, full routing is performed in ev-
ery step to allow algorithm to explore new configurations. In the convergence phase, only
non-conforming flows are rerouted to fine-tune specific configurations coming out of ex-
ploration phase.

3.3.2.5 Putting It All Together

Figure 3.5 depicts the iterative process of the combined channel assignment and routing
algorithm. At the very beginning, the initial link load is first estimated. Then the channel
assignment step and the full routing step are iterated multiple times until the cross-section
goodput of the resulting network converges. We call these iterations theexploration phase.
Then we enter theconvergence phase, in which channel assignment and routing are also it-
erated until the cross-section goodput of the resulting network converges. However, in this
case only the node pairs that have not found a route with sufficient bandwidth to meet their
traffic demands need to be re-routed. Theexploration phaseandconvergence phasethem-
selves are iterated until either all node pairs are successfully routed, or no better network
configuration can be found.
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3.4 Distributed Routing/Channel Assignment Algorithm
In this section, we present a distributed routing/channel assignment algorithm that utilizes
only local topology and local traffic load information to perform channel assignment and
route computation. This information is collected from a(k + 1)-hop neighborhood, where
k is the ratio between the interference and communication ranges, and is typically between
2 and 3.

3.4.1 Distributed Load-Balancing Routing
As most of the traffic on a WMN is directed to/from the wired network, each WMN node
needs to discover a path to reach one or multiple wired gateway nodes. Logically, each
wired gateway node is the root of a spanning tree, and each WMN node attempts to partic-
ipate in one or multiple such spanning trees. These spanning trees are connected to each
other through the wired network. When each WMN node joins multiple spanning trees, it
can distribute its load among these trees and also use them as alternative routes when nodes
or links fail. However, a WMN node may need additional wireless network interfaces to
join multiple trees. In this dissertation, we restrict our focus on the case where each node
is actively associated with only one of the trees and uses the other trees only for failure
recovery. The techniques we develop are generic enough to be applied to the latter case
when each node associates with multiple gateway nodes.

3.4.1.1 Routing Tree Construction

The basic tree construction process is similar to IEEE 802.1D’s spanning tree formation
algorithm [42] with two major differences – (a) the metric used by each WMN node to
determine a parent is dynamic to achieve better load balancing, and (b) load-aware channel
assignment technique is used to automatically form a fat-tree where more relay bandwidth
is available on virtual links closer to the roots of the trees, i.e., wired gateways.

Assume a node X has already discovered a path to the wired network. It periodically,
everyTa time units, broadcasts this reachability information to its one-hop neighbors using
an ADVERTISE packet. Initially, only the gateway nodes can send out such advertisements
because of direct connectivity to the wired network. Over time, intermediate WMN nodes
that have a multi-hop path to one of the gateway nodes can also make such advertisements.
The ADVERTISE packet that X sends out contains the “cost” of reaching the wired network
through X. Upon receiving an advertisement, X’s neighbor, say node Y, can decide to join
X if Y does not have a path to the wired network, or the cost to reach the wired network
through X is less than Y’s current choice. To join node X, node Y sends a JOIN message
to X. On receiving the JOIN message, X adds Y to its children list, and sends an ACCEPT
message to Y with information about channel(s) and IP address to use for forwarding traffic
from Y to X. In terms of the routing tree, X is now theparentof Y, and Y is one of the
childrenof X. Finally, Y sends a LEAVE message to its previous parent node, say V. From



3. RESOURCE MANAGEMENT IN MULTI-CHANNEL WMNS 40

HG

X

(1) ADVERTISE
(2) JOIN

Y

(3) ACCEPT

V

(6
) R

T_
D

EL

(4
) L

EA
V

E Gateway Node

Wireless Router

 (5) RT_ADD

Figure 3.6:A distributed route discovery/update protocol used to establish routes between
multi-channel WMN nodes and wired gateways.

this point on, Y also broadcasts ADVERTISE packets to its own one-hop neighbors to
further extend the reachability tree. Fig 3.6 shows the message exchange sequence.

As a result of the exchange of JOIN/ACCEPT/LEAVE messages, the routing tables on
the involved nodes are updated. First, the default routing entry of Y points to X as the next
hop. All nodes in the tree from V upwards to the corresponding gateway nodedeletethe
forwarding entries pointing to Y and its children, if any. On the other hand, all nodes in the
tree from X upwards to the gateway nodeadda forwarding entry for packets destined to Y
and its children. To perform these route updates, the RTADD/RT DEL messages are sent
up to the root of the corresponding trees, as shown in Fig 3.6.

Delivery of some protocol messages such as JOIN, ACCEPT and LEAVE needs to be
reliable for consistent network operations. These reliable connections are built as part of
the Neighbor Discovery Protocol, wherein a new node broadcasts a HELLO message to
its one-hop neighbors. Upon receiving this HELLO message from a new node, each of its
neighbors establishes a reliable connection with the new node and also sends an ADVER-
TISE message to expedite the route discovery for the new node. A reliable connection is
built on top of the UDP layer and is used for delivering all control messages that require
reliability. The HELLO message itself can be lost, and is thus broadcasted multiple times
to minimize the probability of message loss. The ADVERTISE message, in contrast, is
sent as an unreliable broadcast packet for efficiency reasons.

3.4.1.2 Routing Metric

The “cost” metric carried in the ADVERTISE messages determines the final tree/forest
structure. We explore three different cost metrics. First is thehop countbetween a WMN
node and the gateway node associated with an ADVERTISE message. This metric enables
a WMN node to reach the wired network using the minimum number of hops, but does
nothing to balance network load. An advantage of using the hop-count metric is rapid
convergence, as the minimum hopcount from a node to a wired network is determined by
physical topology and is thus mostly static.
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The second cost metric is thegateway link capacity, which indicates the residual ca-
pacity of theuplink that connects the root gateway of a tree to the wired network. Residual
capacity of any link is determined by subtracting the current usage of the link from its
overall capacity. In case the total bandwidth of a gateway’s wireless links is smaller than
its uplink, we take the wireless links’ bandwidth as the gateway link capacity. The third
cost metric is thepath capacity, which represents the minimum residual bandwidth of the
path that connects a WMN node to the wired network. Path capacity is more general than
gateway link capacity because the former assumes that the bottleneck of a path can be any
constituent link on the path, rather than always the gateway link. Thecapacity of a wire-
less linkis approximated by subtracting the aggregate usage of the link’s channel within
its neighborhood from the channel’s raw capacity which is assumed to be fixed within any
collision domain.

The latter two metrics are dynamic, and can result in route flaps and a non-convergent
network behavior. Route flaps occur when multiple nodes discover and switch to an un-
derutilized path at the same time. Such simultaneous switching results in overloading of
the originally underutilized path. This problem is similar to the route flapping problem
observed on the wired Internet [43]. One can use similar measures as in BGP to dampen
these route flaps reactively. We prevent route flaps by introducing a slight modification of
the protocol. Since gateway is the only node aware of its latest link load, we propagate
JOIN message up to the gateway. The gateway can now send an ACCEPT or a REJECT
back to the newly joining node based on the gateway’s latest residual link capacity. In
addition, any intermediate node can also send a REJECT message to new requests if its
capacity has decreased because other nodes switched to join its subtree. Additionally, the
RT ADD message also updates the current link usage on each hop of the path. This proto-
col modification effectively addresses the route flap problem at its source itself. As shown
in the performance section, the bandwidth overhead introduced by this protocol change is
fairly small.

3.4.2 Distributed Load-Aware Channel Assignment
The neighbor discovery and routing protocol in the previous subsection allows each WMN
node to connect with its neighbors and identify a path to the wired network. We now dis-
cuss the mechanisms through which a WMN node can decide how to bind its interfaces to
neighbors and how to assign radio channels to these interfaces without global coordination,
as in the case of centralized algorithm.

3.4.2.1 Neighbor-Interface Binding

The key problem in the design of adistributedchannel assignment algorithm ischannel
dependencyamong the nodes, which is illustrated in Fig 3.7. In this example, assume
node D finds that the link D-E is heavily loaded and should be moved to a lightly loaded
channel 7. As D only has 2 NICs, it can only operate on two channels simultaneously.
To satisfy this constraint, link D-F also needs to change its channel. The same argument
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Figure 3.7:This example shows how a change in channel assignment could lead to a series
of channel re-assignments across the network because of the channel dependency problem.

goes for node E, which needs to change the channel assignment for link E-H. This ripple
effect further propagates to link H-I. Similar ripple effects would ensue if link A-E were to
change its channel. In this case, link E-G and link G-K will need to change their channels
as well. This channel dependency relationship among network nodes makes it difficult for
an individual node to predict the effect of a local channel re-assignment decision.

To bound the impact of a change in channel assignment, we impose a restriction on the
WMN nodes. Specifically, the set of NICs that a node uses to communicate with its parent
node, termedUP-NICs, is disjoint from the set of NICs the node uses to communicate
with its children nodes, calledDOWN-NICs, as shown in Fig 3.8. Each WMN node is
responsible for assigning channels to its DOWN-NICs. Each of the node’s UP-NICs is
associated with a unique DOWN-NIC of the parent node and is assigned the same channel
as the parent’s corresponding DOWN-NIC. This restriction effectively prevents channel
dependencies from propagating from a node’s parent to its children, and thus ensures that
a node can assign/modify its DOWN-NICs’ channel assignment without introducing ripple
effects in the network. Because a gateway node does not have any parent, it uses all its
NICs as DOWN-NICs. To increase the relay capability, each non-gateway node attempts
to equally divide its NICs into UP-NICs and DOWN-NICs. However, a node farther from
the gateway is assigned a lower priority in choosing channels, and thus may not get the
required bandwidth on any single channel. In this case, the node can dedicate more NICs
as DOWN-NICs to aggregate the leftover bandwidth from multiple channels.

3.4.2.2 Interface-Channel Assignment

Once the neighbor-to-interface mapping is determined, the final question is how to assign
a channel to each of the NICs. The channel assignment of a WMN node’s UP-NICs is
the responsibility of its parent. To assign channels to a WMN node’s DOWN-NICs, it
needs to estimate the usage status of all the channels within its interference neighborhood.
Each node therefore periodically exchanges its individual channel usage information as
a CHNL USAGE packet with all its(k + 1)-hop neighbors, wherek is the ratio of the
interference range and the communication range. Because all the children and parent of a
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Figure 3.8: Eliminating the channel dependency problem by separating the set of NICs
used in each WMN node into UP-NICs and DOWN-NICs so that any channel assignment
change in a WMN node’s DOWN-NICs does not affect its UP-NICs.

node, say A, can interfere with their ownk hop neighbors, A’s(k + 1)-hop neighborhood
includes all the nodes that can potentially interfere with A’s communication. The aggregate
traffic load of a particular channel is estimated by summing up the loads contributed by all
the interfering neighbors that happen to use this channel. To account for the MAC-layer
overhead such as contention, thetotal load of a channelis a weighted combination of the
aggregated traffic load and the number of nodes using the channel.

Based on the per-channel total load information, a WMN node determines a set of
channels that are least-used in its vicinity. As nodes higher up in the spanning trees need
more relay bandwidth, they are given a higher priority in channel assignment. More specif-
ically, the priority of a WMN node is equal to its hop distance from the gateway. When a
WMN node performs channel assignment, it restricts its search to those channels that are
not used by any of its interfering neighbors with a higher priority. The outcome of this pri-
ority mechanism is afat-treearchitecture where links higher up in the tree are given higher
bandwidth.

Because traffic patterns and thus channel loads can evolve over time, the interface-
to-channel mapping is adjusted periodically, everyTc time units. Within achannel load-
balancingphase, a WMN node evaluates its current channel assignment based on the chan-
nel usage information it receives from neighboring nodes. As soon as the node finds a
relatively less loaded channel after accounting for priority and its own usage of current
channel, it moves one of its DOWN-NICs operating on a heavily-loaded channel to use the
less-loaded channel, and sends a CHNLCHANGE message with the new channel informa-
tion to the affected child nodes, which modify the channels of their UP-NICs accordingly.
The node also sends an updated channel usage map to its(k + 1)-hop neighbors. This
quick channel usage update strategy ensures that other nodes in the neighborhood do not
migrate to the new channel because they assume (incorrectly) that it is still less loaded.
The probability of race condition is further reduced by skewing the load-balancing phases
among neighboring nodes.

In the case that a relatively less-loaded channel is unavailable for a NIC operating on
a heavily-loaded channel, the WMN node performs child-interface load balancing. Here,
it re-distributes its children among its DOWN-NICs such that the DOWN-NICs’ channels
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get more uniformly loaded.

3.4.3 Virtual Control Network
Unlike in a single-channel mesh network, nodes in a multi-channel WMN may not share
any common channel with some of their physical neighbors. One simple option is to add
a CONTROL-NICon each node, tune it to a common channel, and route all control traffic
such as ADVERTISE messages over this control network. We refer to this approach as
thephysical control networkapproach. The additional hardware interface can be saved by
forming avirtual control networkover the same multi-channel mesh network to exchange
control packets.

A WMN node needs to communicate each control message to itsc-hopphysicalneigh-
bors, wherec depends on the message’s type and can range from 1 to(k + 1), wherek is
again the ratio of interference and communication ranges. Since there is always a path be-
tween a WMN node and its physical neighbors, a control message can be delivered through
one or multiple hops on the mesh network. For efficiency reasons, the broadcast control
messages are delivered usingIP multicast. Essentially the idea here is to implement layer-2
communication using layer-3 routing so as to eliminate the dedicated control interface on
each node. With the use of virtual control network, anewnode needs to scan all channels
for broadcasting HELLO messages during the neighbor discovery phase. Channel scanning
process can be done in 5 to 10 sec. When two nodes scan the channels simultaneously, each
node only uses its UP-NIC to perform the scanning, while keeping the DOWN-NIC at a
fixed channel. This ensures that the neighboring nodes can eventually discover each other.

3.4.4 Failure Recovery
When a node fails, nodes in its subtree lose their connectivity to the wired network.
Hyacinth reorganizes the network to bypass the failed node and restore the connectivity.
To accommodate node failures, each WMN node remembersalternativeadvertisements it
has received from all other potential parent nodes. Upon detection of a parent-node failure,
each of its child nodes sends a JOIN message to a “backup” parent node, and re-establishes
its connectivity with the wired network. This scheme allows fast recovery from a node
failure without committing any additional physical radio resources.

Not all failures can be handled locally, as shown in Fig 3.9(a). Here, when node A
fails, its child node D does not have a ready-backup parent that can re-connect it to the
wired network. To recover from such failures, node D sends a FAILURE message to its
immediate children F and G, asks them to perform their own failure recovery, and forces
itself to go back to the channel-scanning mode. The FAILURE message contains the list
of failed parent nodes, in this case, A and D. Each child node in turn attempts to associate
with its respective backup parents. However, in this process the child nodes actively avoid
known failed nodes, in this case A and D. If a child cannot find any usable backup parent,
it recursively broadcasts a FAILURE message to its children after adding its own name
to the failed-nodes-list included in the FAILURE message, and goes to channel-scanning
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Figure 3.9:This example network illustrates the distributed failure recovery protocol used
in Hyacinth.

mode. In Fig 3.9(a), node G performs local recovery, while node F relays the FAILURE
message to its own children C and E. Fig 3.9(b) shows the final network connectivity after
the recovery process is completed. A failure recovery is eventually followed by the usual
periodic traffic profiling, and channel adjustments to re-balance the network load across
different channels.

Another possibility is for each WMN node to actively maintain simultaneous connectiv-
ity with multiple parent nodes. Compared with the single-parent scheme described above,
this scheme incurs zero failure recovery time but requires at least two UP-NICs on each
node.

3.5 Performance Evaluation
We studied the performance gains of the proposed multi-channel WMN architecture and
the effectiveness of the proposed channel assignment and routing algorithms through exten-
sive ns-2 simulations. We modified ns-2 to support multiple wireless cards on each wireless
node and to support dynamic channel assignment. The evaluation metric for most experi-
ments iscross-section goodput, which is defined as the sum of all useful bandwidth between
traffic aggregation nodes in a WMN and their corresponding gateway nodes (eqn 2.1). The
following are the default settings for the simulations. Each node is equipped with 2 NICs,
and the number of physical channels is 12. For effective multi-hopping, RTS/CTS mecha-
nism is enabled. The ratio between the interference range and the communication range is
set to 2. Channel load-balancing periodTc of a node is set to 1 minute, while the channel-
usage and routes advertisement frequency, is set to once every 30 seconds (Ta).
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3.5.1 Improvements due to Multi-channel Mesh Networking
3.5.1.1 Spanning Tree Topology

We measured the throughput improvements achieved by Hyacinth’s multi-channel mesh
networking architecture using different channel assignment algorithms. Ten different 60-
node network topologies are generated, each randomly sampled from a 9x9 square grid
network. Based on the topology and location, each node could communicate with up to 4
neighbors. Four of these 60 nodes were designated as the gateway nodes and connected to
the wired network. For each topology, 30 nodes were chosen at random to generate traffic
flows. Each traffic flow represents an aggregate of traffic streams from multiple users. The
average bandwidth for each flow is chosen at random between 0 and 3 Mbps.

To drive the network to saturation, the bandwidth of all the flows is proportionally
varied until the network can only route 80% of the aggregate input traffic. Therelativeper-
formance of different algorithms does not change for other values of saturation threshold,
e.g. 100% at which we ensure that each flow has to be assigned its full required band-
width. The same is true when the saturation threshold is made per-flow to ensure fairness
across different flows. For example, one can ensure that each flow has to be assigned at
least a certain percentage of its traffic requirement. For brevity, we only show the overall
cross-section goodput for all the graphs.

The results in Fig 3.10 show that even with identical channel assignment scheme [44],
deploying 2 NICs on each node improves the network goodput by a factor of 2 compared
with conventional single-channel network. With the proposed distributed channel assign-
ment algorithm the network throughput becomes 6 to 7 times that of single-channel net-
work. Intuitively, Hyacinth’s channel assignment algorithm breaks a collision domain in
a single-channel network into multiple collision domains each operating in a different fre-
quency range. This division of collision domain across different frequency channels is the
key reason for the nonlinear goodput improvement (6-7 times) with respect to the increase
in the number of NICs (from 1 to 2). Moreover, the interference among adjacent hops of
an individual path and among neighboring paths is greatly reduced.

The first distributed channel assignment scheme, calledphysical control network, uses
a dedicated control channel for communicating all control traffic. This requires an addi-
tional WLAN interface on each node specifically for control traffic. The second distributed
channel assignment scheme, calledvirtual control network, multiplexes the control traf-
fic over data NICs thereby reducing the per-node hardware cost. The fact that these two
schemes have comparable performance suggests that control traffic introduces minimal
overhead when multiplexed on the main data channels. Finally, the centralized channel
assignment/routing algorithm does not perform much better than the distributed versions;
this shows that the performance loss due to distribution of intelligence is very small.

An alternate design for a multi-channel mesh networking [45] is to equip each node
with a single interface and operate the sub-network rooted at each gateway at a different
channel [45]. Logically, this should reduce the contention among nodes and thus improve
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Figure 3.10:Network cross-section goodput of 10 different 60-node topologies randomly
sampled from a 9x9 square grid. With just 2 interfaces on each node, the distributed chan-
nel assignment improves the network throughput 6 to 7 times as compared with a single-
channel network of the same topology.

the network goodput. Surprisingly, this scheme does not give much throughput improve-
ment over a single-channel mesh network as shown in Fig 3.10. The fact that only a single
channel is usedwithin a tree means that there is still heavy collision and interference on
the wireless links around each gateway, which is most likely where the bottleneck is. In
contrast, a true multi-channel mesh network architecture can split the wireless links around
each gateway into as many collision domains as possible, thus delivering higher effective
bandwidth.

We next simulated a 64-node network placed in an 8x8 grid with 4 uniformly distributed
gateway nodes connected to the wired network. The remaining 60 nodes were (randomly)
divided into 5 different popularity sets of equal sizes. A node’s popularity determines the
size of its user base and in turn the number of new HTTP connections generated every
second from the node. The simulations were done using the PackMime extension of ns-2
that decides the request arrival pattern and response sizes using models discussed in [46].
Based on the node popularity, the average rate of new HTTP requests for the node was 0,
x, 2x, 3x, or 4x, where x is the traffic intensity for the experiment. Fig 3.11 shows the
response time observed by web users on this simulated network. The observed delay in
the single-channel mesh network increases rapidly with the traffic intensity and eventually
limits the number of users it can support. With just 2 NICs on each node, the multi-channel
mesh network reduces the HTTP response time substantially. Additionally, at saturation
the multi-channel WMN can support over 4 times as much web traffic as compared with
the single-channel WMN, and consequently a much larger user base.
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Figure 3.11:Web browsing (HTTP) response time as seen by users on a 64-node WMN.
The multi-channel WMN architecture can drastically reduce the HTTP response time, as
well as increase the number of users a network can support.
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Figure 3.12:The network cross-sectional goodput for 20 randomly chosen pairs of ingress-
egress nodes with shortest-path routing. The figures show that even with the simple neigh-
bor partitioning approach, there is substantial improvement in network cross-sectional
goodput by use of just 2 NICs per node. Using the Load-aware channel assignment, how-
ever, yield the full potential of multi-channel wireless networks. The channel assignment
from neighbor partitioning algorithm is the one corresponding to Figure 3.2.

3.5.1.2 General Topology

The distributed algorithm optimizes the network for the common case when all traffic is
directed to/from the gateway nodes. The centralized algorithm however works for arbitrary
any-to-any traffic. Figure 3.12 presents the cross-section goodput of a 100-node square-grid
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Figure 3.13: Network cross-sectional goodput with randomized load-balanced routing.
This figure demonstrates the adaptability of channel assignment to link loads imposed by
different routing schemes.

network for various traffic profiles each containing 20 pairs of randomly chosen ingress-
egress nodes. The cross-section goodput here is defined as the sum of useful bandwidth as-
signed between all communicating ingress-egress node pairs. For each profile, the amount
of traffic between each ingress-egress node pair was chosen at random between 0 and 3
Mbps. Depending on its position, each node could communicate with up to 4 neighbors.
The routing algorithm for these experiments was the shortest-path routing.

The graphs show the cross-section goodput made available for single-channel network
and for 12-channel/2-nic-per-node network with different channel assignment schemes.
Compared with conventional single-channel wireless mesh network architecture, the neigh-
bor partitioning scheme (as shown in Figure 3.2) achieves between2.5 and3.5 times as
much improvement in cross-section goodput. In contrast, load-aware channel assignment
can achieve over8 times improvement in cross-section goodput with just 2 NICs per node.
Intuitively, equipping each wireless mesh network node with multiple interfaces allows the
network to use several radio channels simultaneously. This breaks each collision domain
into several collision domains operating in a different frequency range. A collision domain
is further sub-divided spatially when a given ingress-egress node pair takes a different path
to route the traffic. Again, this division of collision domain across frequency and spatial do-
main is the key reason for the nonlinear goodput improvement with respect to the increase
in the number of NICs.

Figure 3.13 shows the same performance comparison when the routing algorithm is
changed to randomized multi-path routing. Because we do not perform any explicit load
balancing in multi-path routing scheme, the performance improvement when going from
single-path routing to multiple-path routing is only marginal. This is true for both the
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Figure 3.14:Ratio of load imposed by routing algorithm and bandwidth assigned by the
channel assignment algorithm for all links in the network. A ratio close to 1 for all the
links in load-aware channel assignment case, implies assigned bandwidth closely matches
the imposed load.

single-channel case and multiple-channel case. However, the goodput gain of the multi-
channel network architecture with proper channel assignment algorithms over the conven-
tional single-channel architecture does not seem to depend on a particular routing algo-
rithm. This adaptability of the channel assignment algorithm enables one to choose a rout-
ing scheme appropriate to the deployment scenario. The small improvement achieved with
use of randomization-based multi-path routing is because of better load-balancing of the
network. With the use of a more explicit load-balanced routing, the network performance
should improve even further. We verified the cross-section goodput assigned by the vari-
ous algorithms using ns-2 simulations. For brevity, we only show the overall cross-section
goodput for all the graphs.

Figure 3.14 demonstrates the effectiveness of the channel assignment done by load-
aware channel assignment scheme. For each link in the network, the ratio of load imposed
by the routing algorithm and the bandwidth assigned by the channel assignment algorithm
was measured. A ratio close to 1 indicates that more bandwidth is allocated to links that
require more bandwidth. We observe that although the link load imposed by routing varied
anywhere from 0 to 3.9 Mbps across network links, the ratio is close to (or less than)
1 for the load-aware channel assignment scheme. Achieving this distribution of channel
resource among the nodes to match the spatial distribution of traffic load is the key to good
performance of the scheme. For the neighbor partitioning scheme, most of the links are
overloaded resulting in the variation of ratio from 0.5 to 8.9, the reason is that the latter
performs a load-insensitive assignment of channels. The histogram for Identical channel
assignment scheme (not shown) is similar in nature to the Neighbor partitioning approach.
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Figure 3.15:Comparison of multi-channel network against single-channel network for MIT
Roofnet topology [1].

We also experimented with other network topologies. Figure 3.15 shows the perfor-
mance comparison of the 29-node MIT Roofnet network [1] simulated in ns-2. The data
for graph connectivity is based on signal-strength numbers from the testbed. Each point
in the graph corresponds to a randomly generated traffic profile of 15 ingress-egress node
pairs. The 8+ times improvement in network performance demonstrates the usefulness of
multi-channel architecture for real networks. We observed similar improvements for other
topologies - hexagonal grid, and incomplete mesh. The performance improvement using
neighbor partitioning scheme, however, depends on the topology. A more generic way to
partition the neighbors is needed in the latter scheme to handle general mesh networks.

In Figure 3.16, we varied the number of ingress-egress pairs in the 10x10 network (each
node equipped with 2 NICs) while keeping the aggregated offered load to be the same. As
more ingress-egress pairs are introduced, the traffic requirement is more distributed across
the network leading to an overall increase in network utilization. The load-aware scheme
adapts the channel assignment to these different sets of traffic requirements maintaining the
performance improvements over single-channel network.

3.5.2 Impact of System Parameters
3.5.2.1 Number of WLAN Interfaces and Radio Channels

The number of non-overlapped radio channels is 3 for 802.11b/g and 12-25 for 802.11a.
Fig 3.17 shows the effects of varying the number of radio channels on the network good-
put. These experiments were conducted on a 64-node grid network with 4 gateway nodes
uniformly placed across the network. The traffic was generated by 30 randomly chosen
wireless mesh nodes, at an average rate chosen randomly between 0 and 3 Mbps for each
node. We also vary the number of NICs per node to evaluate the impact of number of NICs
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Figure 3.16:Impact of varying the number of ingress-egress pairs on goodput improve-
ments.
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Figure 3.17:Effects of varying the number of WLAN interfaces per node and number of
non-overlapped radio channels.

on the utilization efficiency of the channels. The network goodput increases monotonically
with the number of non-overlapped channels when the the number of NICs per node is kept
constant, because a collision domain can be broken into more non-interfering collision do-
mains. When each node has 2 NICs, the network goodput saturates at about 6 channels.
When the number of NICs on each node is increased to 4, the network can use up to 12
channels before its performance starts to saturate.
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Figure 3.18:The network goodput increases with the number of gateway nodes in the net-
work. This means that the proposed channel assignment and routing algorithm can effec-
tively reconfigure the WMN to leverage additional bandwidth made available by additional
gateways.

3.5.2.2 Number of Gateway Nodes

A major cost component of a WMN is its gateway nodes to the wired Internet [7]. The
proposed algorithms attempt to make the best of the available gateways to increase the
network goodput, as shown in Fig 3.18. In these experiments, the number of gateway
nodes was increased from one to nine in a 9x9 grid network. In the final configuration, the
9 gateway nodes were uniformly distributed across the network. Each additional gateway
node improves the network goodput because it adds more capacity to relay traffic from
the user nodes to the wired network, and the proposed channel assignment and routing
algorithm can effectively reconfigure the WMN to leverage additional bandwidth made
available by additional gateways.

3.5.2.3 Placement of Gateway Nodes

Fig 3.19 shows the effect of placement of gateway nodes on the network goodput. As ex-
pected, the best performing configuration is the uniform placement of gateways as it makes
it easier to spread the traffic load among the gateways. However, even when gateway nodes
are concentrated in one place, the proposed channel assignment and routing algorithm can
still reap most of the performance benefits. Concentration of gateway nodes is desirable
because it simplifies installation (wiring) and management of gateway nodes, reducing the
overall cost of WMN.



3. RESOURCE MANAGEMENT IN MULTI-CHANNEL WMNS 54

1 2 3 4 5
Traffic Profile Number

0

5

10

15

20

25

30

35

N
et

w
or

k 
C

ro
ss

-s
ec

tio
n 

G
oo

dp
ut

 (M
bp

s) Single-channel (Concentrated Placement of Gateways)
Multi-channel (Concentrated Placement of Gateways)
Multi-channel (Uniform Placement of Gateways)

Figure 3.19:Effect of placement of gateway nodes on the network goodput. Even when
gateway nodes are concentrated, the proposed algorithms can still adapt the channel assign-
ment and routes to maximize the network goodput.

3.5.3 Impact of Algorithm Parameters
3.5.3.1 Channel Selection Criterion

To select a channel for an interface, a node needs to estimate the load on each of the avail-
able physical channels. We compare three different criterion used in selecting a channel.
The first criterion uses the number of interfering nodes sharing a channel. The second cri-
terion estimates a channel’s load by adding up the channel usage of each of the interfering
nodes. The third criterion takes into account a channel’s load as well as whether it is being
used by nodes closer to some gateways. By reducing the extent of congestion and collision
for channels used by nodes closer to a gateway, this metric provides higher capacity to links
closer to the root of a tree, thus enabling a fat tree architecture.

As shown in Fig 3.20, using the measured channel usage as the channel selection crite-
rion gives substantial performance improvement over the criterion based only on the num-
ber of nodes sharing a channel, because measured channel usage is a more accurate way
to reflect the load of a channel. Surprisingly, adding channel prioritization does not help
at all. The reason is that channels used by links closer to the gateway nodes are typically
more loaded, and as a result tend to be avoided by nearby descendant nodes that select
channels based only on the measured channel usage criterion. This automatically assigns
more bandwidth to links closer to the gateway nodes, thus forming a fat-tree.

Fig 3.21 shows the effectiveness of using measured channel usage as the channel selec-
tion criterion to allocate capacities to links in proportion of their bandwidth requirements.
Before channel load balancing, a large fraction of network links have a high packet drop
rate in either the interface queue or over the air. Channel load balancing puts heavily loaded
links onto different channels, substantially reducing these packet-drops.

The current Hyacinth prototype uses both measured channel usage and contention
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Figure 3.20:Performance comparison among three channel selection criteria. Measured
channel usage is a more accurate way to estimate the load of a channel.
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Figure 3.21:Effectiveness of usage-based channel selection in dividing the interference
zone across different frequencies. Packet drop rates are decreased because of reduced con-
tention among links as well as allocation of higher capacity to more loaded links.

group size in channel selection: If the channel usages of two channels differ by more than
10%, the lightly loaded one is chosen; otherwise, the channel with a smaller contention
group size is chosen.

3.5.3.2 Routing Metric

We compare the impact of various routing metrics on the overall network performance for
skewed traffic profiles. These experiments were conducted over a 64-node grid network
with 4 uniformly placed gateway nodes. For each traffic profile, 20 different traffic aggre-
gation devices were chosen in askewedmanner, specifically closer to two of the gateway
nodes. Fig 3.22 shows the results. As expected,shortest path routingdoes not utilize the
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Figure 3.22:Performance comparison among load balancing routing metrics in the pres-
ence of skewed traffic. Gateway load balancing only looks at the available bandwidth on
the gateway nodes, while path load balancing considers end-to-end available bandwidth
between a WMN node and a gateway node.

gateways’ bandwidth effectively.Gateway load balancingconsiders the available band-
width on each of the gateway nodes while choosing paths, andpath load balancingesti-
mates the end-to-end available bandwidth between a WMN node and a gateway node when
choosing the routing path. Performance of path load balancing is only slightly better than
that of gateway load balancing, suggesting that gateways are the main bottlenecks. In a
real-world network, even intermediate wireless links could form bottlenecks due to inter-
ference from other radio sources, and path load balancing should find more optimal paths
than gateway load-balancing.

3.5.4 Traffic Adaptation and Protocol Complexity
In Hyacinth, the network nodes continuously monitor the loads on their interfaces, ex-
change channel usage information every 30 sec, and make load-balancing decisions every
60 sec. The network goodput should improve as nodes modify their channel assignments
and routing. Fig 3.23 shows how a 64-node Hyacinth network adapts to a change in traffic
loads. In this case, one traffic profile of 30 aggregated flows changes to another at time 600
sec, and the network converges to a new configuration within 2 load-balancing periods at
time 723 sec.

Fig 3.24 shows the impact on the convergence time of the load-balancing period. For
lower load-balancing periods, the network converges within 2 load-balancing periods. For
higher load-balancing periods, it takes 1.5 rounds on the average to converge. Different
load-balancing periods also incur different bandwidth overheads. This overhead is less than
15 Kbps even with very frequent load-balancing, At the default 60-second load-balancing
period for our experiments, the protocol overhead is 5 Kbps, which is about 0.025 % of the
maximum network cross-section goodput.
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Figure 3.23:Responsiveness of a Hyacinth network’s adaptation to changes in traffic load
distribution. The traffic profile switches from one set of 30 aggregated flows to another
at time 600 seconds. The network converges to a new configuration in 2 load-balancing
periods, each of which is 60 seconds.
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Figure 3.24:Impact of load-balancing period on network convergence time against change
in traffic load, and the corresponding bandwidth overhead. The network typically converges
in less than 2 load-balancing periods, because the load-balancing periods for different nodes
are de-synchronized. The bandwidth overhead due to load balancing actions is relatively
low even for a small load-balancing period of 20 seconds, and reduces logarithmically with
increasing load-balancing period.
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Figure 3.25:Physical topology of the 9-node Hyacinth prototype. Each node is equipped
with 2 802.11a PCI NICs whose channels are tuned dynamically by the channel/route dae-
mon. Node 1 and Node 9 are connected to the wired network providing access to depart-
mental servers and the Internet.

3.6 Prototype Performance Evaluation
To demonstrate the feasibility of the proposed multi-channel WMN architecture, we built a
9-node Hyacinth prototype. The details of the prototype are discussed in Chapter 6. In this
section, we report the results obtained from a performance study conducted on it.

Each node in the current Hyacinth prototype is a standard desktop PC running Linux
2.4.26 equipped with two different network interfaces – an Orinoco 802.11a/b/g PCI card
and a Netgear 802.11a/b/g PCI card. Both cards operate in the 802.11a ad-hoc mode.
Although the 802.11 interfaces mounted on the same machine operate on non-overlapped
channels, they still interfere with one another [44]. We believe this interference arises from
radiation leakage because of imperfect channel-filter hardware in commodity cards. We
reduce this interference by using PCI cards equipped with external antennas (separated by
2 feet distance) and no internal antenna. Additionally, the channels assigned to the two
cards mounted on the same machine are at least one channel apart from each other.

Fig 3.25 shows the topology of the 9-node Hyacinth prototype we built. The nine nodes
are placed in an area of size approximately 20m x 10m spanning two lab rooms with two
gateway nodes, Node 1 and Node 9, connected to the department wired network. The
transmit power on each node is reduced to 1 mW to limit interference zones of individual
nodes. For evaluation purposes, the prototype can be run in two different modes – single-
channel mode, and multi-channel mode. The single-channel mode only uses one of the
cards to form the mesh network.
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Figure 3.26:Failure recovery time for Node 3 in Fig 3.25, when Node 6 fails. Failure
occurs at time 2000 msec, and network recovers within 700 msec.

3.6.1 FTP bandwidth
We measured the performance of FTP flows (shown in Fig. 3.25) that download data from
the department server simultaneously. The aggregate performance of the flows in the multi-
channel operation mode is 55.58 Mbps, which is about 5 times the aggregate throughput
in the single-channel operation mode (11.32 Mbps). Measurements of upload FTP traffic
showed similar performance gains. These results match closely with those obtained from
an ns-2 simulation of the prototype, and thus validate our previous simulation results. The
throughput improvement over single-channel case is limited to 5 times as opposed to 6 or
7 times, because of the small size of the prototype. A larger network should provide higher
throughput gains with multi-channel mesh networking.

3.6.2 Failover Latency
We evaluated the failover aspect of the proposed architecture using the prototype. Fig 3.26
shows how the bandwidth of network flows evolves over time when a node in the Hyacinth
prototype fails. In both the experiments, Node 6 was made to fail, and Node 3 failed over to
Node 2 as its new parent. The period of time during which the network flows’ bandwidth
drops to zero represents the failure recovery time. The failure recovery time is between
600 to 700 msec. Out of these 150 msec is the failure detection time, which was done by
exchanging HELLO packets between Node 3 and Node 6. The propagation time for the
route-change request is about 1 msec. Most of the remaining time goes into changing the
routing tables.

For failover, Node 3 has to establish a new link-layer connection with Node 2. Due
to driver implementation problem, the channel switching latency was extremely high. To
remove this overhead from the measurement, we kept an additional interface of Node 3
tuned on the same channel as Node 2. With an appropriate driver implementation, channel
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switching should only add about 50-100 msec to overall failover latency [47].

3.7 Conclusions
Despite many technological advances at the physical layer, limited bandwidth remains a
pressing issue for wireless networks, especially when compared with their wired counter-
part. The bandwidth problem is even more serious for multi-hop wireless mesh networks
(WMNs) due to interference between successive hops on the same path as well as that
between neighboring paths. As a result, conventional single-channel WMNs cannot ad-
equately support the bandwidth requirements of last-mile wireless broadband access net-
works, let alone a campus backbone that completely replaces the wired Ethernet. In this
chapter, we described a novel multi-radio WMN architecture that effectively addresses this
bandwidth problem by fully exploiting non-overlapped radio channels that the IEEE 802.11
standards make available.

In particular, we discussed two fundamental design issues in the proposed WMN ar-
chitecture where each network is equipped with multiple radio interfaces. First, which of
the available non-overlapped radio channels should be assigned to each 802.11 interface
in the WMN? For two nodes to communicate with each other, their interfaces need to be
assigned to a common channel. However, as more interfaces within an interference range
are assigned to the same radio channel, the effective bandwidth available to each interface
decreases. Therefore, a channel assignment algorithm needs to balance between main-
taining network connectivity and increasing aggregate bandwidth. Second, how packets
should be routed through a multi-channel wireless mesh network? The routing strategy in
the network determines the load on each 802.11 interface, and in turn affects the bandwidth
requirement and thus the channel assignment decision for each interface.

We developed two sets of algorithms that tune the routes and radio channels used by
the network based on its topology and latest traffic profiles. Through a detailed simulation
study, we showed that by deploying just 2 NICs per node, the algorithms we developed for
the proposed multi-channel WMN architecture can achieve a factor of 6 to 7 throughput im-
provement compared to the conventional single-channel WMN architecture.In addition, to
demonstrate the feasibility of the proposed multi-channel WMN architecture, we success-
fully built a 9-node Hyacinth prototype that consists of PCs each equipped with two com-
modity 802.11a interfaces, and empirically showed that it can indeed improve the aggregate
throughput of multiple FTP sessions by a factor of 5. These results convincingly prove that
with proper channel assignment and routing algorithms the proposed multi-channel wire-
less mesh network architecture can indeed provide the capacity required for campus-wide
wireless backbones.



Chapter 4

Stateful Transport Protocol

4.1 Introduction
The resource management techniques discussed in previous chapter substantially improve
end-to-end path capacity of a wireless mesh network. The next question is how to enable
applications to make the most of this network-layer capacity, a role traditionally fulfilled
by transport protocol. In Chapter 2, we discussed the necessity to devise a custom transport
protocol that can fairly and effectively allocate the end-to-end network-layer bandwidth
to competing transport flows. We further argued that to improve network utilization ef-
ficiently, it is worthwhile to even make individual network routers aware of the transport
layer flows and for them to participate in flow-level bandwidth allocation decisions. In this
chapter, we develop such a stateful transport protocol, termedLink-aware Reliable Trans-
port Protocol (LRTP), to achieve this goal by providing low-overhead packet reliability and
max-min flow fairness.

To achieve reliability, LRTP takes a cross-layer approach. Specifically, it monitors
802.11 link-layer ACKs, or lack thereof, to determine the status of last transmitted DATA
packet, and proactively performs local retransmission of the lost packet. This mechanism
not only obviates an end-to-end transport layer ACK for each data packet, but also performs
quicker and efficient recovery of lost packets.

From congestion control standpoint, LRTP has two different mechanisms. The first
mechanism, termed Explicit Rate-based Congestion Control, achieves intra-node max-min
fairness. With this mechanism, each LRTP node estimates the available capacity of its
outgoing links and fairly divides it across all flows that are traversing these links.

While the rate-based congestion control improves the network utilization and flow fair-
ness when compared with state-of-the-art transport protocols, it does not achieve network-
wide fairness. This is because 802.11 MAC layer performs a flow-unaware distribution
of bandwidth across different nodes sharing the channel space. The second congestion
control mechanism of LRTP, termed Coordinated Congestion Control (C3L), remedies this
problem and indeed achieves max-min fairness over the unmodified 802.11 MAC layer.
It takes a traffic engineering approach, and continuously adapts the bandwidth allocation

61
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for individual wireless links to the latest traffic profile. The per-link bandwidth is further
divided among flows passing through it by the link’s sender. Unlike some of the previous
proposals, C3L ensures end-to-end flow fairness by taking into account the intra-flow and
inter-flow dependencies. Further, it incorporates a general capacity re-estimation algorithm
that can effectively resolve the unfairness among wireless links as created by the 802.11
MAC protocol.

The rest of the chapter is organized as follows. Section 4.2 discusses the LRTP’s hop-
by-hop reliable packet delivery mechanism. Section 4.3 presents the distributed intra-node
congestion control mechanism, while Section 4.4 presents the Coordinated Congestion
Control mechanism that achieves max-min fairness on top of 802.11-based WMNs. Sec-
tion 4.5 evaluates LRTP’s mechanisms over 9-node miniaturized wireless network testbed
MiNT as well as in ns-2 simulations. Finally, Section 4.6 concludes the chapter with a
summary of contributions.

4.2 Hop-by-Hop Reliable Packet Delivery
Wireless links suffer from high packet loss rate due to bit corruption. LRTP addresses the
packet loss problem using a hop-by-hop retransmission strategy. When an intermediate
node detects a packet is lost at a particular hop, it immediately retransmits the packet. This
saves unnecessary retransmissions on previous hops over which the packet has already suc-
cessfully traversed. Moreover, the packet loss recovery procedure is initiated immediately
without waiting for end-to-end feedbacks, which typically incur a round-trip delay.

4.2.1 Hop-by-hop Retransmission
To detect packet loss as quickly as possible, LRTP leverages link-layer ACKs in IEEE
802.11 networks, rather than using transport layer ACKs. More concretely, 802.11 al-
ready implements an ARQ-based local retransmission scheme to improve the reliability of
wireless links. Each frame transmission is explicitly acknowledged by the receiver with a
link-layer ACK. LRTP monitors the link-layer ACK of each transmitted packet to deter-
mine if it is successfully received. If the link-layer ACK for a transmitted packet is not
received in time, LRTP schedules the packet for retransmission. This cross-layer optimiza-
tion obviates per-packet transport-layer ACKs such as those used in TCP, and saves up to
20% bandwidth, as shown in Table 1.1. In [24], we additionally provide an analytical
derivation for this ACK overhead.

The key insight behind LRTP’s reliable packet delivery mechanism is that if link-layer
ACK is successfully received at each intermediate hop, there is no need for end-to-end
transport-layer ACKs. However, packets may be dropped by intermediate nodes due to
buffer overrun or route changes. LRTP cannot use link-layer ACKs to detect such conges-
tion related losses. To recover from these losses LRTP resorts to an end-to-endnegative
acknowledgment and retransmission scheme. That is, periodically a flow’s receiver sends
back a negative ACK that lists all the packets that it has not received and the last packet
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Figure 4.1:Each outgoing packet is enqueued at the tail of the corresponding virtual link
queue (VLQ). The VLQ dispatcher scans through VLQs in a weighted round robin fashion
and schedules the packets for transmission on the wireless NIC. The weight assigned to a
VLQ is proportional to the sum of channel time assigned to flows going over it. LRTP’s
transmission monitor keeps a copy of every transmitted packet. When the transmission
monitor detects a failure, it enqueues the packet back at the head of the corresponding
VLQ. Upon successful transmission, corresponding buffers are deallocated.

it successfully receives. The sender upon receiving a negative ACK retransmits the corre-
sponding packets. To save on bandwidth, the negative ACK is piggybacked with the rate
information packets that are also sent periodically.

4.2.2 Virtual Link Scheduling
In the IEEE 802.11 standard, upon detection of packet loss, the link layer performs its own
retransmissions, until either an ACK is received or the number of retries exceeds a prede-
termined maximum threshold (4 to 7). Although this appears the same as LRTP’s reliable
packet delivery mechanism, there are some important differences between the two. First,
because the quality of different virtual links on a router node may vary significantly at any
point in time, using a large retry threshold runs the risk that a router’s wireless NIC is un-
productively tied up with a poor-quality virtual link when it can be used to transmit frames
on other better quality virtual links. Thishead-of-line blockingcould also indefinitely de-
lay transport-layer control packets from the receiver and thus disturb the congestion control
operation. In contrast, LRTP uses a software-based frame retransmission scheme that can
interleave retransmissions on different virtual links so as to maximize the overall through-
put of a wireless NIC and to prioritize transmission of control packets. Second, LRTP’s
software-based retransmission also helps in case of route changes: Instead of trying on the
broken link/path, LRTP performs packet retransmissions on the newly discovered path.
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To fairly allocate the usage of a wireless NIC among a router node’s virtual links, LRTP
maintains a separate virtual link queue (VLQs) for each of its neighboring nodes. These
VLQs are serviced in a round robin fashion. Alldatapackets being transmitted to a par-
ticular node are enqueued at the tail of the corresponding VLQ. Only thecontrol packets
are queued at the head of the VLQ for prioritization. Whenever the wireless NIC becomes
available, the VLQ dispatcher dequeues packets from the head of the next eligible VLQ
and schedules its transmission on the NIC. A copy of each of these packets is buffered in
the transmission monitor, which monitors if a packet is successfully transmitted. Upon suc-
cess, the corresponding buffer is deallocated; otherwise, the monitor enqueues the packet
at the head of the corresponding VLQ for retransmission. Re-queueing a lost packet on
head of VLQ as done by LRTP, instead of the head of network card queue as done by
802.11 ARQ mechanism, prevents the head-of-line-blocking problem mentioned earlier.
The transmission scheduling mechanism in LRTP is depicted in Figure 4.1.

For efficient operation, packet transmission from a wireless NIC should bepipelined.
That is, the VLQ dispatcher should maintain multiple packets in the physical transmission
queue inside the wireless NIC whenever possible. However, when the physical transmis-
sion queue contains too many packets, it becomes difficult to prioritize control packets,
and software packet retransmission could lead to excessive packet re-ordering. Therefore,
LRTP keeps the number of packets in the physical transmission queue just large enough to
enable efficient pipelining, typically around 4.

4.3 Intra-node Fairness: Explicit Rate-based Congestion
Control

To eliminate per-packet ACK overhead and achieve faster convergence, LRTP uses a rate-
based congestion control scheme. Each intermediate node on a flow’s path allocates a
bandwidth share to this flow, and the data sending rate of this flow is the minimum of
these per-hop bandwidth estimates. The rate-based congestion control scheme consists of
two mechanisms: one to estimate each virtual link’s effective capacity; and other to fairly
allocate a virtual link’s effective capacity among flows sharing it.

4.3.1 Virtual Link’s Available Capacity Estimation
Each intermediate router node measures the effective capacity from itself to each of its
active neighbors whenever it sends data packets to them. This passive monitoring based
approach does not incur any additional network traffic. Ideally, for each packet LRTP
measures the interval between the time when the packet is at the head of the transmission
queue (and is ready for MAC contention) and the time when the packet’s link-layer ACK is
received. The measured interval is the packet’s service time and includes both MAC-layer
contention delay and transmission delay. In each router, LRTP maintains a separate data
structure for packets going to a different neighbor, and uses a moving average scheme to
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calculate the average service time and thus the effective capacity of each virtual link. A
virtual link is a directed wireless link from a node to its direct neighbor. Keeping a separate
estimate for each virtual link’s effective capacity is necessary because the radio conditions
for different virtual links may be quite different.

Measuring a packet’s service time is non-trivial. If the transmission queue is empty,
the packet service time is simply the interval between the time when it is put into the
transmission queue and when its link-layer ACK is received. However, to pipeline packet
transmissions, the next packet to go should already be in the transmission queue when the
previous packet is processed. Therefore, one cannot use the time at which a packet is put
into the transmission queue as the beginning of its service time. Instead, we use the time
at which thepreviouspacket’s link-layer ACK is received as the beginning of the current
packet’s service time. Therefore, there are two possible cases:

1. When there are back-to-back packets in the network card buffers, the service time
for nth packet is the duration from the time(n − 1)th packet’s ACK is seen to the
time the ACK fornth packet is seen (i.e.tACKn − tACKn−1). This captures the MAC
contention delay that thenth packet experiences as well as its transmission delay.

2. If the transmission queue is empty when a packet is queued, the queue insertion time
is taken as the beginning of the packet’s service time.

4.3.2 Fair and Efficient Bandwidth Allocation
When multiple flows share a virtual link, the effective capacity of the virtual link should
be fairly allocated among these flows (independent of source’s distance from gateways) on
one hand (fairness), and completely used up by these flows on the other (efficiency). To
efficiently and fairly allocate the channel bandwidth among flows, each node measures (1)
the capacity of each outgoing virtual link, (2) the number of flows going over each virtual
link, and (3) input rate of each flow. The per-flow information maintained on intermediate
routers makes LRTP stateful. The per-flow information is however maintained as soft-state:
A new flow is automatically added to the router’s flow-list when its first packet is seen by
the router, and an existing flow is automatically expired after certain period of inactivity.

Consider the general case where a node hask outgoing virtual links. The measured
capacity of theith virtual link is Ci, and the number of flows going over it isNi. Further,
let the measured input rate of thejth flow befj, and its estimated bandwidth requirement
be rj. The jth flow’s requirementrj is estimated by comparing its input ratefj with its
current bandwidth shareaj. If fj < aj, thenrj is estimated to be the same asfj. If, on
the other hand,fj = aj, thenrj is estimated to be∞, as the flow’s source might indeed be
able to pump packets at some rate more thanfj, but cannot because it is only assigned a
bandwidth share ofaj.

Intuitively, each flow gets an equal share of the link’s effective capacity, or each flow’s
bandwidth share isCi

Ni
. If each and every one of the flows sharing a virtual link can use up

its bandwidth share, this simple scheme fairly and efficiently divides the link’s bandwidth
among them. However, there are two issues with this simple scheme:
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• If some flows do not really use their share, i.e.rj < Ci

Ni
, then it is necessary to

further re-distribute the surplus from these flows equally among these flows whose
bandwidth requirement exceedsCi

Ni
.

• Multiple virtual links emanating from a node may share the same network card
(NIC). In this case, the measuredCi for each link is only valid if that particular link is
active all the time. However, only one of these multiple virtual links emanating from
a NIC can be active at a time. But, two virtual links emanating from two different
NICs can indeed be active simultaneously. Therefore, the allocation algorithm needs
to work at NIC level instead of virtual link level or node level.

To optimally allocate the link bandwidthCi acrossNi flows in the general case, an
LRTP router runs amax-min allocation algorithmfor each network card as shown in Al-
gorithm 1. To account for differences in link transmission rates and link error rate (and
henceCi) of the associated virtual links, thejth flow’s requirementrj is normalized to
(rj ∗Cmax/Ci) whereCmax is the maximum of the capacities of the virtual links, whileCi

is the capacity of the virtual link over which flowj is traversing.(rj ∗ Cmax/Ci) in some
sense measures the amount of channel time that the flowj needs. The max-min alloca-
tion algorithm visits all the flows in an increasing order of their normalized requirement
((rj + δ)∗Cmax/Ci). Upon visiting a flowj, the algorithm allocates the flow the minimum
of its fair shareCunalloc/Nunalloc and its requirement((rj + δ)∗Cmax/Ci). Here,Cunalloc is
the current unallocated channel capacity for the NIC, andNunalloc is the number of unallo-
cated flows on the NIC. Theδ is added to the flow’s allocation so that the flow has a chance
to grow. Specifically, without extraδ allocation, the flow can only continue to send at its
current sending ratefj. The value ofδ should be large enough so as to make a measurable
difference when the flow’s requirement increases, but small enough to reduce the wastage.
We use a value ofδ equal to 35Kbps that equals 3 packets/sec for 1500 bytes sized packets.

The bandwidth allocation algorithm is run every time (1) a new flow enters the router,
(2) an existing flow expires, (3) the bandwidth requirement of a flow changes, or (4) the
available virtual link capacity changes. For each run of the algorithm the unassigned flows
are maintained as apriority queue; this enables finding the flow with next smallest re-
quirement inO(log(N)) time, whereN is the number of flows in the router. The overall
computational complexity of each algorithm run is thereforeO(N ∗ log(N)).

The above algorithm does the bandwidth allocation to a flow on each individual hop.
Every packet of the flow carries a bandwidth stamp which is examined by every interme-
diate node on its path. If an intermediate node decides to allocate a smaller bandwidth to a
packet’s associated flow, the packet’s bandwidth stamp is overwritten with the new smaller
bandwidth value. The receiver of a flow collects the bandwidth stamps carried by the flow’s
packets, and communicates their exponential average to the flow’s sender through periodic
(or change-driven) feedback mechanism. The sender then adjusts its data sending rate to
match the feedback bandwidth share.



4. STATEFUL TRANSPORT PROTOCOL 67

Algorithm 1: LRTP’s NIC-Level Max-Min Fair Allocation Algorithm

Let Ci be the capacity of theith virtual link of the network card under consideration, and
Ni be the total number of flows going through the link.
Let rj be the estimated requirement of flowj, andAj its new bandwidth allocation. Flow
j goes overith virtual link.
Cmax ← maximumi(Ci)
Cunalloc ← Cmax

Nunalloc ←
∑

i Ni

For all j, Aj ← 0
while (∃ unassigned flowj on the card (i.e.Aj = 0) do

rmin ← minimumj((rj + δ) ∗ Cmax/Ci)
Amin ← minimum(rmin, Cunalloc/Nunalloc)
Cunalloc ← Cunalloc − Amin

Nunalloc ← Nunalloc − 1
end while
for (all flows j) do

Aj ← Aj ∗ (Ci/Cmax)
end for

4.4 Inter-node Fairness: Coordinated Congestion Control
Although LRTP’s explicit-rate based congestion control performs much better than TCP’s
and ATP’s congestion control [48], it has its limitations. Specifically, like ATP’s, TCP’s
and EXACT’s [49] congestion control mechanisms, it does not do an explicit allocation
of bandwidth among neighboring nodes sharing the same channel. Although the network
is multi-channel, due to limited number of interfaces on each node, multiple links in a
neighborhood may indeed share the same channel. This leads to (1) the hidden terminal
problem, and (2) the unfair channel sharing problem. The rate-based congestion control
algorithm can thus only achieve fairness at individual node level, rather than at network
level. An ideal solution to overcome these problems and achieve inter-node fairness is
to explicitly divide the radio channel bandwidth among nodes in a neighborhood, rather
than leaving this division to 802.11 MAC layer. This bandwidth division should take into
account not only the interference relationship between nodes, but also the number of flows
going over them. Specifically, each node should determine the other nodes that lie in its
interference arena, and determine the fair channel share it should get. Such a mechanism
can improve the fairness for cases shown in Figure 1.3 (reproduced here as Figure 4.2 for
ease of exposition).

The objective of this section is to devise a congestion control mechanism that can
achieve end-to-end max-min flow fairness over 802.11-based WMNs. The max-min fair-
ness model dictates that a flow is allowed to receive as much bandwidth as it can so long as
other flows receiving a smaller share are not adversely affected.
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Figure 4.2:Three scenarios in which significant unfairness among flows arises. The wire-
less node getting a lesser than fair share of bandwidth is marked as ‘1’ (and colored in red
or white), whereas the one getting a larger share is marked as ‘3’ (and colored in green or
black). (a) Node 1 lacks informations about Node 3’s transmissions, attempts its communi-
cation at inopportune times, and eventually backs off unnecessarily. (b) Flow F1 traverses
more hops than Flow F2. Some transport protocols, such as TCP, give more bandwidth
to flow F2. (c) Flow F1, F2, F3, and F4 all share the same channel, but most transport
protocols allocate more bandwidth to F4 than to others.
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4.4.1 Definitions
Before presenting the our solution, here are some definitions we need in our description:

• A bandwidth allocation ismax-min fairif one can not increase the bandwidth alloca-
tion of any flow without reducing the bandwidth allocation of another flow with an
already smaller share [50].

• A collision domainis defined as a maximal set of directed wireless links all of which
interfere with each other pairwise. There is one sender associated with each directed
wireless link.

• A symmetric collision domainis one where transmission on each link is visible to all
the other senders, and therefore each contending sender gets an equal opportunity of
accessing the common channel.

• An asymmetric collision domainis one where transmissions on some link (inhibitor
link) are not visible to other senders (inhibited links), and consequently senders asso-
ciated with inhibited links are at a disadvantaged position as compared with senders
of inhibiting links.

4.4.2 Intuition
4.4.2.1 Single Collision Domain Network

In the simplest case, all links interfere with one another, and hence belong to a single
collision domain. The bandwidth share of each link is then proportional to the the number
of flows going over it. Ifni is the number of flows going over theith link, then thelink’s
fair share should beCmax ∗ ni/

∑
i ni.

The above allocation works if the effective channel capacityCeff equalsCmax. Even
in a symmetric collision domain,Ceff could be less thanCmax because the MAC-layer
overheads, such as backoffs and packet errors, reduce the effective channel capacity. The
situation is even more complicated for an asymmetric collision domain, where senders
associated with inhibiting links may need to slow down intentionally so that senders of
inhibited links can compete on a more equal footing. This slow-down leads to a reduction
in the effective channel capacity.

To estimateCeff , we first assume thatCest, the estimated overall capacity of the colli-
sion domain, equalsCmax. If Cest > Ceff , then some of the links in the collision domain
would not be able to support their incoming traffic load, and their queues would get built up.
From the build-up we can infer that the currentCest is higher than the collision domain’s
effective capacity. The queue build up should be sufficient before we inferCest > Ceff , as
short queue build up may occur even because of bursty traffic. If, on the other hand, none
of the links in the collision domain has its queue built up despite all nodes sending at their
assigned rates, then we may have underestimated the collision domain’s capacity.
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Figure 4.3: Reducing the rate allocation to inhibiting link gives a fairer ground for the
inhibited sender to contend for the channel.

The same logic can be used to detect capacity mis-estimation in an asymmetric colli-
sion domain. Consider the simplest asymmetric collision domain consisting of two links
with one flow each as in Figure 4.2(a). Unlike in a symmetric collision domain, where
allocatingCmax/2 to each sender would result in queue build-up at both senders, here only
the inhibited sender’s queue is built up. The inhibiting link’s sender, on the other hand,
can transmit data at a rate up toCmax without experiencing any queue build-up. Figure 4.3
shows this effect. In essence, the inhibited sender perceives an inflated picture of the in-
hibitor’s traffic. Therefore, simply decreasing the inhibitor’s rate toCmax/2 does not help
the inhibited sender.

One way to resolve the starvation issue above is to adjust the capacity estimate for a
collision domain. If at least one of the senders in a collision domain sees its queue built
up, the channel capacity estimate is decreased toCest − δ. However, if none of the senders
in a collision domain sees its queue built up, the capacity estimate is increased toCest + δ.
Unlike TCP, where each flow does this probing, this algorithm probes a collision domain’s
capacity for all flows associated with that domain.

4.4.2.2 Multi-Collision Domain Network

With multiple collision domains, each link could participate in multiple overlapped colli-
sion domains, and thus receives a bandwidth allocation from each domain it participates
in. The most constrained collision domain is the one that assigns the smallest bandwidth
allocation and hence decides the allocation to the link.

Additionally, the flows could be multi-hop bringing the intra-flow dependency. Once a
flow is allocated the bandwidth at any of its hops, that allocation needs to be propagated on
all the hops. Again, the hop that participates in the most constraining collision domain is
the one that ends up deciding the allocation to the flow.
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4.4.2.3 Two-Level Allocation

While the above algorithm can already allocate share to individual flows, it is costlier to
run the above algorithm upon every flow joining/leaving. We therefore perform a two-level
allocation: the above algorithm is used to assign bandwidth to individual wireless links. At
run-time, the per-link bandwidth is allocated to all the flows going over a link by the link’s
sender node. The sender on each link ensures that the transmitted traffic on it does not
go beyond the first-level assignment. The two-level allocation enables us to incorporate
fluctuations in number of flows passing through a link. At run-time, if more flows pass
through a link, they can be assigned bandwidth using intra-link bandwidth assignment.
Similarly, extra bandwidth gets used if there are lesser number of flows than expected.

4.4.3 Overall Algorithm
Figure 4.4 depicts the various components of the proposed Coordinated Congestion Con-
trol Algorithm (C3L), and the data flow among them. Topology discovery algorithm is
used by each node to detect its (1) direct communication neighbors, (2) symmetric inter-
ference neighbors, and (3) inhibitor links. Based on the result of topology discovery, the
central controller constructs a conflict graph of the network [51], and finds all cliques (fully
connected maximal subgraphs) in the conflict graph. Each clique in the conflict graph cor-
responds to a collision domain in the physical network.

The network nodes continuously profile the traffic passing through them, and report to
the central controller a list of end-to-end flows as well as the routes taken by them. Based
on the traffic profile, the central controller runs the max-min fair allocation algorithm.
This algorithm figures out the bandwidth allocation to individual links, and distributes this
allocation information to the network nodes. The sender of each link takes the per-link
allocation and divides it fairly across all the flows passing through the link. It additionally
monitors the corresponding wireless link queue. If the link’s queue builds up, its rate
estimate is locally modified to prevent further queue build-up. The overloaded links are
also reported to the central controller, which uses this information in the next run to adjust
the capacity estimate of various cliques.

The central controller could reside either on the gateway nodes that are connected to
the wired network or on some administrative location. The WMN nodes use agateway
discovery protocolsimilar to the one described in Chapter 3 to discover a path to the central
controller.

4.4.4 Advanced Topology Discovery
The goal of a typical topology discovery process is to determine the usable communica-
tion links in the network. Our topology discovery in addition determines the interference
relationship between these links, including finding out which links inhibit any particular
link. This information is essential to the construction of the conflict graph and to find all
collision domains in the network.
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Each node periodically broadcasts a HELLO message. The HELLO messages are re-
ceived by its communication neighbors, thereby allowing the neighbors to discover the
node. Furthermore, the fraction of HELLO messages received by each neighbor is used to
determine the delivery ratio of the corresponding wireless link, and infer whether the link
is usable or not.

The discovery of interfering neighbors is slightly more involved, as it may not be pos-
sible to directly communicate with an interfering neighbor at default settings. Our experi-
ments with a real wireless testbed show that it is indeed possible to communicate with an
interfering neighbor if (1) the link-layer encoding is switched to lowest possible (1 Mbps
for 802.11b and 6 Mbps for 802.11a), and (2) the transmit power is increased by 3 dB. This
is because the lowest link-layer encoding is resilient enough to communicate packets with
distant neighbors as long as the received signal quality is above 3 dB. Therefore, changing
the link-layer encoding and increasing the transmit power by 3 dB ensures that a node can
communicate directly with interfering neighbors.

A more comprehensive approach is described in [52]. In this approach, each pair of
nodes (sayni andnj) is scheduled to send packets simultaneously, and while the remaining
N − 2 nodes measure the delivery rate fromni andnj. Each observer node (saynk) then
uses the measured delivery rate to estimate interference between links fromni andnj to
itself (in this example between linksni − nk andnj − nk. This approach gives a more
accurate estimate of the interference relationship between eachN4 possiblelink pairs in
the network usingN2 experiments.

Based on the data collected during topology discovery, the central controller forms the
conflict graph for the network. In a conflict graph, every usable directed communication
link is represented by a vertex, and there is an edge between two vertices if the correspond-
ing communication links interfere with each other (can not do successful simultaneous
transmission). Further, the controller finds all the cliques in the conflict graph using the
algorithm proposed by Bron and Kerbosch [53]. A clique is a maximal fully connected
subgraph. Physically, a clique represents a collision domain: a set of links, only one of
which should be active at a time. Although this algorithm finds all the cliques, it can be
modified to do incremental clique finding each time the network topology changes.

Finally, for each communication link, we detect all the inhibitor links. An inhibitor link
is one whose sender lies in the interference range of the inhibited link’s receiver, but whose
sender and receiver lie outside the interference range of the inhibited link’s transmitter
(Figure 4.5). In this case, the inhibited link’s transmitter does not have a complete picture
of the transmissions from the inhibitor node, and hence may send RTS at inopportune times,
eventually leading to long backoffs.

4.4.5 Max-Min Fair Link Allocation
Based on the traffic profile obtained from the network, the controller periodically performs
a max-min fair bandwidth allocation among all wireless links in the network. Listing 2
presents this bandwidth allocation algorithm.

The algorithm goes through each clique in the conflict graph in the decreasing order
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Figure 4.5:Node S falls outside the interference range of node I, while node R falls within
its interference range. Link I-N therefore inhibits link S-R.

of constraints imposed on the participating flows in the clique. The measure of constraint
is the ratio of a clique’s residual capacity and the number of unassigned one-hop subflows
traversing the clique’s links. The most constraining clique (the one with the lowest ratio)
is visited first. Upon visiting any clique, the residual capacity is equally divided among all
the unassigned subflows. The bandwidth assignment to each subflow is propagated to all
its upstream and downstream links. This propagation modifies the residual capacity of all
the cliques these newly assigned flows pass through. The algorithm terminates once all the
flows have been assigned their fair share. Note that the order of visiting cliques cannot be
pre-determined, as the constraint of a clique is a dynamic measure, and may change after
some of its subflows get their bandwidth assignment from other more constrained cliques.

4.4.6 Clique Capacity Re-estimation Algorithm
The capacity of a clique is dependent upon the presence of hidden nodes, exact packet
transmission scheduling at MAC layer, amount of time nodes spend in backoff, and packet
errors. Because of these factors, it is hard to determine a clique’s capacity analytically. We
therefore take a probing approach to estimate the clique’s capacity.

For any given clique, the central controller starts with a capacity estimateCest equal
to Cmax. If a clique’s effective capacityCeff < Cest, some of the senders in the clique
are unable to forward their incoming traffic, and hence their queues build up. The build-
up of a wireless link’s queue beyond a certain threshold serves as an indication that the
controller has overestimated the capacity of one or more of the cliques that the wireless
link participates in. Short-term queues may also build up because of traffic burstiness:
A high threshold is therefore used to identify long-term queue build-up. To pinpoint the
clique with capacity overestimate, we estimate the amount of channel time usage of all
the cliques that the link participates in. The clique with the maximum channel usage is
the one experiencing maximal contention with respect to the link in consideration. An
inhibited link perceives an inflated picture of the transmissions occurring on inhibitor links.
To account for such inhibition, the inhibitor links’ usage is multiplied by a factor, called
WFACTOR, before being added to the clique usage. The value ofWFACTOR is determined
empirically. Once the clique with capacity overestimate is pinpointed, its capacity estimate
is decremented. Figure 4.6 shows the variation ofWFACTOR based on graphs in Figure 4.3.
WFACTOR varies mostly between 1 and 2, with a typical value around 1.7

If, on the other hand, none of the senders in the clique experiences any queue build-up
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Algorithm 2: Max-Min Fair Allocation Algorithm

Let Ccid be the cliquecid, Bcid its residual capacity, andNcid the number of unassigned
subflows in it.
Let Xfid be the bandwidth assigned to flowfid, andOnid be the bandwidth assigned to
directed wireless linknid.
Let [C] be the set of all cliques, and[O] the set of all directed wireless links in the
network.
for j = 1 to |[C]| do

Bj ← Capacity estimate of cliquej
Nj ← Number of subflows in cliquej

end for
while (∃ unassigned flow in the network)do

min← Clique with minimum(Bi/Ni)
for each unassigned flowfid in cliquemin do

Xfid ← Bmin/Nmin

for each subflowsfid of flow fid do
for each cliquecid thatsfid participates indo

Bcid ← Bcid −Bmin/Nmin

Ncid ← Ncid − 1
end for

end for
end for

end while
for nid = 1 to |[O]| do

Onid =
∑

s Xs, where subflows passes through the linknid
end for

despite all the senders sending at their assigned rate, then we may have underestimated the
clique’s capacity. If so, the capacity estimate of the clique is incremented.

The increments to clique’s capacity are done in small steps ofδi. And the decrements
are done with exponentially increasingδr. Every time a clique’s capacity is incremented,
δr is initialized toδi. Each time the previous decrement is insufficient and the queues still
build up, theδr is multiplied by 2. The rationale of such exponentially increasing decrement
step is that the previous estimate ofCest did not result in queue build-up, while theCest +δi

did. Therefore, the clique’s effective channel capacity lies within the previous estimate and
current estimate:Cest <= Ceff <= Cest + δi. However, sometimes the channel capacity
may decrease substantially. If so, we increment theδr exponentially to arrive at the correct
bandwidth estimate. This clique capacity estimation algorithm is shown in Listing 2.
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Figure 4.6:WFACTOR: The ratio of perceived inhibitor’s channel usage to the actual in-
hibitor’s load on channel. WFACTOR varies between 1 and 2, with a typical value around
1.7

4.4.7 Per-Link Flow Bandwidth Allocation
Given the bandwidth allocation to all the links, each link’s sender runs a second-level local
max-min fair allocation over all the flows traversing the link. The sender ensures that the
sum of bandwidths allocated to flows on a link never exceeds the link’s first-level allocation.
Each of the flow’s data packet header carries the minimum allocation to the flow on any
of its hops. Each time a packet reaches a hop that assigns a smaller bandwidth allocation
than is stamped on the packet, the stamp is changed to the local bandwidth assignment on
the hop. This information is relayed via the flow’s receiver back to the sender in form of
periodic control packets sent everyepoch. These control packets are prioritized on every
node to provide timely feedback to the senders.

The intra-link bandwidth allocation algorithm works as follows. Flows associated with
a link are first sorted in an increasing order of their sending rate. Flows with the smallest
sending rate are considered first. LetCalloc be the first-level allocation to the link, andn
be the number of flows passing through the link. Initially, the residual capacityCresidual

equalsCalloc, and number of unassigned flowsnunasgn equalsn. If a flow’s sending ratefs

is smaller thanCresidual/nunasgn − δ, then it is allocatedfs + δ, and the residual capacity
is reduced by that amount. If, on the other hand,fs is greater thanCresidual/nunasgn − δ,
then the flow is allocatedCresidual/nunasgn. This algorithm ensures that flows with smaller
requirements are assigned based on their requirement, while the remaining bandwidth is
divided equally among the remaining flows. The extraδ allocation ensures that a finite-
requirement flow has a chance to grow. As long as a flow usesδ less than its actual assign-
ment, it is considered to be a finite-requirement flow with a requirement offs. If the flow
indeed consumes the extraδ bandwidth, the estimated requirement of the flow is reset to
infinity. Listing 3 lists the algorithm for intra-link bandwidth allocation.
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Algorithm 3: Clique Capacity Re-estimation Algorithm

Let Overloaded be the list of overloaded links.rnid is the average number of retrans-
missions on the linknid.
Let Capprev

cid andCapnew
cid are the previous and new estimated capacity of cliquecid.

Let Oprev
nid be the previous bandwidth assigned to linknid.

Let δcid
i and δcid

r be the increment and decrement terms respectively for cliquecid’s
capacity.
for each linknid in Overloaded do

for each cliquecid thatnid participates indo
Chnlcidnid ← EstimateRelativeChannelUsage(cid,nid)

end for
Find clique-idmcid that hasmaxcid(Chnlcidnid)
Capnew

mcid ← Capprev
mcid − δmcid

r

end for
for each cliquecid do

if no link nid in clique is overloadedthen
Capnew

cid ← min(Cmax, Capprev
cid + δcid

i )
δcid
r = δcid

i

else ifclique’s capacity is decreasedthen
δmcid
r = δmcid

r ∗ 2
end if

end for

Procedure: EstimateRelativeChannelUsage(cid,nid)
usage← 0
for each linklid in cliquecid do

if Hidden(nid, lid) then
usage← usage + Oprev

lid ∗ rlid ∗WFACTOR

else
usage← usage + Oprev

lid ∗ rlid

end if
end for
returnusage

4.4.8 Max-Min Fairness Proof
Theorem 2: Given an accurate capacity estimate of each collision domain, the allocation
done by C3L is max-min fair.

Proof: Suppose the converse is true. Then, there must be a flow, say Flowi, that can get
a higher rate allocation without adversely impacting the allocation of any other flow with
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Algorithm 4: Intra-Link Fair Allocation

Let Calloc be the first-level allocation to the link,Sf be the estimated sending rate of flow
f , Af its fair allocation, andn the total number of flows passing through the link,
Sort flows in increasing order of their sending rateSf .
Cresidual ← Calloc

nunasgn ← n
for f = 1 to n do

Af ← min(Cresidual/nunasgn, Sf + δ)
Calloc ← Cresidual − Af

nunasgn ← nunasgn − 1
end for

lesser or equal allocation. According to the algorithm, Flowi must have received its alloca-
tion based on a bottleneck clique sayCb. By design, Flowi receives the highest allocation
on Cb among all the flows passing throughCb. Therefore, increasing its allocation further
would imply reducing some flow whose allocation is lesser or equal, which is a contra-
diction. Therefore, the allocation of Flowi must be highest possible. Consequently, the
overall allocation done by C3L must be max-min fair.

4.5 Performance Evaluation
We compared the performance of LRTP withTCP-Reno(SACK and delayed-ACK options
enabled) because it is currently the most widely used transport protocol over WMNs, and
with ATPandEXACTwhich represent the state-of-the-art MANET transport protocol and
congestion control mechanism.

Whenever possible, the experiments were conducted on a 9-node miniaturized multi-
channel multi-hop testbed MiNT [54]. The testbed consisted of 9 nodes each equipped
with four Atheros-based Netgate 5004 MP 802.11a/b/g miniPCI cards, each of which was
connected to a 4dBi omni-directional antenna through a 25 dB attenuator and operated in
802.11a mode. Use of radio signal attenuators made it possible to form multiple collision
domains within a small physical space and try different network topologies by physically
re-arranging the nodes. Two of the cards on each node were used for communication on
two non-overlapping channels, while the remaining two cards were used for monitoring the
communicating cards. Unless otherwise specified, all nodes used a physical transmission
rate of 6 Mbps. The link-layer retry threshold was set to 4 by default, but was set to 0
when LRTP’s software-based retransmission mechanism was enabled. The routes were
pre-discovered and kept fixed during the course of any experiment.

Experiments with larger topologies were conducted using ns-2 simulator extended to
implement our proposed protocol.
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Figure 4.7:The network topology and set of flows used in the evaluation study of different
transport protocols under normal and erroneous channel conditions.

Flow TCP ATP LRTP Optimal UDP
Id Thruput (Mbps) Thruput (Mbps) Thruput (Mbps) Thruput (Mbps)
1 1.03 0.70 1.20 1.30
2 1.13 0.78 1.24 1.30
3 1.22 0.84 1.29 1.30

(a) Average Channel Conditions.

Flow TCP ATP LRTP Optimal UDP
Id Thruput (Mbps) Thruput (Mbps) Thruput (Mbps) Thruput (Mbps)
1 0.27 0.34 0.48 0.54
2 0.29 0.38 0.52 0.54
3 0.36 0.50 0.54 0.54

(b) Erroneous Channel Conditions.

Table 4.1:(a) Throughput comparison among different transport protocols in normal radio
conditions. ATP and LRTP improve over TCP by eliminating per-packet ACKs. The dif-
ference between ATP and LRTP is mainly due to LRTP’s better bandwidth share estimation
algorithm. LRTP achieves close to the ideal behavior in terms of both overall throughput
and inter-flow fairness. (b) Throughput comparison among different transport protocols in
noisy radio conditions. TCP incorrectly interprets bursty bit errors as a sign of congestion,
and slows down the sending rate unnecessarily. ATP and LRTP do not suffer from the
same problem that TCP has because they don’t rely on ACKs for congestion identification.
LRTP performs better than ATP because of its localized retransmission scheme and better
bandwidth estimation.

4.5.1 LRTP with Intra-node Fairness
We first evaluated the effectiveness of LRTP with the Explicit Rate-based Congestion Con-
trol proposed in Section 4.3. Recall that each node here independently estimates the band-
width of its virtual links and divides it among the outgoing flows.
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Figure 4.8:Despite relatively low fluctuations in channel bandwidth, coupling queue-size
into service-time leads to fluctuations.

4.5.1.1 Throughput

We first compared the overall throughputs of different transport protocols under two wire-
less link conditions: (1) normal radio channel conditions without errors, and (2) noisy
radio channel conditions where errors were introduced by reducing the transmission power
of nodes. We used a linear chain topology as shown in Figure 4.7, and introduced 3 flows
through the network, each of which originated from Node 1, and terminated at the same
wired gateway–Node 6.

Table 4.1 (a) compares the throughputs of the three flows using the chosen transport
protocols under normal radio channel condition. Under normal channel conditions, LRTP’s
performance was closest to the optimum, which was estimated by trying to send UDP
streams at different rates until reaching the maximum. Surprisingly, ATP’s performance
was even worse than that of TCP.

The problem lies in ATP’s use of overall-service-time to estimate network bandwidth.
This approach couples the queue-size management with rate estimation, which leads to
traffic fluctuations and in turn non-optimal estimation of channel bandwidth [55]. More
concretely, it is very hard to maintain exactly one data packet from each flow on every
router. If there is even a slight change in transmission time of a single packet, a queue (say
of two packets) builds up on the router for the rest of the epoch. Clearly, an extra packet
in the queue does not indicate any change in the network bandwidth. However, in the next
epoch ATP sender proportionally reduces its sending rate (to half in this example) to bring
the queue down to one packet. It is in these epochs, that an ATP sender underestimates
the path bandwidth. Figure 4.8 shows substantial fluctuations in the bandwidth achieved
by a single ATP flow traversing 5-hop linear chain network. Here each hop operates in a
different channel. A UDP stream that was sent over the same network suffered much less
fluctuation which suggests that variations in radio channel conditions are relatively small.

Wireless channels suffer from frequent channel errors [56]. To study the impact of
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Figure 4.9:The network topology used in the evaluation study and the set of flows going
through it in fairness experiments.

Flow TCP ATP LRTP Optimal
Origin Thruput (Mbps) Thruput (Mbps) Thruput (Mbps) Thruput (Mbps)

1 1.27 0.94 1.75 1.74
3 1.35 0.94 1.63 1.74
5 1.96 1.16 1.85 1.74

Table 4.2:LRTP removes RTT-related unfairness.

channel errors on congestion control mechanism, we experimented with the same chain
topology, but reduced the transmission power of nodes. Table 4.1 (b) shows the through-
puts of the three flows under different transport protocols. In this case, TCP’s performance
dropped substantially because its congestion control mechanism was inappropriately trig-
gered whenever three or more consecutive packets were dropped due to burst errors. ATP
and LRTP rely on explicit rate measurements, and do not mistake bit errors for conges-
tion. LRTP’s improvement over ATP came from its hop-by-hop retransmission strategy
that avoids the bandwidth waste due to unnecessary end-to-end retransmissions, as well as
from more accurate bandwidth estimation.

4.5.1.2 Fairness

A WMN typically has one or multiple gateways that connect the WMN to the wired Inter-
net. Because different nodes in a WMN have different hop distances to these gateways, it
is important that the transport protocol ensures network flows with different hopcounts get
an equal share of the network resource. Although most transport protocols can fairly allo-
cate the network resource among flows that share the same set of hops, they cannot handle
flows with different numbers of hops very well. We used the network topology and the three
flows shown in Figure 4.9 in this experiment, where each flow was doing an FTP upload.
Table 4.2 shows the FTP throughputs of the three flows under TCP, ATP, and LRTP. TCP
showed maximum unfairness by penalizing the flow with the largest hopcount,F1, and giv-
ing more of the available bandwidth to the shortest flow,F3. Because bandwidth allocation
in ATP and LRTP is independent of the flows’ RTT, both of them can provide reasonable
fairness. Between them, LRTP offered the most fair bandwidth allocation because of its
direct bandwidth allocation.
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Protocol Base Tx Tx Time with Extra %
Time (sec) Bandwidth (sec) Improvement

TCP 27.17 24.90 8.4
ATP 28.63 28.11 1.8

LRTP 24.03 20.52 14.6
Optimal 23.52 20.00 17.6

Table 4.3:Transfer time for a 10MB file when the available channel bandwidth was varied
by introducing an ON-OFF 2 Mbps UDP stream. The base case corresponds to the exper-
iment where the UDP stream remained ON for the whole experiment duration. The extra
bandwidth case corresponds to the experiment where the UDP stream was turned OFF three
times for 2 sec each time.

4.5.1.3 Network Adaptation

Unlike wired networks, the raw capacity of wireless links can vary widely because of phys-
ical transmission rate adaptation, fluctuations in injected workload and radio channel char-
acteristics, and route changes. To evaluate LRTP’s responsiveness to variations in available
bandwidth, we took a 4-hop linear chain multi-channel network. First, a constant-rate 2
Mbps UDP stream was sent on the channel used by one of the intermediate hops, and the
total elapsed time for transferring a 10 MB file over this network was measured. The exper-
iment was then repeated but this time the 2 Mbps UDP stream was suspended three times
(for 2 sec each time) during the experiment. This created the effect of changing network
bandwidth. Table 4.3 shows the transfer time that each of the three transport protocols re-
quired with and without network bandwidth changes. Among these three protocols, LRTP
was best capable of exploiting the transient bandwidth improvements by 2 Mbps and turn-
ing it into overall throughput gain. Further, our calculation shows that the reduction in file
transmission time achieved by LRTP is close to optimal. This shows that LRTP is more
adaptive to raw bandwidth variation than the other two transport protocols.

4.5.1.4 Throughput and Fairness in Tree-based Topology

Next, we evaluated the performance of different transport protocols for a general tree topol-
ogy network as shown in Figure 4.10. All traffic was either destined towards or sourced
from the root gateway (Node 3) to create the effect of FTP uploads and FTP downloads
respectively. Figure 4.11 plots the throughputs achieved by individual flows. Note that
the average as well as minimum allocation for LRTP are the highest suggesting that LRTP
can better utilize the available network resources. ATP, on the other hand, is the worst
performer because of fluctuations in the bandwidth determined by its sender. Figure 4.12
shows similar results for the case of upstream flows.
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Figure 4.10:Tree-based testbed topology: Node 3 is the gateway node connected to the
wired network.

0
Flow Destination

0

0.4

0.8

1.2

1.6

2

Fl
ow

 B
an

dw
id

th
 (M

bp
s)

TCP
ATP
LRTP

1 2 5 6 7 8 9 1 2 5 6 7 8 9 1 2 5 6 7 8 9

Figure 4.11:Throughput of individual downstream FTP flows for topology in Figure 3.25.
The minimum allocations to any flow for TCP, ATP, and LRTP are 0.71 Mbps, 0.56 Mbps,
and 1.09 Mbps respectively. Their average allocations across all flows are 1.16 Mbps, 0.74
Mbps, and 1.41 Mbps.
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Figure 4.12:Throughput of individual upstream FTP flows for topology in Figure 3.25.
The minimum allocations for TCP, ATP, and LRTP are 0.75 Mbps, 0.60 Mbps, and 1.02
Mbps respectively, while their average allocations are 1.25 Mbps, 0.92 Mbps, and 1.36
Mbps respectively.
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Figure 4.13:40-node random topology simulated in ns-2. While TCP and ATP allocate a
minimum of 323 Kbps and 303 Kbps respectively, the minimum allocation of LRTP does
not go below 641 Kbps.

4.5.1.5 Throughput and Fairness in Larger Topologies

To evaluate different transport protocols for larger topologies, we decided to use ns-2 sim-
ulations. We first simulated a 40-noderandom topologywith 8 traffic flows between ran-
domly chosen sources and destinations. The results are shown in Figure 4.13. LRTP not
only has the highest minimum allocation, but also the highest average allocation. LRTP
thus improves the flow fairness as well as overall network utilization.

Next, we simulated a 100-node network arranged in a10X10 grid topology. We ran
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TCP ATP LRTP
Flow Avg Std Dev Avg Std Dev Avg Std Dev
Min-1 423 104 677 305 822 71
Min-2 453 17 687 330 919 201

Average 1057 579 1621 875 1826 1031

Table 4.4:Minimum and average bandwidth allocations (in Kbps) for 10 flows going over
a 100-node grid network. TCP is the worst performer for large topologies. LRTP still has
the highest minimum allocations as well as average allocation.

10 flows between randomly chosen sources and destinations. Table 4.4 summarizes the
results. Here, TCP does the worst minimum and average allocations. Despite fluctuations
in bandwidth allocation of individual flows (as can be seen from standard deviation of
bandwidth achieved by minimum flows), the overall ATP performance is better than TCP
for large topologies. This is because, in larger topologies due to limited number of NICs on
each node, multiple neighboring links could end up using the same channel. The resulting
self-interference leads to worse performance of TCP. Again, LRTP performs best both in
terms of minimum allocation and average allocation.

4.5.2 LRTP with Inter-node Fairness
We next studied the effectiveness of LRTP with the Coordinated Congestion Control Al-
gorithm (C3L) proposed in Section 4.4. Unless otherwise specified, the default settings
for these experiments were as follows. All simulated networks were operating in single
channel, as that is where the fairness problems are most prevalent. The RTS/CTS mech-
anism was enabled.δi was set to5% of Cmax. WFACTOR was set to 1.7. The cycle time
for running the centralized max-min fair allocation was8 seconds, while theepoch for
sending response from a flow’s receiver to its sender was1 second. Again, the routes were
pre-determined and kept fixed during the course of any experiment.

4.5.2.1 Fairness in Specific Network Configurations

We compared the performance of C3L with the optimum in three different scenarios from
Figure 4.2. The experiments were conducted using ns-2 simulations. The optimum in each
case identified was by exhaustively trying out various sending rate combinations in the
network. Figure 4.14 shows the results.

Scenario (a) corresponds to the hidden node case, where Flow F1’s link is inhibited
by Flow F2’s link. As shown in Figure 4.14(a), despite this inhibition C3L achieves an
almost equal allocation to F1 and F2. Further, the allocation is close to optimal. The fair
allocation comes from explicit rate control of inhibiting link in C3L. This is in contrast
to the extremely unfair allocation done by TCP, ATP and EXACT in the same scenarios
(Figure 1.4).
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Figure 4.14:Performance of C3L in different scenarios of Figure 4.2: (a) C3L accounts
for inhibition relationship in case of hidden nodes to performs fair allocation of bandwidth;
(b) C3L’s fairness is end-to-end and does not depend upon the number of hops a flow
traverses; (c) C3L takes spatial sharing into account and fairly allocates radio resource
among interfering flows, even when they do not share a common node.

Scenario (b) corresponds to the case, where a 3-hop flow F1 shares a hop with a 1-
hop flow F2. While TCP is known to be unfair to flows traversing more hops, C3L’s
fairness is end-to-end and is independent of the number of hops a flow traverses, as shown
in Figure 4.14(b).

Finally, scenario (c) corresponds to the case of flows sharing a common radio channel,
but not a common wireless node. Most existing transport protocols give more bandwidth to
a flow emanating from node with fewer flows (Figure 1.5). In contrast, C3L recognizes this
special channel sharing pattern and appropriately allocates bandwidth to competing links
in proportion to the number of flows passing through them. This mechanism results in a
fairer bandwidth allocation among flows that share the same radio channel, as shown in
Figure 4.14(c).

4.5.2.2 Empirical Results

We conducted similar experiments over MiNT, the miniaturized 802.11a testbed [54]. We
began by reproducing the hidden terminal problem (Figure 4.2 (a)) in the testbed and eval-
uated its impact on the fairness properties of different congestion control mechanisms.
Figure 4.15 shows the results. In contrast with simulation results (Figure 1.4), the inhib-
ited flow did not suffer from starvation with any congestion mechanism. This is because
of the differences in the NIC implementation of the backoff algorithm. Specifically, our
experiments suggest that in commercial 802.11a/b/g NICs used in our experimentation, the
maximum backoff window is set to a small value in order to achieve better performance.



4. STATEFUL TRANSPORT PROTOCOL 87

0

1

2

3

4

5

6

7

8

9

T
hr

ou
gh

pu
t (

M
bp

s)

TCP ATP EXACT Optimal

F1

F2

F1 F1

F1F2

F2

F2 F1 F2

C3L

Figure 4.15:Impact of hidden node problem on different congestion control mechanisms
as observed on the testbed. The testbed topology is similar to the one shown in Figure 4.2
(a).
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Figure 4.16:Fairness of different congestion control mechanisms for channel space sharing
scenario as observed on the testbed. The topology of the testbed was set in accordance with
Figure 4.2(c).

Similar to simulations, existing transport protocols demonstrated substantial unfairness.
C3L not only remedies this unfairness, but achieves a performance close to optimal.

We similarly reproduced general channel space sharing scenario (Figure 4.2 (c)) in the
testbed. Figure 4.16 shows the fairness of different congestion control mechanisms in this
setup. Although all flows are sharing the same channel space, existing transport protocols
allocate less bandwidth to flows F1, F2 and F3 than flow F4. C3L not only achieves fairness
in this scenario, but also achieves close to optimum fairness.
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4.5.2.3 Fairness in General Network Configurations

The ability to effectively deal with the above three specific scenarios renders C3L a fairer
bandwidth allocation protocol for general networks. For this subsection, we evaluated the
effectiveness of C3L for several large mesh networks. Here we present the results of two
instances. For each protocol, we show the fairness index, the minimum-allocation flow’s
end-to-end bandwidth, and the average end-to-end flow bandwidth.

The fairness index indicates the degree of fairness in bandwidth allocation across flows.
If Xi is the end-to-end bandwidth achieved by flowi andn is the number of flows in the
network, then the fairness index is computed using the following formula [57] –

FairnessIndex =
(
∑

i Xi)
2

n ∗∑
i (Xi)2

(4.1)

The closer the fairness index is to 1, the fairer the associated bandwidth allocation. The
max-min fairness does not mean exactly equal allocation, and even the optimal fairness
index may not reach 1 in many cases.

Figure 4.17 shows the fairness achieved by different congestion control mechanisms in
a 64-node8x8 grid networkwith 20 randomly chosen flows. The fairness index for C3L
is much better than other congestion control mechanisms, suggesting a more uniform al-
location of bandwidth across flows by C3L. The second histogram shows the bandwidth
achieved by minimum allocation flow in all the cases. C3L again does a much fairer allo-
cation of bandwidth when compared with other protocols that end up starving some flows.
Finally, the last histogram shows the average allocation across flows. The comparable av-
erage allocation of C3L suggests that C3L achieves fairness while also maximizing the
utilization of the network. C3L is thus not just fair but also efficient. The average band-
width is somewhat smaller for C3L because it gives more bandwidth to some of the flows
with a larger hop count. Allocating bandwidth to a flow with a larger hop count consumes
more radio resource, and therefore decreases the average flow bandwidth.

Histograms in Figure 4.18 show the same results for a 64-noderandom mesh network
with 4 gateway nodes distributed across the network. The traffic profile comprises 15 flows
originating from randomly chosen nodes, and ending at the closest gateway. Again, C3L
performs a fairer and efficient allocation of bandwidth across all the flows. Figure 4.19
shows the actual distribution of end-to-end bandwidth achieved by different congestion
control mechanisms. TCP, ATP, and EXACT give much higher bandwidth to some of
the flows, while starving others. The allocation of C3L is most uniform with no obvious
starvation.

4.5.3 Algorithm Analysis
In this section, we present further analysis of the algorithm. Specifically, we dissect the
performance improvements due to different mechanisms of C3L, its convergence proper-
ties, and computation and communication overheads. Lastly, we discuss a limitation of
C3L in real network through an experiment on the MiNT testbed.
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Figure 4.17:Performance of C3L in a 64-node grid network with 20 end-to-end flows. The
fairness index of C3L flows is closest to 1 suggesting a fair allocation of bandwidth with
use of C3L. This result is also strengthened by the second histogram that shows that unlike
ATP, TCP, and EXACT, no C3L flow is starved. Finally, C3L achieves this fairness without
sacrificing the efficiency, as seen from its comparable performance in terms of average
bandwidth allocation to each flow.
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Figure 4.18:Performance of C3L in a 64-node random mesh network with 4 gateways and
15 flows each destined to the closest gateway. The bandwidth distribution of C3L flows is
most fair with no starvation.
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Figure 4.19: Actual end-to-end bandwidth distribution across flows for results in Fig-
ure 4.18. C3L has the most uniform distribution of bandwidth across flows. All TCP,
ATP, and EXACT lead to starvation of some of the flows.
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Figure 4.20:Contribution of different control mechanisms in C3L to inter-flow fairness in
a 28-node random mesh network with 5 end-to-end flows. The control mechanisms are
introduced in the following order: Max-min fair allocation, Capacity re-estimation, and
WFACTOR.

4.5.3.1 Contribution of Individual Mechanisms

To dissect the performance improvements due to different mechanisms of C3L, we took a
28-node random mesh network and ran 5 flows through the network. Figure 4.20 shows the
improvement in fairness index as we turn on each control mechanism of C3L. The leftmost
bar corresponds to the case where each node estimates the bandwidth of its links locally
in a way similar to EXACT. This causes some flows to starve leading to a small value
of fairness index. In the second bar, we introduce max-min fairness but not the capacity
re-estimation algorithm. The fairness index indeed improves with the introduction of the
max-min fairness algorithm. Introducing capacity re-estimation algorithm alone does not
help much. However, the introduction of capacity re-estimation along withWFACTOR leads
to a substantial improvement in fairness index. 802.11 MAC layer introduces inefficiencies
and unfairness that lead to capacity reduction of some of the collision domains. Accurate
estimation of each collision domain’s capacity is therefore an important component of fair
bandwidth allocation.

4.5.3.2 Convergence Speed

We next evaluated the convergence properties of the C3L algorithm. We took a 64-node
grid network and two randomly generated traffic profilesT1 andT2 of 20 flows each. For
the first half of each experiment, the traffic load was exerted based on the traffic profile
T1. Then the traffic load was switched to the traffic profileT2 in the second half and the
convergence time measured. The network was assumed to be converged when 90% of the
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Figure 4.21:Algorithm convergence speed vs number of flows. Most of the flows converge
within 2 rounds of the proposed algorithm.

flows reach 90% of their eventual average bandwidth. The experiment was repeated with
different number of flows inT1 andT2. The graph in Figure 4.21 shows that most flows
converge within 2 rounds of the proposed algorithm.

One way to reduce the convergence time is to reduce the cycle time, i.e. the periodicity
at which the proposed algorithm is run. Table 4.5 shows the average number of rounds it
takes when different cycle times are used. At very small cycle time, the intra-link band-
width allocation does not converge completely, hence the number of rounds required for
convergence increases. In the end we choose 8 seconds, which optimizes the convergence
time as well as the communication overhead, as the cycle time for all our experiments.

4.5.3.3 Protocol Overheads

The proposed algorithm requires additional computation for topology discovery and max-
min bandwidth allocation. Topology discovery requires incrementally finding all the
cliques and is only executed when a node is added or deleted from the network. Because
topology changes in a WMN are fairly infrequent, the computational cost of the incremen-
tal clique finding algorithm is less of a concern. Further, because of the physical proximity
of radio interference, the degree of each conflict graph node is limited, and the number of
cliques in a network tends to be linear with respect to the number of its nodes (Figure 4.22).

The run-time computation overhead of the algorithm that determines max-min fair al-
location of flows is more critical to the overall network performance because it needs to be
invoked frequently. We measure the computation time of each algorithm run with respect
to the changing number of flows (Figure 4.23). Even with 100 flows on a 64-node grid
network, this computation only takes about 1.3 msec on a standard 1.7 GHz CPU.
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Cycle Convergence
Time (Number of Rounds)

2 3.31
4 3.70
8 1.34
16 1.49

Table 4.5:Number of rounds for convergence versus cycle time for executing the proposed
centralized max-min fair allocation algorithm.
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Figure 4.22:Number of cliques increases linearly with the network size.
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Figure 4.23:Fair allocation computation time increases linearly with number of flows, but
stays below 1.5 msec even with 100 flows.
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The other performance overhead associated with the proposed algorithm is the com-
munication cost required to collect the traffic profile. This needs to be done once in every
round of the centralized algorithm. In our simulations, each node sends one packet contain-
ing information about its links, flows, and routes, to the central controller. As the diameter
of the network increases as

√
N times the network size (N is the number of nodes), the

overall communication overhead increases asN ∗
√

N . Our measurements show that with
100 flows on a 64-node grid network, the communication traffic imposed by C3L is less
than 0.5% of network bandwidth.

4.5.3.4 C3L Limitations

A limitation of C3L is that it assumes two links are either interfering all the time or not
interfering at all. While this 0-1 interference assumption works in simulations, in reality
the interference between two links could be partial. Specifically, temporal variations in
channels could lead to time-dependent interference, where two links sometimes interfere
and sometimes not. To evaluate the impact of this 0-1 interference assumption on C3L
performance, we placed 4 nodes such that link N1-N2 is on the boundary of interference
zone of link N3-N4 leading to partial interference scenario, and sent two flows Flow-1
and Flow-2 over them . Figure 4.24 demonstrates the temporal variations by plotting the
throughput of Flow-1 for the optimal case and the C3L case. In all, the optimal algorithm
which instantly adapts the sending rates of two flows based on changes in interference
between them could achieve 6.43 Mbps and 6.52 Mbps for Flow-1 and Flow-2 respectively.
In contrast, C3L made a conservative assumption that the two links always interfere, and on
an average achieved 4.85 Mbps and 4.90 Mbps respectively. This result does not conflict
with Theorem 2, as here the capacity of the collision domain is indeed changing over time.

4.6 Conclusions
Wireless mesh network is touted as the next frontier for wireless technology revolution. To
effectively bring the raw link capacity of a wireless mesh network to end user applications,
an efficient and fair transport protocol is absolutely critical. To maximize the utilization ef-
ficiency of the precious wireless link resources, we advocate a stateful approach to transport
protocol design so as to trade additional router complexity for higher network throughput.
In fact, we believe wireless mesh network routers could be made even application-aware as
long as it can improve the overall system performance.

Another major concern about using IEEE 802.11 in WMNs is its inherent unfairness at
MAC layer when used in multi-hop networks [14]. Existing solutions to this problem either
do not effectively resolve this unfairness, or require modifications to the MAC protocol. At
the same time, the congestion control schemes in state-of-the-art transport protocols for
WMNs, such as TCP, ATP and EXACT, actually exacerbate this MAC unfairness problem
and end up performing a highly unfair end-to-end bandwidth allocation across flows.

In this chapter, we presented the design and evaluation of a stateful transport protocol,



4. STATEFUL TRANSPORT PROTOCOL 96

0 100 200 300 400 500
Experiment Timescale (sec)

0

2

4

6

8

10

12

In
st

an
ta

ne
ou

s 
T

hr
ou

gh
pu

t f
or

 F
lo

w
-1

 (M
bp

s)

Optimal 
C3L

Figure 4.24:Temporal variations in link interference results in throughout variations. Here,
two flows Flow-1 and Flow-2 were sent over two interfering hops N1-N2 and N3-N4 re-
spectively. The graph shows the instantaneous bandwidth achieved by Flow-1 for both
cases. The average bandwidth achieved by Flow-1 and Flow-2 was 4.85 Mbps and 4.90
Mbps respectively using C3L, and 6.43 Mbps and 6.52 Mbps respectively using the opti-
mal algorithm.

calledLink layer-aware Reliable Transport Protocol (LRTP). Firstly, LRTP features an ef-
ficient hop-by-hop reliability mechanism that leverages 802.11 link-layer ACK information
to detect packet losses and perform local retransmissions.

Secondly, we presented two different congestion control mechanisms for LRTP. The
first mechanism, called Explicit Rate-based Congestion Control, measures the effective
capacity of a router’s virtual links and allocates bandwidth among flows that share the same
virtual link or the same card. It does so taking into account the flows’ inherent bandwidth
demands.

We proposed a second mechanism, calledCoordinated Congestion Control (C3L), that
further achieves max-min fairness across the network over the unmodified 802.11 MAC
layer. This serves as a proof that it is indeed possible to achieve application-layer flow fair-
ness over the unfair 802.11 MAC protocol through purely transport-layer mechanisms. To
the best of our knowledge, this is the first research effort towards providing max-min fair-
ness over unmodified IEEE 802.11-based WMNs. We take a traffic engineering approach,
and continuously adapt the bandwidth allocation for individual wireless links to the latest
traffic profile. The per-link bandwidth is further divided among flows passing through it by
the link’s sender. Unlike some of the previous proposals, our algorithm ensures end-to-end
flow fairness by taking into account the intra-flow and inter-flow dependencies. Further,
we proposed a general capacity re-estimation algorithm that can effectively resolve the
unfairness among wireless links as created by the 802.11 MAC protocol.



Chapter 5

Secure Routing Protocol

5.1 Introduction
The architecture and protocols discussed in the previous chapters significantly improve the
performance of wireless mesh networks, both in terms of aggregate capacity and per-flow
fairness. The third problem to tackle before wireless mesh networks can be embraced by
enterprise users issecuring network operations. We formulated this problem in Chapter 2,
and showed why it is different from the problem of securing a mobile ad hoc network. We
argued that standard cryptographic techniques do not directly help when one or more of
the network routers are compromised, as the compromised routers have the cryptographic
keys. We further argued that for meaningful security, both the control plane and the data
plane of the network need to be secured. That is, we need to ensure that a consistent
and correct routing protocol state is established across all nodes and that all nodes indeed
perform packet forwarding in a manner consistent with that state.

The core Hyacinth protocol already deals with fail-stop failures by reconfiguring net-
work topology to work around a failed node. From security viewpoint, we concern our-
selves with Byzantine attacks. Specifically, we assume that an attacker is able to hack into
some of the nodes and inject malicious code into the compromised nodes with the goal of
subverting the network protocol and communication.

The focus of our study is a centralized network architecture, where the individual mesh
nodes only implement the forwarding mechanism, while all routing algorithmic machinery
is implemented on one or more centralized controller units. Given that a similar architecture
is being discussed even in the context of Internet-scale routing [58], it is worthwhile to
explore this centralized network architecture in the WMN context for two reasons: First,
most real-world WMNs are less than 5 hops in length (measured from the wired network),
and hence the infinite scalability is not required. In fact, our experiments suggest that the
computation easily scales to 1000+ nodes even with a single PC-based controller. Second,
efficient wireless link resource utilization is much more important and centralization can
make better use of wireless links and reduce routing overhead, especially when routing
security is required. Based on our research, we believe this is in fact the most practical way

97
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to solve the secure routing problem in WMN.
Centralization simplifies the security management by limiting a typical router’s func-

tion, and performing the data plane state computation on a secure centralized controller.
Surprisingly, centralizing the computation only solves a part of the problem, each of the
following network operations needs to be secured as well:

• Topology and Traffic Statistics Collection:These form the input to the routing
and channel allocation algorithm running on the central controller, and need to be
checked for tampering from the originating nodes.

• Data Plane State Dissemination:Although the computation of data plane state is
centralized, the results of the computation need to be securely distributed across the
network.

• Node Reconfiguration:Compromised nodes can disregard the reconfiguration in-
structions they receive from the central controller, and configure themselves arbitrar-
ily. Such mis-configurations need to be detected.

• Packet Forwarding:The control communication as well as the data communication
needs to be protected against tampering, including reordering and delaying. Specifi-
cally, the misbehavior needs to be detected as well as the misbehaving nodes need to
be identified and isolated.

Here are some assumptions we make in this chapter:

• Tree-based Routing:The focus of this study is tree-based load-balancing routing
protocol which form an important point in the design space for routing protocols.
Lack of route redundancy in tree-based topology complicates the security problem,
as it is no longer possible to ensure packet integrity by simply sending it over multiple
independent paths.

• No Collusion:In general it is possible for nodes to collude, but the primary focus of
this research is ensuring correct network operations in presence of multiple indepen-
dent compromised nodes.

• Non-Zero Attack Time:We assume that an attacker takes non-zero time to compro-
mise a brand new node. More specifically, we assume that a node is not compromised
in the first few minutes of its operation until it is able to establish communication with
a centralized server on the wired network. Of course, the initialization process, in-
cluding the setup of communication with the centralized controller, is itself secured.

The chapter is organized as follows. Section 5.2 briefly presents some of our past efforts
in introducing security in the context of distributed routing, and illustrates the complexi-
ties of that approach. Section 5.3 develops the centralized secure resource management
protocol. Section 5.4 discusses how we secure packet communication in the network. Sec-
tion 5.6 evaluates the proposed techniques using ns-2 simulations. Section 5.5.3 discusses
the limitations of the proposed solution.
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5.2 Replication-based Secure Routing
Given the crippling impact compromised nodes can have on the network operations, it is
clear that security needs to be considered a first-class requirement at par with connectivity
and performance. In this section, we discuss our previous attempt to secure our distributed
protocol by introducing redundant messages and state computation. Although we believe
that centralized secure routing is the most practical way to solve this problem, this section
illustrate the difficulties in securing a distributed solution, and provides background for our
centralized security proposal.

5.2.1 Routing State Replication
The idea behind this approach is to replicate each nodeX ’s routing state acrossk (say 2) of
its one-hop neighbors. The neighbors replicatingX ’s state are termed as its watchdogsW i

X .
The replication ofX ’s routing state enablesW i

X to validate all routing protocol packets that
X sends to any node in the network.

In a single-channel network, replication of state can be easily achieved by requiringX
to re-broadcast all routing protocol packets it receives from the network to its watchdogs
W i

X . Each watchdog nodeW i
X can then re-run the same computation asX thereby recon-

structingX ’s routing state. Note that the re-broadcast is also received by the neighborY
who originally sent/forwarded the packet toX. Y can therefore ensure thatX faithfully
(without modification, fabrication, or deletion) replicates the packets thatY sends toX.
To deal with lost re-broadcast packets,X could requireY andW i

X ’s to acknowledge the
re-broadcast and resend the packet if such an acknowledgement is not received.

Unfortunately, the problem gets far more complicated in a multi-channel WMN. Be-
cause of multi-radio configuration, a node may not be able to communicate with all its
reachable neighbor through a single link-layer broadcast packet. As each broadcast needs
to be carried on multiple channels, it is easier for a node to send different messages to its
different neighbors. There is no direct way for the source of the packetY to check whether
X reliably re-broadcasted each packet to all of its neighbors.

There are two possible ways to achieve reliable replication in this context –

• Receiver-initiated Replication:In this approach,X (the node being watched) is
required to forward each control packet it receives from other network nodes to
all its watchdogs. To deal with transmission losses,X uses an acknowledge-
ment/retransmission mechanism to ensure reliability of replication packets. To pre-
ventX from modifying, fabricating, or deleting these packets in the replication pro-
cess, the senderY stamps each packet it sends with a sequence number as well as
uses its private key to digitally signs the packet. This approach clearly introduces
substantial overhead as each routing packet now needs to be authenticated by both
the sender and the receivers.

• Sender-initiated Replication:Another option is to require the senderY to indepen-
dently copy each packet it sends to destinationX ’s watchdog nodesW i

X . As some
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of these replication packets still need to go throughX, Y still needs to ensure their
integrity. However, it is now possible to use symmetric key cryptography using pair-
wise keys established among mesh nodes. Unfortunately, this brings up the problem
of ensuring that the senderY correctly replicates the packets it sends toX across its
watchdogsW i

X .

5.2.2 Routing Packet Validation
The second question is how to use this replicated state of monitored nodeX to validate
control packets sent byX itself. To achieve this, all ofX ’s messages should also be re-
ceived byW i

X ’s. In a single-channel network, the problem could be addressed by use of
RF monitoring mode onW i

X ’s or requiringX to broadcast all its packets. This enables
W i

X ’s to compare the packets sent byX against their replica ofX ’s routing state and raise
an alarm if packets sent byX mismatch the protocol.

Again the problem is far more complex in a multi-channel setting. The modified broad-
cast mechanics prevent its use to validate packets sent by a the monitored nodeX. In a
proactive approach,X needs to get each packet validated by one of the watchdog nodes
W i

X before sending it. This approach has the obvious drawback of increased traffic. One
could require all radio neighbors of a node to be its watchdog and replicate its routing state.
As every packet needs to go through at least one of the neighbors, it is possible to validate
all transmitted packets on their first hop. However, this modification increases the state
replication overhead both in terms of traffic and computation.

5.2.3 Discussion
The validation requires that each routing packet be verified and authenticated by a sender’s
watchdog. Further, the replication requires the packet receiver’s watchdog to again verify
the integrity of the packet. The computational overhead of per-packet replication and vali-
dation traffic could easily become prohibitive due to use of asymmetric key cryptography.

An attempt to remove authentication requirement from each packet leaves the packets
susceptible to tampering by the sender, by an intermediate node, and by the receiver. One
can somewhat alleviate this computation overhead by computing the verification bits every
few packets. Although this would reduce the computation overhead, it does little to simplify
the protocol.

5.3 Centralized Secure Routing
Several of the problems discussed in previous section arise because the original proto-
col enables individual nodes to make decisions. Our proposed architecture addresses this
problem at the core by taking the decision making power away from individual nodes.
Specifically, the individual nodes now only report the status of the network to a centralized
controller unit (abbreviated as CU), while the controller makes the actual route selection
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and channel assignment decisions. One might argue for implementing protocol computa-
tion on the gateways, as the number of gateways scale linearly with the network size in a
well-designed network. However, the gateways are equally hard to secure as they need to
be physically distributed across the network.

We now discuss various aspects of this centralized secure routing protocol, how it de-
tects node compromises, and how it accurately identifies compromised nodes, and prevents
them from inducing any non-local impact. We begin our discussion by presenting the basic
building blocks of this protocol.

5.3.1 PKI Infrastructure
To secure data communication, a verification hash code is attached to every packet as soon
as it enters the mesh network (on the ingress node). This code is used to verify the packet
for any signs of tampering before it leaves the mesh network (on the egress node). This
verification hash code is transparent to the end hosts, e.g. the mobile clients and the wired
Internet hosts they communicate with. The verification code is computed using a session
key known only to each ingress-egress mesh node pair. This in turns requires each mesh
node to have the following:

• A unique public/private key pair for itself, and

• Public keys of other ingress/egress nodes it communicates with.

One seemingly simple way to establish these keys is to configure each node with this
information at deployment time. However, requiring a different configuration for each node
would be expensive and undesirable from management standpoint, especially for larger
WMN deployments. In Hyacinth, each new node instead obtains the above configuration
parameters at initialization time.

To facilitate this process, the network runs a certificate authority on the controller unit
(CU) that is responsible for assigning IP addresses and certificates to new nodes. Each
node is pre-configured with the public key of the CU:KPublic

CU . As this value is the same for
all nodes, Hyacinth does not require a separate configuration for each node.

The basic initialization protocol works as follows. Each new node upon boot up scans
all the channels to discover neighbors operating on each of them. The new node then sends
a message, via one of its discovered neighbors, to CU requesting assignment of a certifi-
cate (public/private key pair). The request also contains a randomly generated session key
KSession

Node . To prevent eavesdropping and malicious modification, the message is encrypted
using CU’s public keyKPublic

CU . Upon receipt of this request, the CU then issues a certificate
to the new node and sends it to the node along with the corresponding private keyKPrivate

Node .
The return message is encrypted using the session-keyKSession

Node from the original request.
In case of a node compromise, the public keyKPublic

CU of the CU would be known to
the attacker. To prevent an attacker from adding more attack nodes into the network, a new
node upon obtaining its certificate and the private key, erases theKPublic

CU permanently and
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stores its own private keyKPrivate
Node into permanent local store. The permanent local storage

ensures that if the node is rebooted, it would not need to obtain the certificate again from
the CU. An existing compromised node attempting to disrupt the PKI infrastructure can
neither fabricate nor modify PKI-related initialization packets. This is because the initial
packet is encrypted using the controller’s public keyKPublic

CU , while the subsequent packets
are encrypted using the session keyKSession

Node , both of which are only known to the new node
and the CU2. The only harm an existing compromised node can do is drop the PKI related
packets, but in general it is not possible for the compromised node to detect and selectively
drop PKI packets because of encryption. Further, it is easy for a new node to detect such
a situation and switch to another neighbor for establishing communication with the CU.
Thus as long as the new node has one uncompromised neighbor with an established path to
a gateway, it is able to establish communication with the CU.

5.3.2 Secure Topology Collection
Accurate knowledge of network topology is not only crucial to the base protocol, but it
is also useful in validating several protocol packets. Hyacinth CU is kept abreast of the
entire network topology: Any changes to the topology are promptly communicated to the
CU. The topology here refers to the radio topology without regards to any communication
constraints resulting from the channel allocation done by the CU.

Each node periodically discovers its communication range as well as interference range
neighbors, and sends this information to the CU. For faster updates, a node also sends its
latest topology to the CU if detects a local topology change in between regular discovery.
Local topology changes could occur if a new neighbor joins the network, an existing neigh-
bor dies, or local radio propagation characteristics change. A packet sent by a node simply
contains two lists: the first enlisting the communication range neighbors, and the second
enlisting the interference range neighbors.

5.3.2.1 Communication-Range Neighbors

We modify the topology discovery protocol discussed in Chapters 3 and 4 a little by apply-
ing the technique of anonymous messages earlier proposed in [59]. Recall that to discover
its communication range neighbors, a node scans all the channels. Upon scanning a partic-
ular channel, the node broadcasts HELLO packets. To ensure that its neighbors faithfully
participate in the topology discovery, the HELLO packets areanonymizedby scrubbing the
source MAC address field. A neighbor hearing a HELLO packet responds with a broadcast
HELLO BACK packet. This modified neighbor discovery protocol effectively forces all
neighbors, including any compromised neighbors, to reveal their true radio connectivity to

2As an added safeguard, the CU checks the number of nodes that actually join the network against the
number of nodes that were physically deployed. Moreover, if theKPublic

CU is indeed compromised, future
deployments can be configured to use a newly generated pair of public-private key limiting the impact of the
compromise.
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the initiating node. The reason is simple – a compromised neighbor does not know any-
thing about the initiating node and not responding to the packet could potentially reveal its
misbehavior to all its neighbors over time.

A node can still add or remove other nodes from its neighbor list. Hence, the topology
information is further verified for consistency on the CU –

1. The CU marks two nodesX andY as communication range neighbors only ifX
declaresY to be its communication range neighbor and vice versa. This prevents a
compromised node from declaring any arbitrary node as its neighbor.

2. The CU also checks for the opposite scenario: A compromised node removing sev-
eral of its neighbors from its neighbor list. This is easy to spot as all those neighbors
would still report this compromised node as being one of their neighbors.

Based on the PKI infrastructure we built, it is not possible for an attacker to use a com-
promised node’s credentials to introduce fake nodes with new identities into the network.
However, an attacker could still introduce multiple clones of a compromised node into the
network. Although all these fake nodes have the same identity as the original compromised
node, they can have different code running on them. Thisnode cloning attackcan thus be
used to tamper with the final topology as perceived by the CU. In Hyacinth, we use a simple
threshold-based scheme where if a node has too many neighbors, then it is considered to be
potentially compromised. This approach works because a typical mesh nodeX only has a
small number of neighbors. For a compromised nodeC, each cloneCi ends up revealing
all its radio neighborsCij. This makes it easy to spot a compromised node that has been
cloned.

5.3.2.2 Interference-Range Neighbors

A similar solution, however, does not work for interference range neighbors. In general,
X may interfere withY without Y interfering withX. In case of compromise,Y can use
this fact to declare a large number of nodes to interfere with itself. This could impact the
channel assignment that attempts to assign interference-free channel to each communicat-
ing node pair. One possibility is to use a simple threshold based mechanism. If a nodeY
declares that it is observing asymmetric interference from too many other nodes, thenY
could be declared as compromised.

Unfortunately, asymmetric interference is not uncommon and could arise based on the
node placements and settings of transmit power and receive sensitivity. For example, if the
receive sensitivity is set high, then the node could observe interference even from distant
nodes. If simultaneously the transmit power is set low, then the node could only communi-
cate with nearby neighbors. In Hyacinth, we solve this problem by using fractional values
of interference. Specifically, we no longer treat interference as a binary phenomenon. If
two nodesX andY both observe interference from each other, then this interference con-
tributes a value of 1 to the total interference on the channel. However, if onlyX reports
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interference fromY , andY does not report any interference fromX, then this interfer-
ence value only contributes 1/2 to the total interference on the channel. This fractional
counting limits the impact of a compromised node reporting false interference from its
non-interfering nodes or not reporting interference from its interfering nodes.

5.3.2.3 Gateway Nodes

Finally, a compromised node could pretend to be a gateway node enticing other nodes to
connect to the wired network through it. To prevent this, we require that each gateway
node carries a proof that it is indeed a gateway. The proof is embedded as part of the node’s
certificate and thus needs to be obtained at initialization time. When a node sends request
for certificate, it also tells the controller unit (CU) by looking at its configuration if it is a
gateway, and the CU prepares the certificate accordingly. Note that it is not possible for a
compromised node to pretend to be a gateway as it cannot modify (or request modification
of) its certificate once it is issued (See discussion onKPublic

CU in Subsection 5.3.1). Since it
is not possible for an attacker to introduce fake nodes into the network, it cannot introduce
fake gateway nodes either.

To prevent malicious modifications and eavesdropping, all control packets exchanged
between the CU and a nodeX are encrypted using the session keyKSession

X chosen by the
node. Control packets are subject to drops by the network nodes. Reliable in-order delivery
is ensured through an acknowledgement and retransmission mechanism. In the rest of this
section, we assume that the control packet exchange between CU and any given node is
reliable and secure. We will revisit the issue of reliable packet communication in much
more detail in the next section.

5.3.3 Secure Traffic Statistics Collection
The second piece of information that CU needs for route/channel computation is the WMN
traffic reports from all nodes in the network. Each node reports to the CU (1) the traffic
that it (or more specifically the end users connected to it) generates in either direction, and
(2) the traffic that it routes for other nodes again in either direction.

To disrupt network operations, a compromised node can send falsified traffic reports to
the CU. However, it is possible to correlate traffic reports from different nodes to detect
inconsistencies across them and pinpoint such a node. If the measurement intervals of var-
ious nodes are unaligned, then performing such correlation becomes a non-trivial problem.
To simplify the problem, we synchronize the clocks on all the network nodes to the clock
on the CU using an existing clock synchronization algorithm.

Next, each node measures its traffic values at pre-defined intervals and reports them
back to the CU. The CU uses a simple logic to detect inconsistencies among these reports.
Specifically, the following equalities capturing conservation of traffic should hold on every
node –
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LoadUp
Out =

∑
i

LoadUp
Ini

+ LoadUp
Gen − LoadUp

Con (5.1)

Here,LoadUp
Out is the aggregated upstream traffic load going out of the node towards

its parent, andLoadUp
Ini

is the upstream load coming into the node through itsith down-
link. LoadUp

Gen andLoadUp
Con are the aggregated upstream load generated and consumed

respectively by the wireless clients’ associated with the node. Similarly for downstream
load,

LoadDown
In =

∑
j

LoadDown
Outj

+ LoadDown
Con − LoadDown

Gen (5.2)

whereLoadDown
In is the downstream load coming into the node through its up-link, and

LoadDown
Outj

is the downstream load going out through itsjth down-link. LoadDown
Con and

LoadDown
Gen are the downstream load consumed and generated respectively by the node’s

wireless clients.
Assuming no collaboration between compromised nodes, the quantitiesLoadUp

Out,
LoadUp

Ini
, LoadDown

In , andLoadDown
Outj

reported by any node can be easily cross-checked by
comparing them with values reported by the node on the other sides of the corresponding
links. This makes it hard for an individual compromised node to falsify these values, and
in turn even the values ofLoadUp

Gen, LoadDown
Gen , LoadUp

Con, andLoadDown
Con .

5.3.4 The Routing And Channel Optimization Algorithm
The actual channel allocation and the route selection are done by an incremental greedy
algorithm that emulates the multi-spanning tree distributed algorithm. The centralized ar-
chitecture also enables application of other more optimal algorithms, e.g. the one proposed
in Chapter 3. Our current algorithm visits all thetreesin the decreasing order of aggregated
traffic loads they impose on their respective gateways. Upon visiting a tree, the algorithm
offloads part of its traffic by moving one of its subtrees to a neighboring tree with lesser
load. It then similarly optimizes the traffic load across links with each gateway. Within each
subtree rooted at a gateway’s link, the algorithm simply attempts to minimize the hopcount
upto the gateway. For optimizing channel allocations, the algorithm estimates the channel
contention around each node, and switches nodes facing maximum channel contention to
other locally idle channels. The nodes higher up in the trees are given higher priority as
compared to the ones lower down, resulting in a fat-tree based network.

This CU-based algorithm is detailed below.

1. Among all the trees under consideration, find the treeT I whose aggregated traffic
load is maximum (i.e. ∀i, Load(T i) ≤ Load(T I)).

2. Determine all ofT I ’s neighboring treesT I
j that can potentially take over some of

its traffic load. Two trees are considered neighbors if there is at least one subtree
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(possibly composed of just a single node) that can migrate from one tree to the other
without involving any other tree.

3. For each candidate neighboring treeT I
j , determine all subtreesT I

jk that can migrate
from T I to T I

j without increasingT I
j ’s final aggregated load beyondT I ’s final aggre-

gated load. In other words, the following inequality should hold for allT I
jk.

∀j∀k, Load(T I)− Load(T I
jk) ≥ Load(T I

j ) + Load(T I
jk) (5.3)

4. For each neighboring treeT I
j , pick the subtreeT I

jK such thatLoad(T I
jk) is maximized

over allk (i.e. ∀k, Load(T I
jk) ≤ Load(T I

jK)).

5. Now pick one neighboring treeT I
J out of all the candidates such that theLoad(T I

JK)
is maximized over allj (i.e. ∀j, Load(T I

jK) ≤ Load(T I
JK)).

6. As the migration results in increased load on the neighboring tree, recompute the
imposed load on the gateway for the neighboring tree.

7. Add [T I
JK : T I− > T I

J ] to the list of route changes to be performed next.

8. Remove the treeT I andT I
J from consideration, and go back to step 1. While one

can consider the two trees for further optimization in the subsequent iterations of the
loop, the actual effects of movingT I

JK from T I to T I
J are hard to estimate due to

statistical multiplexing of traffic.

After the algorithm has gone through all the trees once, it has a list of routing changes
of the form[T I

JK : T I− > T I
J ] that need to be executed. The same algorithm is applied at

two different levels: first across gateways to balance the inter-gateway traffic load, and next
across individual links of each gateway to balance intra-gateway inter-link traffic load. The
subtrees rooted at individual links of each gateway are internally re-balanced for hopcount
by using a slight variation of Bellman Ford algorithm.

Next, another algorithm is run to optimize channel assignment in the network. The route
optimization related changes from previous step will impact the traffic load across different
channels. However, due to statistical multiplexing of traffic, the resulting traffic load on
individual channels is hard to estimate. The channel optimization step therefore excludes
any node that might see a change in channel traffic in its vicinity. This set is approximated
as∪iIntf(Ni), whereNi is a node whose routing table will change as a result of route
optimization, andIntf(Ni) is the set of nodes that interfere withNi. Note that many of the
nodes in the set can still undergo constrained channel optimization. However, excluding
such nodes altogether from the channel optimization computation simplifies the algorithm.

The actual channel assignment algorithm works as follows –

1. LetU be the set of candidate nodes for channel assignment optimization (i.e. nodes
/∈ ∪iIntf(Ni)). Then, for all nodesNj ∈ U , determineCC(Nj, i) which is the
aggregated load seen by nodeNj on channeli including the loadNj imposes on
channeli.
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2. Determine the nodeNJ and channelI such thatCC(NJ , I) is the maximum con-
tention seen by any candidate node on any channel. Formally,
∀j∀i, CC(NJ , I) ≤ CC(Nj, i).

3. Determine the least-loaded channelK from the perspective of nodeNJ , i.e.
∀k, CC(NJ , K) ≤ CC(NJ , k).

4. DetermineCC(Nl, K) which is the maximum load seen on channelK by any node
in vicinity of nodeNJ .

5. If CC(NJ , I) − L(NJ) > CC(Nl, K), then moving nodeNJ from channelI to
channelK would result in an overall balancing of traffic across channelI and channel
K. If so, add[NJ : I− > K] to the list of channel changes to be done next.

6. RemoveIntf(NJ) from the the setU and go back to step 1.

After the algorithm has gone through all the candidate nodes, it has another list of
channel changes of the form[NJ : I− > K] that need to be executed.

5.3.5 Network Re-configuration
Once the controller has determined a set of route and channel changes for the next round of
network re-configuration, it communicates with individual nodes to execute these changes.
Specifically, the controller sends each node the following info –

1. The time at which the next reconfiguration is to be performed (tnow + δ).

2. A list of routing table changes that the node needs to make.

3. Any channel change that the node needs to do.

4. Any change in the UP-NIC association.

To deal with packets losses, say due to bit errors, the delivery of each packet is made
reliable by using an explicit acknowledgement and retransmission mechanism. To avoid
situation when some of the nodes have received their reconfiguration packets and performed
reconfiguration, while the reconfiguration packets to the remaining nodes are still being
retransmitted, theδ is kept sufficiently large.

Network reconfiguration inevitably results in a transient increase in packet delays as
well as few packet losses. Hyacinth synchronizes the network reconfiguration to minimize
such delays and losses. All network synchronize their clocks with the CU using a simple
time synchronization algorithm based on average RTT difference, which is fully piggy-
backed on regular communication between each node and the CU (e.g. traffic updates). It
is possible to use any other more sophisticated algorithm that synchronizes the the local
clocks of nodes across the network. The only constraint is that the each node needs to
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synchronize directly with the CU, rather than with another node to prevent clock synchro-
nization attacks. While it is impossible to perfectly synchronize the time, this technique
minimizes the transient interval when nodes might have packet losses. Furthermore, the
link layer is able to tackle the retransmissions of most of these lost data packets making the
channel switching almost transparent to the higher layers.

Ideally, we would like to detect if each node indeedexecutesthe reconfiguration com-
mands that the CU sends it. If a malicious node does not perform reconfiguration, one
or more connections passing through the node would observe packet losses. However, it
is always possible for a malicious node to faithfully perform the reconfiguration andstill
mishandle the packet forwarding. We therefore deal with all routing misbehavior by ob-
serving the packet forwarding behavior of nodes. Routing misbehavior could be in form of
excessive packet drops, in-transit modification of packets, injection of fabricated or dupli-
cated packets, artificial delaying or re-ordering of packets, or mis-routing of packets. The
next section discusses how we detect such routing misbehavior, pinpoint the misbehaving
nodes, and isolate them from rest of the network.

5.4 Securing Packet Communication
All through the discussions in the previous section, we assumed that the control packet
exchange is both reliable and secure. We now turn our attention to this very problem of
securing end-to-end packet communication over multiple hops. Secure packet communi-
cation is one of the central primitives needed for each of the following functions –

1. Reporting of topology and traffic statistics to CU.

2. Distribution of routing and channel decisions across the network.

3. Network time synchronization.

4. Data exchange over the mesh network.

Note that the last point covers both kinds of packet exchanges –control packetsand
data packets. We have already discussed the kinds of attacks that we concern ourselves
with in this chapter. For ease of exposition, here are the attacks we would like to deal with
as far as end-to-end communication is concerned -

• Excessive packet drops.

• In-transit modification of packets.

• Injection of fabricated packets.

• Injection of duplicate packets.

• Artificial delaying of packets.
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• Packet re-ordering.

• Misrouting of packets.

We tackle the problem of securing end-to-end packet communication in 3 steps: detect
attack, identify attacker, and isolate attacker. It is insufficient to simply detect the attack
as the attacker can degrade the network performance and worse yet make the network
unusable if not identified and isolated from the rest of the network.

5.4.1 Attack Monitoring
Hyacinth incorporates various mechanisms to enable ingress/egress node pairs to detect any
misbehavior on part of compromised nodes along the path. As mentioned earlier, the mech-
anisms are transparent to the end hosts exchanging the data packets, and are independent
of any end-to-end encryption that the end hosts employ.

5.4.1.1 Monitoring Packet Forwarding

One way a compromised node can make the network unusable is by resorting to packet mis-
routing (or more precisely mis-forwarding). One could detect packet mis-forwarding by
providing each node with a copy of its neighbors’ routing tables and channel assignments.
This would make it possible for each network node to look at the (src, dest) pair in a packet
header and determine if it should indeed have received this packet from its previous hop.

In Hyacinth, this problem is much simplified because of the tree structure. Specifically,
when a malicious nodeM mis-forwards a packet, the next hop nodeN would attempt to
send the packet back toM . Thus, a mis-forwarding attack is easily detected by comparing
the previous hop of each packet with its next hop. If they are the same, then a potential
mis-forwarding attack is signalled.

5.4.1.2 Transparent Packet Authentication

As most sensitive traffic traversing even the wired network is protected against tampering
and eavesdropping by end-to-end encryption, we expect the same to be true for wireless
mesh networks. One could simply use this end-host encryption to also monitor signs of
packet tampering by compromised mesh routers. While clearly useful for detecting signs of
packet tampering, reliance on end-host encryption alone to pinpoint compromised routers
requires excessive changes to the end-host networking stack. Hyacinth adopts a more end-
host transparent monitoring and detection of compromised nodes. Each packet exchanged
over the Hyacinth network contains a sequence number and a comprehensive packet sig-
nature computed using a well-known hash function but encrypted using a session key. The
sequence number and the packet signature are computed/inserted at the ingress of the wire-
less mesh and verified/removed at the egress of the wireless mesh, all transparent to the
communicating applications and the end hosts. The session key itself needs to be unique
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only to a pair of ingress/egress mesh nodes. Multiple end-host connections passing through
the same ingress/egress node pairs thus use the same session key.

Key Establishment: To reduce the initialization time of a node, the session key is
established in a lazy manner. Establishment of session key is relatively straightforward
because of the PKI infrastructure we established. Suppose, nodeX and nodeY need to
establish a session keyKSession

X,Y . The node initiating the communication (sayX) picks a
random key to beKSession

X,Y , encrypts it with theKPublic
Y of Y , and sends it toY . Only

the receiving nodeY can decrypt the packet to obtain theKSession
X,Y . As such this scheme

would allow a compromised nodeM to launch a man-in-the-middle attack by establishing
a separate session keyKSession

X,M with X pretending to beY , andKSession
Y,M with Y pretending

to beX. To prevent such an attack, the initial packet sent byX also contains a message of
the form(MSG.Y ) first encrypted with theKPrivate

X and then encrypted with theKPublic
Y .

The second level encryption usingKPublic
Y ensures that the message can only be decrypted

by Y . The first level encryption ofMSG provides a proof toY thatX indeed generated
this packet. Finally, appendingY to the messageMSG ensures thatY cannot use it to
establish a session key with another node on behalf ofX.

No Fixing: Use of ingress-egress sequence numbers and packet signatures enables the
egress to detect duplicated, fabricated, modified, dropped, and re-ordered packets. Dupli-
cated, fabricated, and modified packets are dropped on the egress. It is possible to trig-
ger retransmission to fill missing sequence numbers, and also to fix any re-ordering of
the packets before releasing them out of mesh egress. However, the packet stream would
typically contain packets from multiple end-user connections. Reordering of packets on
ingress-egress packet stream might still maintain correct packet orderingwithin individual
connections. Similarly, requesting retransmission of dropped packets might be unneces-
sary for multimedia applications that can tolerate missing packets but not late packets.
Further, even for non-latency sensitive applications, the end host-level or application-level
retransmission might triggered at the same time as we request mesh-level retransmission.
To simplify the ingress/egress mesh node logic, we limit the use of sequence numbers to
simply detect and record packet reordering and packet losses.

Inferencing: Packet modifications almost always signal an attack, as genuine modifi-
cations in form of packet corruption should be detected at hardware layer itself leading to
packet drop. The same goes for packet fabrications, which should only happen if a node
fails or is otherwise compromised. However, packet drops can also happen because of
the underlying network properties. Bad channel quality at one of the hops could lead to
packet drops, or simply the queue build up on an intermediate hop could force it to drop
packets. With the stock 802.11 link-layer retransmission, duplicate packets resulting from
802.11 ACK drops are discarded. Further, there is no possibility of packet re-ordering at the
link-layer. However, local software retransmissions scheduled by link-layer aware trans-
port protocol (LRTP) could result in some packet duplication and re-ordering. Therefore,
only when the packet drops, duplications, and re-ordering go beyond certain reasonable
thresholds, does the receiver signal an attack necessitating detailed monitoring. Attacks
within the thresholds would go undetected, but they are also not serious enough to have
any significant impact on the network.
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Due to differences among various attacks and the probabilities of raising false alarms
in each case, Hyacinth uses a differentdetection thresholdfor each kind of attack. All the
detection thresholds are relative to amonitoring window. More precisely, this is the window
of recently received packet (from an ingress node) for which an egress node maintains
metadata info and which it looks at for signs of attacks.

Impact of Network Reconfiguration: The packet authentication and monitoring are
carried independently of any reconfiguration of the network. The session key and the in-
crements of sequence number is between an ingress-egress node pair, and is independent
of the actual path taken by packets between them. Even when the route between that
ingress-egress node pair changes as a result of reconfiguration, the session key stays the
same and the sequence number does not get reset. Any impact on the packet stream, e.g.
packet drops, duplications, reordering, and delays, as a result of network reconfiguration
are accommodated by the corresponding detection thresholds.

5.4.1.3 Path Delay Measurement

A similar logic applies to packet delays. It is possible for packets to be genuinely de-
layed because of MAC contention, local retransmissions after multiple errors, or queueing.
It is fundamentally hard to distinguish such delays from artificially introduced delays by
malicious nodes to impact network performance. However, it is fairly straightforward to
measure the RTT of packets (including any introduced delay by malicious nodes), and sig-
nal an attack when this RTT goes above certain threshold. To measure the RTT, the receiver
(the egress node) periodically sends a SYNC packet with local timestamp (T egress

SY NC) to the
sender (the ingress node). The sender records the local timestamp when it is receives this
SYNC packet (T ingress

SY NC ). From then on, every data packet sent by the sender includes (1)
local sending time for the packetT ingress

i , (2) T ingress
SY NC , and (3)T egress

SY NC .
The receiver records the local timestamp every time it receives the data packet (T egress

i ).
Using these numbers, the egress can determine the actual RTT of theith packet (RTTi)
using the following equation.

RTTi = T egress
i − T egress

SY NC − (T ingress
i − T ingress

SY NC ) (5.4)

The above equation can be rewritten as:

RTTi = T egress
i − T ingress

i − (T egress
SY NC − T ingress

SY NC ) (5.5)

As an optimization the ingress only maintains and sends the ‘reverse one-way delay’
T egress

SY NC − T ingress
SY NC and the local sending timestampT ingress

i . The egress combines those
with theT egress

i to obtain the RTT for the packet. The SYNC packets are piggybacked with
regular packets, and thus typically do not incur any additional overhead. This also enables
us to keep the SYNC period sufficiently small, and thus ignore any clock drift incurred
during this time [T egress

SY NC , T egress
i ].

An important concern in path delay measurement is that the local clocks on individ-
ual nodes can skip forward/backward when it undergoes re-synchronization with the clock
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on CU. To accommodate these periodic clock re-synchronization, each node maintains a
rolling synchronization counterthat is incremented every time the clock is re-synchronized.
Any time a node puts its local timestamp on a packet, it also puts its current synchroniza-
tion counter on that packet. In the above case, the egress sends its synchronization counter
Cegress

SY NC along with theT egress
SY NC to the ingress node. The ingress node, records the synchro-

nization counterCegress
SY NC along with the reverse delayT egress

SY NC − T ingress
SY NC for the ingress-

egress session.
Any time the local clock on the ingress is reset, it also adjusts the value of reverse

delay (for all its sessions) accordingly. Further, when the ingress sends a packet back to the
egress, it sendsCegress

SY NC along with the reverse delay stored with the session. Upon receiving
this packet, the egress uses the reverse delay stamped on the packet to compute RTT only if
theCegress

i matches theCegress
SY NC . It is also possible to optimize this further by maintaining

the adjustment done to the local clock on egress node upon every clock resynchronization,
and accounting for these while calculating RTT if theCegress

i does not matchCegress
SY NC .

5.4.1.4 Splitting Gateway Functionality

The above-discussed packet authentication and delay estimation rely upon mesh ingress
and egress not getting compromised. A compromised ingress could tamper with the packets
before inserting the packet signature. Similarly, a compromised egress could tamper with
the packets after removing the packet signature. Thus, if a mesh node gets compromised,
it can tamper with all the user connections starting from its associated access point. The
problem is much worse if a gateway node is compromised instead. A compromised gateway
node could tamper with all the connections starting from any of the access points associated
with any of the mesh nodes in its subtree. One might argue that similar to the CU, gateways
are special nodes and should be physically secured. However, unlike CU that resides solely
on the wired network (and hence can be physically secured), gateway nodes need to connect
wirelessly to other mesh nodes, and hence need to be placed in more open space.

To deal with gateway compromises, we move the security-related functionalities out of
the gateway nodes into a set of physically-secured verifier nodes deployed on the wired
network. Figure 5.1 depicts this architecture. Each gateway node is associated with one
verifier node, that takes over all the security-related functionalities. The purpose is to make
each gateway just another node in the network, such that its compromise only has local
effect.

Let us work through an example from Figure 5.1. Suppose the clientC1
2 is commu-

nicating with some hostH on the wired network. A downstream packet destined toC1
2

is first routed toVA. VA attaches a verification code to the packet before forwarding it to
GA. The packet then gets routed over the mesh network all the way toM2. After verifying
the packet,M2 strips off the verification code and hands over the packet to the associated
access pointAP2, who forwards it to the clientC1

2 . An upstream packet sent byC1
2 gets

the verification code attached atM2 and striped off atVA. If GA is now compromised, it
cannot affect theC1

2 −H communication without getting detected byVA or M2. Note that
althoughGA has a connection to the wired network, it still cannot bypassVA’s checks (by



5. SECURE ROUTING PROTOCOL 113

2
1

� �
� �
� �

� �
� �
� �

� �
� �
� �

� �
� �
� �

1

2

2

A B

A B

2
2

2
3

C

� �
� �

� �
� �

Wired Network End−user Device

Traffic Aggregation Device

Wireless Mesh Router

Data Verifier Node

Wired Gateway

M

M
AP

G

VV

G

CC

Controller Unit (CU) 

Figure 5.1:The security-related functions are moved from the gateway nodes onto a set of
verifier nodes. As verifier nodes can be physically secured, this architecture significantly
limits the impact of compromised gateway nodes.

directly sending the packets to the Internet host without going throughVA), without getting
detected.

The architecture has additional hardware and networking cost due to introduction of
verifier nodes. The number of verifier nodes is proportional to, but smaller than, the number
of gateway nodes. As the number of gateways nodes itself is much smaller compared to the
number of mesh nodes, this added hardware and networking cost is justifiable.

5.4.1.5 Client-based Reporting of Ingress/Egress Compromise

Addition of verifier nodes ensures that a compromised gateway cannot tamper with packets
without getting noticed. As shown earlier, a compromised node, sayM1 cannot tamper with
packets passing through it without getting detected. However, a compromised node, say
M2, can still tamper with the connectionsoriginating from its associated access pointand
not get noticed by the network. Note that the impact of such attack is limited to the clients
connected to the associated access point, in this caseAP2. To determine such attacks, we
fallback on clients to report such issues to the CU. More concretely, as most real-world
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communication employ an ACK mechanism at application, session, or transport layers, the
end clients could still detect these attacks. The CU runs a service where clients can report
problems with the network connectivity. Upon receiving these reports, CU can initiate
manual or automated troubleshooting, and ingress compromise is considered as one of the
potential causes.

5.4.2 Malicious Node Identification
While the mechanism discussed in the previous subsection can detect tampering of packet
stream by a malicious node, it does little to pinpoint such malicious nodes or isolate them.
A malicious node can still impact the network routing performance by repeatedly tampering
the packet stream of a connection. To pinpoint such nodes, Hyacinth incorporates afine-
grained packet tracingmechanism. To minimize performance impact, this fine-grained
packet tracing is only turned on when a pair of communicating mesh nodes (typically a
mesh node and a verifier node) observe mishandling of their exchanged packets. The core
idea is that the receiver node searches for the first victim nodeV along the path that ob-
serves mishandling of packets. As shown later in this subsection, the compromised node is
either the previous hop of this victim nodeV or the victim nodeV itself.

5.4.2.1 Fine-grained Packet Tracing

Let us work with the example of a packet modification attack shown in Fig 5.2. Suppose the
receiver nodeR detects that the packet stream it is receiving from the sender nodeS is being
tampering with.R gets the information about the route toS from the CU, and then performs
the search for the malicious node by picking a different intermediate node to snoop on the
packets in each iteration. Upon picking an intermediate nodeI, R requestsI to maintain a
running history of the last several packets it forwards for connections between the sender
S and the receiverR. This window of packets cached byI is called theSnoop Window.
If a particular sequence number is repeated, the intermediate nodeI only stores first copy
of the packet it receives. Next time, the receiverR detects malicious modifications of a
packet, it asks the nodeI to send back its stored copy of the packet3. NodeR matches this
copy against the copy of the packet it received. If the copies match, then the nodeV lies
betweenS andI both inclusive. On the other hand, if the copies mismatch then the node
V lies betweenI andR both inclusive.

To pinpoint nodeV , the receiver nodeR performs a binary search along the path from
S to R. If [S, R] represents the path fromS to R, then the receiverS maintains[P, Q]
a sub-path of[S, R], such that nodeV lies along the sub-path[P, Q]. In each step of the
search,R picks a new nodeI that lies mid-way along the path[P, Q] for its packet tracing.
At the end of the step,S would narrow the sub-path whereV lies to either[P, I] or [I, Q].

Claim 1: Either nodeV or its previous hop is malicious.

3One subtlety here is that the receiverR needs to wait for for some time, termedSnoop Wait Time, before
it canask the snooper for packets. The snoop wait time is measured from the timeR asksI to start snooping.
It cannot be 0, because of the communication and setup delays incurred for snooping.
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Figure 5.2:Without correlating inferences from different paths, it is only possible to pin-
point the misbehavior to a link rather than to a node. This is because the compromised
node C has the choice of returning the checksum from the original correct packet or the
checksum from the tampered packet. In the former case C and its next node N are labeled
as malicious, while in the latter case C and its previous node P are labeled as malicious.

If node V ’s claim is true, then the previous hop ofV , sayU , is the malicious node.
However, since a malicious node can always claim to have received the tampered copy
from U , it is also possible thatV itself is the malicious node. It is easy to show that either
U or V is definitely malicious. If bothU andV were good nodes, they should either both
report tampered copy or both report untampered copy of the packet. Hence at least one of
them is malicious.

Claim 2: It is not possible to detect a malicious node along a path with more preci-
sion without correlating inferences about malicious node from different paths. This is true
because with any scheme it is impossible to distinguish between the two cases – the case
where the node claiming to be the victim is indeed the victim and is receiving corrupted
packets from its previous hop; and the case where the node claiming to be the victim is
the malicious node itself and is corrupting the original packets it receives from its previous
hop. The two scenarios are depicted in Figure 5.2.

Note that it is also possible for sender to do the same search. However, that would
require the receiver to inform sender every time it observes tampering of packets. We
therefore implement the tracing mechanism on the receiver.
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5.4.2.2 Detecting Node Delaying Packets

The above technique works not only for packet modification, but also for packet fabrica-
tion, packet drops, packet duplication. A more sophisticated malicious node could faith-
fully forward the packets, but add excessive delay thereby impacting end-to-end network
performance. However, it is easy to extend the proposed mechanism to detect artificial
delays that go beyond certain normal threshold. The extension works as follows.

Each packet is stamped with origin timestamp by the ingress node (as discussed previ-
ously). The egress node looks at the timestamp and determines the end-to-end delay for the
packet. If the egress node observes abnormally high delay for several or all of its packets, it
and the sender initiate a binary search to determine the first node V that claims to receive an
affected packet at a delayed time. The mechanism to determine partial route delay is almost
the same. The receiver R runs a binary search for first node V that claims to have seen the
delayed packet. The receiver R maintains the subpath[P, Q] such that node V lies on this
subpath (endpoints inclusive). In every iteration, it narrows this subpath by (1) randomly
choosing a node I lying on the subpath, (2) sending it a SYNC packet, and (3) requesting
node I to maintain receive timestamps for the recent window of S-R packets it stores. Every
time, node I observes a packet whose end-to-end delay crosses the preset threshold, it asks
the receive timestamp for the packet from node I. Node R then uses a similar equation as
above to determine whether the delay seen by the packet can be attributed to[S, I] or [I, R].
Based on the result, it narrows its search for V to either the subpath[P, I] or the subpath
[I, Q]. Finally, based on the same logic as packet tampering, the node V and its previous
hop are reported to the CU.

It should be noted that the clock itself can skip forward/backward (due to periodic
resynchronization) on the snooper nodeI or on the egress nodeR. The same mechanism
of rolling synchronization counters, as discussed in Subsection 5.4.1.3, is used to account
for these clock adjustments.

5.4.2.3 Impact of Network Reconfiguration

When the egress nodeR is running the search for the malicious node, it is possible for the
network route fromR to S (the ingress node) to change. When this route change happens,
R’s fine-grained packet tracing is restarted. Based on the explicit route information request
CU receives at the beginning of any fine-grained packet tracing, the CU sends a route-
invalidate packet to the appropriate egress node. More specifically, the CU maintains a list
of any egress node to which it has sent route information, and during network reconfigura-
tion uses this list to determine if any egress node needs to have its cached route information
invalidated. Upon receiving a route-reset request from CU, the egress node (in this case
R) explicitly requests the route again and continues the search if necessary. It utilizes any
inferencing done before route invalidation to make the search over the new route faster.
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5.4.2.4 Correlating Tampering Data from Multiple Sources

If a compromised node is tampering with packets along multiple paths, it is also possible
for CU to correlate the inferences from each of these paths and accurately pinpoint the
compromised node.

The fine-grained tracing does not get triggered if the ingress or the egress itself is tam-
pering with the packets. The ingress (or egress) could tamper with the packets before
inserting (or after removing) the packet signature. As mentioned earlier, the scope of such
attacks is limited to the clients of the access point directly connected to the ingress (or
egress), and we rely upon clients to inform us of such tampering. If enough clients inform
about tampering that is otherwise undetected by Hyacinth’s security mechanisms, then we
pinpoint it to the mesh node directly connected to the access point.

5.4.3 Malicious Node Isolation
To isolate a malicious node, say M, the CU revokes its certificate by informing all nodes
in the network. Upon receiving this certificate revocation, nodes in the network break
their communication with the malicious node. As these packets are encrypted using the
corresponding session key that is established between the CU and the recipient, it is not
possible for a malicious node to fake/tamper these control packets without getting detected.
Because of tree structure several network nodes could be connecting through M, and M
might prevent delivery of such packets. However, such condition will get detected by the
downstream nodes as their packets will not be forwarded. If so, they could start searching
for another parent who has a path to the wired network without going through M.

5.4.4 Performance and Cost Impact
The proposed mechanism to detect payload tampering imposes the overhead of computing
and verifying signature on a per-packet basis. On the other hand, the fine-grained packet
tracing is only done when a compromised node is suspected. It is possible for the ma-
licious node to stop tampering with the packets when it knows that the packet tracing is
ON. However, this is fine as the fine-grained packet tracing only imposes modest storage
requirements on the intermediate node. Moreover, as the control communication is en-
crypted, it is hard for the compromised node to figure out if the tracing is indeed ON at
certain point in time. The malicious node thus either needs to stop packet tampering or get
detected by the network.

From the cost viewpoint, this architecture introduces verifier nodes in number smaller
than, but proportional to, the number of gateway nodes. As the number of gateways nodes
itself is small compared to the number of mesh nodes, this added hardware and wired
networking cost is justifiable.
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5.5 Security Analysis
We now analyze how our proposed security architecture addresses each of the individual
attacks.

5.5.1 Data Plane Attacks
To recapitulate, in a data plane attack a malicious node tampers with the packets (data
packets and/or control packets) at the time of forwarding.

• Packet Fabrication: Every packet traversing a Hyacinth network bears a hash com-
puted based on theentire packet content and encrypted using a session key only
known to the ingress-egress node pair. Therefore a fabricated packet inserted by
an intermediate node is easily detected at the egress. Further, as the packet hash is
computed based on the entire packet content including the sequence number, it is not
possible for a compromised node to fabricate a packet by utilizing ‘parts’ of an actual
exchanged packet.

• Packet Duplication/Replay: Every packet sent from an ingress mesh node to an
egress mesh node also bears a sequence number that increments uniformly. A packet
replay by an intermediate node would thus get detected. It is possible for a packet
sent by mesh ingress to getgenuinelyduplicated due to loss of an 802.11 ACK and
a corresponding hop-level retransmission. If the retransmission is carried by 802.11
itself, the duplicate packet is automatically detected and suppressed by 802.11 using
its own sequence numbering. It is straightforward to do similar suppression of dupli-
cated packet if the hop-level retransmissions are instead triggered at software layer
by LRTP.

• Packet Modification: As discussed above, the packet hash helps detect any mali-
cious modifications done by an intermediate node. It is possible for a packet to get
corrupted due to wireless bit errors. However, such corruptions are almost always
detected and dropped by 802.11 layer using its own checksum mechanism.

• Packet Drops: The sequence number mechanism employed by the ingress-egress
node pair also helps detect malicious packet drops by an intermediate node. Pack-
ets can also be dropped due to repeated wireless bit errors or queue overflow on
intermediate routers or route changes. The egress node accounts for such errors by
tracking their duration and frequency of re-occurrence. If they are transient and do
not occur too frequently, they are considered acceptable. On the other hand, if such
genuine packet drops last for long and/or occur too frequently, Hyacinth’s detection
mechanism treats them similar to ones intentionally induced by a malicious node.

• Black Hole Attack: It is possible for an attacker to just drop majority or all of the
packets making it impossible for the ingress-egress node pair to communicate. In
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such case, Hyacinth relies on the (absence of) periodic SYNC packet from the egress
node to the ingress node, and triggers the attacker identification mechanism on the
ingress node instead.

• Packet Reordering: A compromised node can impact network performance by re-
ordering the packets. The sequence numbers associated with the packets are used to
determine the extent of reordering. Theextentof reordering for a given window of
packets is measured by summing the differences between actual and expected packet
sequence number for each position in the window. Some reordering of packets can
occur due to LRTP software retransmissions and its eager 802.11 queueing needed
to maintain optimal link performance. Similarly, packets can get reordered during
route changes. However, such reordering is infrequent and/or small in extent. Hence,
when the extent of reordering goes above certain minimum threshold and repeats
frequently, it is considered to be malicious.

• Packet Mis-forwarding: A Hyacinth node tracks the incoming link for the packet.
Due to the tree topology, there is exactly one path to reach a particular egress node
starting from a certain node. Thus if the packet was mis-routed the incoming and
the outgoing links are the same. This is the property that Hyacinth uses to detect
mis-forwarding attacks. Note that a similar situation can occur even when paths are
re-routed. However, in that case the involved nodes are aware of the routing changes
and hence do not trigger false alarms.

• Packet Delay: Each Hyacinth packet carries information that is used to determine
RTT on a per-packet basis. If the delay goes beyond certain threshold, the egress
asks the CU the number of nodes along the path and multiplies it with certain maxi-
mum tolerable delay per hop to determine if the observed delay indicates an attack.
It is also possible for CU to gather information from individual nodes about their
measured RTT and derive the average/standard deviation of network-wide per-hop
delay. This information can then be used to derive a reasonable value for maximum
tolerable delay per hop.

As pointed in the above analysis, some of these errors,e.g., packet duplication, drops,
delays, and reorder, could also happen in normal operating conditions of a wireless mesh
network. It is not possible to reliably distinguish such ‘normal’ errors from those result-
ing from ‘malicious’ attacks without introducing prohibitive complexity into the protocol.
However, it is also not necessary to always distinguish between them. Our approach is to
use detection thresholds that can be set by manually or auto-determined by the network
using always-on measurements. If a non-compromised node repeatedly crosses the thresh-
old, it is isolated from the network. This is arguably the right course of action, because
even though this node is not compromised/malicious, it is still hurting the network perfor-
mance due to hardware/software issue, channel conditions in its vicinity, placement, or a
combination thereof.
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5.5.2 Control Plane Attacks
To recapitulate, we define a control plane attack in one in which a malicious node sends
carefully crafted control packets so as to prevent the network from reaching a correct rout-
ing state. In the preceding subsection, we already showed that the malicious node cannot
assume the identity of another node and/or send packets on its behalf. For discussion in this
subsection, we assume that the control packet bear the address of the malicious node itself.
It is the payload of the packet, e.g. traffic statistics, topology information, that is fabricated
to launch the attack.

• Topology Misreporting: The first form of control plane attack is launched by misre-
porting topology information. Remember that each node reports its communication-
range neighbors and the interference-range neighbors. An attacker node can falsify
either of these. It can also not faithfully participate in topology discovery process,
skewing the topology reported by its neighbors. AssumingA is the attacker node,
there are four possibilities -

1. An interfering nodeI is not reported: If nodeI reports nodeA as interfering,
the algorithm still would account for partial (50%) interference. Even if node
A does not participate in interference determination (leading to nodeI not re-
porting A as interfering either), in the worst case it could cause most of its
interference links to be removed from consideration4. Still the effect of this
attack is limited to the radio vicinity ofA.

2. A non-interfering nodeIf is reported as an interfering node: This attack is sim-
ilarly limited for two reasons. First, ifIf does not reportA as interfering, then
we only account for 50% of interference. Second, ifA reports too many such
nodes as interfering (leading to partial interference), nodeA could be marked
as potentially compromised.

3. A communication neighborC is not reported: This attack only has limited
effect that links betweenA and some of its neighbors are not used for commu-
nication. If A does not report majority of its neighbors, it gets detected as its
neighbors all reportA in their neighbor list.

4. A non-neighborCf is reported as a communication neighbor: SinceA andCf

are considered neighbors only if each of them reports the other as a hearing-
range neighbor, this case has no impact the working of the protocol.

• Traffic Misreporting: It is also possible for an attacker to misreport the actual
amount of traffic it sees (routes, consumes, or generates). Hyacinth employs a cross-
checking mechanism to detect any inconsistency in the traffic reported by various
network nodes. Since the clocks of various nodes are approximately synchronized,
it is easy to synchronize the traffic measurement cycles of the network nodes. This

4A’s hearing range neighbors can hearA and would still reportA as interfering.
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simplifies the cross-checking and makes it relatively independent of the the actual
measurement window size (defaults to 16 sec for of all our experiments).

The only parameter that really matter is how out of sync are the windows of mea-
surements for neighboring nodes. We empirically show in Section 5.6 ahead that the
cross-checking can easily tolerate reasonable misalignments in traffic measurement
windows.

• Node Misconfiguration: A compromised node could misconfigure its channels
and/or routes. Such misconfiguration would lead to the compromised node getting
disconnected, and would easily get detected by its communication neighbors. Fur-
ther, such misconfiguration could just get treated as normal node failures, and worked
around by reconfiguring the network in that radio vicinity.

• Attack Nodes Addition: An attacker can attempt to introduce new attack nodes into
the network. As discussed in Section 5.3.1, it is not possible for an attacker to bring in
attack nodes with new identity. This is because each Hyacinth node needs a certificate
signed by CA in order to operate. However, the only way to obtain a certificate is to
use a specific key available on a node only during the short initialization phase and
erased afterwards.

Another possibility is for the attacker to introduce clones of a compromised node,
all with the same identity. The clones could, however, run different software. This
cloning attack is tackled with a threshold-based mechanism. As a normally operat-
ing mesh node is only expected to have a limited number of neighbors, cloning a
compromised node and placing them at different points in the network bumps up the
number of neighbors. The topology discovery is itself strengthened using anonymous
HELLO messages and hence the attacker cannot prevent neighbors of all the clones
from reporting these clones to the CU. The attacker could also co-locate these clones
with the original compromised node, but that does not help the attacker beyond hav-
ing control over the compromised node.

5.5.3 Limitations
Although the proposed security solution can detect and recover the network from several
attacks launched by compromised nodes, it has the following limitations -

• Occasional Tampering: The node isolation time increases if the malicious node
only tampers with packets occasionally. If the frequency of tampering falls below
a certain threshold, it would go undetected by the proposed mechanism. However,
this is fine as occasional packet drops/delays can also happen due to wireless channel
errors. Furthermore, the actual impact of such occasional tampering is also small.

• New Node Compromise:A new node joining the network should not be initially
compromised. This is necessary because a compromised new node can reveal the
public keyKPublic

CU allowing more attack nodes to join the network.
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A new node joins the network quickly after it can communicate with one more node
that is already part of the network. We expect that a new node should be able to
communicate with the network, i.e. at least one network node, within some short
time of its physical deployment. This makes it highly unlikely that the new node can
be compromised. Moreover, the CU tracks the number of nodes joining the network
against the number of physically deployed nodes, helping detect this rare situation if
it does happen.

• Colluding Attackers: Our proposed protocol works well even if a certain fraction
of network nodes are compromised and are used to launch an uncoordinated attack.
However, it is possible for compromised nodes to collude and launch attacks that
can not be detected by our proposed mechanism. For instance, two colluding non-
neighboring nodes can send falsified neighborhood information to the CU by pre-
tending to be neighbors. This collaborative control plane attack would go undetected,
lead to non-optimal route/channel selection.

The same is true for collaborative data plane attacks. The actual attack detection
is done purely at the egress node by detecting anomalies in the packet stream, and
hence collaboration does not affect the ability to detect the final attack. However, our
attacker identification mechanism searches for ‘transition points’ along the path,i.e.
links at which a packet is impacted. For instance, it is possible for two collaborating
malicious nodes, sayA andB along the path to evade identification by intelligently
orchestrating the attack. At first,B can tamper with the packet stream. But when
the binary search for the transition point probes a node betweenA andB, A can take
over the attack launch. This way the binary search would fail to identify the attacker.

One can devise more stringent checks to detect falsified topology/traffic information
despite collaboration among compromised nodes. Similarly, it is possible to use a
more sophisticated search that simultaneously probes multiple nodes along the path,
and thus be robust in presence of collaborative data plane attacks. That discussion is
beyond the scope of this dissertation.

• Congestion Attacks:One of the attacks that is not tackled by the discussed protocol
is the congestion attack. It is possible for a node to simply congest the network by
pumping in packets. However, it is relatively easy to detect such attacks using the
C3L technique discussed in the previous chapter. Specifically, a misbehaving node’s
neighbor could detect if the node is trying to congest the network by going beyond
its allocated bandwidth.

• RF Attacks: A compromised node can be forced to create RF interference. However,
this issue is not related to the protocol itself – an attacker does not even need to
compromise a network node to introduce RF interference.
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5.6 Performance Evaluation
We implemented the proposed security mechanism in ns-2 simulator. In this section, we
present the results of a comprehensive performance study conducted using that implemen-
tation.

Unless otherwise specified, each experiment was conducted on a 49-node grid net-
work with 2 gateways located at diagonally opposite ends of the network. Each node was
equipped with 4 network interfaces tuned to one of the 25 available channels (similar to
IEEE 802.11a). The actual route and channel computations were done on a wired node.
This wired node gathered the traffic and topology information from all the network nodes,
and sent the computed channel and route modification commands to the respective nodes.
Depending on its position, a node could directly communicate with upto 4 neighboring
nodes. The sensing range was set to double the hearing range, making a node interfere
with upto 12 neighboring nodes depending upon its position.

By default, all communication was simulated with CBR flows (without application-
level retransmission) making it easier to analyze the results. One of the randomly chosen
nodes was designated as the attacker and it indiscriminately impacted the control and the
data packets (as they are indistinguishable from an intermediate node’s viewpoint). The
attack itself was launched in 5 second cycles on a fixed number of initial packets (per
cycle) between a pair of communicating nodes again chosen at random. In contrast to an
always-ON attack, these ON-OFF attacks are harder to detect, and therefore better test the
working of the protocol.

5.6.1 Effectiveness Analysis
We first evaluated the effectiveness of the overall security protocol under various attacks.
In each set of following experiments, we varied one of the network, traffic, or attack-
related parameters, e.g. communication speed, attacker position, attack intensity, route
length, and measured the time it takes for our protocol to detect the attack and pinpoint
the attacker. These result serve the dual purpose of demonstrating the resilience of the
protocol under various scenarios, and also showing the impact of these variations on the
detection/identification time/accuracy.

5.6.1.1 Communication Speed

In this experiment, we set up 7 aggregated CBR flows (each representing an aggregate of a
set of user flows), and simultaneously scaled the data speed for all the flows. The scaling
of 4 (the rightmost bar in each graph) corresponds to the maximum traffic possible through
the network without congesting the network. The same experiment was repeated with 4
different kinds of packet mishandling attacks – delay, drop, dup, and reorder. We do not
show the results for packet fabrication and packet modification as they are relatively easier
to detect, and their results are somewhat similar to packet duplication attacks.
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Figure 5.3:Impact of communication speed on the protocol effectiveness. Each graph cor-
responds to a different packet mishandling attack – (a) delay attack, (b) drop attack, (c) dup
attack, and (d) reorder attack. The protocol works effectively across different communica-
tion speeds.

Figure 5.3 shows the results. Each point on the X axis corresponds to a certain scaling
of the traffic, and the corresponding bars plot (1) the attack launch time, (2) the attack
detection time, and (3) the attacker identification time. The different graphs correspond to
different attack scenarios. The graphs provide several insights into the protocol -

• The dup and reorder attacks are much faster to detect than the delay and drop attacks.
This is because a multi-hop wireless network does not by itself introduce duplicate
packets; nor does it reorder packets. In contrast, packet delays and packet drops
are a common occurrence in wireless networks. Packets could be delayed due to
network buffering or local retransmissions resulting from intermittent transmission
errors. The same effects could also result in packet drops. Therefore, the detection
thresholds for delay and drop attacks need to be much higher.

• There are no false positives or false negatives in any of the scenarios, suggesting the
robustness of the protocol to various communication speeds.

• Within each graph, the attack detection time reduces with the communication speed.



5. SECURE ROUTING PROTOCOL 125

Traffic False +ve
Multiplier (count/experiment)
<= 4.05 0
>= 4.10 1+

Table 5.1:Probability of false alarms shoots up as the network is overloaded.

This is because higher the communication speed, smaller the time the attacker takes
to impact the fixed number of packets required to cross the detection threshold.

• The same is not true for attacker identification time. The actual attacker identification
requires a binary search through the path. For dup and reorder attacks, the set up and
the waiting time for each step of the binary search dominates that time. For delay
and drop attacks, the identification actually ran across multiple attack cycles, and
thus faster communication rates did not help.

• In case of delay attacks, there is an increase in the identification time with communi-
cation speed. This is an artifact of the way the attack was simulated. Specifically, the
delay attack simulation ensured that it did not lead to reordering of packets. There-
fore, a packet could only be delayed to the extent allowed by its subsequent packet.
This effect reduced the amount of introduced delay at higher communication speed,
leading to an increase in attacker identification time.

Table 5.1 summarizes the measurements for false positives (in absence of any simu-
lated attacks) as the network traffic was increased. As long as the traffic was below 4.05
x base-traffic, there were no false positives. Once the traffic went above this point, we
consistently observed false alarms. As we expected, this tipping point was the same as the
network saturation point. Below this point, there were few drops due to buffer overflows on
intermediate routers. Beyond this point, there were several clear instances of intermediate
routers dropping packets as they could not forward those in time.

In the above simulations, we did not use any congestion control. In a real deployment,
we propose using Coordinated Congestion Control (C3L) to prevent congestion by capping
the rate at which individual ingress nodes inject packets into the network. Alternatively, we
expect individual application flows to use transport-layer congestion control which gets
triggered using RED (Random Early Drop) mechanism implemented on mesh routers.

5.6.1.2 Path Length

We next varied the communication path length and measured its impact on the protocol
efficacy. Figure 5.4 shows the results. The increased distance between the sender and re-
ceiver does not impact the detection time, but increases the attacker identification time.
This is expected because the detection itself is performed only on the receiver node with-
out any aid from intermediate nodes. Thus, there is no observable change in detection
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Figure 5.4:The detection time is not impacted by the path length. The identification time
increases logarithmically with the path length.
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performance. On the other hand, the attacker identification involves intermediate nodes -
specificallyO(log(P )) nodes due to the binary search involved. As a result, we observe a
logarithmic increase in the attacker identification time. Since the attacks were launched in
5-second cycles, we see jumps in the identification time through all the graphs.

We also conducted another set of experiments in which we varied the path length, but
did not simulate any attacks. Those experiments confirmed that the path length also does
not have any direct impact on the occurrences of false positives.

5.6.1.3 Attacker Position

In this experiment, we varied the position of the attacker along the communication path.
Figure 5.5 shows the results from the experiment. While the protocol works effectively
regardless of the relative position of the attacker, there is no clear relationship between
the position of the attacker and the time it took to identify it. One might expect that the
binary search should finish earlier if the receiver happen to pick the right node in the first
step itself. However, this is not the case, as attacker identification in our protocol requires
finding apair of adjacent nodes with differences in the monitored packet log. However, the
binary search looks at only one node at a time. Even if the search starts with one of those
two adjacent nodes, it takesO(log(P )) steps to get to the adjacent node (P is the length of
the path).

5.6.1.4 Attack Intensity

In this experiment, we varied the intensity of the attack in a couple of different ways. We
first varied the attack rate measured in terms of number of packets impacted during each
attack cycle. Figure 5.6 shows the results from the corresponding experiment. We see false
negatives or increased identification time at very low attack rates. This is to be expected as
attacks fall below detection threshold. At the same time, such low-rate attacks do not cause
much harm to the network either.

In most cases, an increase in the attack rate leads to faster identification of the attacker,
as it is easier to observe an attack. Simultaneously though, the probability of control packets
getting impacted also increases with attack rate. For example, in case of packet drop attack,
there is a a higher chance of an encrypted control packet (carrying the snoop results) getting
dropped and requiring retransmissions. This effect shows up most prominently in drop
attack and delay attacks.

At very high rate, the drop attack converts to a black hole attack preventing any com-
munication, and we switch to the alternate sender-side drop detection mechanism.

We next varied the impact of attack on individual packets while keeping the attack rate
(number of impacted packets per attack cycle) constant. Figure 5.7 shows these results.

• For delay attack, we varied the amount of delay introduced by the attacker (Fig-
ure 5.7(a)). Intuitively, an increase in introduced delay should make it harder to
detect the attack, resulting in increased detection and identification time. This is in-
deed true for the initial increase in delay from 1 sec to 3 sec. The step seen for the
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Figure 5.5: Changing the position of the attacker does not impact the accuracy of the
protocol.
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Figure 5.6: Very low rate attacks are harder to detect, but also cause negligible harm.
At high attack rate, it becomes easier to observe an attack, but simultaneously harder to
communicate control packets.
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Figure 5.7:Impact of attack intensity on protocol effectiveness. The label on a bar indicates
the type of the detected attack whenever it is different from the actual attack type.
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Periodicity 1 sec 2 sec 5 sec
Delay 2.89 5.79 9.82
Drop 2.89 7.73 19.66

Duplication 1.93 3.87 4.91
Reorder 2.03 1.93 1.91

Table 5.2:Attacker identification time measured in seconds past the attack detection, at
different attack periodicity. A lower periodicity value makes the attacks continuous leading
to faster identification.

attack with 3 sec delay is due to 5-second attack cycles. However, beyond this point,
it actually becomes easier to detect delayed packets as there is no need to wait for
next 5-second attack cycle. Instead, in the first part of each attack cycle one can
observe a silent period, and in the latter part one can observe the delayed packets
arriving in bunch. This essentially makes it easier to detect the attack when a larger
delay is introduced.

The right part of the graph indicates that at much higher delays, the delayed pack-
ets essentially gets treated as dropped. As a result the attacks get detected as drop
attacks, as indicated in the graph by labels on the bars. For the same reason, the
detection and identification time in this operating range are constant.

• For the dup attack, we varied the number of replicas per impacted packet introduced
by the attacker. Figure 5.7(b) shows that this variation has negligible, though posi-
tive, effect on the protocol effectiveness. This is because with more copies per packet
there is a chance of sensing the attack (during both the detection phase and the iden-
tification phase) a little earlier.

• Finally, for the reorder attack we varied the amount of time a packet was delayed
before being sent, in effect increasing the amount of reorder in the packet stream.
Figure 5.7(c) shows the results from this experiment. At lower attack intensity (con-
trolled here by amount of delay introduced), the receiver actually infers a delay at-
tack. At higher attack intensity, the receiver infers a drop attack.

5.6.1.5 Attack Pattern

In the preceding experiments, the attack cycle was set to 5 sec, leading to an ON-OFF
attack. In this experiment, we wanted to see the impact of different attack patterns. We
achieved this by modifying the periodicity value as shown in Table 5.2. As the periodicity
value is reduced, the attacker identification time also decreases. This is because the lower
periodicity values, e.g. 1 sec, make the attack lot more continuous, making it easier to
detect the attack without waiting for next attack cycle.
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Attack Launch Attack Detection Attacker Identification
Attack Type Time (sec) Time (sec) Time (sec)

Delay 1.00 2.14 7.94
Drop 1.00 - -

Duplication 1.00 1.34 2.92
Reorder 1.00 1.86 5.41

Table 5.3:Attacker identification time (in sec) for various attacks with presence of TCP
flows. TCP congestion control gets triggered in presence of drop attacks, making it impos-
sible to detect the attack.

5.6.1.6 Traffic Pattern

We conducted various experiments to check the impact of different traffic patterns. We
experimented with FTP (running over TCP) application traffic. We ran 7 FTP upload flows
each starting from a randomly chosen node, and destined towards a node on the wired
network. Table 5.3 shows the results. The proposed security protocol works equally well
with TCP traffic. Although not shown in the Table, there were no false positives in absence
of any attacks. In case of drop attacks, TCP congestion control gets triggered and the traffic
source dramatically reduces the sending rate. This makes it impossible to detect the attack.
In this way, TCP actually ends up helping the attacker.

To experiment further with variable bit rate (VBR) traffic, we simulated exponential
traffic sources. We varied the fraction of time each source was ON during 500 msec cycles.
The average sending rate within the ON time was fixed across all experiments. Thus,
the overall average sending rate was proportional to the fraction of ON time. Figure 5.8
shows the results. As one would expect, it is easier to detect an attack when the packets
are continuously being exchanged (larger ON time fraction) than when the packets are
exchanged infrequently (smaller ON time fraction). This can be seen from reduction in the
detection time with increasing ON time fraction. However, the attacker identification time
does not show any clear correlation with the ON period. The reason is that as the fraction
of ON time increases, the overall sending rate also goes high. As only a fixed number of
packets are impacted in every 5 seconds attack cycle, increased sending rate makes it more
likely that the identification takes multiple attack cycles.

Finally, we experimented with changing the traffic direction to see its impact on the
proposed protocol. Again, we picked a set of 7 random nodes each of which communicated
with a wired node. We first introduced uni-directional traffic streams, and measured the
detection/identification times for each of the attacks. Next we replaced these uni-directional
traffic streams with bi-directional traffic streams, with aggregate sending rates and attack
rates twice as much as earlier. Table 5.4 shows the results from this experiment. For
simplicity, we only show the difference of the identification time and the detection time.
The protocol works well in presence of bi-directional traffic.
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Figure 5.8:The proposed protocol works well in presence of ON-OFF exponential traffic.
Not shown in the graphs are the experimental runs without any attacks, which revealed no
false positives with change in traffic pattern.

Uni-dir Attacker Bi-dir Attacker
Attack Type Identification Time (sec) Identification Time (sec)

Delay 15.42 15.09
Drop 14.91 13.91

Duplication 4.91 4.91
Reorder 5.95 5.80

Table 5.4:The proposed mechanism works well in presence of bi-directional traffic includ-
ing no false positives (not shown).
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Attack Launch Attack Detection Attacker Identification
Delay Drop Dup Reorder Time (sec) Time (sec) Time (sec)√

1.00 2.10 12.62√
1.00 4.21 19.02√
1.00 1.32 2.20√
1.00 2.13 6.11

√ √
1.00 2.11 9.21√ √
1.00 1.39 2.28√ √
1.00 2.11 7.89√ √
1.00 1.39 2.29√ √
1.00 2.11 3.12√ √
1.00 1.60 2.50

√ √ √
1.00 1.63 MisID√ √ √
1.00 2.04 6.05√ √ √
1.00 1.63 4.67√ √ √
1.00 1.63 2.56√ √ √ √
1.00 1.85 6.00

Table 5.5:Multiple simultaneous attacks launched from the same attacker. The attack rate
is proportional to the size of the chosen combination. The protocol works well even in
presence of mixed attacks.

5.6.1.7 Multiple Attacks

We also experimented with multiple simultaneous attacks. We first launched multiple at-
tacks from a single attacker. Specifically, we took each possible combination of the four
attack types – delay, drop, dup and reorder – and experimented with each such combina-
tion. For each incoming packet, the attacker would pick one attack type out of the chosen
combination at random and simulate the attack. Table 5.5 lists the results from this set of
experiments.

Overall, the protocol works effectively even in detecting mixed attacks. This is because
the actual logic to detect anomaly in packet stream does not require the attack type to
stay constant during the detection and identification. The identification time is smaller for
combination attacks, due to increase in the overall attack rate.

We then experimented with multiple attackers launching simultaneous, but indepen-
dent, attack along the path. We started with two attackers and simulated different attack
types for each of the two attackers. The results shown in Table 5.6 demonstrate that the
protocol is effective in most cases. With the two attackers simultaneously launching the
drop attack, the drop rate exceeded the threshold for ‘black hole’ attack due to the way the
attack bursts were aligned on timescale. This triggered the sender-side detection.

The bar graph in Figure 5.9 shows results from another experiment where we placed
an increasing number of independent attackers along a path each operating independently.
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Delay/As Drop/As Dup/As Reorder/As

Delay/Ar 3.10 / 13.95 5.21 / 9.02 2.10 / 7.55 2.11 / 8.40
Drop/Ar 4.21 / 19.03 5.76 / 9.04* 2.18 / 7.56 4.22 / 19.07
Dup/Ar 2.10 / 7.83 4.22 / 5.48 1.19 / 2.04 1.32 / 2.18

Reorder/Ar 2.11 / 9.45 4.21 / 5.19 1.52 / 2.39 2.09 / MisID

Table 5.6:Two independent attackers launching simultaneous attacks. Ar is the attacker
closer to the receiver, while As is closer to the sender. The two numbers in each cell
of the table are the attack detection time and the attacker identification time respectively.
Both numbers are measured in seconds elapsed from the launch of the attack. The number
marked * corresponds to a gray hole attack with too many packets getting dropped; the
attack gets detected on the sender instead of the receiver.
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Figure 5.9:Effectiveness of protocol in presence of multiple independent attackers along a
path with 11 hops.

Each attacker launched a combination attack by picking one attack out of delay, drop, dup,
and reorder every time it impacted a attack. To increase the path length, we removed one of
the gateways for this experiment. The graphs further substantiate that Hyacinth detection
and identification mechanism works well in presence of multiple attackers as long as they
are not collaborating. The detection/identification time reduces with more attackers due to
an overall increase in the attack intensity (proportional to the number of attackers).

5.6.1.8 Network-induced Packet Errors

As discussed in Subsection 5.5, packets routed over a wireless mesh network can be du-
plicated, dropped, delayed, or reordered even during normal network operations. These
errors could result from wireless bit errors, 802.11 backoffs/retransmissions, router buffer
overflow,etc.We ensure that our protocol does not raise false alarms due to theseexpected
errors primarily with use of appropriate detection thresholds. It is relatively easy to set
these values based on running measurements from the network that can be collected as part
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Per-Link False +ve
Error Rate (count/experiment)
<= 1.25 0
>= 1.50 1+

Table 5.7:False positives resulting from inducedwireless channel errors. Note that (1) the
errors shown are post-retransmissions, and (2) the errors are accumulative over multi-hop
path.

of regular traffic statistics collection. To prevent tampering of the resulting data, we can
take, say, 90th percentile of the reported values and thus remove outliers.

Table 5.7 shows the impact of increased per-link error rate on the false positive rate
of the protocol. As expected, if the channel errors go above certain point, the proposed
protocol treats them in the same manner as it would treat a malicious attack.

Network reconfiguration can also result in transient communication errors. The number
of packets affected during a given reconfiguration depends upon the packets in transit and
the extent to which the clocks on the nodes are de-synchronized. The number of packets in
transit in turn depends upon the flow rate, instantaneous buffers, and also the path length.
These errors are dealt with using three different mechanisms -

1. 802.11/LRTP hop-by-hop retransmissions fixes some of these errors, especially those
resulting from channel reassignment;

2. The end-to-end packet losses/reordering resulting from route changes are inevitable.
But due to their transient nature, they do not necessarily trigger a false alarm;

3. If a false alarm (initiating an attacker identification) might still triggered, the CU in-
forms the egress node about the relevant route change. The details of this mechanism
are discussed in Subsection 5.4.2.3.

5.6.1.9 Traffic Misreporting Attacks

It is also possible for an attacker to misreport the actual amount of traffic it sees (routes,
consumes, or generates). Hyacinth employs a cross-checking mechanism to detect any
inconsistency in the traffic reported by various network nodes. Since the clocks of various
nodes are approximately synchronized, it is easy to synchronize the traffic measurement
cycles of the network nodes. This simplifies the cross-checking and makes it relatively
independent of the the actual measurement window size (defaults to 16 sec for all our
experiments).

We conducted experiments with an increasing number of malicious nodes (ranging be-
tween 1 and 5) independently misreporting traffic statistics and our cross-checking mech-
anism indeed could identify those malicious nodes. We also evaluated the possibility of
false alarms resulting from this mechanism. The only parameter than really matters is how
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Measurement Window % of Measurement False +ve
Misalignment Window (16 sec)

1.0 6.25% 0
2.0 12.5% 0
3.0 18.75% 2
4.0 25% 3

Table 5.8:The accuracy of traffic cross-check algorithm depends upon the misalignment
of traffic measurement windows across network nodes.

out-of-sync the clocks across mesh nodes are. To measure its effect, we intentionally mis-
aligned the traffic measurement windows across nodes. Table 5.8 shows the corresponding
results. Even at 16 seconds measurement windows and 10+% window misalignment (2
sec), there are no false positives. Given the relatively high accuracy of our clock synchro-
nization, it is possible to detect traffic misreporting even at such fine granularity. In real
networks, the traffic reporting window would probably be larger making it even easier to
detect traffic misreporting attacks.

5.6.2 Sensitivity Analysis
In this subsection, we analyze the sensitivity of the algorithm to various parameters.

5.6.2.1 Attack Detection Thresholds

Hyacinth uses various thresholds to detect attacks. The relationship between these detection
thresholds and the accuracy of the algorithm is fairly obvious: a lower threshold enables
detection of low-rate attacks, but also increases the possibility of raising false positive
alarms. On the other hand, a higher threshold makes the algorithm robust by reducing false
positives, but at the cost of more false negatives and increased identification time for actual
attacks.

Table 5.9 shows the relationship between the threshold for the delay attack detection
and the accuracy of the algorithm. A similar relationship holds for thresholds concerning
other attacks – packet dropping, duplication, reordering, modification, and mis-forwarding.
The key difference is that duplication, modification and mis-forwarding have much lower
thresholds than others, as these are not normal occurrences in a wireless mesh network. In
contrast, packets get delayed, dropped, and reordered under normal communication over a
wireless mesh network.

All the detection thresholds are relative to a monitoring window (See Subsec-
tion 5.4.1.1). This is the window of recently received packet (from an ingress node) that a
Hyacinth node monitors for signs of attacks. There is only a small amount of metadata kept
for each packet in the window (the actual payload is not stored). Further, the computation
done upon addition or removal of a packet from the monitoring window is incremental.
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Delay Attack Identification
Detection Threshold Time (sec)

0.001 False +ve
0.01 7.57
0.10 7.57
0.15 17.24
0.20 17.24
0.25 17.24
0.30 17.24
0.35 22.30
0.40 False -ve

Table 5.9:Impact of delay attack detection threshold on the effectiveness of the protocol.

Snoop Window Size Identification Time (sec)
3 MisID
10 MisID
20 6.09
40 6.09
80 6.09
160 6.09

Table 5.10:Impact of snoop window size on detection of packet duplication attack.

This makes the packet monitoring fairly light-weight. This also means that the monitoring
window size and the attack detection thresholds can be flexibly set based on other criteria.

5.6.2.2 Snoop Window

Another parameter of interest is the size of the snoop window. Snoop window stores the
set of recently snooped packets (potentially with their payloads if payload is being cor-
rupted by the attacker) on a snooper node (See Subsection 5.4.2.1 for further context). A
snooper node needs to store packets long enough so that the receiver has a chance to look
at them and potentially ask for them from the snooper. It also needs to account for possible
communication delays along the path.

We experimented with different snoop window sizes and its impact on attacker identi-
fication time. Table 5.10 shows the results. A very small snoop window leads to inaccurate
attacker identification. This is to be expected as at small snoop window, the receiver cannot
get the snooper node’s view of the the impacted packets. However, the identification time
stabilizes at relatively moderate sizes of snoop window. Furthermore, the amount of data
stored per packet is less than 2 KB with the payload. Even if the snoop window was sized
at 1000 packets, the storage cost per attack being detected is fairly modest (2 MB).
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Snoop Wait Time / RTT Identification Time (sec)
1.0 MisID
2 2.99
4 3.61
8 4.78
16 7.21

Table 5.11:Impact of snoop wait time on detection of packet duplication attack.

5.6.2.3 Snoop Wait Time

The final parameter of interest is the snoop wait time. This is the amount of time that the
receiver needs to wait before itcanask the snooper for packets (See Subsection 5.4.2.1).
The snoop wait time cannot be 0, because of the communication and setup delays incurred
for snooping. Table 5.11 shows the effect of varying the snoop wait time (in multiples of
RTT), on the attacker identification time. At very small values, the snooper does not have
the chance to actually get any packets that the receiver is interested in. However, making
the snoop wait time too large unnecessarily increases the attacker identification time. As
the results highlight, any reasonable value of snoop wait time works well.

5.6.3 Protocol Analysis
In this subsection, we evaluate the computation and communication costs of the proposed
protocol.

5.6.3.1 Communication Cost

• Centralization: The base protocol requires topology and traffic updates to be sent
from each node to the centralized controller, and network reconfiguration packets
sent on the reverse route. Thetopology updatesare incremental and hence infrequent.
On the other hand, thetraffic updatesare periodic, but result in negligible traffic. For
a node with 4 interfaces, each traffic update requires 32 bytes.

A reconfiguration packet has 8 bytes of metadatae.g. time for reconfiguration. Each
route change is represented with 9 bytes of data, while each channel change requires
2 bytes of data. A reconfiguration can therefore be represented in less than 200 bytes,
imposing minimal communication overhead.

Centralization also requires synchronization of clocks across network nodes.
Hyacinth piggybacks clock synchronization data on regular packets, imposing negli-
gible additional overhead during normal network operations.

• Security: The main security-related overhead introduced by the protocol is due to
the security header that is associated with every packet. Table 5.12 shows the details
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Header Field Bytes Purpose
Flags 2 Multiple

Src Clock Count 1 Delay Measurement
Dst Clock Count 1 Delay Measurement
Reverse Delay 1 Delay Measurement

Send Time 4 Delay Measurement
Security Seq Num 4 Attack Detection

Checksum 4 Attack Detection

Total 17 -

Table 5.12:Various fields of the Hyacinth security header.

of the headers. The total header size is 17 bytes, or about 1.13% of 1500 bytes
Ethernet packet size. This overhead is quite acceptable in itself. The header size can
be further reduced through various optimizations.

Attack monitoring does not impose any communication overhead. There is some
communication overhead associated with snooping which is only done on demand,
i.e. if an attack is suspected. One iteration of snooping involves egress node to
reliably request an intermediate node to start snooping. Once the anomaly is observed
again, the egress node need to get the metadata or the payload for the tampered packet
from the intermediate node. Even with explicit acknowledgement, each iteration only
takes 5 packet exchanges plus any retransmissions. Even with a path composing of
10 nodes, the overall communication cost is5 ∗ log(10) or about 20 packets.

5.6.3.2 Per-Node Computation Cost

The main per-packet computation overhead is comparable to that introduced by transport
protocol such as TCP. Each packet has an associated checksum that is encrypted with the
session key and is used to detect tampering of the packet stream. Encryption is only needed
for the control packets, and uses lower-overhead symmetric key encryption because of the
session keys established between each pair of communicating ingress and egress nodes.
The actual detection of abnormalities in the packet stream is done incrementally upon every
packet arrival, and has low computation requirements. On the other hand, the snooping and
attacker identification are only done when an attack is suspected.

5.6.3.3 Algorithm Scalability

The other cost of centralization is the network reconfiguration computation that is done on
the centralized controller. The reconfiguration algorithm we implemented is incremental.
Each run of the algorithm improves the channel and gateway load-balancing of the net-
work. We ran several experiments to evaluate the computation time it takes for one run
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Figure 5.10:The computation requirements for one round of algorithm with increasing
network size.

of reconfiguration, and how it scales with the network size. These experiments were con-
ducted on a dual-core AMD Opteron Processor 8214 HE with 1 MB L2 cache and 1 GB
RAM. Figure 5.10 shows the results from these experiments. WithN nodes, a network
haddN/50e gateways uniformly distributed across the physical edge of the network, and a
traffic profile comprising ofN/2 flows from randomly chosen nodes to a node on the wired
network. Even with 800 nodes, the computation takes less than 3 msec. Furthermore, the
memory consumption was less than 20% (i.e. 200 MB). The algorithm should, therefore,
easily scale to a few thousand nodes even on a single compute node. As most real-world
wireless mesh networks are less than 5-6 hops away from the wired network, this scala-
bility is fairly good. If needed, the computation can be further scaled by partitioning the
network into islands or performing the computation on a cluster.

5.6.3.4 Clock Synchronization

One of the important requirements for a centralized protocol is synchronization of time
across network nodes. Without clock synchronization, different nodes might reconfigure
their route tables and network interfaces at different times leading to transient network dis-
connectivity and thus packet drops. To show this effect, we conducted another experiment
where we intentionally set the clocks across nodes at different phases anddisabledour
clock synchronization mechanism. Table 5.13 shows the resulting packet losses from one
round of reconfiguration. In each run of the experiment, we picked the round of reconfigu-
ration that resulted in maximum network-wide packet loss. The packet losses are small as
long as the clocks are relatively synchronized, and there are no false alarms raised in these
cases either. However, once the clocks go of synchronization beyond a couple of seconds,
the packet losses shoot up, and our security mechanism starts raising alarms.

For secure clock synchronization, Hyacinth requires that every node synchronizes its
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Clock Out-of-Sync Max Packet False
Window (msec) Loss Count +ve’s

0 0 N
200 12 N
400 13 N
1000 27 N
2000 60 N
3000 739 Y

Table 5.13:Impact of clock desynchronization on reconfiguration-induced packet losses.

clock directly with the central controller. This however does not impose additional com-
munication overhead as the synchronization data is piggybacked on normal control com-
munication.

Figure 5.11 shows the effectiveness of the clock synchronization protocol over a 7x7
node network with some nodes upto 8 wireless hops away from the wired network. In the
first experiment (Figure (a)), each node had an initial phase difference (from the clock on
central controller) in the range -10 to +10 sec, but the clock drift was 0. In the second
experiment (Figure (b)), each node had a constant drift from the central controller clock in
the range -1 to +1 msec/sec, and no initial phase difference. In the third experiment (Figure
(c)), each node had both a phase difference of upto 10 sec (+ or -) and a constant drift of
upto 1 msec/sec (+ or -). In each case, we plot the actual phase difference of the nodes after
two rounds of clock synchronization. The phase difference values are sorted within each
graph.

As expected, without a clock drift, we are able to synchronize all clocks within 2 msec
of the central controller clock. In the other two cases, we are still able to achieve synchro-
nization within 20 msec of the central controller clock. The maximum difference between
any two nodes is thus 40 msec, which would in the worst case lead to a few packet drops
during any reconfiguration. Further, most of these packets would get locally retransmitted
by IEEE 802.11 MAC layer itself.

5.7 Conclusions
Today’s wireless mesh networks are vulnerable to a variety of attacks. Application of
conventional cryptographic techniques only addresses part of the problem. Specifically,
those techniques do nothing to keep the network operational even if just a single node gets
compromised. Before enterprises can truly embrace wireless mesh networks, the associated
security issues need to be addressed in depth.

In this chapter, we argue that it is typically insufficient to patch security on top of
an existing protocol. Instead, security needs to be considered a first-class requirement
and addressed during the protocol design itself. We also argue for a centralized network
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Figure 5.11:The phase difference after two rounds of clock synchronization. Figure (a)
corresponds to a network with initial phase difference across nodes; Figure (b) to a network
with constant clock drift across nodes; Figure (c) to a network with both initial phase
difference and constant clock drift.
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management architecture where the roles of individual nodes is reduced to reporting of
topology and traffic information to a centralized controller, reconfiguring the interfaces and
routing tables based on the decisions made on the centralized controller, and forwarding
the packets in concert with their local network configuration. We believe this is a practical
solution to securing a wireless mesh network and really making it enterprise-ready.

We designed a secure resource management protocol that performs centralized routing
and channel assignment. Although many of our fundamental techniques are applicable to a
network using a general mesh-based radio topology, we develop our protocol in the context
of a spanning-tree based radio connectivity. For most practical enterprise deployments,
we believe this is the common mode of operation. Apart from performing the computa-
tion on a centralized controller, our protocol uses a built-in PKI infrastructure. We secure
the topology/traffic collection using novel cross-checking techniques. The dissemination
of reconfiguration info is also fully secured. We secure the actual packet forwarding by
(1) providing transparent packet authentication; (2) performing continual low-overhead in-
mesh attack detection; and (3) providing a fine-grained packet tracing mechanism that can
track down malicious nodes with high accuracy. Finally, we demonstrate effectiveness of
our proposed protocol through analytical arguments as well as comprehensive ns-2 based
simulations.



Chapter 6

Hyacinth Prototype Implementation

To demonstrate the feasibility of the proposed WMN architecture, we built a 9-node
Hyacinth prototype using desktop PCs equipped with commodity 802.11 interfaces. The
prototype features most of the techniques we proposed in this dissertation – multi-channel
mesh networking, network-layer resource management, and stateful transport protocol with
the explicit rate-based congestion control. The implementation of coordinated congestion
control and centralized secure routing is left as part of future work. In this chapter, we
discuss the implementation details of the current prototype, as well as the challenges we
foresee in the implementation of coordinated congestion control and secure routing proto-
col.

6.1 Multi-Channel Mesh Network

6.1.1 Hardware Setup
The current Hyacinth prototype has 9 mesh nodes, two of which serve as gateway nodes
that connect the prototype to our department’s wired network. Each node in the current pro-
totype is a standard desktop PC (Dell PowerEdge 600SC) running Linux 2.4.26 equipped
with 2-3 802.11a/b/g PCI network interfaces. Fig 6.1 shows the software/hardware com-
ponents in a node, while Fig 6.2 shows the picture of an actual node from the prototype.
The testbed has a mix of interfaces from Orinoco and Netgear both of which are based on
Atheros chipsets and are driven using the MadWifi driver [60]. Two of the cards operate in
802.11a ad-hoc mode and are used for mesh connectivity. The third card card is optional
(marked with * in the Fig 6.1) and operates in 802.11g HostAP mode [61] providing infras-
tructure connectivity to mesh clients. For experimentation purposes, we set up the traffic
sources/sinks on the mesh nodes themselves, and do not use the third optional card.

Although the 802.11 interfaces mounted on the same machine operate on non-
overlapped channels, they still interfere with one another [44]. We believe this interference
arises from radiation leakage because of imperfect channel-filter hardware in commodity
cards. We reduce this interference by using PCI cards equipped with external antennas

145
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Figure 6.1:The hardware/software architecture of an individual multi-channel WMN node
in the Hyacinth prototype.

(separated by 2 feet distance) and no internal antenna. Additionally, the channels assigned
to the two cards mounted on the same machine are at least one channel apart from each
other. We explore this issue of inter-NIC interference further later in the Chapter.

6.1.2 Software Architecture
Fig 6.1 shows the overall software architecture of a WMN node. To enable fast packet for-
warding, Hyacinth leverages the kernel’s IP forwarding mechanism. The routing/channel
assignment protocol discussed in Chapter 3 is implemented by a user-level daemon pro-
cess. This daemon interacts with similar daemons running on other mesh nodes using the
TCP 5 and UDP socket library. The daemon uses standard driver/OS interfaces to collect
channel and traffic statistics and to modify the NICs’ radio channels, their IP addresses,
and the kernel routing table.

5This can be easily replaced with a more WMN-friendly reliable transport protocol such as LRTP.
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Figure 6.2:A Hyacinth mesh node built using standard Dell desktop. The two antennas are
separated by 2 feet to reduce inter-NIC interference.

6.1.2.1 Statistics Collection

As Hyacinth daemon is not involved in actual forwarding of packets, it utilizes the stan-
dard/proc filesystem interface provided by Linux to periodically,i.e. once every second,
collect various traffic related statistics. Specifically,/proc/net/devreports statistics on the
number of packets sent/received, the channel encoding used, and the number of transmis-
sion/reception errors for each interface. These statistics are used to compute normalized
channel usage, which is then aggregated using exponential smoothing and periodically ex-
changed with neighboring mesh nodes. Each node aggregates the channel usage statistics
it receives from its neighbors and those it collects locally to estimate the relative usage of
various channels in its radio neighborhood. The estimation of the actual available band-
width is a fairly complex problem in itself; it depends upon the overall available channel
bandwidth and how it gets shared among interfering nodes/links. As we are only interested
in relative usage of the channels, this crude aggregation provides a reasonable proxy to
compare different channels.

MadWifi can report per-packet RSSI (Received Signal Strength Indicator) on a per-
packet basis. We use this information as a measure of the channel quality. The aggregated
RSSI is used in conjunction with packet transmission/reception error counts to infer bro-
ken/failed links and trigger network reconfiguration.

6.1.2.2 Node Reconfiguration

The IP address assignment to the mesh nodes is done through amulti-hop DHCP protocol.
A node first assigns a temporary IP address from a small address space 192.168.254.1 to
192.168.254.254, and uses this address to connect to a global DHCP server sitting on the
wired network. Upon contacting the global DHCP server, the node receives a set of new
IP addresses (one for each NIC) that are unique within the entire mesh network. As IP
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addresses are allocated from the same subnet, Linux IP forwarding module initiates ICMP
redirects to incorrectly optimize the routes. We therefore disable all ICMP redirects in the
prototype.

The actual configuration of node is done using standard Linux command tools [62] –

1. IP Address:/sbin/ifconfig

2. Routes:/sbin/route

3. Channel/ESSID:/sbin/iwconfig

6.1.2.3 Access Network Integration

A WMN node optionally comprises a third wireless NIC that operates in 802.11g HostAP
mode [61]. With this mode, the interface provides 802.11g infrastructure connectivity to
the Hyacinth mesh network and in turn the department wired network. Each such mesh/AP
node is responsible for assigning IP addresses to mobile stations that connect to it by run-
ning a local DHCP server. The IP addresses are allocated from a range that is obtained from
the global DHCP server and are unique across the mesh. Whenever a mobile client moves
from one access point/mesh node to another, the corresponding mapping fromIPclient to
IPmesh is updated on the gateways. The gateways can thus transparently redirect packets
destined to the client, just like in iMesh [63]. Further discussion of mobility support is
beyond the scope of this dissertation.

6.1.2.4 Administrative Console

Each WMN node reports its current configuration and traffic statistics to a central server
residing on the wired network. This central server combines the information from all the
WMN nodes to provide a single point of visibility into the configuration and operation of
the entire network. Specifically, the admin console provides high-level information such
as the channel assignments for the nodes, the interference neighborhood of each node, the
routes taken by each node to reach the wired network, the average traffic on various links,
and bottlenecked nodes and channels across the network.

A more advanced console interface should provide two different views of the network -
a physical view and a topological view. Physical view requires knowledge of node locations
that can be acquired through locationing techniques [64,65], or just manually input by the
administrator. Topological view should depict the spanning tree formed by network routes.
This is similar to what we implemented for MiNT [66].

Further, the interface could provide various control features to the administrator. For
instance, the administrator could defineevent monitorsand place them at different points
across the network. The monitoring points could be chosen by the administrator or auto-
matically decided by the network itself. As an example, an event monitor could look at the
configuration and statistics of a particular node, a link or a channel, and trigger events if the
values lie outside of certain reasonable/specified bounds. The administrative console could
also allowprovisioningof bandwidth based on node-id, or flow types, or both.
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Figure 6.3:Physical topology of the 9-node Hyacinth prototype. Each node is equipped
with 2 802.11a PCI NICs whose channels are tuned dynamically by the channel/route dae-
mon. Node 1 and Node 9 are connected to the wired network providing access to depart-
mental servers and the Internet.

6.1.3 Physical Topology
Fig 6.3 shows the topology of the 9-node Hyacinth prototype we built. The nine nodes are
placed in an area of size approximately 20m x 10m spanning two lab rooms with two gate-
way nodes Node-1 and Node-9 connected to the department wired network. The transmit
power on each node is reduced to 1 mW to limit interference zones of individual nodes.
For evaluation purposes, the prototype can be run in two different modes – single-channel
mode, and multi-channel mode. The single-channel mode only uses one of the cards to
form the mesh network.

6.1.4 Inter-channel Interference
ns-2 simulator makes the assumption that there is no interference between non-overlapping
channels. This assumption, however, is not entirely true in practice. In our experiments
with real 802.11b PCMCIA cards, we observed various interference patterns depending on
the relative positions of the cards. If the cards are placed right on top of each other, the
interference is maximum, leading to only a maximum 20% gain in aggregate goodput over
the single channel case (shown in table 6.1). If the cards are placed horizontally next to
each other, as in Orinoco AP-1000 access points, the interference is minimum leading to
almost 100% gain in aggregate goodput. In addition, the degradation due to inter-channel
interference was found independent of the guard band,i.e. the degradation was almost the
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NIC-1 NIC-2 NIC-1 NIC-2 % Maximum
Action Action Goodput Goodput Goodput
send silent 5.52 - -
recv silent 5.23 - -
silent send - 5.46 -
silent recv - 5.37 -
send send 2.44 2.77 47.6%
recv send 2.21 4.02 58.3%
send recv 4.22 2.42 61.0%
recv recv 4.02 1.89 55.8%

Table 6.1:Interference between 2 802.11b cards equipped with internal antennas placed on
the same machine. The cards were operating in channels 1 and 11.

same when channel 1 and 6 were used as compared to the case when channel 1 and 11 were
used. We suspect this interference arises because of radiation leakage from cards before
the channel-filter is applied.

This result has an implication over the placement of multiple cards over the same ma-
chine. The electromagnetic leakage from the cards need to be taken into account, and
one card should not be placed in the zone where the strength of the leakage radiations
by the other card is high. One possible way to achieve this is to use USB cards instead
of PCI/PCMCIA cards and place them side-by-side in similar configuration as in Orinoco
AP-1000 access points.

Another possibility is to equip cards with external antennas and place the external an-
tennas away from each other. Using external antennas alone may not suffice; it is also
necessary that the internal antenna of the card is disabled. We used Orinoco Gold PCI
adapters that come with external antennas that enabled us to build multi-channel wireless
mesh network using commodity PCs. Table 6.2 shows the results. The exact interference
depends on the placement and card actions (send/receive). The use of external antennas
is able to handle most of the interference effects as shown by table 6.2; the remaining
interference is because of RF leakage from cables and from card’s internal components.

Yet another option is to solve the interference problem at RF-level itself, an approach
pioneered by Engim (now defunct). Engim chipsets received the complete spectrum, digi-
tized it and processed it to compensate for inter-channel interference. This wideband spec-
tral processing capability can help build single NIC with multi-channel communication
capability while introducing minimal inter-channel interference.

6.2 Stateful Transport Protocol
As discussed in Chapter 4, we implemented and evaluated the stateful transport protocol
as part of Hyacinth prototype. Our experiences working with the 9-node desktop-based
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NIC-1 NIC-2 NIC-1 NIC-2 % Maximum
Action Action Goodput Goodput Goodput
send silent 5.93 - -
recv silent 5.75 - -
silent send - 5.96 -
silent recv - 5.78 -
send send 5.52 5.96 96.6%
recv send 5.37 5.89 96.2%
send recv 5.42 5.41 92.5%
recv recv 5.66 5.17 93.9%

Table 6.2:Reduced interference with the use of external antennas. Here, the cards were
equipped with external antennas and operated on channels 1 and 6.

Hyacinth prototype showed us the difficulties of using a full-scale network testbed during
the development phase of the protocols and prompted us to develop a more flexible platform
for wireless experimentation. We therefore built a miniaturized reconfigurable wireless
network testbed called MiNT [54, 66]. In this section, we summarize the hardware setup
of MiNT focusing on aspects that are relevant to our protocol implementation. We then
present the details on the implementation of LRTP based on Linux 2.4.26.

6.2.1 MiNT Hardware Setup
MiNT uses small form factor PC and signal attenuators to significantly reduce the space
requirement for the testbed, while providing multiple collision domains for high-fidelity
experimentation. MiNT also uses off-the-shelf robot to enable quick reconfiguration of
testbed. The testbed also incorporates other functionalities to aid experimentation, such as
extensive monitoring, application debugging, and hybrid ns-2 experimentation.

Figure 6.4 shows the 9-node MiNT testbed that we used for LRTP evaluation. Each
MiNT node comprises of a RouterBOARD 230 [67] which provides the computing plat-
form mounted on a mobile robot that aided testbed reconfiguration through physical move-
ments. Each RouterBOARD has 4 mini-PCI IEEE 802.11 a/b/g cards to support multi-
radio experiments. A radio signal attenuator is inserted between a wireless interface and
its antenna to shrink the signal coverage and thus the physical space requirement. The mo-
bile robot is built by modifying an inexpensive off-the-shelf robotic vacuum cleaner from
iRobot, called Roomba. We modified Roomba to enable control of Roomba movements
from the RouterBOARD and to enable automated 24x7 operations through automated bat-
tery recharging.
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Figure 6.4: Miniaturized wireless network testbed (MiNT) used for LRTP evaluation.
MiNT enabled easier management and reconfiguration for LRTP experiments through use
of radio signal attenuation and controlled physical mobility.

6.2.2 LRTP Virtual Device Driver
As mentioned earlier, the forwarding of packets is done purely inside the kernel to reduce
data copies and achieve higher performance. We therefore implemented LRTP as a plug-
gable Linux module. The module appears to the kernel as a virtual device driver that sits
between the kernel’s IP layer and the MadWifi wireless NIC driver (Fig 6.5). It enables
reading of various statistics (e.g. flows being routed, virtual link lengths) as well as con-
figuration of various parameters (e.g. exponential smoothing ratio) through the standard
/proc filesystem. We used a similar setup to also implement ATP [48] for performance
comparison.

LRTP device driver works quite similarly to a standard network device driver. It regis-
ters the following functions to handle sending/receiving of packets:

• lrtp hard header(): This function is invoked by the kernel to attach the ‘hardware
header’. It adds the LRTP header that contains the maximum packet queueing time
as well as the maximum packet transmission time for the flow along the path up
to, and including, the next outgoing link from the current mesh node. After adding
the LRTP header,lrtp hard header() invokes thehard header() function of the
MadWifi device driver that in turn adds the actual Ethernet header. The LRTP header
thus gets positioned right after the Ethernet header.

• lrtp xmit(): This function is invoked by kernel when it needs to transmit a packet.
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Figure 6.5:Software architecture of LRTP. The link rate estimation, interface level max-
min fair allocation, and transmission scheduling are done by the LRTP virtual device driver
residing just below the IP layer. The sender rate adjustment is done by the LRTP socket
library. To implement C3L, the Hyacinth daemon can perform the topology discovery, read
the local traffic statistics from the driver, and report them back to the C3L controller (over
an LRTP connection). The feedback on the available link bandwidth can be written back
to the LRTP device driver’s data structures through the driver’s existing /proc filesystem
interface.
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It updates the estimated arrival rate for the flow and also updates the allocated band-
width if there is a significant change in the arrival rate for the flow. The function then
adds the packet to the corresponding virtual link queue, prioritizing control/feedback
packets over data packets by queueing them at the head of the virtual link queue
instead of the tail. The actual sending of packet could happen asynchronously.
lrtp xmit() finally triggers thelrtp schedule xmit() function discussed below.

• lrtp schedule xmit(): This function is directly invoked by thelrtp xmit() function
as well as triggered through use of kernel timers. It handles the weighted round
robin transmission scheduling of all the virtual links associated with the NIC and
queues the next packet from the appropriate virtual link queue to be transmitted to
the MadWifi device driver’s queue. The queueing is done only when the queue length
of the MadWifi device driver falls below the pipelining threshold of 4 (See Chapter 4
for a discussion on the pipelining threshold). The function also always schedules a
timer to reinvoke itself.

• lrtp recv(): This function is invoked by kernel to perform the bottom half process-
ing of the received packets. It records the maximum queueing and transmission
times stamped on the packet before stripping off the LRTP header and invoking the
netif rx() for further packet processing.

• lrtp intr(): This function is registered with the MadWifi device driver. It is invoked
inside the interrupt handling routine of the MadWifi device driver and is used to
record the system time at which a DATA packet or an ACK packet is seen on the
air. This is also the point at which the ACK packets are matched against the DATA
packets and the DATA packets with missing ACKs are scheduled for local software
retransmissions.

6.2.3 Measuring Precise Packet Reception Timings
LRTP’s hop-by-hop retransmission scheme requires the knowledge that the link-layer ACK
for a transmitted packet is received. The same feedbacks are needed for computing the
effective capacity of each virtual link. The latter also needs the exact time when the link
layer ACK for each transmitted packet is received. While the 802.11 WLAN NICs we
use can provide the link-layer ACKs while operating in normal mode, due to a firmware
bug the time stamped on the received ACK packets is not accurate. To get around this
problem, the current LRTP prototype exploits the RF Monitoring mode supported by most
WLAN interfaces. In RF Monitoring mode, a WLAN interface can see all data, control
(including ACK), and management frames transmitted in the monitored channels. With
interrupt coalescing disabled, a wireless NIC interrupts the processor as soon as a frame
is observed in the monitored channel. LRTP leverages RF Monitoring and instantaneous
interrupt processing to obtain fairly accurate per-frame transmission completion time, and
to infer the transmission status of each transmitted frame by checking the presence of the
corresponding link-layer ACK.
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Unfortunately, the 802.11 WLAN NICs cannot send packets when operating in the RF
monitor mode. Therefore the current LRTP prototype deploys four NICs on every node,
two of which were used for communication and the other two for monitoring them. The
need for monitoring NICs should be obviated as the timestamping bug is resolved with
newer firmware.

6.2.4 LRTP Library Implementation
Although local retransmission and rate allocation feedback mechanisms are implemented
inside the kernel, the sending and receiving functionalities are implemented as socket li-
braries on the end hosts. The LRTP socket library looks similar to the TCP and UDP in
terms of APIs. Thesend() API implements (1) core send functionality (e.g. blocking and
non-blocking send), (2) packet buffering and retransmissions based on negative ACKs, and
(3) send rate adjustments based on the receiver feedback. Thereceive() API implements
(1) the core receive functionality (e.g. packet buffering, blocking receive, and select), (2)
detection and notification of missing packets based on sequence numbers, (3) packet re-
ordering, (4) explicit communication of rate feedback to the sender based on the network
feedback (as stamped on LRTP header).

Note that our prototype assumes that both ends of the communication are LRTP end
points. However, as discussed in Chapter 1 this is not a fundamental requirement and can
be addressed with use of transparent connection splitting (See Fig 1.6).

6.2.5 Coordinated Congestion Control
The current Hyacinth prototype does not implement the coordinated congestion control. In
this subsection, we present a blueprint for its implementation and discuss how this func-
tionality should integrate with the existing prototype components.

The controller that executes the coordinated congestion control algorithm, is run as a
user-level daemon process on a centralized administrator node/cluster. This centralized
controller unit (CU) is physically connected to the wired network and can thus communi-
cate with all the nodes via the gateways.

The Hyacinth daemon running on each mesh node (refer to Subsection 6.1.2) reports
its topology information, including a list of the interference range neighbors for the node,
to the centralized controller. This mesh node daemon also reads information on the LRTP
flows being routed through the node along with their estimated bandwidth requirements,
using the/procfilesystem interface exposed by the LRTP device driver. These traffic statis-
tics about the flows are also reported to the centralized controller.

The controller collects this topology and traffic information coming from all the mesh
nodes in the network. It uses the aggregated topology information to compute/update col-
lision domains in the network. The topology graph, the collision domains list, and the flow
statistics are fed to the max-min fair allocation algorithm which then computes the fair
bandwidth share of individual virtual links. The per-link allocation information is sent back
to the Hyacinth daemon running on each mesh node. The daemon uses the/procfilesystem
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interface to feed this allocation information back to the LRTP device driver. Finally, the
LRTP device driver uses this allocation to (1) compute and stamp per-flow allocation, and
(2) control the overall sending rate for each outgoing virtual link. This final piece is already
implemented by the current LRTP virtual device driver.

6.3 Centralized Secure Routing
The centralized secure routing protocol we presented in Chapter 5 is implemented inside
ns-2 simulator, and is not yet implemented by our prototype. In this section, we discuss an
architectural plan for a real Linux-based implementation of the protocol and the challenges
we foresee in that implementation.

6.3.1 Hyacinth Controller Unit
The controller unit (CU) discussed in Subsection 6.2.5, also implements the centralized
functionalities required by our secure routing protocol. Specifically, the CU is now imple-
mented by a set of user-level daemon processes each of which provides unique functional-
ities/services,e.g. public-key infrastructure (PKI), ingress misbehavior reporting service,
and DHCP service.

The Hyacinth daemon running on mesh nodes performs the topology discovery and re-
trieves local traffic statistics. Instead of running the route/channel computation as in the
current prototype, it now reports them back to the CU. The CU aggregates the topology
reports and traffic statistics from across the network nodes, and runs the cross-checking
algorithm to detect any signs of false representation. It then runs the channel/route assign-
ment computation using the reported topology and traffic statistics as inputs. The computed
channels and routes, or more precisely modifications to the channels and routes, are then
securely distributed to Hyacinth daemons running on the corresponding mesh nodes. Indi-
vidual Hyacinth daemons implement these decisions by reconfiguring their local network
settings using standard Linux tools mentioned in Subsection 6.1.2.2.

6.3.2 Hyacinth Virtual Device Driver
Most of the operations along the forwarding path of data packets are implemented by an ex-
tension of the LRTP virtual device driver implemented by the current prototype. The device
driver establishes secure shared keys with its peer mesh nodes, (optionally) encrypts the
outgoing packets, computes and inserts the Hyacinth security header, (optionally) decrypts
the incoming packets, processes and removes the security header, monitors the incoming
packet streams for signs of attacks, and continually estimates the path delays. All of this
is done by the Hyacinth virtual device driver (that sits right above the 802.11 WLAN NIC
device driver) completely transparent to the higher layers of the networking stack.

These functions need to be implemented over the aggregated packet streams between
each pair of communicating ingress/egress mesh nodes. To enable sharing of network-level



6. HYACINTH PROTOTYPE IMPLEMENTATION 157

state across otherwise independent applications, it is not possible to implement any of these
functions as part of a library.

6.3.3 Hyacinth Mesh Daemon
As discussed earlier in Subsection 6.1.2.1 and 6.1.2.2, the actual topology discovery, traffic
statistics collection, and node reconfiguration are still done by the mesh daemons running
on each node.

In case of suspected attacks, the snooping of packets is done by the same mesh dae-
mon. The Hyacinth device driver provides/procbased interface to set simple packet filters
(source/destination IP addresses) and thus enable/disable snooping of the forwarded pack-
ets. Once the packet filter is set, a running window of lastN packets matching the filter is
stored, and can be read by the mesh daemon usingioctl() calls.

6.4 Conclusions
In this chapter, we presented an implementation of our proposed WMN architecture
through an operational 9-node Hyacinth prototype built using commodity desktop PC and
multiple 802.11 PCI NICs. Motivated in part by our implementation experiences, we also
built a miniaturized reconfigurable network testbed, MiNT, which (1) uses small form fac-
tor PC and signal attenuators to significantly shrinks the space needed for a realistic exper-
imental multi-wireless network, (2) employs off-the-shelf robots with auto-recharging to
enable quick remote reconfiguration of testbed, and (3) features hybrid ns-2 simulations to
provide an intermediate step going from ns-2 simulations to real implementations.

The Hyacinth prototype implements most of the ideas we have presented in this disser-
tation. For centralized secure routing, we presented a software architecture to serve as a
blueprint for a future implementation. The prototype further strengthens our argument that
commodity 802.11 hardware can be the core platform for building a high-performance and
secure wireless enterprise backbone.



Chapter 7

Related Works

In this chapter, we contrast the proposed Hyacinth architecture with other related research
efforts. The chapter is organized into 5 core sections. Section 7.1 discusses various channel
assignment techniques proposed to effectively utilize multiple channels in a WMN. Sec-
tion 7.2 compares different routing techniques aimed to improve the end-to-end throughput
in a WMN. Section 7.3 studies the previous mechanisms proposed to improve the effec-
tiveness of transport protocols. Section 7.4 focuses on various mechanisms geared towards
improving the transport-layer flow fairness. Lastly, Section 7.5 discusses related mecha-
nisms to strengthen the security of both wireless and wired multi-hop networks in presence
of compromised nodes.

7.1 Multi-channel Mesh Networking
Although, the IEEE 802.11b/g standards and IEEE 802.11a standard provide 3 and 12-
25 non-overlapped frequency channels, respectively, which could be used simultaneously
within a neighborhood, conventional WMN architecture equips each node with a single
interface. In order to preserve connectivity, this interface is kept tuned to a network-wide
unique channel. To utilize multiple channels within the same network, each node either
needs channel-switching capability [68, 15, 16, 69] or needs multiple interfaces each tuned
to operate on a different channel.

7.1.1 Multi-channel MAC
Several proposals [15, 16, 17, 18] have been made to modify the MAC layer to support
multi-channel networks. The approach taken by most of this body of research is to switch
to an optimal channel for each packet transmission, essentially avoiding interference and
enabling multiple parallel transmissions in a radio neighborhood. Unlike all these propos-
als, our architecture does not perform channel switching on a packet-by-packet basis; our
channel assignment lasts for a longer duration, such as several minutes or hours, and hence
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does not require re-synchronization of communicating network cards on a different chan-
nel for every packet. This property makes it feasible to implement our architecture using
commodity 802.11 hardware. Further, almost all multi-channel MAC protocols can only
perform local optimizations. On the other hand, Hyacinth takes a more global approach by
adjusting channel assignments and routes based on the overall network traffic patterns.

There have been subsequent research proposals to use channel switching techniques
on top of unmodified 802.11 protocol [70, 71]. However, none of these proposals imple-
mented any real prototype to suggest that the approach is indeed feasible without physical
hardware/firmware modifications. We demonstrated the feasibility of our architecture us-
ing commodity PCs equipped with 802.11a/b/g cards. For the same reason, our approach is
more easily extensible to other low-level wireless networking protocol, e.g. 802.16. We be-
lieve that channel switching might be a more suitable approach for mobile ad hoc networks
where battery life concerns might prompt use of single interface, a multi-radio architecture
is more suitable for wireless mesh networks where bandwidth, and not power savings, is
the primary concern.

7.1.2 Multi-radio Research
Use of multiple NICs had been previously discussed in [44] and [7]. However, Hyacinth
was the first work to harness the performance potential of this approach and demonstrate
the importance of intelligent channel assignment in realizing it. For instance, an identical
channel assignment to all nodes as used in [44] artificially limits the throughput improve-
ment possible over single-radio architecture.

A channel allocation problem also occurs incellular networks. From the viewpoint of
a cellular network provider, the number of available channels are limited, and the channels
need to be re-used from cell-to-cell while maintaining the minimum re-use distance. The
problem, also called channel allocation, is to assign certain channels to each cell based on
its traffic and channels used in the near-by cells. Various static and dynamic techniques
have been proposed and used to solve the problem [27]. However, in a cellular network, all
mobile devices communicate with their corresponding base stations, while the base-station
to base-station communication is carried over a separate network and the cellular channel
allocation problem does not address that issue. This makes the cellular channel allocation
solutions more directly useful to devising access point channel allocation [2] rather than
channel allocation for a multi-radio ad hoc network.

We now discuss various channel assignment approaches, most of them proposed after
the publication of Hyacinth.

7.1.2.1 Topology-Based Channel Assignment

Channel assignment can be done purely based on the network topology with the goal of
minimizing the interference on any link. In that case, the channel assignment reduces to
a constrained graph coloring problem where links are colored by the channels constrained
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by the number of interfaces on a node. The problem is known to be computationally hard,
therefore the proposed solutions only approximate the optimal.

[72] takes this topology-control approach to solve the channel assignment problem.
The authors propose a greedy algorithm, termed Connected Low Interference Channel As-
signment (CLICA), that visits all nodes in the dynamic order of their channel constraints;
more constrained nodes are visited first. Upon visiting a node, the node picks the locally
optimal channels for each of its communication edges with the goal of minimizing the max-
imum interference faced by any link. The authors prove that once a link is assigned certain
channel, it does not need to be re-adjusted in later steps.

[73] proposes a search-based approximation solution, where the solution space is
searched for a better solution until none is found for some number of iterations. It first uses
a TABU search-based approximation algorithm to color each edge in the network graph
with one of theK available colors such that the total number of conflicting edge pairs
are minimized. In the next phase, edge-connected components are re-merged as needed to
satisfy the interface constraint on each node.

[74] solves the channel assignment problem by formulating it as a linear program.
Their objective is to find a channel assignment that maximizes the number of links that
can be active simultaneously. The constraint of this linear program includes the number of
interfaces on the node, and the fact that an interface cannot be assigned multiple channels.
This problem turns out to be an integer linear program, since all the variables (channels,
interfaces, interference) are all integer values. Because of its exponential complexity, the
authors propose greedy heuristic algorithms to solve the problem.

Another recent work [75] decouples the problem of channel assignment from that of
routing. The channel is done purely based on physical network topology and is static,
while the routing is done based on dynamic network conditions. [76] additionally accounts
for dynamic interference conditions and adapts the channels to minimize interference.

A topology-based channel assignment is based on the premise that all network links are
equally loaded. This premise does not hold true for real-life traffic distribution, as some
links are bound to carry more traffic than others. Intuitively, the goal of channel assignment
in a multi-channel WMN should be to bind each network interface to a radio channel in
such a way that the available bandwidth on each virtual link is proportional to the load it
needs to carry. As the link load is determined by routing algorithm, ideal solution should
perform channel assignment in conjunction with routing.

7.1.2.2 Traffic-Aware Channel Assignment

Most theoretical work on traffic-aware channel assignment require use of omnipotent
scheduler to achieve optimal MAC scheduling [77, 78]. For instance, [77] solves the joint
problem of channel assignment and routing and devise a constant-factor approximation of
the optimal. The authors follow a multi-step procedure: The algorithm begins with an LP
formulation for the routing problem with interference-free schedule based on the packing
lemma. The channel assignment algorithm runs over this solution to achieve bandwidth
equal to factork-times required load at all the nodes. Next, an LP is formulated to reduce
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the interference over the channel assignment and thus maximize the flow. It can be proven
that this algorithm is within a constant factor of the optimal. The proof, however, relies
on the assumption that the scheduling can be done by an omnipotent entity. The impact of
using IEEE 802.11 scheduling in place of this optimal scheduler is not discussed.

Unlike these works, our proposal is substantiated using comprehensive ns-2 simulations
as well as a prototype implementation using commodity 802.11 hardware.

7.2 High-Performance Routing
Routing governs how packets packets through a WMN. It is one of the most well-researched
problems not only in the context of wireless ad hoc networks [79, 80], but also in the
context of wired Internet. The simplest and the most widely-used routing optimizes the path
length in the hope of minimizing the amount of network bandwidth used to transfer packets.
Unfortunately, the shortest-path routing considers all links to be equal in importance. More
broadly, it does not consider any of the important factors such as link errors, link criticality,
or channel diversity during path selection. Intelligent selection of paths based on these
factors can not only improve the quality of path chosen for current stream of packets, but
also potentially enable network to admit more packet load in future. A fully comprehensive
survey of routing protocols and their variations is beyond the scope of this dissertation. We
instead discuss several representative routing techniques proposed in the literature, that aim
to improve the end-to-end network throughput.

7.2.1 Link Quality-Aware Routing
In a wired network, it is usually safe to assume that a link either works well or does not work
at all. The assumption does not hold for wireless networks, where a majority of the links
have intermediate loss ratios [1]. Simply minimizing the hop count typically maximizes
the physical length of each hop; this in turn minimizes the signal strength and maximizes
the loss ratio of each hop.

Expected transmission count (ETX) is one of the first metrics that explicitly accounts
for link quality during path selection [1]. The ETX of an individual link is defined as the
expected number of transmissions (including retransmissions) it takes for a single packet
to be successfully transmitted over that link. It is computed by the following equation:

ETX =
1

df ∗ dr

(7.1)

wheredf is the forward delivery ratio, i.e. the probability of successful reception of a
single packet sent by the transmitter, anddr is the reverse delivery ratio. The ETX of a route
is defined as the sum of ETX of individual links composing the path. The ETX metric not
only avoids low-quality (high ETX) links, but also prefers shorter (low aggregated ETX)
paths to minimize network resource usage. The delivery ratiosdf anddr are estimated
through periodic exchange of HELLO packets among neighbors.
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ETX ignores the fact that different links in the network could operate over different link
rates and hence consume different amounts of channel time. [44] overcomes this limitation
by using expected transmission time (ETT), which is computed as:

ETT = ETX ∗ S

B
(7.2)

whereS is the average size of the packet, andB is the raw bandwidth of the link. While
the true transmission time of a packet depends upon several factors such as back-off delay,
the authors found that it is sufficient to use the raw bandwidth of the link to compute the
expected transmission time.

Both ETX and ETT perform much better than shortest path routing, but do not capture
the channel load along the path. As a result, these metrics could easily end up favoring
congested paths even if a lightly loaded path is available.

7.2.2 Interference-Aware Routing
Various routing protocols have been proposed that consider the traffic load during the path
selection. Load-Balanced Ad hoc Routing (LBAR) is one such early protocol [81]. In
LBAR the route discovery is done in a reactive manner, where the destination chooses the
least loaded path. The path load is captured by aggregating degree of nodal activity on the
nodes composing the path. The degree of nodal activity for a node is in turn defined as the
sum of number of active paths passing through the node and its interfering neighbors. This
is given by the expression:

PathCostp =
∑
i∈p

(Ai +
∑

j∈N(i)

Aj) (7.3)

whereAi is the number of active flows going through nodei andN(i) is the set of neighbors
of i.

Dynamic Load-Aware Routing (DLAR) similarly uses the the number of packets
queued in a node’s interface queue to estimate its load [82]. The interface queue size
in some sense measures how overloaded the channel of the outgoing link is. Compared to
these proposals, Hyacinth takes a more direct and proactive approach: it approximates the
channel load observed by a link by explicitly summing the traffic load (bytes per second
or packets per second) imposed on that channel by all its interfering links. This enables
us to better estimate residual channel capacity on other channels without explicitly switch-
ing to them. In realistic deployments, it is possible for other wireless networks and other
RF sources to pose interference on certain channels. A practical solution should combine
the two approaches – (1) aggregate channel load from individual links for initial estima-
tion, and (2) monitor interface queue sizes to further ensure that the initial estimates were
accurate, and adjust the channel assignment if the actual capacity is much different.

Hyacinth’s load-balancing routing is closest to [9]. Like Hyacinth, the proposed algo-
rithm in [9] load balances the wireless links of a gateway node that connects a wireless
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access network to the wired network. The gateway node co-ordinates the movement of all
the nodes across the tree to achieve load-balancing.

7.2.3 Multi-Path Routing
Most routing protocols only utilize a single path to route packets between any communi-
cating node pair. Another possibility is to discover and utilize multiple paths between a
source and a destination node. The availability of redundant paths provides a degree of
fault tolerance in case a node on the primary route fails. Further, the traffic can be dis-
tributed across multiple non-interfering paths to achieve better network load balancing and
higher aggregate throughput.

Use of node disjoint paths to improve load-balancing of the network has been discussed
in [83]. However, node disjointness of routes does not necessarily ensure that the paths do
not interfere. This limits the amount of spatial load balancing such schemes can achieve in
the context of WMNs. Much of the other work on ad hoc multi-path routing has been done
with the goal of improving fault tolerance. For instance, in [29], the authors perform ex-
plicit selection of multiple node-disjoint paths at the receiver of route request. Specifically,
the receiver compares the path stamped on different route requests before selecting the ones
to be advertised back to the sender. Similarly in [84], authors propose a multipath variant of
AODV called AOMDV. Here, multiple disjoint paths are maintained for each destination.
When the primary path fails an alternate path is available instantaneously. This approach
hides the route rediscovery overhead.

Although we only explored multi-path routing to a limited extent, our centralized ar-
chitecture can be adapted to use other multi-path routing protocols.

7.2.4 Diversity-Aware Routing
In context of multi-channel wireless mesh networks, channel diversity of the paths be-
comes an important concern during the path selection. Specifically, to minimize intra-flow
interference, adjacent hops of a route should operate over different channels. One such
metric that accounts for channel diversity in path selection is Weighted Cumulative ETT
(WCETT) [44]. Formally, WCETT is defined as –

WCETT = (1− β) ∗
n∑

i=1

ETTi + β ∗ k
max
j=1

Xj (7.4)

whereETTi is the expected transmission time of a packet overith hop,Xj is the sum of
transmission times over hops operating on channelj, andβ is a tunable parameter between
0 and 1. The first term is used to limit the end-to-end delay incurred or the total network
bandwidth consumed by each packet. The second term limits the number of hops that
operate over the same channel. The authors’ experiments suggest that WCETT is able to
select channel-diverse routes.
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WCETT suffers from two limitations. First, it does not take inter-flow interference into
account. Paths whose nodes have more interfering neighbors would have worse perfor-
mance. Second, WCETT is is non-isotonic that makes it unsuitable for use in link-state
algorithms. A metric is said to be isotonic if it preserves the relative weight of two paths
when both are prepended by a common path. Hyacinth’s load balancing routing does not
face either of these limitations.

7.2.5 Opportunistic Routing
Traditional routing protocols decide a sequence of nodes between the source and the des-
tination, and route every packet through that sequence. This routing framework fails to
leverage the broadcast nature of wireless transmissions. Specifically, when an intermedi-
ate receiver fails to receive a packet, the packet has to be retransmitted by the immediate
transmitter even if another potential next hop successfully received the packet. ExOR is an
opportunistic routing mechanism that makes delayed forwarding decisions [85]. Specifi-
cally, ExOR broadcasts each packet on each hop, determines the set of nodes that actually
received the packet, and then chooses the best receiver (that is closest to the final des-
tination) to forward the packet. Since choosing the best receiver incurs communication
overhead, delayed decisions are made for batch of packets. The advantage of delayed for-
warding decisions is that ExOR can try multiple long but radio lossy links concurrently,
resulting in high expected progress per transmission.

ExOR attempts to decrease the total number of transmissions, but does not explicitly
leverage the multirate option at the physical layer that leads to transient variations in trans-
mission rates. ROMER [86] another routing protocol based on this framework leverages
such transient variations to select the highest throughput path instead of the closest re-
ceiver to the destination. Specifically, ROMER forms an opportunistic, forwarding mesh
that is centered around the long-term stable, minimum-cost path (e.g., the shortest path or
long-term minimum-delay path), but opportunistically expands or shrinks at the runtime to
exploit the highest-quality, best-rate links.

Although the opportunistic routing framework is quite promising for a single-channel
mesh network, effective application of its ideas to a multi-channel mesh network is an open
problem.

7.3 Effective Network Utilization
Transport protocol plays an important role in making the raw network bandwidth available
to the applications. In this section, we discuss various mechanisms designed to increase
the efficiency of the transport layer, by reducing overheads and accurately estimating the
bandwidth available at network layer.
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7.3.1 Reducing Acknowledgment Overhead
One of the characteristics of IEEE 802.11 wireless networks is high per-packet overhead.
Each packet incurs large MAC contention, PLCP header, and link-layer ACK overhead.
Any transport protocol that uses per-packet end-to-end acknowledgment therefore incurs
substantial control overhead. Original TCP design required per-packet end-to-end acknowl-
edgment; the delayed-ACK scheme reduces this to one ACK for every two segments. To
maintain TCP ACK clocking, delayed-ACK cannot indefinitely wait for a second segment
to arrive. Nevertheless, Delayed-ACK helps at higher transmission rates, as segments ar-
rive with time gap less than delayed-ACK timeout. Further reduction in ACK traffic is
achieved using ACK-filtering technique [87]. Here intermediate nodes suppress ACKs for
previous packet in a connection if the ACK for a later packet is pending.

Our experiments suggest that even with delayed-ACK enabled, TCP’s ACK traffic can
impose upto 20% overhead on connection throughput. In Hyacinth we take a step further
and design a customized transport protocol for WMN, called LRTP, that altogether elimi-
nates the need for per-packet transport layer ACKs.

7.3.2 Reducing Retransmission Overhead
Most transport protocols employ an end-to-end loss detection and retransmission technique
where the receiver identifies missing sequence numbers and requests retransmissions of lost
packets from the original sender. While simple to implement due to its stateless network
core, the end-to-end approach is unsuitable for wireless networks as they suffer from signif-
icant packet loss due to bit corruption. One mechanism to reduce retransmission overhead
is Distributed TCP Caching (DTC) [88] that was originally proposed for wireless sensor
networks. In DTC, intermediate nodes monitor network transmissions and cache data pack-
ets locally. All transport layer (TCP) ACKs are intercepted and upon reception of duplicate
ACKs, cached data is retransmitted and duplicate ACKs are suppressed. DTC further mon-
itors link-layer ACKs to determine optimal TCP segments to cache at individual nodes.

The IEEE 802.11 standard supports lost packet retransmissions at link-layer to limit the
impact of bit errors on higher layers. A similar mechanism, termed PSFQ, has been pro-
posed for wireless sensor networks [89]. In PSFQ, each hop retransmits lost packets proac-
tively. However, 802.11 and PSFQ retransmissions suffer from head-of-the-line blocking.
When transmissions to one of the node’s neighbors fail repeatedly, even the packets des-
tined to other neighbors get blocked in the interface queue. LRTP addresses this issue
through intelligent scheduling of packets being sent on different virtual links (similar to the
proposal in [90]).

7.3.3 Accurate Network Bandwidth Estimation
The other aspect of improving network utilization is deriving an accurate estimate of the
available network bandwidth. Underestimating the available bandwidth clearly results in an
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underutilized network. On the other hand, overestimating the available bandwidth results
in network congestion and subsequent packet drops on intermediate routers.

1. TCP’s AIMD: TCP employs AIMD probing to fill the network pipeline while avoid-
ing congestion. The behavior of TCP and its variants over multi-hop ad hoc networks
has been extensively studied [91, 92, 93, 48]. From congestion control standpoint,
TCP exhibits several undesirable effects when operating on wireless multi-hop net-
works [48]. Firstly, TCP is less adaptive to fluctuating wireless channel conditions
due to AIMD congestion control [48]. Secondly, TCP’s ACK clocking does not work
well due to ACK bunching. ACK bunching occurs because packets in a connection
tend to be accumulated into chunks along a multi-hop path due to batched transmis-
sion at the link layer. It leads to further increase in traffic burstiness by skewing the
RTT estimation upwards and thereby defeats TCP’s self clocking strategy [48, 94].
Thirdly, TCP confuses wireless channel errors, a frequent occurrence in wireless
networks, with congestion related losses and triggers its congestion control. As the
channel conditions get worse, a TCP sender spends more of its time in slow-start,
thereby underutilizing the network.

Many implicit [13] and explicit [95] mechanisms have been proposed to enable TCP
to discriminate between the two types of losses and to trigger its congestion control
more intelligently. Similarly, proposals have been made to smoothen the traffic on
the sender-side to alleviate the problems resulting from burstiness of traffic [87].
Although these proposals can improve TCP performance to some extent, one quickly
hits the TCP’s glass ceiling. We argue that TCP may not be the right protocol to begin
with. As wireless mesh networks are still in a relatively nascent phase, we argue that
instead of fixing TCP, the right approach might be to design a mesh-friendly transport
protocol from ground up.

2. Implicit Rate-based Congestion Control: Packet dispersion is a popular tech-
nique used to measure wired network bandwidth. Many wireless protocols, such
as WTCP [96], also use packet dispersion techniques. In its simplest form, a pair
of back-to-back packets is sent over the network, and its inter-packet arrival delay is
observed at the receiver. One would therefore expect the instantaneous service rate
of the bottleneck link along the path to be reflected in the inter-packet delay at the re-
ceiver. However, this approach relies on the assumption that all flows in the network
are serviced in a strict round robin fashion at the bottleneck links. This constraint
is very difficult to be satisfied in 802.11-based WMNs. Since packet transmissions
could be scheduled in a bursty manner, traffic at the bottleneck link may arrive in
bursts, and the entire burst may be serviced without any interleaving, invalidating the
strict round robin assumption.

3. Explicit Rate-based Congestion Control: ATP [48] takes a much more explicit
approach and requires every intermediate node to measure queueing and transmission
delays for packets passing through it. The sum of exponentially averaged queueing
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and transmission delays yields the average packet service-time experienced by all the
flows going through the intermediate node. In the equilibrium condition, each ATP
flow attempts to maintain exactly one data packet on every router along the path. The
service-time therefore reflects the ideal dispatch interval for all the flows competing
over the bottleneck link. Every packet bears the maximum service-time encountered
on any of the intermediate hops. The bottleneck service-time is communicated back
to the sender, which adjusts its packet dispatch interval to match this service-time.

The problem with overall-service-time approach is that it couples the queue-size
management with rate estimation, which leads to traffic fluctuations and in turn non-
optimal estimation of channel bandwidth [57]. More concretely, it is very hard to
maintain exactly one data packet from each flow on every router. If there is even
a slight change in transmission time of a single packet, a queue (say of two pack-
ets) builds up on the router for the rest of the epoch. Clearly, an extra packet in the
queue does not indicate any change in the network bandwidth. However, in the next
epoch the ATP sender proportionally reduces its sending rate (to half in this exam-
ple) to bring the queue down to one packet. It is in these epochs, that an ATP sender
underestimates the path bandwidth.

LRTP also takes an explicit rate-based approach towards congestion control, but de-
couples the queue size management from rate estimation. As shown in Chapter 4,
LRTP can thus achieve much better utilization of available network bandwidth.

7.4 Transport Layer Fairness
Improving network fairness has been the focus of many research projects. We discuss
the representative works from the ad hoc networking literature, and compare them with
Hyacinth’s approach.

7.4.1 Ingress Flow Throttling
A promising approach to achieve flow fairness is to throttle flows at their ingress nodes to
their network-wide fair shares. [30] provides a rough sketch of such an algorithm. Here,
each WMN router measures the average offered load arriving from/to its own mobile users
and the average capacity of the links to each of its adjacent routers. The offered loads
and link capacities are periodically communicated to other WMN routers. For each link, a
router then computes the aggregate time shares in each of the link’s contention neighbor-
hoods and chooses the minimum value. The minimum time-share is then converted into
rate and transmitted to other routers. Finally, each ingress router determines its end-to-end
flow rate, and throttles its flows to this system-wide fair rate. The authors propose to ap-
ply this algorithm at Layer 2 of the each router, as that keeps the TCP intact and works
even in presence of uncontrolled transport flows such as UDP. Hyacinth’s LRTP develops



7. RELATED WORKS 168

on this approach, and provides a full solution that can provide max-min fairness on top of
unmodified 802.11 MAC layer.

7.4.2 Neighborhood RED
[97] improves TCP fairness by extending the idea of Random Early Detection (RED) to

multi-hop wireless networks. Simply applying RED to individual node’s packet queue does
not work, because of the shared channel space. Therefore, the authors view the queues on
a node and its interfering neighbors as a single distributed queue and apply RED to this
distributed queue. The node infers the neighborhood queue size by monitoring the channel
utilization. When the utilization goes above a certain threshold, neighborhood congestion is
detected. The node then computes its own drop probability, and broadcasts this information
to its neighbors. Based on this information, the nodes with highest contribution to the
neighborhood channel congestion drop packets from their local queues. In contrast of
neighborhood-RED, LRTP routers take a much more direct approach by explicitly marking
the allocation of a flow on its data packets.

7.4.3 Overlay MAC Layer
The unfairness problems of IEEE 802.11 MAC could be addressed by making it aware of
application’s priorities. [98] proposes another approach of forming an overlay MAC layer
on top of 802.11 MAC. Based on loose time synchronization and application-assigned
weights, the overlay MAC runs a distributed TDMA algorithm and allocates time slots
to competing nodes. Weighted fair queueing is used to assign more time slots to nodes
having greater number of flows. Every node in the network decides a set of time slots
for all other nodes in the network using a random number generator with the same seed,
thus enabling a distributed implementation. The packets are then trickled from the overlay
MAC to 802.11 MAC based on this time slot allocation. The advantage of this approach is
that it can perform fair bandwidth allocation on top of standard 802.11 MAC. However this
scheme faces a common disadvantage faced by most TDMA schemes. It incurs overhead
when the owner of a slot has nothing to send. They attempt to reduce the overhead using
a timer after which the slot is taken over by the next node. Currently, Hyacinth does not
attempt to finely control the packet flow, but only the rate at which they are entering the
channel. If the approach works in practice, it could be used to control packet scheduling on
individual channels, further reducing collisions and improving Hyacinth network goodput.

It should be pointed out that overlay MAC layer doesnotmake it possible to switch the
interface channel on a packet-by-packet basis. Therefore, one still needs to use multiple ra-
dios per mesh node to effectively utilize multiple wireless channels. One can view overlay
MAC layer as a fine-grained extension of ingress flow throttling approach proposed in [30].
While [30] works at individual flow level, the overlay MAC layer works at individual hop
level.
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7.4.4 MAC-layer Fairness
Luo et al. [99] pointed out the trade-off between maintaining strict fairness among flows and
maximizing the spectrum reuse efficiency. They presented a service model that guarantees
a minimum bandwidth allocation to each participating flow while maximizing the aggregate
radio resource usage. Huang and Bensaou proposed algorithms to compute the max-min
fair share to each wireless link in a multi-cell ad hoc network [100]. Nandagopal et al. [101]
designed an analytical framework that given an arbitrary fairness model specified as a utility
function, can generate a contention resolution algorithm to achieve the specified fairness
requirement. All these efforts consider only single-hop flows, and treat each multi-hop flow
as multiple independent single-hop flows. As shown in [102], single-hop fairness does not
translate into multi-hop fairness because of the traffic dependency among different hops
of a multi-hop flow. The LRTP’s C3L algorithm presented in this dissertation provides
end-to-end max-min fairness to multi-hop flows.

7.4.5 Explicit Fairness Among Multi-hop Flows
Tassiulas and Sarkar [50] proposed algorithms to achieve max-min fairness across multi-
hop flows. In their interference model, transmissions for multiple flows can proceed si-
multaneously as long as they do not share any common node. Our interference model
is much more general, and better matches the real-world interference among nodes with
omni-directional antennas.

Li [102] presented centralized and distributed algorithms to achieve end-to-end flow
fairness in multi-hop ad hoc networks. He first defined the notion of a contending flow
group that includes all flows which contend with one another directly or indirectly, and
then ensured fairness by equally dividing the channel capacity among members of each
contending flow group. However, their definition of contending flow group is transitive.
For instance, consider 3 flows F1, F2, and F3, where F1 and F2 are in one collision domain,
and F2 and F3 are in another collision domain. Li’s algorithm groups these three flows into
the same contending flow group, and assigns each of them B/3, where B is the channel
capacity of a single collision domain. In contrast, we are able to achieve much stronger
max-min fairness among multi-hop flows and assign B/2 to each flow in this case.

Finally, Yi and Shakkottai [103] present a hop-by-hop congestion control mechanism
over wireless multi-hop networks, which imposes a channel access time constraint on each
flow. They use an optimization algorithm that takes into account all the flows and their time
constraints over their individual links to derive a global time constraint function for the
entire network. Further, based on this global time constraint function, an optimal operating
point that maximizes the utilization of the network resources in a fair manner is computed
for each flow.

All the solutions described above require MAC layer modifications, to aid contention
resolution or packet scheduling, and thus cannot be directly applied to IEEE 802.11-based
WMNs. In contrast, LRTP is specifically designed to work with unmodified 802.11 MAC.
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7.5 Routing Protocol Security
Securing of routing infrastructure has been a problem of research not just for ad hoc net-
works, but also for wired Internet. Here, we study the proposed solutions in both the fields.

7.5.1 Ad hoc Routing Security
Researchers have proposed secure variants of most of the earlier ad hoc routing protocols.
[104] provides a comprehensive survey of these variants. The same problem has also been
studied in the context of wireless sensor networks, and [105] surveys the various techniques
proposed so far.

Authenticated Routing for Ad-Hoc Networks (ARAN) [31] is an on-demand, ad-hoc
routing protocol that uses public key cryptography to ensure authentication, message in-
tegrity, and non-repudiation of routing messages. It does not use any mutable field in the
route request or reply, thereby eliminating the need to protect the message from malicious
modifications along the path. Further, to prevent spoofing, messages are authenticated (us-
ing certificates) at every hop along the path.

The Secure Ad hoc On-Demand Distance Vector (SAODV) [32] similarly uses digital
signatures to authenticate the non-mutable fields of the messages, and hash chains to secure
the hop count information (the only mutable information in the messages). A hash chain
is a chain of keys< H1, H2, .., Hn > formed by repeated application of a hash function
H to an initial keyk: Hi(k) = H(Hi−1(k)). To use hash chain, first the hash chain is
established on a node, and then itsHn(k) is provided to other nodes as part of initialization.
At runtime, the keys in the hash chain are used one at a time in the reverse order to encrypt
the message. The key is released in a delayed manner after the message has reached all the
intended receivers. Upon release, the key is first verified through repeated application of
the hash function, and then the message is authenticated using the key.

Secure Efficient Distance Vector Routing (SEAD) [33] similarly uses one-way hash
chain to protect sequence number and metric in a DSDV routing update. Each router knows
one value in the hash chain of every other router. Each message contains a key from the
hash chain chosen based on the sequence number and the metric value itself. The key can
be verified by the destination using repeated application of the hash function.

Ariadne [34] is a secure version of DSR, that protects the router list in the REQUEST
from malicious deletion of hosts. It uses TESLA broadcast authentication [106], which
in turns is based on hash chains, with delayed key release. Each hop authenticates new
information in the REQUEST. The target buffers the REPLY until intermediate nodes can
release the corresponding TESLA keys.

Most of these protocols were designed with the constraints of a mobile ad hoc network
in mind; some of which do not apply to a wireless mesh network. For instance, several of
them assume absence of any wired infrastructure connectivity which is not a constraint for
a wireless mesh network whose very purpose is to provide access to wired infrastructure.
In contrast, Hyacinth’s protocol are designed with the goal of securing an enterprise-class
wireless mesh network.
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7.5.2 Internet Routing Security
The problem of faulty or malicious routers advertising false routes or refusing to serve
advertised routes has been studied in the context of Wired Internet [107].

Secure BGP (S-BGP) [108] represents one kind of proposals. Specifically, S-BGP re-
quires routing information to be authenticated so that routers advertising incorrect routing
information can be held accountable if and when detected. Due to the large scale of the
network, S-BGP simply uses the public key cryptographic signature to sign all route adver-
tisements.

Routing Arbiter [109] established a centralized database of ‘routing assets’ which in-
cludes information such as the routing policy and route announcements from different
ASes. This information can be queried by a router to perform some basic validity checks
on the advertised routes it receives. Similarly in soBGP [37], each AS distributes its local
topology which is used to form the global topology database. The topology database is
then used to validate received routes.

Interdomain Routing Validation (IRV) [35] takes a similar approach but distributes the
function of providing this routing assets information to individual ASes. Each AS contains
an IRV server that receives a copy of each route update sent from any router in the AS.
Upon reception of a route update, a BGP router queries its local IRV server, which in turn
queries the relevant IRV servers to confirm the route.

Listen and Whisper [36] is another pair of mechanisms.Listenpassively probes the data
plane to ensure existence of advertised routes. Specifically, it listens to TCP exchanges to
infer if there are hosts advertised by an AS, but not reachable through that AS.Whisper
introduces signature field in every BGP update, which is updated by every AS along a path.
Upon receiving updates from multiple paths, the routes are cross-checked for consistency
using their signature fields. Additionally, to contain the effect of malicious routers, each
router counts how often an AS appears on invalid routes, and assigns this count as a penalty
value to the AS. The aggregate penalty along the routes is then minimized while making
routing decisions.

7.5.3 Centralized Internet Control Plane
The 100x100 Clean Slate Project [58] is investigating the question: Assuming we were not
bound by the design and implementation of the current Internet, what should thisclean
slate designbe? A major design put forward by the project is to move towards a really
thin control plane on individual routers that is focused on information dissemination and
response to to explicit configuration instructions [110]. This refactoring of the IP control
plane can significantly help with the performance, reliability, and security concerns that
plague the current Internet. We make a similar argument in the context of WMN, where
efficient wireless link resource utilization and secure operations are equally critical. More-
over, unlike the Internet WMN technology is still in a relatively nascent phase, and aclean
slate approachis much more practical.
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7.5.4 Secure Data Communication
One way to secure communication is to utilize multiple paths. SMT/SRP [111, 112] dis-
covers and uses multiple disjoint paths between every source and destination. Each packet
is dispersed across all these paths with additional redundancy. As long asM out ofN parts
reach the destination, the message can be reconstructed.

Hyacinth secure data communication by constantly monitoring the incoming packet
stream on the receiver for signs of attacks, and initiating fine-grained packet tracing. Our
fine-grained packet tracing builds upon ideas proposed by past researchers [113, 114].
In [113], authors proposed performing binary search to locate a faulty or malicious link
along a path. However, it is relatively easy for an attacker to defeat the scheme as it can
know whether the packet forwarding is being monitored or not. Hyacinth’s design makes
it virtually impossible for an attacker to detect if the packet forwarding is being monitored.

Secure Traceroute [114] is a refinement of the proposal in [113]. Probe packets in se-
cure traceroute are indistinguishable from ordinary packets. This makes it hard for attacker
to forward packets correctly only when probing is in progress. However, to make secure
traceroute robust against multiple attackers on the route, authors use linear search instead
of binary search. Similar to secure traceroute, Hyacinth makes it impossible to distinguish
whether an attacker identification is in progress or not. However, Hyacinth’s design makes
several advancements over secure traceroute. Hyacinth uses binary search and works in
presence of multiple independent attackers along a path. Hyacinth also enables identifica-
tion of a malicious node launching a delay attack. Moreover, Hyacinth is adopted to the
context of WMN and we make its packet tracing really lightweight: Turning it ON/OFF
only requires one packet being sent from an end host to the prober/snooper node. There
is some constant storage overhead, but no communication overhead until the attack is ob-
served the next time. It can thus detect occasional attacks that are hard to detect otherwise.
Finally, Hyacinth integrates this mechanism well into the core protocol, and provides an
always-ON security against malicious nodes.

Authors in [115] proposed a watchdog technique to enable a node to check that a neigh-
boring node do forward packets onward without tampering. It relies on the broadcast na-
ture of the wireless media on each node to listen to the packets sent by its next hop and
checks their headers and payloads for any signs of tampering. Catch Protocol [59] enhances
this watchdog technique further through use of anonymous messages. The main problem
solved by the Catch protocol is that of preventing free riding behavior in a multi-hop wire-
less network. In Catch protocol, each node periodically sends anonymous messages to its
neighbors and require each neighbor to rebroadcast the message. This simple idea forces a
would-be free rider to either drop all anonymous messages and get disconnected from the
network, or forward all anonymous messages and reveal its true radio connectivity with its
neighbors. In Hyacinth, we apply this technique to make the topology discovery secure and
robust.

As we showed in Chapter 5, one cannot rely on watchdog technique in a multi-radio
WMN to secure the routing protocol computation. Moreover, applying watchdog technique
to secure packet forwarding in a multi-radio WMN would also incur significantly more
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hardware, as a packet broadcast by a node can no longer be heard by all its radio neighbors.

7.5.5 PKI for Ad Hoc Networks
Much research to provide security in the context of ad hoc networksavoidsuse of any
centralized PKI infrastructure and instead rely upon distributed mechanisms. Establishing
a PGP Web-of-Trust (originally put forth by PGP creator Phil Zimmermann in 1992) is one
such approach. In this model, any node in the network can issue certificate for another node
that it trusts [116]. A node N1 can then authenticate another node N2 as long as N1 can
find a chain of certificates leading upto N2. [117] discusses mechanisms to discover such
certificate chains in the context of ad hoc networks.

Another approach to distribute the responsibility of a CA is based on the idea of Thresh-
old Cryptography [118]. MOCA (Mobile Certificate Authority) uses this approach [119].
In MOCA, the task of giving out certificates is delegated ton MOCA nodes out of totalN
network nodes. Each of thesen MOCA nodes can provide partial signature for the certifi-
cate. As long as a node can contactk out of n MOCA nodes, it can reconstruct the full
signature and hence the certificate.

These approaches are more useful in the context of ad hoc networks, where the connec-
tivity to some infrastructure is not always possible. On the other hand, any enterprise-class
wireless mesh network is connected to the wired network via gateways. It is therefore more
practical to just set up a CA as part of the infrastructure.

A related problem is that of compromised node cloning [120]. [121] uses locationing
information to probabilistically detect cloning attack. [122] detects presence of clones using
statistics on the frequency with which a set of keys is used for authentication. Hyacinth’s
detection of node cloning attack works by (1) making the topology discovery more accurate
using anonymized messages [59], and (2) using a threshold-based mechanism.

7.5.6 Secure Time Synchronization
Time synchronization has been studied extensively in the overall context of distributed
systems and computer networks. Time synchronization is also a requirement for wireless
sensor networks if the data collected from various sensors is to be aggregated. The tech-
niques proposed there range from synchronizing using reference broadcasts and flooding
to a tree-based synchronization [123]. As pointed in [124], many of these protocols do not
work well in presence of compromised nodes. Several techniques have also been proposed
to counter these attacks [124].

Hyacinth secures the synchronization of time by always synchronizing each node to the
CU. Although the communication happens over multiple hops, the actual synchronization
protocol is not aware of that. This is similar to the basic Secure Opportunistic Multi-hop
synchronization used in [125]. By itself, this is insufficient in presence of attackers along
the path launching packet delay attacks. We therefore have another mechanism to detect
such delay attacks. This is done by constantly monitoring the RTT for signs of malicious
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delays. Theidea of monitoring RTT for outliers is not novel and has been proposed earlier
in [126].



Chapter 8

Conclusions And Future Directions

Today’s enterprise wireless LAN deployments require substantial human expertise to per-
form several static optimizations such as access point’s radio channel assignment and trans-
mit power level setting [3]. These optimizations are not only cumbersome to perform, but
are also quickly outdated as the enterprise RF environment changes. Ideally, a wireless
LAN deployment should only involve ensuring blanket coverage of the entire enterprise
using access points, while the access points should automatically and continuously con-
figure the optimal channels and transmit power levels based on the latest user locations
and traffic demands. Ironically, a major obstacle in realizing this vision of self-deployed
wireless LANs is that each access point needs to be connected to the enterprise computing
resources using a wired backbone [3]. Wiring is an even bigger issue for outdoor campus-
wide wireless LAN deployment and ISP last-mile networks.

In this doctoral research, we architected a wireless mesh network that can eliminate
most of this wiring overhead. In a wireless mesh network (WMN), neighboring access
points communicate with each other using direct wireless links, while distant access points
communicate using multiple wireless hops. Our research tackled the following challenges
in forming an effective enterprise backbone using a WMN: (1) providing high capacity, (2)
supporting flow-level fairness, and (3) ensuring secure protocol operations. Specifically,
we proposed three novel implementation techniques: (1) multi- channel mesh networking,
(2) stateful transport protocol, and (3) secure routing protocol. To demonstrate the prac-
ticality of these techniques, we implemented and evaluated a 9-node IEEE 802.11a-based
mesh prototype. Many of the techniques are equally applicable to other wireless network
technologies such as IEEE 802.11n- and WiMax-based mesh networks.

• Multi-channel Wireless Mesh Networking: Limited capacity remains a pressing is-
sue even for single-hop wireless LANs, let alone a multi-hop WMN where inter-
path and intra-path interference limit the number of links that can be simultaneously
active in the network. To address the capacity issue, the Hyacinth architecture we
proposed aggregates the bandwidth available across different radio channels within
a single WMN. Specifically, we employ multiple radio channels in each radio neigh-
borhood by equipping each node with multiple network interfaces. To fully utilize

175
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the performance potential of this approach, we devised two traffic load-aware channel
assignment and routing algorithms, each of which tunes the network channel assign-
ment and routing based on the network topology and the latest traffic patterns. Even
with the use of just 2 NICs per node, the proposed algorithms improve the network
cross-section goodput by over 6 times when compared with single-channel WMNs.
The two papers [23, 21] based on this work have initiated lot of research in multi-
radio wireless mesh networks and are widely cited for their original contributions.

• Stateful Transport Protocol: TCP is the de facto transport protocol of the Inter-
net. However, TCP demonstrates several undesirable behaviors from both utiliza-
tion and fairness standpoints, when operating in multi-hop wireless networks. First,
TCP ACK traffic consumes up to 20% of the wireless channel bandwidth. Second,
TCP’s congestion control does not adapt quickly to changing wireless link band-
width. Third, a TCP sender slows down in presence of bit-error related packet losses.
Each of these issues leads to reduction in effective bandwidth available to the applica-
tion layers. To address these issues, we proposed a stateful transport protocol, called
link-aware reliable transport protocol (LRTP) [24]. The key feature of LRTP is an ex-
plicit rate-based congestion control mechanism in which each intermediate wireless
router measures the effective bandwidth of each of its wireless links, fairly allocates
it among those flows traversing the wireless link, and then informs the corresponding
senders to adjust their sending rates. To address the hidden terminal problem, LRTP
also incorporates a coordinated congestion control mechanism [25, 26] that first de-
termines the inhibition relationship between different routers, and performs global
bandwidth allocation in a manner, thereby providing end-to-end max-min flow fair-
ness on top of unfair IEEE 802.11 MAC protocol. Our evaluations of LRTP on the
mesh prototype show that it substantially improves the network utilization and flow
fairness in multi-channel WMNs.

• Secure Routing Protocol: Security remains a major roadblock to widespread de-
ployment of 802.11 one-hop infrastructure networks. The problem is exacerbated
in a wireless mesh network, where a single compromised router can easily disrupt
the network routing state by tampering with control communication or advertising
crafted topology/traffic data. The failure probability of a WMN therefore increases
exponentially with the network size. We developed a centralized network architec-
ture that incorporates security as a first-class requirement at par with connectivity
and performance. The protocol secures all core aspects of the mesh network – topol-
ogy and traffic statistics collection, route and channel computation, route decision
dissemination, network reconfiguration, and also packet forwarding. It can quickly
detect most common misbehaviors and trace the problem down to specific nodes.
The secure routing mechanisms significantly enhance the availability of a Hyacinth
network when a WMN node is compromised, misconfigured, or broken.
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8.1 Future Directions
Wireless mesh networks are now being deployed at city-wide scale to provide ubiquitous
wireless broadband connectivity [7, 127]. Additionally, the trend towards cross-layer opti-
mizations [128] and use of multiple radios with smart antennas [129] will make the wire-
less routers more and more complex. Based on our experiences,comprehensive network
managementis a key element to the success of such large-scale wireless mesh networks.
Network management is the broad term that covers network monitoring, configuration
management, fault management, performance management, and protocol security. The re-
search question here is: What is the ideal architecture and set of protocols needed to make
large-scale wireless mesh networks manageable? Below are some of the specific research
problems worth pursuing in this direction.

8.1.1 RF Sensor Networking
Based on our survey of enterprise wireless LAN deployment [3], the most fundamental
element of any network management is the ability to visualize the utilization of network
resources (in this case wireless channels) at each location. This is especially important as a
large-scale wireless mesh network needs to co-exist with, rather than compete with, other
residential and office wireless LANs. The research questions here are: How to produce
a comprehensive RF usage map of the network using the inherent RF-sensing capability
of the individual mesh node? And how to utilize multiple radios (and potentially smart
antennas) equipped on each mesh node to perform accurate multi-hop locationing of the
entire network? Apart from network visualization, RF usage map is also useful for network
optimizations such as deciding which channels to use on which router.

8.1.2 Hybrid Re-configuration
Most researchers frown upon the mention of centralized algorithms. Experiences with In-
ternet have led to increasing realization that the control plane of large-scale networks needs
to be centralized. Centralized algorithms have the benefit of starting with the global state in-
formation about the network. Our experience with devising channel assignment algorithms
for a general multi-radio wireless mesh network suggests that the intricate dependency
between configurations of different routers may itself sometimes warrant a centralized ap-
proach. We believe that one needs to take an intermediate approach, where a centralized
algorithm performs longer-term optimizations of the network, while a distributed algorithm
fine-tunes those decisions based on more frequently changing state of the network. For in-
stance, the centralized algorithm can decide long-term routes based on global information,
while the distributed algorithm can perform local repair of network routes in case of a traf-
fic shift or a wireless router failure. Such hybrid approach can yield novel and practical
network optimization algorithms.
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8.1.3 Protocol Resilience
There are bound to be attacks on externally deployed wireless mesh networks. Use of
cryptography alone does not solve the problem if the attacker has been able to compromise
some of the wireless mesh nodes themselves, as they now have access to the keys and
the software of the wireless router. The research questions here is: How to devise mesh
optimization protocols that demonstrate graceful degradation in presence of compromised
routers? Further, what intelligence needs to be built into the protocol so as to pinpoint
the compromised routers? We already present a security architecture that can addresses
these issues and keep a wireless mesh network operational in presence of independent
compromised routers. A valid question to ask is: How can one deal with compromised
nodes when they can collude?

8.1.4 Stateful Protocol Design
The stateful transport protocol we developed makes the routers aware of the transport pro-
tocol flows and substantially improves both the network utilization and flow fairness. This
work can be generalized to implement application-aware wireless routers that improve net-
work efficiency over existing wireless routers. Specifically, one can raise the following
research questions: How to utilize the knowledge of application requirements for more
optimal packet forwarding? How to perform inter-router co-ordination to utilize such ap-
plication awareness? For instance, media traffic can tolerate certain amount of bit errors,
while other applications may not. Similarly, different applications have different delay and
jitter requirements that can be used to prioritize among flows/packets.

8.1.5 Quality Of Service
Many popular applications such as voice-over-IP and video-over-IP have specific end-to-
end delay and bandwidth requirements that can not be satisfied by best-effort service. Un-
like wired networks, WMN links in a radio neighborhood share the same channel and
hence it is not sufficient to just differentiate and prioritize traffic at per-router level. A
mechanism such as [130] is needed to prioritize traffic across nodes. However, current pro-
posals require modifications to the IEEE 802.11 protocol to incorporate these techniques.
We believe that it should be possible to implement these schemes, or modifications thereof,
on top of unmodified 802.11 using a mechanism similar to overlay MAC layer [98]. Such
a combined solution that can provide differentiated service to multimedia flows traversing
an 802.11-based WMN has not yet been proposed.

8.1.6 Topology Planning
While the position of nodes in a WMN could be chosen randomly and the network would
adapt to that given topology, a more planned approach could use the flexibility in initial
positioning of nodes to optimize the network performance. Specifically, there are two
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variables here – the position of regular nodes and the placement of the gateway nodes.
The gateway placement problem has been explored in [131, 132]. The goal is to place a
minimum number of gateways in these locations such that the bandwidth requirement of
every ingress is met. The node placement problem is explored in [133], where network
performance is optimized by modifying the existing topology incrementally. Each of these
solutions only address parts of the general problem which still stands as a research question:
How to come up with an optimal placement for a fraction of regular and gateway nodes,
while the placement of remaining ones is given as input?

8.1.7 Directional Antenna-based Mesh Networks
The use of IEEE 802.11 has even been extended to build long-distance wireless mesh net-
works that can be used to provide Internet-connectivity to rural areas [8]. Digital Gangetic
Plains [8] already deals with many of the IEEE 802.11 assumptions that break down in
such settings. The problem of using directional antennas in a general IEEE 802.11 WMN
remains unanswered [134, 135]. Specifically, given a WMN where each node is equipped
with multiple interfaces each attached to a steerable directional antenna, a topology deter-
mination algorithm that determines the direction and channel of each interface is not yet
known.

8.1.8 Fault Diagnosis
Automated fault detection and diagnosis has been the holy grail of network management.
The problem is complicated in wireless mesh network as it is non-trivial to distinguish
whether the poor performance is because of bad channel conditions, interference, software
bugs, faulty hardware, or compromised nodes. [136] is one such proposal that works by
running fault simulations and matching the observed and the expected performance. Our
proposal in Chapter 5 of fine-grained packet tracing to pinpoint malicious or faulty node
provides another example of works in this direction.
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Appendix A

Analytical Calculation of TCP’s ACK
Overhead

Here we derive the equation for the percentage ACK overhead in TCP with and without
delayed-ACK option. LetTHeaders be the time spent in all the protocol headers on each
DATA packet. This includes the PLCP header, 802.11a header, and TCP/IP header, out of
which PLCP header is transmitted at 6 Mbps while rest are transmitted atr Mbps (e.g. 54
Mbps).

THeaders = TPLCP + T802.11a + TIP + TTCP

= 20 + 36 ∗ 8/r + 20 ∗ 8/r + 20 ∗ 8/r

= 20 + 608/r

The time spent by each maximum sized data packetTDATA is the sum of DIFS period
and station’s backoff, followed by headers transmission, payload transmission, and link-
layer ACK transmission preceded by an SIFS duration.

TDATA = DIFS + Tbackoff + THeaders + TL−DATA + SIFS + TPLCP + TL−ACK

= 34 + (16/2) ∗ 9 + (20 + 608/r) + (1460 ∗ 8/r) + 16 + 20 + (14 ∗ 8/r)
= 162 + 12400/r

TACK , the time consumed on each TCP ACK is similar except the length of the data
payload.

TACK = DIFS + Tbackoff + THeaders + SIFS + TPLCP + TL−ACK

= 34 + (16/2) ∗ 9 + (20 + 608/r) + 16 + 20 + (14 ∗ 8/r)
= 162 + 720/r

191
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The best case of delayed-ACK is when there is approximately one TCP ACK for every
two TCP segments. IfOACK is the percentage overhead of TCP ACKs, then it follows.

1/2 ∗ (162 + 720/r) ∗ 100/(162 + 12400/r) <= OACK

In the worst case, delayed-ACK degenerates to per-packet ACK.

OACK <= (162 + 720/r) ∗ 100/(162 + 12400/r)
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