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Abstract of the Dissertation

Battery-Aware and Energy-Efficient

Algorithms for Wireless Networks

by

Chi Ma

Doctor of Philosophy

in

Computer Science

Stony Brook University

2007

This thesis proposes an integrated suite of battery-aware and energy-efficient al-

gorithms for routing and scheduling in wireless mobile ad hoc networks, wireless

sensor networks and wireless mesh networks. The thesis includes several closely re-

lated topics in wireless networks: (1) On-line computable mathematical battery mod-

els for efficient battery capacity calculation on wireless devices; (2) Battery-aware

routing schemes for wireless mobile ad hoc networks; (3) A battery-aware backbone

scheduling algorithm for self-organized wireless sensor networks; (4) A cross-layer

scheduling scheme for urban area high density sensor networks; (5) Battery-aware

hot spot covering algorithms for wireless mesh networks; (6) Battery-aware trans-

mission radius scheduling algorithms for wireless mesh networks; (7) Battery-aware

client driven mesh router scheduling algorithms for wireless mesh networks.

Wireless networks, such as wireless mobile ad hoc networks, wireless sensor networks

and wireless mesh networks, have played an increasingly important role in a wide range of
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applications. Different wireless networks are composed of different wireless devices with

various network architectures. The wireless mobile ad hoc network consists of various

mobile and battery-powered wireless devices, such as PDAs, laptops and cellular phones.

These wireless personal devices form the network in an ad hoc way to let devices communi-

cate with each other. The wireless sensor network is composed of hundreds or thousands of

distributed wireless sensors, with each sensor having limited battery energy supply, trans-

mission radius and sensing capability. Sensed data are continuously propagated to a data

sink. The wireless mesh network consists of a mix of fixed routers and mobile clients in-

terconnected via access points. Wireless mesh network provides Internet connections to

its mobile clients. More and more mesh network applications require mesh routers to be

battery-powered due to their flexibility to deploy and their independency of wall power.

Battery power has emerged as a key component for energy management in these wire-

less networks, especially for packet routing and wireless device scheduling. With battery

technology lagging behind, the batteries on wireless personal devices, wireless sensors and

mesh routers can only last a few hours for work. Although the energy capacity of batteries

has been increased by 10% to 15% per year, it still cannot keep up with the increasing en-

ergy demand of wireless devices. It is critical to improve energy efficiency of these wireless

networks.

This thesis provides a suite of battery-aware and energy-efficient algorithms and schemes

for routing and scheduling in wireless mobile ad hoc networks, wireless sensor networks

and wireless mesh networks. (1) The on-line computable, discrete time mathematical

battery models are designed to accurately calculate battery discharging loss and battery

residual capacity in an energy-efficient way. The calculation of battery discharging loss

in the models is simplified and requires low computation complexity and little memory.
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(2) A battery-aware power metric is introduced for battery-aware routing in wireless mo-

bile ad hoc networks. Based on the metric, battery-aware routing scheme and prioritized

battery-aware routing scheme are proposed to improve energy efficiency of packet routing

in wireless mobile ad hoc networks. (3) A virtual backbone scheduling scheme for data

propagation and distribution among sensors is proposed based on the mathematical bat-

tery model. The scheme constructs a battery-aware connected dominating set to let fatigue

sensors recover batteries and prolong the lifetime of wireless sensor networks. (4) A cross-

layer scheduling scheme is proposed for urban area high density wireless sensor networks.

The scheme consists of three parts: the spanning tree partition algorithm to control the

topology, the intersection MAC layer protocol to provide efficient MAC communication

around urban intersections and the urban emergency service algorithm for differentiated

network services. (5) A router-level battery lifetime optimization scheduling algorithm is

proposed to maximize the lifetime of battery-powered mesh routers. A network-wide span-

ning tree scheduling algorithm is designed to improve lifetime of wireless mesh networks

with battery-awareness. (6) A battery-aware mesh network energy scheduling scheme is

proposed to dynamically schedule multiple input multiple output mesh routers’ radii based

on battery behaviors. The scheme consists of two algorithms: the coverage algorithm

and the backhaul routing algorithm. Both algorithm adopt the battery model designed

for multiple input multiple output mesh routers. (7) A cross-layer battery-aware client

driven scheme is designed to efficiently schedule mesh network coverage. The key idea of

this scheme is to let neighboring mesh routers collaboratively adjust their transceiver radii

based on positions of mesh clients. This scheme also propose the MAC layer algorithm to

jointly minimize the cost among different layers.
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Chapter 1

Introduction

This chapter explains the motivation, design goals, contributions and outline of the

thesis.

1.1 Motivation and Design Goals

In recent years, wireless mobile ad hoc networks (MANET), wireless sensor networks

(WSN) and wireless mesh networks (WMN) have played an increasingly important role

in a wide range of applications [1, 2, 3, 4, 30, 67, 68, 69]. A MANET consists of var-

ious mobile wireless devices, such as PDAs, laptops and cellular phones [1, 2]. Appli-

cations in MANETs are multimedia transmission service, video conference, IP telephony

and interactive games. A WSN is a distributed wireless network which is composed of a

large number of self-organized unattended sensor nodes [28, 30, 60]. A typical function

of WSNs is to collect data in a sensing environment. Usually the sensed data in such an

environment is routed to a data sink, which is the central unit of the network [38]. WMNs
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have emerged as a low-cost, convenient and flexible extension to the wired network infras-

tructure [67, 68, 69]. A WMN is a hybrid network which consists of a mix of fixed routers

and mobile clients interconnected via access points [27, 67]. The mesh routers together

with wireless mesh clients, such as personal wireless devices, form multi-functional wire-

less communication systems [66, 69, 72]. More and more wireless routers, especially in

outdoor mesh network applications, are powered by batteries for their flexibility to deploy

and their independency of wall power [68, 70].

Personal devices, sensors and mesh routers in these wireless networks have limited

power supply. Energy efficiency is critical for these networks. On one hand, applications

of these wireless networks require support of high data throughput and long lifetime. For

example, outdoor mesh routers need to maintain activities for at least 24 hours and wireless

sensors are typically expected to work for years. On the other hand, with battery technology

lagging behind, batteries on wireless personal devices, sensors, and routers do not achieve

long enough lifetimes for work. Although battery capacity has been increased by 10% to

15% per year [11, 12], it still does not keep up with the increasing energy demands from

energy-intensive applications on wireless devices. Battery lifetime therefore emerges as a

key factor that affects the performance of wireless networks [5, 6, 11]. Carefully scheduling

and budgeting battery energy in wireless networks has become an urgent and critical issue.

In the thesis we will propose several schemes to efficiently schedule routing and activities

of devices in MANETs, WSNs and WMNs.

The design goals of this thesis can be classified into the following categories.

• Mathematical Battery Models. The first goal is to design on-line computable math-

ematical battery models to describe the special battery behaviors. Recent study in

battery technology reveals the energy consumed from a battery is not equivalent to
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the energy dissipated in the device [5, 10]. When discharging, batteries tend to con-

sume more energy than needed. They reimburse the over-consumed energy later if

they have sufficient recovery, where “recovery” means the battery is disconnected

from its load or the current is lowered down. The process of the reimbursement is

often referred to as battery recovery. The over-consumed energy is referred to as

discharging loss. A “fatigue” battery is a battery with high discharging loss, while

a “well-recovered” battery is a battery with low discharging loss. Experiments show

that the discharging loss might take up to 30% of the total battery capacity [10].

Hence, precisely capturing and predicting battery behavior is essential for optimiz-

ing system performance in wireless networks. Mathematical battery models have

been introduced in recent years to capture the relationships among battery capacity,

battery discharging loss and electric current [9, 8, 10, 12]. Previous battery models

either employ large look-up tables that require considerable efforts to configure, or

highly depend on experimental inputs. To make it feasible for energy critical, time

sensitive and low storage capacity wireless devices, a good battery model need to

on-line compute the battery capacity accurately with low energy requirement. In this

sense, previous battery models, although have good performance when applied to

wired networks, are not suitable for wireless scenarios. In this thesis we will develop

battery models that are feasible on-line computation in MANET, WSN and WMN,

according to their different network features.

• Battery-Awareness in MANETs, WSNs and WMNs. The second goal is to apply

our battery models to routing and scheduling in wireless networks. Different wireless

networks have different network features and scheduling requirements. (i) Routing is

the most important network activity in MANETs. Battery-aware routing schemes for
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MANET should route packets in the ad hoc network topology and, at the meantime,

minimize energy consumption on devices. MANETs also require differentiated ser-

vices for connections with different priorities. The battery-aware MANET routing

scheme need to consider the quality of service of network connections. (ii) WSNs

adopt backbone routing with packets relayed by a set of backbone sensors. There-

fore backbone scheduling is the most energy-consuming network activity in WSNs.

Battery-aware backbone scheduling schemes for WSNs need to determine sensor bat-

tery status: Only the well-recovered sensors can be chosen as backbone sensors, the

rest should to be put into sleep for recovery. An efficient scheme should construct the

backbone without consuming too much sensor energy. (iii) We also propose to de-

sign battery-aware scheduling algorithms for hot spot covering in WMN. For those

mesh routers with multiple transceivers, special router scheduling algorithms will

be designed to consider the multiple current inputs. Finally we will consider client

driven algorithms in WMN coverage scheduling. In this way routers can efficiently

minimize the power consumption to cover mesh clients.

• Energy-Efficiency in Urban Area High Density WSNs. This goal is to design an

energy-efficient scheduling scheme for urban area high density (UAHD) WSNs by

reducing their high density. Energy-efficient scheduling in UAHD sensor networks

is very important. Research has revealed that without efficient network-wide power

scheduling, large scale and high density sensor networks cannot achieve good power

performance. In this thesis we will study the unique characteristics of UAHD sen-

sor networks. We will propose novel solutions to reduce sensor density in UAHD

networks by partitioning a network into multiple layers of overlapped low-density

subnetworks. We will also design a media access control (MAC) layer algorithm
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for UAHD networks to jointly improve system performance among layers. Finally,

handling urban emergencies is a critical issue in urban security. We will design an

algorithm to provide differentiated services for urgent packets.

1.2 Contributions

The novel contribution of this thesis includes:

• On-Line Computable Discrete Time Battery Models.[21] We derive accurate ana-

lytical battery models for capturing the special battery behavior on different wireless

devices. The models also employ an approach to simplify the computation of re-

covery battery capacity. We customize our battery models for MANET, WSN and

WMN, according to their different network features. Performance evaluations show

that our models can accurately describe battery behavior with little memory require-

ment and low computation complexity.

• Battery-Aware Routing Schemes for MANETs.[22, 23, 26] The battery-aware

routing scheme (BAR) is designed to dynamically facilitate battery-awareness in

MANET routing. BAR is independent of specific routing protocols. It enables rout-

ing protocols to set up routing paths from a battery-awareness point of view. In

addition, we design an enhanced prioritized battery-aware routing scheme (PBAR)

for time sensitive applications in MANETs. The objective of PBAR is to guarantee

the end-to-end routing connections with a set of measurable attributes, in terms of

routing delay, data throughput and device lifetime.

• Battery-Aware Backbone Scheduling Algorithm for WSNs.[24] By employing the

mathematical battery model, we design a virtual backbone scheme to schedule data
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collecting in sensor networks. The battery-aware connected dominating set (BACDS)

is introduced to take advantage of battery recovery. BACDS organizes fatigue sen-

sors to recover batteries and let well-recovered sensors work as backbone nodes. A

distributed approximation algorithm is designed to construct the BACDS in an effi-

cient way.

• Cross-Layer Scheduling for Urban Area WSN. We propose novel solutions to

reduce sensor density in UAHD sensor networks by partitioning a network into mul-

tiple layers of overlapped low-density subnetworks. Node densities among different

layers are therefore balanced. We then propose an efficient Cross-Layer Power Aware

Scheduling (CLPAS) scheme. CLPAS consists of three parts: Spanning Tree Parti-

tion (STP) topology control algorithm, Intersection MAC (I-MAC) protocol and Ur-

ban Emergency Service (UES) algorithm. STP is a distributed algorithm that can par-

tition an UAHD sensor network in polynomial time. Our simulation results demon-

strate that it achieves very close performance to the optimal algorithm in various

scenarios. We also designed the I-MAC protocol for sensor communications around

intersections. It employs an adaptive time division schedule to dynamically manage

packet traffic based on the observations on recent traffic. Finally, the UES algorithm

is designed to provide differentiated services. We conduct simulations to evaluate the

performance of the CLPAS scheme in the Times Square area of New York City.

• Battery-Aware Hot Spot Covering Algorithms for WMNs.[25] The battery life-

time optimization scheduling algorithm (BLOS) is designed to maximize the lifetime

of battery-powered mesh routers based on the study of the relationships between dis-

charging time and total battery lifetime. With each mesh router follows the BLOS

policy, our goal is to keep the mesh network covering all hot spots for as long as
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possible. The spanning tree scheduling algorithm (STS) is designed to dynamically

organize routers to cover hot spots based on the BLOS policy. The time complexity

of the STS algorithm is O(r) for a network with r mesh routers. Performance eval-

uations demonstrate that the STS algorithm can greatly improve the lifetime, data

throughput and energy consumption efficiency of a wireless mesh network.

• Battery-Aware Router Scheduling Algorithms for Multiple Input Multiple Out-

put WMNs.[27] We study the battery model for battery-powered mesh routers to

show that mesh routers can improve their energy efficiency by collaboratively ad-

justing their transceiver radii to alternatively recover their batteries. An efficient

battery-aware multiple input multiple output (MIMO) mesh network power schedul-

ing scheme (BAMPS) is proposed to maximize the lifetime of mesh networks. The

scheme consists of two algorithms: the coverage algorithm and the backhaul rout-

ing algorithm which are used to schedule mesh radio transceivers for network cov-

erage and network backhaul routing, respectively. We also conduct performance

evaluations to show the improvements of network lifetime by implementing BAMPS

scheme.

• Cross-Layer Battery-Aware Client Driven Scheduling Algorithms for WMNs.[29]

We design a cross-layer client driven battery-aware (CDBA) scheduling scheme to

efficiently schedule mesh network coverage. CDBA scheme consists of two algo-

rithms: CDBA coverage algorithm and CDBA MAC algorithm. The key idea of

CDBA coverage algorithm is to let neighboring mesh routers collaboratively adjust

their transceiver radii based on positions of mesh clients. This algorithm is a dis-

tributed algorithm with O(n) time complexity where n is the maximum number of

neighbors of a router in the network. To further jointly improve system performance
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among layers, we design the CDBA MAC algorithm to provide a seamless and fast

service for handoff among mesh routers. We conduct simulations to evaluate the

performance of the proposed CDBA scheme.

Fig. 1.1 depicts the tasks, design goals and contributions of this research.
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Figure 1.1: The tasks, design goals and contributions of this thesis.

This research combines protocol design, algorithm design, analytical, probabilistic and

simulation techniques to conduct comprehensive studies on the above issues. The research

will have a significant impact on fundamental design principles and infrastructures for the

development of future wireless networks. The outcome of this project will be applicable

to a wide spectrum of applications, including space, military, environmental, health care,
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home and other commercial areas.

1.3 Thesis Outline

The rest of the thesis is organized as follows. We introduce battery-aware routing

schemes in Chapter 2. We present our on-line battery model for MANET along with its

performance analysis. Based on this on-line model we develop battery-aware schemes:

battery-aware routing scheme and prioritized battery-aware routing scheme, for MANET

routing. Chapter 3 is contributed to study sensor network scheduling. This chapter de-

signs a battery model for WSN and gives the BACDS model along with its performance

comparison with the previous model, then presents a distributed approximation algorithm

to construct BACDS. Chapter 4 presents a cross-layer scheduling scheme for urban area

high density wireless sensor networks. Chapter 5 presents the battery-aware hot spot cov-

ering algorithms for WMNs. An approximation algorithm is also introduced in this chapter.

Chapter 6 presents the battery-aware router scheduling algorithms for MIMO WMNs. Per-

formance evaluations are conducted as well. Chapter 7 presents the battery-aware client

driven scheduling scheme for WMNs. Finally, we conclude the thesis in Chapter 8.
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Chapter 2

Battery-Aware Routing for MANET

This chapter presents the battery-aware routing schemes for MANETs. We first propose

an on-line computable, discrete time mathematical model to capture battery discharging be-

havior. The model has low computational complexity and data storage requirement. It is

therefore suitable for on-line battery capacity computation in routing. Our evaluations in-

dicate that the model can accurately capture the behavior of battery discharging. Based on

this battery model, we then propose a battery-aware routing scheme (BAR) for MANETs.

BAR is a generic scheme that implements battery-awareness in routing protocols and is

independent of any specific routing protocol. By dynamically choosing the devices with

well recovered batteries as routers and leaving the “fatigue” batteries for recovery, BAR

scheme can effectively recover the device’s battery capacity to achieve higher energy effi-

ciency. Our simulation results demonstrate that by adopting BAR scheme, network lifetime

and data throughput can be increased by up to 28% and 24%, respectively. The results

also show that BAR achieves good performance in various networks composed of differ-

ent devices, batteries and node densities. Finally, we also propose an enhanced prioritized

battery-aware routing scheme (PBAR) for time sensitive applications in MANETs. Our
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simulation results illustrate that PBAR achieves good performance in terms of end-to-end

delay and data throughput.

The rest of this chapter is organized as follows. In Section 2.1 we discuss related

work to place our work in context. We review the previous off-line battery models in

Section 2.2 and present our on-line battery model in Section 2.3 along with its performance

analysis. Based on this on-line model we develop battery-aware schemes for MANET

routing in Section 2.4. In Section 2.4.1, we discuss the previous power metric for routing

and introduce a more accurate battery-aware power metric. By using this power metric,

we propose a battery-aware routing scheme (BAR) in Section 2.4.2, and the enhanced

prioritized battery-aware routing scheme (PBAR) in Section 2.4.3. Section 2.5 evaluates

the performance of the proposed schemes. Finally we give concluding remarks in Section

2.6.

2.1 Related Work

In a MANET each node is willing to forward data for other nodes, and the determi-

nation of which nodes forward data is made dynamically based on the network connectiv-

ity. Packets are routed from sender node to destination node through neighbor MANET

nodes. Routing protocols can be classified into two categories: topology-based routing and

position-based routing [4, 14]. Topology-based routing protocols [13, 14], which are orig-

inally used in wired networks, depend on the link information to make routing decisions.

However, the topology of a MANET changes too frequently to be updated timely. Main-

taining a routing table at each node consumes a significant amount of energy in wireless

devices. To avoid maintaining routing tables, position-based routing protocols are pro-

posed [17, 18, 19]. In general, this type of protocol can achieve high flexibility and low
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energy dissipation [15]. In position-based routing protocols, each node determines its own

position using Global Positioning System (GPS) [16, 20]. The sender can forward packets

based on only the location information of the destination nodes and its one-hop neighbors.

Depending on the way to choose the next hop routing node, several different position-

based protocols have been proposed. Most Forward within Radius (MFR) [18] chooses the

next routing hop farthest away within communication distance, therefore to find a mini-

mum hop-count routing path, while Nearest with Forward Progress (NFP) [19] attempts to

choose the nearest node as the next forwarding node to minimize the energy required per

routing task. The compass routing method, also referred to as DIR [17], aims to route the

packet to the neighbor with the closest angle to the destination, while Geographic Distance

Routing (GEDIR) protocol [17] selects a routing hop that is the closest to the destination,

and the routing path provided in this algorithm is loop-free.

The wireless devices in a MANET are typically PDAs, laptops and cellular phones.

These wireless devices use nickel-cadmium or lithium-ion batteries as their energy providers,

and each of them may have different battery capacity and energy dissipation characteristics

[1]. The rising of MANET comes up with a critical energy issue. Energy-efficient routing

is necessary for MANETs.

2.2 Battery Discharging and Recovery

In this section we study the battery chemistry and previous battery behaviors models.

We first discuss battery behaviors for different operations. We then study previous off-line

battery models and compared them with each other.
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2.2.1 Battery Chemistry

Nickel-cadmium and lithium-ion batteries are the most commonly used batteries in

battery-powered wireless devices. Such a battery consists of cells arranged in series, par-

allel, or a combination of both. Two electrodes, an anode and a cathode, separated by

an electrolyte, constitute the active material of each cell. When the cell is connected to a

load, a reduction-oxidation reaction transfers electrons from the anode to the cathode. To

illustrate this phenomenon, Fig. 2.1 shows a simplified symmetric electrochemical cell. In

a fully charged cell as shown in Fig. 2.1(a), the electrode surface contains the maximum

concentration of active species. When the cell is connected to a load, an electrical current

flows through the external circuit. Active species are consumed at the electrode surface and

replenished by diffusion from the bulk of the electrolyte. However, this diffusion process

cannot keep up with the consumption, and a concentration gradient builds up across the

electrolyte as shown in Fig. 2.1(b). A higher load electrical current I results in a higher

concentration gradient and thus a lower concentration of active species at the electrode

surface [7]. When this concentration falls, the battery voltage drops. As the voltage is

below a certain cutoff threshold, the electrochemical reaction can no longer be sustained at

the electrode surface, and the battery stops working as shown in Fig. 2.1(e). The electro

active species that have not yet reached the electrode are not used. The unused charge,

referred to as discharging loss, is not physically “lost,” but simply unavailable due to the

lag between the reaction and the diffusion rates. Before the battery dies, if the battery cur-

rent I is reduced to zero or a very small value, that is, in the battery recovery as shown in

Fig. 2.1(c), the concentration gradient flattens out after a sufficiently long time, reaching

equilibrium again. The concentration of active species near the electrode surface following

this recovery period makes unused charge available again for extraction as shown in Fig.
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2.1(d). Effectively recovering the battery can reduce the concentration gradient and recover

discharging loss, hence prolong the lifetime of the battery as shown in Fig. 2.1(f). Next we

analyze battery discharging functions to mathematically model battery behaviors.

Energy fully consumed

Discharging loss

DiffusionConsumption

Battery dies as no species reaches the electrolyte

(a) Fully Charged State

Electrode Electroactive species

Without Discharging Loss

With Discharging Loss
(e) Battery Dies 

(f) Battery Dies (b) In Discharging

(c) In Recovery

(d) After Recovery

Electrolyte

Figure 2.1: Battery operation at different states.

2.2.2 Previous Battery Models

In this subsection we review previous mathematical battery models that describe bat-

tery behaviors for battery activity scheduling. Mathematical battery models have been

introduced in recent years to capture the relationships among battery capacity, battery dis-

charging loss and electric current [9, 8, 12, 10]. Mathematical battery models can be clas-

sified into three categorizes: look-up table based models, experimental input based models
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and battery capacity function based models: (1) An abstract model based on look-up tables

was provided in [8] to represent battery recovery behavior. This model treats discharge

and recovery as a decreasing exponential function and represents discharge and recovery

as a transient stochastic process. However, as pointed out in [12], this method adopts large

lookup tables that require considerable effort to configure, and its accuracy and computa-

tional complexity are barely acceptable. Therefore, it has limited utility for implementation

in energy sensitive MANET. (2) An analytical battery model which can accurately estimate

the battery behavior was proposed in [10]. This model combines a high-level representation

of the battery and analytical expressions based on physical laws. The high-level represen-

tation is determined by experimental data input. This model can effectively capture the

effect of battery discharge and recovery. But depending on experimental inputs highly lim-

its its general usage. (3) Battery models with an analytical battery capacity function were

proposed in [9, 10]. They adopt an off-line battery capacity function which sums param-

eters from 1 to ∞ to calculate discharged battery capacity. This summation requires long

computing time that is not feasible for time sensitive real-time computation in routing. A

modification to these models was introduced in [9] by employing pre-computed tables to

avoid summing from 1 to ∞. However the great number of pre-computed parameters makes

the model not suitable for wireless devices with low memory capacity.

To make it feasible for energy critical, time sensitive and low storage capacity wireless

devices, a good battery model need to on-line compute the battery capacity accurately

with low energy requirement. In this sense, previous battery models, although have good

performance when applied to wired networks, are not suitable for MANETs. The key point

of on-line computable battery model is to develop an accurate on-line function for battery

capacity computation. To serve for this purpose we first analyze off-line battery capacity
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function developed in [9, 10].

Off-line function models the energy α dissipated by the battery during time [tbegin, tend]

as

α = I×F(T, tbegin, tend,β) (2.1)

where

F(T, tbegin, tend,β) = tend− tbegin +2
∞

∑
m=1

e−β2m2(T−tend)− e−β2m2(T−tbegin)

β2m2 (2.2)

This model can be explained as follows. The dissipated energy α in (2.1) contains two

terms. The first term, I× (tend− tbegin), is simply the energy consumed in the device during

time [tbegin, tend]. The second term, 2∑∞
m=1

e−β2m2(T−tend )−e−β2m2(T−tbegin)

β2m2 , is the amount of

battery discharging loss in the duration. β (> 0) is a constant, which is an experimental

chemical parameter and may vary from battery to battery. The larger the β, the faster the

battery diffusion rate, hence the less the discharging loss. T is the battery lifetime and I is

the battery discharge current.

As we discussed, though this off-line function can precisely capture the battery behav-

ior, it is difficult to directly use it in MANETs due to the high computation complexity.

Also this is a continuous time function. It is applied to the duration [tbegin, tend] for an

arbitrary length. Because a MANET has a packetized nature where its time is split into dis-

crete time slots with a fixed slot length, this makes it possible to model the battery energy

consumption in a simpler discrete way with on-line computation ability.

16



2.3 Mathematical Battery Model for MANET

In this subsection, we develop an on-line computable battery model with on-line battery

capacity function. This model is suitable for discrete time MANET communication. We

first reduce the computation complexity of summation in a battery capacity function. Note

that in (2.2) the term e−β2m2(T−tend)−e−β2m2(T−tbegin) decreases exponentially. We introduce

an approximation function F(T, tbegin, tend,β) to reduce the computational complexity of

F(T, tbegin, tend,β) as follows

F(T, tbegin, tend,β) = (tend− tbegin)+2
∞

∑
m=1

e−β2(T−tend)− e−β2(T−tbegin)

β2m2

= (tend− tbegin)+2× (
∞

∑
m=1

1
β2m2 )×

[
e−β2(T−tend)− e−β2(T−tbegin)

]

(2.3)

Considering the convergent progression in (2.3)

∞

∑
m=1

1
β2m2 =

π2

6β2 (2.4)

the simplified function is

F(T, tbegin, tend,β) = (tend− tbegin)+
π2

3β2

[
e−β2(T−tend)− e−β2(T−tbegin)

]
(2.5)

Note that F(T, tbegin, tend,β) does not roll up to ∞ thus can greatly simplify the battery

capacity computation.

We now show that (2.5) can closely approximate (2.2) so that we can use F(T, tbegin, tend,β)
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to replace F(T, tbegin, tend,β) in (2.1), that is, (2.1) can be rewritten as

α = I×F(T, tbegin, tend,β) (2.6)

where F(T, tbegin, tend,β) is described as in (2.5). Given tbegin and tend , we define the differ-

ence of two functions as P(β,T )

P(β,T ) = F(T, tbegin, tend,β)−F(T, tbegin, tend,β)

= 2
∞

∑
m=1

[
1

β2m2 e−β2(T−tend)(1− e−β2(tend−tbegin))− e−β2(T−tend)m2

β2m2 +
e−β2(T−tbegin)m2

β2m2

]
(2.7)

Let

A = e−β2(T−tend)(1− e−β2(tend−tbegin)), B = β2(T − tend), and C = β2(T − tbegin)

A, B and C are independent of m. Then (2.7) can be rewritten as

P(β,T ) = 2
∞

∑
m=1

[
A

β2m2

]
+2

∞

∑
m=1

[
e−Cm2

β2m2 −
e−Bm2

β2m2

]
(2.8)

Since e−Bm2
< 1 and e−Cm2

< 1, ∑∞
m=1

e−Bm2

β2m2 and ∑∞
m=1

e−Cm2

β2m2 both are convergent.

At the same time, since ∑∞
m=1

A
β2m2 is also convergent, (2.8) is convergent. Using (2.4)

we obtain

P(β,T ) <
π2(A+1)

3β2 (2.9)

For today’s battery, β usually is in the range of [0.4,1] and the battery lifetime T ranges

from 1/2 to 2 hours [10]. The orders of P(β,T ) and F(T, tbegin, tend,β) are about 10 and

105, respectively. Considering this, the difference between the two functions is negligible.
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Fig. 2.2(a) verifies our observation, where we calculate P(β,T )
F(T,tbegin,tend ,β) within β ∈ [0.4,1]

and T ∈ [40min,120min]. It shows that the values of two functions are very close, where

the difference is at most 4.5%. In Fig. 2.2(b) we use the data measured from a nickel-

cadmium battery in pocket computers [10]. The discharge current I is 912mA for the first

25 min. After that the battery is recovered for 10min. We compare the two models in (2.1)

and (2.6). As shown in Fig. 2.2(b), two models achieve very similar results. Thus, the

capacity computation function (2.5) can accurately capture the battery behavior, and thus

can be used to replace (2.2) for on-line computation.

Now we have simplified the battery model as in (2.6). We give an example to demon-

strate how to use this on-line function to calculate battery lifetime. Given a battery with

α = 100,000mAmin, I = 1,000mA and β = 0.3, we calculate its lifetime according to dif-

ferent ways of discharging it. (i) Assume this battery is discharged in its entire lifetime. In

this case, tbegin = 0 and tend = T where T is the lifetime to be computed. Plugging these

parameters to (2.6) and (2.5), we obtain its lifetime T = 64min. (ii) Assume we put this

battery into recovery during [60min, 80min] then discharge it afterwards. In this case the

battery is discharged in two durations: [0min, 60min] and [80min, T ] where T is the life-

time to be computed. From the function

α = I ×
[
(60−0)+

π2

3β2

[
e−β2(T−60)− e−β2(T−0)

]]

+ I×
[
(T −80)+

π2

3β2

[
e−β2(T−T )− e−β2(T−80)

]]

we can obtain T = 94min.

Now we further modify the battery model for discrete time modeling. As we discussed,

19



40
50

60
70

80
90

100
110

120

0.4

0.6

0.8

1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Battery lifetime (T)
β

P
er

ce
nt

ag
e 

of
 D

iff
er

ec
e 

 (
%

)

(a)

0 5 10 15 20 25 30 35 40
0.5

1

1.5

2

2.5

3

3.5

4
x 10

4

Time (min)

B
at

te
ry

 R
es

ud
ia

l C
ap

ac
ity

 (
m

A
m

in
)

Original Model
Simplified Model

(b)

Figure 2.2: Evaluation of this battery model. (a) The comparison of two capacity compu-
tation functions (2.2) and (2.5). β ∈ [0.4,1] and T ∈ [40min,120min]. Z axis is the ratio
of the difference of the values computed by the two functions. (b) The comparison of the
models in (2.1) and (2.6) for a pocket computer battery discharging process. The current
is I = 912mA in the first 25min and the battery gets recovery in the next 10min. Y axis
accounts for the battery residual energy, which increases during battery recovery.
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due to the packetized nature of network communications, battery lifetime can be divided

into a sequence of discrete time slots. Length of a time slot is δ. We use In and αn to

denote the discharge current through the battery and the dissipated battery energy in the nth

time slot, respectively. In the nth time slot the battery is either in discharging (In > 0) or idle

(In = 0). A time slot is called a discharging slot when the battery is in discharging. Without

loss of generality, we assume that the discharge current I is a constant in a discharging slot.

Fig. 2.3(a) shows an example of the discrete time battery model. Slots 1,2,3 and 6 are

discharging slots. The battery is idle during slots 4 and 5. According to (2.5) and (2.6),

there are two types of energy dissipated in a discharging slot: the energy consumed in the

device and the discharging loss. We define ζn as the battery discharging loss consumed in

the nth time slot [nδ,(n+1)δ] for n≥ 1. That is,

ζn = In× π2

3β2

[
e−β2(T−nδ)− e−β2(T−(n−1)δ

]
(2.10)

ζn is consumed in the nth slot and recovered step by step in the following n+1,n+2, . . .

slots until the battery dies. Clearly, ζn decreases as time goes by. Fig. 2.3(b) shows the

decrease of ζ1. Furthermore, we define ζκ
n as the ζn after next κ (≥ 1) slots, that is,

ζκ
n = In× π2

3β2

[
e−β2((n+κ)δ−nδ)− e−β2((n+κ)δ−(n−1)δ)

]

= In× π2

3β2

[
e−β2κδ− e−β2(κ+1)δ

]
(2.11)

The recovery activity of a discharging slot is independent of those of other time slots.

For example, in the 3rd slot in Fig. 2.3, there are 2 discharging loss, ζ1
1 and ζ0

2, being

recovered at the same time. It should be mentioned that discharging loss ζn is only a

potential type of energy. In Fig. 2.3, if the battery dies at t, energy ζ4
1,ζ

3
2 and ζ2

3 do not
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Figure 2.3: Discrete time battery model with slot length δ. (a) Slots 1,2,3 and 6 are dis-
charging slots. The battery is idle during slots 4 and 5. (b) ζi

1 is the discharging loss of slot
1 at the ith slot. As shown in the figure, if this battery dies at t0, ζ4

1 is permanently lost.

have a chance to be recovered. Thus, the battery permanently loses the energy.

In order to implement our model in energy sensitive wireless devices, we give a method

to further simplify the computation of ζn. Assume that the energy for transmitting a single

packet is c. By observing (2.11), we know that if ζκ
n is less than c, then the recovery of ζn

after κ slots can be ignored. That is,

In× π2

3β2

[
e−β2κδ− e−β2(κ+1)δ

]
< c (2.12)
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From (2.12) we obtain

κ >
1

β2δ
log

π2(1− e−β2δ)
3β2c/In

(2.13)

Therefore, we can truncate recovery slots and only look ahead limited κ = d 1
β2δ log (1−e−β2δ)π2In

3β2c e
time slots to calculate the approximate value of ζn, where δ is the slot length and In is the

discharging current in the nth slot. κ is referred to as the recovery length. In the example in

Fig. 2.3(b), the recovery length of slot 1 is from slot 2 to slot 6 (κ = 5). The recovery of ζ1

after slot 6 is ignored.

In fact, (2.13) also gives a way to compute ζn on-line. Given a battery, β is known, and

δ is pre-determined. Hence we can simply pre-compute 1
β2δ log (1−e−β2δ)π2

3β2c off-line and take

In on-line for the computation.

In order to guarantee κ≥ 0 in (2.13), we let

π2(1− e−β2δ)
3β2c/In

≥ 1 (2.14)

Thus we obtain a lower bound on the length of the time slot δ

δ≥ 1
β2 log

(
1− 3β2c/In

π2

)−1

(2.15)

As long as δ satisfies its lower bound d 1
β2 log(1− 3β2c

π2In
)−1e, (2.13) and (2.15) guarantee that

recovery can be truncated to limited κ time slots.

κ depends on the battery diffusion parameter β, time slot length δ and the discharging

current I. We calculated κ and δ for various values of β and I, and the results are shown in

Table 1. As can be seen, the larger the β, the faster diffusion of the battery, and the fewer
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Table 1: Relationship between battery diffusion β, battery current I, effective recovery
length κ and slot length δ (c = 0.3mAhr)

In δ = 5min δ = 10min δ = 15min
300mA κ = 2 κ = 1 κ = 1

β = 0.7 600mA κ = 3 κ = 2 κ = 1
900mA κ = 3 κ = 2 κ = 1
300mA κ = 4 κ = 2 κ = 2

β = 0.5 600mA κ = 5 κ = 3 κ = 2
900mA κ = 6 κ = 3 κ = 2
300mA κ = 7 κ = 4 κ = 3

β = 0.4 600mA κ = 8 κ = 4 κ = 3
900mA κ = 8 κ = 5 κ = 3

effective recovery slots κ. Also, as the battery current increases, κ increases, while as the

slot length δ increases, κ decreases. This can be interpreted as that with higher current, the

battery works less like an ideal battery, therefore needs more time for recovery.

2.4 Battery-Aware Routing Scheme

Now we are in the position to apply the battery model to assist MANET routing. Al-

though having advantages in flexibility and easy implementation, previous routing proto-

cols are not aware of the status of batteries. The power metric used in these protocols

considers only the radiation dissipation of the energy during routing. This is a rather

rough metric and might not precisely model the energy dissipation in MANETs. In this

section we first introduce a power metric for battery-aware routing. Based on the metric

we develop the battery-aware routing (BAR) scheme and prioritized battery-aware routing

(PBAR) scheme. Both BAR and PBAR are introduced to assist previous routing approaches
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Table 2: Battery performance of various portable devices

C I(mA) β ζ(mAmin) ζ/C
Cellular 72,000 400 0.5 5600 7.79%
Phone mAmin 600 0.5 8400 11.67%
Tablet 100,000 2000 0.5 28000 28.00%

PC mAmin 2500 0.5 35000 35.00%
120,000 1500 0.5 21000 17.50%

PDA mAmin 1000 0.5 14000 11.67%
200,000 3500 0.5 49000 24.75%

Laptop mAmin 3000 0.5 41000 20.50%

rather than to replace them. They provide a battery-aware mechanize for upper layer rout-

ing protocols.

2.4.1 Power Metric for Battery-Aware Routing

There has been much work discussing the power metric for multi-hop wireless transmis-

sions [4]. To transmit a packet from node a to node b in a MANET, the energy consumption

is usually modeled as

E = e+ γdn
(a,b) (2.16)

where d(a,b) is the distance between node a and node b, n is the propagation loss coefficient,

which is a constant determined by the transmission media, γdn
(a,b) accounts for the radiated

energy necessary to transmit over a distance of d(a,b), and e is the energy utilized in the

transceiver such as CPU processing and memory flashing.

However, the metric in (2.16) is rather rough for battery-powered devices. As discussed

in aforementioned sections, batteries over consume energy during discharging and recovery
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the discharging loss if battery activity is scheduled well. To accurately model energy dis-

sipation in battery-powered devices, discharging loss (ζ) should be included in the power

metric for multi-hop wireless transmissions. We therefore introduce a more accurate energy

consumption metric that includes discharging loss ζ

E = e+ γdn
(a,b) +ζ (2.17)

For the energy dissipation in today’s wireless devices, ζ is a significant amount of energy.

We compare the battery performance of various widely used wireless devices in Table 2.

Each device is assumed to be discharged at a current I during its entire lifetime. C is the

total battery capacity and β is the battery chemical parameter. We assume these devices

are normally discharged without considering their battery recovery. We calculated the ζ

using our on-line computable battery model introduced in Section 2.2 and evaluated the

ratio of discharging loss ζ/C for each device. The higher the ζ/C, the lower the energy

efficiency it has. The results show that the battery discharging loss might be up to 35% of

the total battery capacity. Note that ζ is not a constant. It depends on how a communication

protocol schedules the battery activities. We believe energy-efficient routing should be

battery-aware. A device in the network should know its battery status in order to carefully

schedule the battery activity and budget energy consumption.

2.4.2 Battery-Aware Routing Scheme

In this subsection we present a battery-aware routing scheme (BAR) based on battery-

aware metric. We assume that nodes are randomly deployed in a MANET. Each node

knows its geographic position. Each node is powered by a battery with parameter β. We
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Figure 2.4: Battery-aware routing in a MANET. The current at each node is I = 3.5A. By
switching between node A and node B, the network achieves longer lifetime.

also assume that the source node transmits a stream of packets to the destination. This mod-

els the applications such as video conferences or multimedia transmissions where transmis-

sion is viewed as a stream. A node is called a routing node if it is on a routing path from

the source to the destination. The time is divided into discrete time slots with fixed length

δ. In each time slot, a routing node can be assigned a task or idle. A task may be a routing

activity, video displaying, software execution or any other energy consuming function at

this node. Multiple tasks may be assigned in the same slot.

We first look at a simple example of battery-aware routing as shown in Fig. 2.4. In

this MANET, source node S transmits packets to destination node D. The battery residual

capacity C and parameter β are indicated in the figure. We compare the following two

approaches.

In the first approach, S sends packets to D through a multi-hop path S → A→C → D.

45.35 minutes later, node A uses up its energy. After that the routing path is changed to

S → B → C → D. The total connection lasts 90.7 minutes. However, the lifetime can

be extended in a simple way by switching between the above two paths. In the second

approach, node A and node B alternate each other as the router. A recovers its battery while
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B is routing, and so on. This way the total lifetime is 113.15min which is 24.8% longer

than that of the first approach.

We introduce the BAR scheme as described in Table 3. This scheme sets up a routing

path from a source node to a destination node. At the very beginning source node calls the

Sender BAR Procedure, all its one hop neighbors runs the Receiver BAR Procedure. After

the first router is selected, this selected router node calls Sender BAR Procedure to select its

next hop router. This repeats until the entire routing path is set up. A node needs to collect

battery discharging loss status from all neighbors to find a next hop. In order to reduce

the communication overhead BAR adopts κ instead of ζ to measure the battery discharging

loss. Because κ is an integer and ζ is a floating number, adopting κ can reduce the packet

size as well as the computational complexity. The larger the recovery length κ, the higher

the discharging loss ζ, and the less the battery is recovered.

We introduce
−→
R and

−→
C to record battery status. Each routing node maintains these two

vectors.
−→
R and

−→
C are the recovery status and the residual capacity at each time slot, respec-

tively. For example a device is assigned 2 tasks, both begin from the first time slot. Tasks

have recovery lengths as κ1 = 3,κ2 = 4. Hence
−→
R = [0,1,1,1,0,0] + [0,1,1,1,1,0] =

[0,2,2,2,1,0]. The value of
−→
C is typically as

−→
C = [500,420,375,390,405,410](mAhr).

The source also needs two vectors
−→
R ′ and

−→
C ′.

−→
R ′ and

−→
C ′ are the recovery vector and

energy needed for this transmission, respectively. For example, if a transmission takes 2δ

time, the recovery length κ = 4 and battery energy consumption is 50mAhr per time slot,

then we have
−→
R ′= [0,1,1,1,1,0]+[0,0,1,1,1,1] = [0,1,2,2,2,1] and

−→
C ′= [50,50,0,0,0,0].

Along the routing path from the source to the destination, each hop is a sender and its

next hop is the receiver. BAR is employed to assist routing protocols to select the next

hop for a sender. In the table, we use four routing protocols, MFR, NFP, GEDIR and DIR,
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as examples to show how BAR implement battery-aware routing. However, BAR is not

restricted to these routing protocols. It is a scheme suitable for general routing protocols.

On receiving a RTS (Request to Send) packet, available receivers reply a CTS (Clear to

Send) packet. Their
−→
R and

−→
C are included in CTS. The sender receives CTS from all

its n1 one-hop neighbors. It selects the best available node by checking the following two

rules for each node j = 1, . . . ,n1. Firstly
−→
C j−−→C ′ > 0 must be satisfied to ensure the next

hop will not use up its battery during the transmission. Secondly
−→
R j +

−→
R ′ is computed for

each receiver. If there exits a node with minimal
−→
R j +

−→
R ′, it is selected as the next router.

Otherwise we select the next hop according to different strategies of routing protocols as

shown in the description of the BAR scheme in Table 3. In the NextHopSelect procedure

BAR complements MFR, NFP, GEDIR and DIR protocols to achieve battery-awareness.

The communication complexity and time complexity of the BAR scheme depend lin-

early on the diameter of the network. Thus its complexity is O(
√

n), where n is the number

of nodes in the network. The source node updates the routing path every t time, where t

depends on the mobile speed of the nodes in the MANET and is a multiple of δ. The higher

the speed, the larger the t. As will be seen in Section 2.5, adopting BAR can prolong

network lifetime, increase data throughput and reduce energy dissipation.

2.4.3 Prioritized Battery-Aware Routing Scheme

In this subsection we enhance the battery-aware routing scheme to provide prioritized

service. We call the enhanced scheme prioritized battery-aware routing (PBAR). The key

idea of PBAR is that the scheme allows routing connections to have higher priority to be set

up on “well recovered” nodes than other low priority connections, and therefore provides

differentiated routing service with prolonged network lifetime. The routing connections in
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the network are assigned with different priorities from 1 to q with q as the highest priority.

PBAR let the receivers make the decision whether or not to accept a routing request by

considering its priority.

With a higher priority, a transmission source can set up a path to its destination more

quickly on well recovered nodes. Along the routing path from the source to the destination,

each hop is a sender and its next hop is the receiver. Once a path is set up, the path is

reserved for this connection for a relatively long time t. Each connection is associated

with a priority. PBAR scheme is also independent of specific routing protocols. However,

considering the time sensitiveness of setting up a prioritized routing path, MFR protocol is

more suitable for PBAR. This is because that, on one hand, more computation is required

if adopting GEDIR or DIR protocols, and on the other hand, routing paths set up by NFP

protocol generally contain more routing hops than those set up by MFR protocol. Having

more hops in a routing path naturally implies longer routing delay which is not preferred in

high prioritized communication. Therefore, we adopt MFR protocol in PBAR scheme. If

not specially mentioned, in the rest of this chapter we use PBAR to stand for PBAR-MFR.

During path setting up, if node i sends a RTSi to select its next hop, the priority priorityi

is included in its RTSi packet. The details of the PBAR scheme is described in Table 4 and

Table 5. The scheme is composed of two procedures: the sender PBAR procedure and the

receiver PBAR procedure. In the receiver procedure, a receiver r keeps receiving RTSk

(k = 1, . . . ,n2), which request to set up a routing path through r. The n2 RTS requests are

collected in a short period of t time. The receiver sorts RTSis in a Priority Set by their

priorities and replies to the highest priority inquiry. In the sender procedure, senders use

two different algorithms depending on different priorities. To set up a low priority path

(priority < q), a sender first calls Low Priority Service in “Sender PBAR” module. It sends
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out RTS to potential candidate nodes. Then it collects replies of accepts from receivers

into a Hop Queue. Among these receivers it selects the most feasible one with best battery

status. If no receiver accepts this sender’s query, the sender has to wait for a random time

and repeats from the beginning. The premium path (priority = q) does not need to wait

for the receiver’s confirmation, because its inquiry is always the highest priority inquiry in

the receiver’s set. In the PBAR scheme, the sender simply calls the Premium Service in

“Sender PBAR” module.

Fig. 2.5 gives an example of applying the PBAR scheme in a MANET. There are two

routing paths to be set up from S1 and S2 to D1 and D2, respectively, with priority1 >

priority2. Because node C has a better battery status than node E, node C is at the top of

Hop Queue in both A and B. Node C accepts the highest priority request of node A. Thus

node B has to choose the next available node in its Hop Queue, in this case node E, as

its next hop. As can be seen, by reserving resource, PBAR can statistically provide high

performance for high priority connections.

C

F

D2

D1

G

B

S2

High Priority

A

Low Priority E

Hop Queue Priority Set

S1

A

A

B

C

C

E

F

B

Figure 2.5: An example of PBAR providing differentiated routing service.
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2.5 Performance Evaluations

In this section we evaluate the performances of BAR and PBAR in terms of network

lifetime, data throughput, routing delay and energy dissipation.

2.5.1 Simulation Setup

In the simulation, we assume that wireless devices are randomly deployed in a 150×
150 field. The transmission radius of each device is 15. The devices are mobile, and we

assume that each device moves in a random direction at the speed of 0.1 per min. The

length of a time slot δ is set to 10min. Each device randomly generates packets and routes

them to a specific destination. Each packet has its priority p if applied. A source stops

transmitting when no routing path can be set up between the source and its corresponding

destination.

To model real-world applications, network nodes are composed of several wireless

portable devices, including cellular phones, laptops, PDAs and tablet PCs. We collected

their full battery energy values (α) and battery parameters (β) from actual mobile devices.

The full battery energy values of cell phone, PDA, Tablet PC and Laptop are 72,000mAmin,

120,000mAmin, 100,000mAmin and 200,000mAmin, respectively. Their battery parame-

ters range from 0.4 to 0.6. We use device composition to indicate the percentage of differ-

ent mobile devices in a randomly generated network. We will evaluate the lifetime, data

throughput and energy dissipation of MANETs that have different compositions, distinct

device types, various node densities and various batteries with different α and β values to

comprehensively evaluate the performance of BAR scheme.
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2.5.2 Performance Evaluations of BAR Scheme

We compare the performance of aforementioned protocols employing BAR scheme

with those without BAR scheme. We first evaluate the number of alive nodes, energy

dissipation and data throughput for a network with 200 devices. We adopt a randomly

generated composition of 3% cell phones, 7% PDAs, 35% tablet PCs and 55% laptops.

Each device has a battery parameter β = 0.5.

Number of Alive Nodes. We first evaluate the number of alive nodes during the net-

work lifetime. By adopting BAR scheme, routing protocols tend to leave batteries that

have high discharging loss in recovery. Therefore BAR enables nodes to use up battery

energy gradually. A network with BAR scheme has more alive nodes compared with the

network without it. Fig. 2.6 shows that the number of the nodes in the network decreases as

transmissions go on. We can see that since the battery-aware scheme is sensitive to battery

status and carefully recovers batteries, the decrease of the number of alive nodes is slower

when employing BAR. Also note that the network lifetime is extended as well. The sim-

ulation shows that the lifetime can be prolonged by up to 28%. Next we study its energy

dissipation performance.

Energy Dissipation. We now evaluate the energy dissipation of the network. When

not using BAR, a routing node tends to use up its battery energy without recovery. Then

the routing path is switched to another alive node. This will cause several problems. First,

the residual battery energy of each node is very different. Some nodes almost use up their

energy, while other nodes are left with full battery energy. Second, the residual energy at

nodes is very low because discharging losses of batteries are not recovered. Third, routing

paths in the network tend to be re-set up more frequently, because a path has to be dis-

connected even if only a single router on it uses up its energy. The operations of detecting
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Figure 2.6: The number of nodes decreases during the lifetime of the network. With BAR
scheme, the decrease is slower.

disconnected paths and re-setting up a transmission consume much extra energy. As can be

seen, by adopting BAR scheme, the energy consumed by nodes is more uniform: the resid-

ual energy at each node is almost at the same level. Fig. 2.7 shows the energy distribution

of the nodes in the middle of network transmission (at the 200thmin). The X axis and Y axis

show the geographic positions of nodes in the network. The Z axis stands for the residual

battery energy of nodes. It can be seen that by adopting BAR, nodes can preserve higher

battery energy. The simulation results show that the average battery energy of a node can

be increased by up to 45% compared with the case without BAR. It can also be observed
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that the alive nodes are distributed more uniformly under BAR scheme.

Data Throughput. BAR improves the data throughput as well. Two nodes cannot set

up a routing path if some routing nodes between them die. BAR scheme keeps more alive

nodes therefore achieves larger gross data throughput during the network lifetime. Fig. 2.8

compares the gross data throughput with different protocols. We can see that the improve-

ment achieved by BAR can be up to 24%. We also observe that BAR-GEDIR achieves the

highest data throughput. This is because GEDIR protocol uses the least number of nodes

to set up a routing path compared with other routing protocols. It therefore achieves the

longest lifetime as well as largest data throughput.

Next we evaluate network performance for various densities, different devices, compo-

sitions, α and β values.

Network Lifetime with Various Node Densities. In Fig. 2.6, we have seen that the

network lifetime can be prolonged by BAR. Now we evaluate the network lifetime with

various node densities. In our simulation we set up networks with 100, 150, 200, 250 and

300 nodes deployed. For consistency the network composition is still of 3% cell phones,

7% PDAs, 35% tablet PCs and 55% laptops. Each device has a battery parameter β = 0.5.

Fig. 2.9 shows the network lifetimes with different node densities. We can see that battery-

awareness can greatly increase the network lifetime. Also note that the rate of lifetime

increase is higher with lower node density. For example, in the comparison between DIR

and BAR-DIR, the lifetime can be increased by 44.4% with 100 nodes, and increased

by 13.8% with 300 nodes. This is because that a network with lower density is more

likely to have an insufficient number of nodes as routers to construct routing paths. BAR

can carefully budget node energy dissipation and preserve more alive nodes. Therefore,

a lower density network benefits more from such battery energy saving, and its rate of

35



20
40

60
80

100
120

140

20
40

60
80

100
120

140
0

50

100

150

Node Power Distributation (MFR)
B

at
te

ry
 R

es
id

ua
l E

ne
rg

y

20
40

60
80

100
120

140

20
40

60
80

100
120

140
0

50

100

150

Node Power Distributation (NFP)

B
at

te
ry

 R
es

id
ua

l P
ow

er
 

20
40

60
80

100
120

140

20
40

60
80

100
120

140
0

50

100

150

Node Power Distributation (GEDIR)

B
at

te
ry

 R
es

id
ua

l P
ow

er

20
40

60
80

100
120

140

20
40

60
80

100
120

140
0

50

100

150

Node Power Distributation (DIR)

B
at

te
ry

 R
es

id
ua

l P
ow

er

20
40

60
80

100
120

140

20
40

60
80

100
120

140
0

50

100

150

Node Power Distributation (BAR−MFR)

B
at

te
ry

 R
es

id
ua

l E
ne

rg
y

20
40

60
80

100
120

140

20
40

60
80

100
120

140
0

50

100

150

Node Power Distributation (BAR−NFP)

B
at

te
ry

 R
es

id
ua

l E
ne

rg
y

20 
40 

60 
80 

100
120

140

20
40

60
80

100
120

140
0

50

100

150

Node Power Distributation (BAR−GEDIR)

B
at

te
ry

 R
ed

is
ua

l P
ow

er

20
40

60
80

100
120

140

20
40

60
80

100
120

140
0

50

100

150

Node Power Distributation (BAR−DIR)

B
at

te
ry

 R
es

id
ua

l P
ow

er

Figure 2.7: The distribution of node power in the middle of network transmission with
different protocols. Z is residual battery power at routing nodes.
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Figure 2.8: The gross data throughput of different protocols during their network lifetime.

lifetime increase is higher than that of a higher density network.

Network Lifetime with Different Devices. As mentioned earlier, laptops, PDAs, cel-

lular phones and tablet PCs are typically used battery-powered wireless devices. Different

devices come with different batteries, which have different discharging current (I), battery

capacities (α) and battery parameters (β). To see how BAR can enhance network perfor-

mance for a specific type of device, we evaluate the performance of four networks, each

of which is composed of one type of device among cellular phones, PDAs, tablet PCs and

laptops. Their full battery energy values (α) are listed in Section 2.5.1. We assume their

battery parameters (β) are 0.5. Each network has 200 devices. Fig. 2.10 shows the life-

times of each network with various protocols. From the figure we observe that overall BAR

increases the lifetime of all types of devices. Clearly, the network of laptops achieves the

longest lifetime as laptops have the largest battery capacity (200,000mAmin) among all

devices.
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Figure 2.9: Network lifetime with different node densities.
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Figure 2.10: The lifetimes of networks with different devices: (a) 200 cellular phones; (b)
200 PDAs; (c) 200 tablet PCs; (d) 200 laptops.

Network Lifetime with Different Device Compositions. In Fig. 2.6, we used a net-

work with a randomly generated composition to evaluate BAR scheme. To study its perfor-

mance in more general cases we now compare networks with different compositions. The

networks in Fig. 2.11 (a), (b), (c) and (d) have 200 wireless devices each. Their compo-

sitions are different from each other: network in (a) has 28% cellular phones, 24% PDAs,

26% tablet PCs and 22% laptops; network in (b) has 43% cellular phones, 17% PDAs, 19%

tablet PCs and 21% laptops; network in (c) has 12% cellular phones, 54% PDAs, 11% tablet

PCs and 23% laptops; network in (d) has 25% cellular phones, 25% PDAs, 25% tablet PCs
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and 25% laptops. The compositions of the four networks vary significantly so that we can

evaluate the performance of BAR for various cases. In Fig. 2.11 we observe that BAR

prolongs network lifetimes in all four sets, with the most by up to 28% percentage. Among

them network (c) achieves the longest lifetime. This is because that this network contains

devices that have more battery capacities.
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Figure 2.11: The lifetimes of networks with different devices compositions. (a), (b), (c)
and (d) are four networks of 200 nodes. Each network contains different percentages of
various wireless devices.

Effects of Different α and β values on Network Lifetime. In this part of the simu-

lation, we study the effects of different battery capacities (α) and different battery param-

eters (β) on network lifetime. We first consider the battery capacity α. We compare two
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networks A and B, each contains 200 devices. The devices in the two network, A and

B, are equipped with batteries with large capacity α = 300,000mAmin and small capacity

α = 100,000mAmin, respectively, as shown in Fig. 2.12 (a) and (b). We evaluate the de-

crease of the number of alive nodes with MFR and BAR-MFR. The results show that BAR

scheme greatly enhances network lifetimes in both cases. We then compare two networks

C and D, each contains 200 devices which are equipped with batteries with large parameter

β = 0.6 and small parameter β = 0.4, respectively, as shown in Fig. 2.12 (c) and (d). The

results show that BAR-MFR in both networks achieves almost equal lifetimes, while net-

work lifetime with MFR in (d) is shorter than MFR in (c). This is because the smaller the

β, the larger the discharging loss. Batteries with smaller β values give BAR scheme more

room to improve their lifetimes.

2.5.3 Performance Evaluations of PBAR Scheme

In this subsection we evaluate the performance of the PBAR scheme. We compare

network performance among routing protocols with and without adopting PBAR. In the

simulations, devices are deployed in the 150× 150 area. The number of devices in a net-

work ranges from 50 to 400. We adopt a composition of 3% cell phones, 7% PDAs, 35%

tablet PCs and 55% laptops. Each has β = 0.5. The performance evaluated here are energy

dissipation, end-to-end packet delay and data throughput.

Energy Dissipation. We first evaluate a 200 nodes network. Fig. 2.13 shows the

energy distribution of the nodes with PBAR in the middle of network transmission (at the

45thmin). The X and Y axes show the geographic positions of nodes in the network. The Z

axis stands for the residual battery energy of each alive device. As can be seen, by adopting

PBAR scheme, the energy consumed at nodes are generally more uniform, that is, the
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residual energy at each node is almost at the same level. Our results show that the average

battery energy on a node is increased by up to 39.5% compared with existing protocols

at the 45thmin. It also shows that the residual energy of alive nodes are distributed more

uniformly under PBAR protocol.

End-to-End Delay. To see the performance of end-to-end routing delay with PBAR,

we compare the packet round trip time of routing connections with different priorities. A

source generates a packet to send to a destination on the other side of the network. As soon

as a packet is successfully delivered to the destination, an ACK packet is returned to the

source. We use the round trip time (rtt) to measure the end-to-end delay. rtt is calculated

as the length of the time period from the time the packet is sent to the time the ACK is

received. In the simulation, we consider two cases.

In the first case, there are two routing priorities in the network: the high priority and the

low priority. In the simulation, the routing connections choose their priorities randomly,

and encapsulate the priority information into the head of each packet. We compare the

average rtt of routing connections with different priorities. To evaluate the performance of

our scheme, we also conducted simulations for networks with various numbers of initial

wireless nodes: 50,100,200,300 and 400. Fig. 2.14(a) shows the packet rtt against the

different number of initial nodes in the network. The PBAR(high) and PBAR(low) stand

for high priority and low priority routing connections, respectively. We compare them

with PBAR(no priority), which is the average rtt when all packets in the network have

no priority. As can been seen in Fig. 2.14 (a), PBAR(high)’s rtt is much lower than

PBAR(no priority), which indicates that PBAR can provide prioritized routing service for

high priority connections. The higher priority a routing connection has, the lower its routing

delay. Also, we note that the rtt for the low priority is reduced a little as the number of
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nodes in the network is increased. This is due to that there are more available routing nodes

when more nodes in this network can recovery their battery well.

In the second case, we show that PBAR can always provide stable rrt for high priority

routing connections. We increase the number of priorities to three different levels: high,

middle and low, in Fig. 2.14 (b)). We can see that although there are more priorities, the

rtt for the highest priority is not affected. This is because that PBAR always reserves the

resource for the highest priority. However, the lowest priority’s rtt, compared with the one

in the first case, is increased.

Data Throughput. PBAR improves the data throughput as well. This simulation con-

sider two cases. In the first case, we compare the successfully transmitted packets among

different protocols in Fig. 2.15 (a) and (b). The Y axis is the total number of the suc-

cessfully transmitted packets during the network lifetime. We can observe that the data

throughput of PBAR is higher. This is because the lifetime is prolonged by PBAR and

it in turn increases the data throughput. Also, by adopting PBAR scheme there are more

alive nodes in the network. Thus it is more likely to successfully set up routing paths

between source-destination pairs. Fig. 2.15 (a) and (b) show that PBAR achieves better

performance. The data throughput with PBAR is improved by up to 42.7%. In the second

case, we compare the throughput of different routing priorities in Fig. 2.15 (c) and (d).

According to PBAR, a connection with a higher priority has greater probability to set up

and reserve a routing path, therefore has larger data throughput than lower priority routing

connections. We conducted two sets of simulations in (c) and (d) with 150 and 250 nodes

initially deployed in the network, respectively. The results in both Fig. 2.15 (c) and (d)

verify that the PBAR increases the data throughput for high priority routing connections.
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2.6 Summaries

In this chapter, we have addressed the issue of achieving energy efficiency in MANET

routing by adopting a novel battery-aware energy model. We proposed an on-line com-

putable discrete time analytical model to mathematically model battery discharging behav-

iors. We presented a battery-aware routing scheme (BAR) to facilitate battery-awareness

in routing protocols to achieve energy efficiency. BAR scheme is independent of specific

routing protocols. It is sensitive to the battery status of routing nodes to avoid unneces-

sary energy loss. We then applied this battery model to prioritized battery-aware routing

and gave PBAR scheme. We implemented both BAR and PBAR schemes to evaluate their

performance. We considered networks of different device compositions, device types, bat-

teries with various α and β values, and different node densities. Our simulation results

show that by adopting our schemes much better performance can be achieved in terms of

network lifetime, data throughput, end-to-end delay and energy dissipation.
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Table 3: Battery-aware routing scheme (BAR)

Receiver BAR procedure:
begin

Update
−→
R and

−→
C ;

Receive RTS from sender; Reply CTS with
−→
R and

−→
C ;

if selected as router then
Receive

−→
R ′ and

−→
C ′ from sender;−→

R =
−→
R +

−→
R ′;

−→
C =

−→
C −−→C ′;

Call {Sender BAR procedure}; // Selecting its next router
end if

end

Sender BAR procedure:
begin

Hop Queue = {}; Broadcast RTS;
Receive

−→
R1,

−→
R2, . . . ,

−→
Rn1 ,

−→
C1,

−→
C2, . . . ,

−→
Cn1 from n1 neighbor nodes;

for j = 1 . . .n1 do
if
−→
C j−−→C ′ > 0 and j is in forward direction then
Hop Queue = Hop Queue∪{ j}; end if

end for
Call {BAR NextHopSelect procedure};

end
Send

−→
R ′ and

−→
C ′ to the selected nexthop;

BAR NextHopSelect procedure:
begin

for each node j in Hop Queue do nexthop = j with min{‖−→R j +
−→
R ′‖};

if the minimum is not unique then // Adopting different strategies:
if BAR-MFR then nexthop = j with max{distance from j};
if BAR-NFP then nexthop = j with min{distance from j};
if BAR-GEDIR then nexthop = j with min{distance of j and destination};
if BAR-DIR then nexthop = j with min{angle of j and destination};

end if
end for

end
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Table 4: Prioritized battery-aware routing scheme(PBAR), receiver procedure

Receiver PBAR procedure:
begin

Update
−→
R and

−→
C ;

Priority Set = {}, k = 0;
repeat

Receive RTSk;
Priority Set = Priority Set ∪ {RTSk};
k = k +1;

until time t has passed or priority(k) = p;
repeat

Reply CTSi to i to accept, where priority(i) =
max{priority(k)|k ∈ Priority Set};

if not receive reply from i then
Priority Set = Priority Set −{i};

until i selects this node as i’s next router;
Receive

−→
R ′

i and
−→
C ′

i from i;
Deny all other nodes in Priority Set except i;−→
R =

−→
R +

−→
R ′

i;−→
C =

−→
C −−→C ′

i;
// Selecting the receiver’s next hop
if priority(i) < q then

Call {Sender PBAR Low Priority service};
elseif priority(i) = q then
Call {Sender PBAR Premium service};

end if
end

46



Table 5: Prioritized battery-aware routing scheme(PBAR), sender procedure

Sender PBAR procedure:
Low Priority Service (For Priority< q):

begin
while the next hop not selected do

Hop Queue = {};
Broadcast RTS;
while not all nodes in Hop Queue deny request do

if j accepts and
−→
C j−−→C ′ > 0 then

Hop Queue = Hop Queue∪{ j}; end if
end while
if Hop Queue is empty then

Wait for a random time;
else
Select node j from Hop Queue with min{‖−→R j +

−→
R ′‖};

if the minimum node is not unique then
nexthop = j with max{distance from j};

else nexthop = j; end if
end if

end while
Send

−→
R ′ and

−→
C ′ to nexthop;

end

Premium Service (For Priority= q):
begin
Hop Queue = {};
Broadcast RTS;
Receive

−→
R1,

−→
R2, . . . ,

−→
Rn1 ,

−→
C1,

−→
C2, . . . ,

−→
Cn1

from n1 neighboring nodes;
for j = 1 . . .n1 do

if
−→
C j−−→C ′ > 0 then
Hop Queue = Hop Queue∪{ j}; end if

end for
Select node j from Hop Queue with min{‖−→R j +

−→
R ′‖};

if the minimum node is not unique then
nexthop = j with max{distance from j};

else nexthop = j; end if
Send

−→
R ′ and

−→
C ′ to the selected nexthop;

end
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Figure 2.12: The effects of different α and β values on network lifetimes. (a), (b), (c)
and (d) are four networks of 200 devices. They are equipped with different batteries: (a)
batteries with large α (300,000mAmin); (b) batteries with small α (100,000mAmin); (c)
batteries with large β (0.6); (d) batteries with small β (0.4).
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Figure 2.13: The residual battery energy of wireless devices at the 45th minute.

49



50 100 150 200 250 300 350 400
30

35

40

45

50

55

60

65

70

75

80
End−to−end Delay of Different Priorities

Number of Nodes in the Network

R
ou

nd
 T

rip
 T

im
e 

(s
)

PBAR(high)
PBAR(low)
PBAR(no priority)

(a)

50 100 150 200 250 300 350 400
30

40

50

60

70

80

90

100
End−to−end Delay of Different Priorities

Number of Nodes in the Network

R
ou

nd
 T

rip
 T

im
e 

(s
)

PBAR(high)
PBAR(middle)
PBAR(low)
PBAR(no priority)

(b)

Figure 2.14: The average packet round trip time (rtt) of different priorities for various
network sizes. (a) Two priorities: high and low. (b) Three priorities: high, middle and low.
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Figure 2.15: The data throughput during network lifetimes. (a) and (b): PBAR achieves
the largest data throughput compared with existing protocols. (c) and (d): The average data
throughput per connection with different priorities by PBAR.
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Chapter 3

Battery-Aware Backbone Scheduling for

WSN

This chapter presents battery-aware virtual backbones constructing algorithms for WSNs.

In this chapter we first provide a mathematical battery model suitable for implementa-

tion in WSNs. We then introduce the concept of battery-aware connected dominating set

(BACDS) and show that in general the minimum BACDS (MBACDS) can achieve longer

lifetime than the previous backbone structures. Then we show that finding a MBACDS

is NP-hard and give a distributed approximation algorithm to construct the BACDS. The

resulting BACDS constructed by our algorithm is at most (8 + ∆)opt size, where ∆ is the

maximum node degree and opt is the size of an optimal BACDS. The time and message

complexities of the algorithm are O(n) and O(n(
√

n+ logn+∆)), respectively, where n is

the number of nodes in the network. Simulation results show that the BACDS can save a

significant amount of energy and achieve up to 30% longer network lifetime than previous

schemes.
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The rest of the chapter is organized as follows. In Section 3.1 we discuss some back-

ground and related work to place our work in context. We present a simplified model

suitable for sensor network applications in Section 3.2. Section 3.3 first gives the BACDS

model along with its performance comparison with the MCDS model, then presents a dis-

tributed approximation algorithm to construct the BACDS. We also analyze the perfor-

mance of the algorithm and give an upper bound on the size of the BACDS obtained in

this section. Finally, we give simulation results in Section 3.4, and Section 3.5 gives the

conclusion remarks of this chapter.

3.1 Related Work

In this section we will discuss the backbone routing in WSNs. The backbone scheduling

problems are formalized as problems related to connect dominating set. We will review

previous connect dominating set construction algorithms in this section.

3.1.1 Backbone Hierarchy in WSN

Wireless sensors are used to monitor or sense environment in many applications, such

as medical treatment, outer-space exploration, battlefield surveillance, emergency response,

etc. [37, 47, 48, 49, 50, 56, 58]. Although most current existing research on sensor networks

is still at the prototype level, see, for example, UCB-smart dusts[51], MIT-µAMPS [52],

ISI-pc104[54], UCLA-WINS[53], TmoteSky nodes[43], and Crossbow MICA[55], it is

expected that sensor network technologies will be applied widely in various areas in the

near future[37, 47, 48, 49, 50].
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Figure 3.1: The minimum connected dominating set (MCDS) {C,D,F,G} forms a back-
bone for the WSN. A packet is forwarded from node I to node B by the backbone.

A sensing packet is the reading of the event that triggers a sensor. A sensor node is com-

posed of three components, sensing component, routing component and control component.

In a sensor all these components can be turned on/off independently without affecting the

rest of the sensor[46]. A WSN is usually expected to work for a long time, for example,

sensors that are used to monitor wild animal habits are required to work for several years

[37]. Sensors are powered by batteries[43, 44, 45, 52, 55]. Because sensors are deployed

in unknown or tough areas, it is not easy to recharge or replace sensor batteries. It is

very important to schedule WSNs in an energy-efficient way[57, 59]. A typical function

of WSNs is to collect data in a sensing environment. Usually the sensed data in such an

environment is routed to a sink, which is the central unit of the network [38]. Although

a WSN does not have a physical infrastructure, a virtual backbone can be formed by con-

structing a Connected Dominating Set (CDS) [39, 40] in the network for efficient packet

routing, broadcasting and data propagating. Fig. 3.1 shows a CDS for a given WSN. In this

example, packets can be routed from the source (node I) to a neighbor in the CDS (node

G), along the CDS backbone to a dominating set member (node D), which is closest to the

destination (node B), and then finally to the destination.

In general, a WSN can be modeled as a graph G = (V,E), where V and E are the sets of
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nodes and edges in G, respectively. A CDS is a connected subgraph of G where all nodes in

G are at most one hop away from some node in the subgraph. A node in the CDS is referred

to as a dominator, and a node not in the CDS is referred to as a dominatee. Dominatees are

put into sleep periodically to save their energy.

3.1.2 Previous MCDS Construction Algorithms

There has been a lot of work that dedicates to construct a Minimum Connected Domi-

nating Set (MCDS) which is a CDS with a minimum number of dominators. Unfortunately,

finding such an MCDS in a general graph was proven to be NP-hard [41]. So was in a unit

disk graph (UDG) [42], where nodes have connections only within unit distance. Approxi-

mation algorithms for constructing CDS in WSNs have been studied by several researchers

[34, 35]. The first algorithm reported in [35] is a greedy heuristic algorithm with bounded

performance guarantees. In this algorithm, initially all nodes are colored white. The CDS

is grown from one node outward by coloring black those nodes that have maximum num-

ber of white neighbors. This algorithm yields a CDS of size at most 2(1+H(∆))optMCDS,

where H is the harmonic function and ∆ is the maximum node degree. Das, et al. proposed

an algorithm based on [35] by selecting a node with the maximum degree as the root of a

spanning tree T , then repeatedly running the coloring procedure to form the spanning tree

[32]. This algorithm has an approximation ratio of O(log∆) for a general graph. However,

these algorithms are centralized algorithms, which makes their applications quite limited.

Distributed algorithms for CDS constructions have been proposed in recently years.

They can be categorized as: WCDS-based, Pruning-based and MIS-based approaches. In

these distributed algorithms, each node in the network is assigned a unique ID. The Weakly

Connected Dominating Set (WCDS) is a dominating set of graph G such that WCDS and
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its neighbors induce a connected subgraph of G. In a WCDS the nodes are partitioned

into a set of cluster heads and cluster members, such that each cluster member is within

the radio range of at least one cluster head. In the algorithm proposed in [36], nodes elect

their neighbor with the lowest ID as their cluster head. Whenever a node with a lower ID

moves into the range of a cluster head, it becomes the new cluster head. A problem of this

algorithm is that the cluster structure is very unstable: when a lower ID node moves in, a

cluster may break into many sub-clusters. Apparently, this reorganization is unnecessary

in many situations.

Pruning based approaches construct a CDS first and then prune the redundant nodes

from this CDS [32]. In a pruning based algorithm, any node having two disconnected

neighbors is marked as a dominator. The redundant dominator set is post-processed by

pruning nodes out of the CDS. The closed neighbor set of node u is defined as the set of u’s

neighbors plus u itself. A node u is pruned out if there exists a node v with higher ID such

that the closed neighbor set of u is a subset of the closed neighbor set of v. Unfortunately,

the theoretical bound on the resulting CDS obtained by this algorithm remains unspecified.

Minimum Independent Set (MIS) is an independent set such that adding any new node

to the set breaks the independence property of the set. Thus, every node in the graph is

adjacent to some node in the MIS. MIS based algorithms construct a CDS by finding an

MIS and then connect it. [31, 61] gave an algorithm for unit disk graphs with performance

bounds. It first constructs a rooted spanning tree in G, then a labeling process begins from

the root to the leaves by broadcasting “DOMINATOR/DOMINATEE” messages to form

the MIS. The final phase connects the nodes in the MIS to form a CDS. The algorithm

has time and message complexities of O(n) and O(n logn), respectively, for an n-node

graph. The resulting CDS has a size of at most 8optMCDS. [33] presented a multi-leader
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MIS based algorithm by rooting the CDS in multiple sources. Its performance ratio is

192|optMCDS|+8.

The CDS computed by these algorithms has at most 8optMCDS size, where optMCDS

is the size of the MCDS. Although previous CDS construction algorithms achieve good

results in terms of the size of the CDS, a minimum size CDS does not necessarily guarantee

the optimal network performance from an energy-efficient point of view. All the existing

MCDS algorithms assume that the battery discharging of a sensor node is linear, which is a

rough assumption. Next we will adopt a battery model to propose battery-aware connected

dominating set (BACDS) scheduling.

3.2 Mathematical Battery Model for WSN

The battery discharging model presented in Chapter 2 is an on-line computable model

for general MANETs. In this section, we further reduce the computational complexity to

make it implementable in WSNs. We assume that a battery is in discharging during time

[tbegin, tend] with current I. The consumed energy α is calculated in Chapter 2 as

α = I× (tend− tbegin)

+ I× π2

3β2 ×
(

e−β2(t−tend)− e−β2(t−tbegin)
)

(3.1)

where t is the current time and β is a constant parameter. The right hand side of (3.1)

contains two components. The first term, I× (tend− tbegin), is simply the energy consumed

in device during [tbegin, tend]. The second term is the discharging loss in [tbegin, tend] and

it decreases as t increases. The constant β (> 0) is an experimental chemical parameter

which may be different from battery to battery. In general, the larger the β, the faster the
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battery diffusion rate is, hence the less the discharging loss.

In MANETs, current I is a continuous variable for various applications, such as oper-

ating systems, multimedia transmission, word processing and interactive games. However,

in WSNs, the simple sensing and data propagating activities of sensor nodes may only re-

quire several constant currents. We define the constant currents of dominator nodes and

dominatee nodes as Id and Ie, respectively. A dominator needs to keep active and listen to

all channels at all times. Compared with Id , the Ie of a dominatee is very low. We divide

the sensor lifetime into discrete time slots with slot length δ. In each time slot the battery

of a node is either as a dominator (I = Id) or a dominatee (I = Ie). From (3.1) we have

ζn(t) = In× π2

3β2 (e−β2(t−nδ)− e−β2(t−(n−1)δ)) (3.2)

where In is either Id or Ie, and t is the current time.

We can see that ζn(t) is recovered gradually in the following (n+1)th,(n+2)th, . . . slots

until t. It should be mentioned that discharging loss ζn(t) is only a potentially recoverable

energy. At time t the gross discharging loss energy of this battery is

ζ(t) =
m

∑
i=1

ζi(t) (3.3)

where m = bt/δc. The lower the ζ(t), the better the battery is recovered. To be aware of the

battery recovery status, ζ(t) needs to be calculated at each slot. However, the computation

can be simplified by observing that ζi(t) decreases exponentially as t increases. Naturally,

ζi(t) can be ignored if ζi(t) is less than a small amount of energy c, where c is the energy

to transmit a single packet. We introduce κi as ζi(κiδ) < c < ζi((κi− 1)δ), that is, after
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t = κiδ, ζi(t) is ignored. We have

κi =

⌈
1

β2δ
log

π2(1− e−β2δ)
3β2c/Ii

⌉
(3.4)

where Ii = Id or Ie. In MANET’s battery model, κi is calculated for different input currents

I. However the I in WSN has only two values: Id or Ie. Therefore we maintain κi in a

recovery table. At the mth slot if κi < (m− i), which indicates that ζi(mδ) < c, then this

entry i is removed from the table.

Introducing this recovery table has several advantages and is also feasible for WSNs.

First, we can reduce the computational complexity of battery-awareness. Only the re-

mained entries in the table are used for computing ζ(t). Now (3.3) can be rewritten as

ζ(t) = ∑
j

ζ j(t) (3.5)

where entry j is the entry remained in the recovery table. Second, we can reduce the

complexity of table maintenance. In order to check whether an entry needs to be removed,

rather than calculating ζi(t) for every i at each time, we only need to read κi from the

table and compare it with m. Because κi is computed once, maintaining the recovery table

is simple. Third, the size of the table is feasible for sensor memory. According to (3.4)

and (3.5), the total entries in the recovery table are no more than d 1
β2δ log π2(1−e−β2δ)

3β2c/Id
e. For

various possible values of Id and c of sensors, Table 1 shows the maximum number of

entries in a recovery table (β = 0.4). Considering that the memory capacity of today’s

sensor node is typically larger than 512KB [37], it is acceptable to store and maintain such

a recovery table in sensor memory. Thus, we can reduce the computational complexity by

maintaining a recovery table on a sensor node with a feasible table size.
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Table 1: The maximum size of the recovery table (β = 0.4)

c / Id 1200mA 800mA 400mA 100mA
200mAmin 1 2 3 4
400mAmin 2 3 3 5
600mAmin 3 3 4 6
800mAmin 3 4 5 6

In summary, in this section we use the battery model to achieve battery-awareness by

capturing its recovery ζ(t). The lower the ζ(t), the better the sensor node is recovered at

time t. We introduce the recovery table to reduce the computational complexity. We also

show that maintaining such a table is feasible for today’s sensor nodes. Next we apply this

battery model to construct the BACDS to prolong network lifetime.

3.3 Battery-Aware Connected Dominating Set

In this section we introduce the concept of battery-aware connected dominating set

(BACDS), and show that the BACDS can achieve better network performance. Then we

provide a distributed algorithm to construct BACDS in WSNs.

3.3.1 Battery-Aware Dominating

Let a WSN be represented by a graph G = (V,E) where |V | = n. For each pair of

nodes u,v ∈ V , (u,v) ∈ E if and only if nodes u and v can communicate in one hop. The

maximum node degree in G is ∆. Each node v is assigned a unique IDv. Presidual(v) is

v’s residual battery energy. Pthreshold is the threshold energy adopted in CDS construction

algorithms. ζv(t) is the discharging loss of v at time t. For any subset U ⊆ V , we define
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ζU
max = max{ζv(t)|v ∈U}.

Next we explain how to use the battery model to construct an energy-efficient dominat-

ing set in a WSN. Intuitively, longer network lifetime can be achieved by always choosing

the “most fully recovered” sensor nodes as dominators. For a graph G = (V,E) at time t,

we define a BACDS as a set SB(⊆V ) such that

SB is a CDS of G and ζSB
max = min{ζS

max|S is a CDS of G} (3.6)

An optimal BACDS is a BACDS with a minimum number of nodes and is denoted as

MBACDS. For notational convenience, we let

ζBACDS ≡min{ζS
max|S is a CDS of G} (3.7)

BACDS can achieve better performance than MCDS since it balances the energy consump-

tion among sensor nodes. Table 2 gives the outline of the MCDS and BACDS algorithms

for forming a virtual backbone in a WSN, where node i is qualified to be selected as a dom-

inator as long as its residual battery energy Presidual(i) is no less than the threshold energy

Pthreshold .

We conducted simulations to compare the two algorithms. Fig. 3.3 shows the simulated

lifetime under BACDS and MCDS models for the network in Fig. 3.1. At the beginning all

nodes are identical with battery capacity C = 4.5×104mAmin and β = 0.4. The discharging

currents are Id = 900mA and Ie = 10mA. An MCDS is chosen as Set1 = {C,D,F,G} (Fig.

3.1). Since MCDS does not consider the battery behavior, Set1 remains as the dominator

until the energy of all nodes in Set1 drops to a threshold 0.1×104mAmin. After that another

MCDS is chosen as Set2 = {A,B,E,H}. After Set2 uses up its energy, no node in the
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Table 2: Outline of MCDS and BACDS algorithms for forming a virtual backbone

MCDS Algorithm:
Repeat

Every node i with Presidual(i)≥ Pthreshold is marked as qualified;
All other nodes are marked as unqualified;
Call MCDS Construction Algorithm for all qualified nodes;
If successful, use the MCDS constructed as the backbone;
Otherwise report ‘no backbone can be formed’ and exit;

Until Some dominator j has Presidual( j) < Pthreshold;

BACDS Algorithm:
Repeat

Every node i with Presidual(i)≥ Pthreshold is marked as qualified;
All other nodes are marked as unqualified;
Call BACDS Construction Algorithm for all qualified nodes;
If successful, use the BACDS constructed as the backbone;
Otherwise report ‘no backbone can be formed’ and exit;

Until δ time has elapsed or some dominator j has Presidual( j) < Pthreshold;
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Figure 3.2: The battery-aware connected dominating set (BACDS) for the network in Fig.
3.1 at t = 10min. The ζi(t) for each node i is listed above.

network is qualified as a dominator. The total network lifetime is 56min (Fig. 3.3).

On the other hand, in the BACDS model a CDS is formed by the nodes with minimum

ζ(t)s. The network reorganizes the BACDS for every δ time. Suppose at the beginning

the BACDS is still Set ′1 = {C,D,F,G}. After δ = 10min the energy of nodes in Set ′1 is

reduced to 2.1×104mAmin. At this time, a new BACDS is chosen as Set ′2 = {A,B,E,H}
(Fig. 3.2). During the next 10min, Set ′2 dissipates the energy to 2.1×104mAmin while Set1

recoveries its nodes’ energy from 2.1×104mAmin to 3.35×104mAmin. Then the BACDS

is organized again. As shown in Fig. 3.3, the total network lifetime in the BACDS model

is 69 mins, which is 23.2% longer than the MCDS model.

We have seen that BACDS can achieve longer lifetime than MCDS. Next we will con-

sider the BACDS construction algorithm.

3.3.2 Formalization of BACDS Construction Problem

The BACDS construction problem can be formalized as: given a graph G = (V,E) and

ζi(t) for each node i in G, find an MBACDS. For simplicity, we use ζ to denote ζ(t) in the

rest of the chapter. First, we have a theorem regarding the NP-hardness of the problem.
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the MCDS model. The results were simulated with the battery discharging model. In this
case the network lifetime is prolonged by 23.2% in the BACDS model.
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Theorem 1 Finding an MBACDS in G is NP-hard.

Proof. Consider a special case that all nodes in G have the same ζ values. In this case,

finding an MBACDS in G is equivalent to finding an MCDS in G. Since the MCDS problem

is NP-hard, the MBACDS problem is also NP-hard.

Now since the MBACDS construction is NP-hard, we will construct a BACDS by an

approximation algorithm. By definition, the BACDS to be constructed, SB, must satisfy the

following two conditions: (i) ζSB
max = ζBACDS; (ii) SB is a CDS of G. Also, the size of SB

should be as small as possible.

Our algorithm is designed to find a set to satisfy these conditions. To satisfy condition

(i), the algorithm finds a subset SET + in G, such that for any subset S′(⊆ SET +), ζS′
max ≤

ζBACDS. We will prove that, as long as a set S′(⊆ SET +) is a CDS of G, we can guarantee

that ζS′
max = ζBACDS.

To satisfy condition (ii), the algorithm will find two sets: CDS+ and COV , both in

SET +. CDS+(⊆ SET +) is an MCDS of SET +. COV (⊆ SET +) is a cover of V −SET +,

which dominates all the nodes in V − SET +. We will prove that SET 0 = COV
S

CDS+

is the BACDS we want. The detailed algorithm will be presented in the next subsection.

Table 3 gives an outline of the BACDS construction algorithm.

Table 3: The Outline of the BACDS Construction

1. Find a subset SET + in G;
2. Construct a subset COV in SET +;

/* COV covers the nodes in V −SET + */
3. Construct a subset CDS+ in SET +;

/* CDS+ is the CDS of SET + */
SET 0 = COV

S
CDS+ is a BACDS;

We now show that SET 0 = COV
S

CDS+ is indeed a BACDS.
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Theorem 2 SET 0 = COV
S

CDS+ is a BACDS.

Proof. We first define SET + as

SET + = {v ∈V |ζv ≤ ζBACDS} (3.8)

We know that CDS+ is a CDS of SET + and COV dominates the nodes in V − SET +. To

prove SET 0 = COV
S

CDS+ is a BACDS, we need to show that set SET 0 is a connected

dominating set of G, and ζSET 0

max is minimized.

First, we show that SET 0 is connected. Because COV ⊆ SET +, every node in COV is

at most one hop away from CDS+. Also, since CDS+ is connected, SET 0 = COV
S

CDS+

is connected.

Second, we prove that SET 0 is a dominating set of G. Since CDS+ is a CDS of SET +,

all nodes in SET + are dominated by CDS+. Also, since all nodes in V −SET + are covered

by COV , SET 0 = COV
S

CDS+ is a dominating set of G.

Finally, we show that ζSET 0

max is minimized, i.e. ζSET 0

max = ζBACDS. Since SET 0 ⊆ SET + =

{v ∈ V |ζv ≤ ζBACDS}, we have ζSET 0

max ≤ ζBACDS. However, SET 0 is also a CDS of G.

Thus ζSET 0

max ≥ ζBACDS. Therefore, ζSET 0

max = ζBACDS, and we have proved that SET 0 =

COV
S

CDS+ is a BACDS.

In summary, in this subsection we have shown that we can construct a BACDS by

finding three subsets SET +, COV and CDS+ step by step. Then SET 0 = COV
S

CDS+ is

a BACDS. Next we will give the algorithms to construct SET +, COV and CDS+.

66



3.3.3 A Distributed Algorithm for BACDS Construction

Our algorithm for BACDS construction consists of three procedures for constructing

SET + and COV in G. In the algorithm, we use N(v) to denote the set of neighbor nodes of

v. each node is colored in one of the three colors: black, white and gray. Nblack(v),Nwhite(v)

and Ngray(v) are the sets of black, white and gray neighbors of v, respectively. Also we use

sets listgray(i) and list(i) to store the neighbor information for node i.

First we consider the construction of SET +. To find SET +, we do the following: the ζi

of each node i in G is collected in the sink; then the sink calculates ζSET+
max and broadcasts

it in a beacon; on receiving the beacon, all nodes with ζi ≤ ζSET+
max form set SET +. The

procedure is described in Table 4. Initially, all nodes in G are colored gray. Then the

algorithm colors some gray nodes black. In the end, the set of black nodes is SET +.

Note that in SET + finding procedure, the sink collects information from sensors only

once, and broadcasts the ζSET+
max in a single beacon. The overhead of information collecting

and broadcasting is minimum.

Now we consider the construction of COV . This problem can be formulated as: Given

two graphs G1 and G2. Nodes in G1 and G2 are interconnected with edges. A minimum

size COV is to be found in G1 such that G2 ⊆ N(G1). We show that finding a minimum

size COV is NP-hard even in an UDG graph. If we can show that this problem is NP-hard

in an UDG, it is clear that this problem is also NP-hard in a general graph. We have the

following theorem regarding its NP-hardness.

Theorem 3 Finding a minimum COV in an UDG is NP-hard.

Proof. To see this, we use the fact that it is NP-hard to find a minimum dominating set

in an UDG. Given any UDG instance, say, G, which has vertex set V = {v1,v2, . . . ,vn},

we construct another UDG G′ , which has vertex set V ′ = {v1,v2, . . . ,vn,v′1,v
′
2, . . . ,v

′
n}. G′
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Table 4: SET + finding procedure

1. All nodes in G are colored gray;
2. Each gray node i in the network does the following:
3. begin
4. Broadcast a packet which includes its IDi;
5. Receive neighbors’ IDs;
6. Calculate ζi;
7. Route a packet with (IDi, IDN(i), ζi) to the sink;
8. Listen to the beacon for ζSET +

max ;
9. if ζi ≤ ζSET +

max then node i is colored black;
10. end;

11. The sink does the following:
12. begin /* Calculate ζSET +

max */
13. Collect packets from sensor nodes;
14. S0 := {ζi|i = 1,2, . . . ,n};
15. S1 := /0;
16. repeat
17. S2 := {those nodes with the smallest ζ in S0};
18. S0 := S0−S2;
19. S1 := S1∪S2;
20. until S1 is a CDS or S0 = /0;
21. if S1 is a CDS then
22. ζSET +

max := ζS1
max;

23. Broadcast ζSET +
max in a beacon;

24. end if;
25. else report ‘no CDS can be found’
26. end;

SET + := {black nodes};
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is actually constructed by adding n new vertices v′1,v
′
2, . . . ,v

′
n to G, where v′i and vi are

geographically close enough such that v′i has the same set of neighbors as vi. Then let

G1 = {v1,v2, . . . ,vn} and G2 = {v′1,v
′
2, . . . ,v

′
n}. We will find the COV in G1, where G2 is

the set of vertices to be covered. It is not hard to see that the optimal solution to the COV

problem in the new UDG is also a minimum dominating set in the original UDG. Because

constructing a minimum dominating set in UDG is a NP-hard problem [61], the problem

of finding COV is therefore NP-hard.

An approximation algorithm to construct a COV has been given in [62]. Initially,

S1 = SET− and S2 = V − SET +. This algorithm greedily selects node i in S1 such that

|N(i)
T

S2| is maximized. Then node i is moved to COV and N(i)
T

S2 are removed from

S2, respectively. This algorithm can finally obtain a COV with |COV | ≤ log(|SET−|). How-

ever, this approximation algorithm is difficult to be implemented in our scenario, because it

is a centralized algorithm. At each step this algorithm has to select a node with a maximum

number of neighbors, which requires the collection and analysis of global information.

Next we will present a distributed algorithm to construct a COV . In our algorithm, nodes

only need to know neighbors at most 2 hops away.

Since COV (⊆ SET +) is a cover of V −SET +, to find COV , we only need to consider

the nodes which are one hop away from V −SET +. We use SET− to denote these nodes.

SET− is defined as

SET− = {v ∈ SET +|∃u ∈ (V −SET +),(u,v) ∈ E} (3.9)

Fig. 3.4 gives the SET + and SET− for a given WSN with their associated ζ values. SET−

can be found by the procedure described in Table 5.

Now we construct COV from SET−. COV can be obtained as follows. Initially, COV =
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Figure 3.4: Constructing SET + and SET− in graph G. (a) Nodes are associated with their
ζ values. (b) SET + and SET− in (a).

Table 5: SET− finding procedure

1. SET− := /0;
2. Each node i ∈ SET + does the following:
3. begin
4. if ∃ j ∈ N(i) and j ∈ (V −SET +) then
5. SET− := SET−∪{i};
6. end;
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/0, S1 = (V − SET +). Then, for node v ∈ S1 with the lowest ID number, add all nodes

u ∈ SET− to COV , where u and v are one hop neighbors. Then we remove N(u)∩ S1

from S1. Repeatedly doing so until S1 is empty. Then we obtain set COV . The localized

procedure for finding COV from SET− is described in Table 6. There are three colors used

to color a node: white, black and gray. Initially, nodes in SET− are colored white, and

nodes in V −SET + are colored gray. Then the procedure colors some white nodes black.

In the end, the set of black nodes is the COV. Four messages are used: addblack, black,

remove and update.

Our algorithm only requires at most 2-hop information to construct the COV . We now

prove the correctness of the COV Finding Procedure. We will show that the COV found by

this procedure is a cover of V −SET +. We will also give an upper bound on the size of set

COV .

Lemma 1 Set COV found by COV Finding Procedure covers V −SET +. Its size |COV | is

at most ∆optc, where ∆ is the maximum node degree of G and optc is the size of an optimal

cover.

Proof. By contradiction. Suppose when the COV Finding Procedure terminates, there

exists a gray node i which is not covered by COV . It indicates that N(i)∩COV = /0, which

means N(i)∩SET− is not colored black. Since N(i)∩SET− is not colored black, all nodes

in N(i)∩SET− should receive remove messages from i, otherwise their listgray 6= /0 and the

procedure does not terminate. However, i broadcasts remove message if and only if one

of its white neighbors is colored black. Thus, N(i)∩COV 6= /0, which is a contradiction.

Hence COV is a cover.

Now we consider the size of COV . Initially COV is empty, and we add some nodes to

it in later steps. We will show that: (i) at each step, at least one node, which belongs to the
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Table 6: COV finding procedure

1. Each nodes in SET−
S

(V −SET +) does the following:
2. begin
3. Nodes in SET− are colored white;
4. Nodes in V −SET + are colored gray;
5. COV := /0;
6. Each gray node i broadcasts IDi to its white neighbors Nwhite(i);
7. Each white node j adds the received IDs to a set listgray( j)

and broadcasts listgray( j) to its gray neighbors Ngray( j);
8. Each gray node i does the following:
9. begin
10. Receive all listgray(Nwhite(i));
11. list(i) :=

S
listgray(Nwhite(i));

12. while list(i) 6= /0 do
13. if IDi = min{id|id ∈ list(i)} then
14. Broadcast addblack to Nwhite(i);
15. list(i) := /0;
16. else if black message is received then
17. broadcast remove to Nwhite(i);
18. list(i) := /0;
19. else if update(k) message is received then
20. list(i) := list(i)−{k};
21. end while;
22. end;
23. Each white node j does the following:
24. begin
25. while listgray( j) 6= /0 do
26. if addblack message is received then
27. Color itself black;
28. listgray( j) := /0;
29. Broadcast black to Ngray( j);
30. else if remove message is received from k then
31. Broadcast update(k) to Ngray( j);
32. listgray( j) := listgray( j)−{k};
33. end while;
34. end;
35. end;

COV := {black nodes};
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optimal cover, is added to COV ; and (ii) at each step, at most ∆−1 extra nodes, which do

not belong to the optimal cover, are added to the COV . By combining (i) and (ii), we obtain

that |COV | is at most ∆optc, where optc is the size of an optimal cover.

We first consider (i). According to the algorithm, at each step, node i sends addblack

messages to Nwhite(i). Therefore, there are at most ∆ nodes added to COV in each step.

Among the ∆ nodes there must exist at least one node which is in the optimal cover, because

an optimal cover has to cover node i. Next we consider (ii). Since among the ∆ nodes added

to COV there are at least one node belonging to the optimal cover, each time we add at most

∆−1 extra nodes not belonging to the optimal cover to COV . Thus, |COV | is at most ∆optc.

The worst case occurs when nodes in V −SET + are not connected by nodes in SET−.

Fig. 3.5 gives an example of |COV |= ∆optc. Because node 1 has the lowest ID in list(i) =

{1}, 1 broadcasts addblack message to its neighbors: A,B,C; and adds them to COV set.

The same thing happens for node 2 and 3. Clearly optc = 3. Thus we have |COV | =
∆optc = 9, where ∆ = 3 is the maximum degree of nodes in V −SET +.

{3}{2}{1}

CBA

321

IED G

V−SET

SET
_

+

F H

Figure 3.5: The size of finding COV is at most ∆optc. optc is the size of an optimal cover.

Now we prove that the COV Finding Procedure can finally terminates, i.e. all listgray( j)
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and list(i) will finally be empty. We also give the time complexity of COV Finding Proce-

dure.

Lemma 2 All listgray( j) and list(i) will finally be empty. COV Finding Procedure has time

complexity of O(n−|SET +|+ |SET−|).

Proof. First, we show that listgray( j) will finally be empty. Suppose there is a white node

j where listgray( j) 6= /0. Without loss of generality, we have a node u1 ∈ listgray( j) with the

lowest ID. In this procedure u1 is the node that colors j black. If u1 does not send addblack

to j, there must be a node u2 ∈ list(u1) such that ID(u1) > ID(u2). Then if u2 does not

broadcast addblack, there must be a node u3 ∈ list(u2) such that ID(u2) > ID(u3), and so

on. Then we have ID(u1) > ID(u2) > ID(u3) > · · · . Since there are a finite number of

nodes, there must exist a node, uk, such that ID(uk) = min{id|id ∈ list(uk)}. The node uk

should send addblack, which indicates that finally listgray( j) should be empty.

Second, we show that list(i) will finally be empty. By Lemma 1, each gray node i

is finally covered by some black node, which indicates that all gray nodes received black

messages. Therefore, finally list(i) will be /0. In this procedure, because it colors at least

one node black in each step, the time complexity is O(n−|SET +|+ |SET−|).
Fig. 3.6 shows the worst case of the COV Finding Procedure. With the lowest ID in

list(1), node 1 broadcasts addblack message. Node A is colored black and informs node 2

by broadcasting black message. From the right to the left, the procedure adds one node to

COV at each step.

Now we consider the CDS+ construction. We can adopt any existing MCDS construc-

tion algorithm for this purpose. Since the MIS-based algorithm in [31, 61] achieves the

best performance in terms of its set size and time and message complexities, we adopt this
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Figure 3.6: In the worst case, the complexity of finding COV is O(n−|SET +|+ |SET−|).
It processes one node in each step.

Table 7: The algorithm for finding a BACDS in graph G

1. begin
2. call SET + Finding Procedure for G;
3. call SET− Finding Procedure for SET +;
4. call COV Finding Procedure for SET−;
5. call CDS+ Finding Algorithm for SET +;
6. SET 0 := COV

S
CDS+;

7. end;

algorithm here. This algorithm is a UDG based algorithm. However, our BACDS con-

structing algorithm is not restricted to a UDG. In fact, we can employ any other general

graph based MCDS algorithm to construct CDS+. The complete algorithm for finding a

BACDS is given in Table 7.

Fig. 3.7 gives an example of finding a BACDS. First, SET + and SET− are found (Fig.

3.7(a)); then COV is constructed by the algorithm (Fig. 3.7(b)-(e)); finally, CDS+ is found

and SET 0 is formed (Fig. 3.7(g)). In this example, compared with the MBACDS (Fig.

3.7(h)), SET 0 contains one more dominator.

In the next subsection, we will analyze the performance of our BACDS construction
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Figure 3.7: Finding a BACDS in the network in Fig. 3.4(a). (a) SET + and SET− in G,
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Finding CDS+ in SET +. (g) SET 0 is the resulting BACDS. (h) The optimal BACDS of
this network.
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algorithm, and give an upper bound on the size of SET 0.

3.3.4 Complexity Analysis of the Algorithm

In this subsection we analyze the approximation ratio, the time complexity and the

message complexity of the algorithm. We also consider mobility issues for this algorithm.

We use opt, optMCDS, optc, and optSET+

MCDS to denote the sizes of MBACDS in G, MCDS in

G, the minimum cover in SET− and the minimum CDS+ in SET +, respectively.

Theorem 4 The size of SET 0 is at most (8+∆)opt. The time complexity and the message

complexity of the algorithm is O(n) and O(n(
√

n+ logn+∆)), respectively, where n is the

number of nodes in G.

Proof. First, we consider the size of SET 0. Note that MBACDS∩SET− is a cover and

|MBACDS|= opt. It indicates that

optc ≤ |MBACDS∩SET−| ≤ opt (3.10)

Since we have proved in Lemma 1 that |COV | ≤ ∆optc, we have

|COV | ≤ ∆opt (3.11)

We employ the MIS based CDS finding algorithm for CDS+ construction. It can obtain a

CDS+ with a size of at most 8optSET +

MCDS. Thus,

|CDS+| ≤ 8optSET +

MCDS (3.12)
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Because constructing an MBACDS needs to consider the extra battery parameter, the size

of the MBACDS is no less than optMCDS. Thus we have

optMCDS ≤ opt (3.13)

Clearly, the size of a minimum CDS+ in SET + is at most optMCDS because it needs to

consider extra nodes in V −SET +. Thus,

optSET +

MCDS ≤ optMCDS (3.14)

By (3.12), (3.14) and (3.13) we obtain

|CDS+| ≤ 8opt (3.15)

Therefore from (3.11) and (3.15) we have

|SET 0|= |COV ∪CDS+| ≤ (8+∆)opt

Now we analyze the complexity of the algorithm. Our algorithm consists of three

phases: SET + and SET− constructions, COV construction and CDS+ construction. In the

first phase, to find SET + and SET−, each node only needs to propagate their messages to

the sink and wait for a beacon. A node needs at most
√

n hops to relay a message to the sink.

Hence the time complexity for sending the message and receiving a beacon are O(
√

n) and

O(1), respectively. The time complexity of the second phase is O(n−|SET +|+ |SET−|)
as Lemma 2 shows. The complexity of the third phase is O(|SET +|). Therefore, the total

time complexity of the algorithm is O(n).
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Now we consider the number of messages transmitted. In the first phase, the total

number of messages relayed in the network is at most O(n
√

n). The beacon has O(1)

message complexity. At the beginning of the second phase, to set up the lists, all white

nodes and gray nodes need to send |SET−| and n−|SET +| messages, respectively. After

that, all the gray nodes send at most |SET−| addblack messages and ∆|SET−| remove

messages. All the white nodes send at most ∆(n−|SET +|) update messages, and all the

black nodes send no more than |SET−| black messages. Thus, in the second phase, there

are totally at most O(n∆) messages. If we employ the algorithm in [31], the message

complexity in the third phase is O(n+n logn). Hence, the total message complexity of our

algorithm is O(n(
√

n+ logn+∆)).

In our BACDS construction algorithm, the network is required to reorganized every δ

period by selecting those most fully recovered nodes. This periodical organization seems

an extra overhead. However, we observe that as long as we employ a CDS infrastructure

in a WSN, there is always such overhead, and the overhead in the MCDS model might be

even higher than that in the BACDS model. This is because that a CDS has to be reor-

ganized whenever a dominator dies. The overheads might be even higher in the MCDS

case. Because MCDS algorithms select those nodes with a maximum node degree, lowest

ID or shortest distance to neighbors as dominators. These nodes, which we referred to as

burden nodes, remain as the dominators all the time and have larger ζ and lower available

energy. An MCDS containing such burden nodes is more likely to be reorganized from

time to time whenever any burden node uses up its energy. While the metric of our BACDS

construction algorithm is to balance the energy consumption among sensor nodes, in other

words, to avoid the burden nodes. Therefore, it is not surprising to see that the reorgani-

zation overhead in the BACDS model may be lower than that in the MCDS model. The
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simulation results in Section 3.4 verify our observations.

Furthermore, compared with MCDS construction algorithms, the BACDS algorithm

has less overhead even during the construction. Naturally, the BACDS partitions the net-

work into different sets: SET +, SET−, COV , etc. In each step of the construction, only the

sensors in a specified set work on constructing the BACDS, and other sensors turn them

into sleep or low energy state to save energy. For instance, when constructing COV in

SET−, the sensors in SET +− SET− turn to sleep; and when constructing the CDS+ the

sensors in V − SET + turn to sleep. Thus, energy dissipation is reduced. However, when

constructing an MCDS, all sensor nodes have to keep active and listen to their channels all

the time, even at the time they do not contribute to the MCDS construction. Consequently,

more energy is dissipated than the BACDS algorithm.

Our BACDS construction algorithm also considers the mobility issue. By monitoring

the sensor mobility and their battery status, it can dynamically adjust the BACDS locally.

There are three changes that should be handled to maintain the BACDS: (1) A dominator

v ∈ SET 0 moves away from N(v); (2) A new node v moves in; (3) A dominator finds out

that one of its dominatees v has ζv ≤ ζSET+
. Fig. 3.8 illustrates the situation. In case (1) a

new dominator must be selected. Since there must exist another dominator node u in N(v)

to connect the original dominating set, a spanning tree rooted at u can be formed among

the nodes in N(v). Nodes in this spanning tree become the new dominators. In both case

(2) and case (3), node v needs to check if making itself as a new dominator can reduce the

size of the BACDS. In our algorithm, v collects all N(ui) information from its dominator

neighbor nodes ui, i = 1,2, . . .. Node v is selected as a new dominator if and only if there

are more than one ui such that N(ui) ⊂ N(v). After v is selected as the new dominator,

ui are turned to dominatees. Therefore, all nodes in this network are still dominated by at
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least one dominator while the size of the BACDS is reduced.

u

(a) (b)

v v

u 2

u 1

Figure 3.8: Mobility issue of BACDS. (a) A dominator moves away. (b) A new dominator
is selected.

3.4 Performance Evaluations of BACDS

We conducted extensive simulations to evaluation the network performances under the

BACDS model and MCDS model, in terms of network lifetime, energy dissipation and set

size. We simulated the network lifetime under different models. Our simulation results

show that the BACDS achieves longer network lifetime. Their re-organization overheads

are also compared. By implementing our BACDS construction algorithm, we also compare

the set sizes of SET 0 with MBACDS, where the MBACDS of a network is computed off-

line. The simulation results verify the upper bound of SET 0 in Theorem 4.

Network Lifetime: We first compare the network lifetime achieved by MCDS and

BACDS. We generated a WSN with n = 100 randomly deployed nodes. The communica-

tion radius is r = 1. Any pair of nodes are connected if and only if their distance is shorter

than r. We let d = 6 be the average degree of nodes, where d indicates the density of the

network. Each sensor node i is associated with a discharging loss value ζi (i ≤ n). ζi is

uniformly randomly distributed in [0,2×104](mAmin). For simplicity, we assume that ini-

tially the available energy of node i is Ci = 4.5×104mAmin and βi = 0.4 as in the example
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Figure 3.9: Comparing the network lifetime under different models.

of Fig. 3.3. The discharging currents are Id = 900mA and Ie = 10mA, respectively.

Fig. 3.9 shows the number of nodes decreases with respect to the lifetime. Four mod-

els: no-CDS, MCDS, MBACDS and SET 0 are implemented. A network without a CDS

infrastructure terminates at 30min as all its nodes use up their energy. MCDS achieves

about 83min total lifetime. MBACDS organizes its dominators every 10min. The lifetime

is prolonged by up to 52% in MBACDS model. SET 0 is the BACDS constructed by our

algorithm. It obtains a lifetime prolonged up to 30%. We also note that MBACDS termi-

nates with more nodes remained in the network. This is because MBACDS balances the

energy consumption of each nodes, thus more nodes are preserved in the network.

Power Dissipation: We compare the available energy per sensor node under different

models in Fig. 3.10. In this comparison, the average power is the total available power of

the network over the number of active nodes. The average power is normalized. MBACDS

achieves higher average power during the lifetime. It should be mentioned that at 30min

the average power of MCDS suddenly increases. This is because many of its dominators

suddenly die at that time. Consequently, the average power increases as the total number
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Figure 3.10: The average power per node in the network.

of nodes decreases.

Set Size: We implemented our BACDS construction algorithm to verify the upper

bound on the set size. The size of the generated network is n = 20, . . . ,140. Four sets are

compared: SET +, SET−, SET 0 and MBACDS. Fig. 3.11 compares the sizes of these sets

with different node degree d and discharging loss ζ. It shows that as d increases, the sizes

of MBACDS and SET 0 are reduced. This is due to the larger degree of the dominators.

While as ζ increases its distribution space from [0,50] to [0,100], the sizes of MBACDS

and SET 0 increase. The results verify the upper bound of SET 0 in Theorem 4.

3.5 Summaries

In this chapter we have considered constructing battery-aware energy-efficient back-

bones in WSNs to improve the network performance. We first gave a simplified battery

model in order to accurately describe the battery behavior on-line and reduce the computa-

tional complexity on a sensor node. Then by using the battery model, we have showed that
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Figure 3.11: The size of constructed sets with different ζ and d.
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an MCDS does not necessarily achieve maximum lifetime in a WSN. We introduced the

BACDS model and proved that the minimum BACDS can achieve longer lifetime than the

MCDS. We showed that the MBACDS construction is NP-hard and provided a distributed

approximation algorithm to construct a BACDS in general graphs. We also analyzed the

size of the resulting BACDS as well as its time and message complexities. We proved that

the resulting BACDS is at most (8 + ∆)opt size, where ∆ is the maximum node degree

and opt is the size of the MBACDS. The time and message complexity of our algorithm

are O(n) and O(n(
√

n+ logn+∆)), respectively. Our BACDS construction algorithm also

considers the mobility issues to dynamically maintain the BACDS backbone. The simu-

lation results show that the BACDS model can save a significant amount of energy and

achieve up to 30% longer network lifetime than the MCDS in WSNs.
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Chapter 4

Cross-Layer Scheduling for Urban Area

WSN

This chapter presents a cross-layer scheduling scheme for urban area high density

(UAHD) sensor networks. We first study the unique characteristics of UAHD sensor

networks. We propose a novel solution to reduce sensor density in UAHD networks by

partitioning a network into multiple layers of overlapped low-density subnetworks. Node

densities among different layers are therefore balanced. We then propose an efficient Cross-

Layer Power Aware Scheduling (CLPAS) scheme. CLPAS consists of three parts: Span-

ning Tree Partition (STP) topology control algorithm, Intersection MAC (I-MAC) protocol

and Urban Emergency Service (UES) algorithm. STP is a distributed algorithm that can

partition an UAHD sensor network in polynomial time. Our simulation results demon-

strate that it achieves very close performance to the optimal algorithm in various scenarios.

We also study the MAC protocol in an UAHD network. We show that adopting the tradi-

tional S-MAC at urban intersections incurs longer routing paths and lower power efficiency
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network-wide. The I-MAC protocol is then designed for sensor communications around in-

tersections. It employs an adaptive time division schedule to dynamically manage packet

traffic based on the observations on recent traffic. Finally, handling urban emergencies is a

critical issue in urban security. The UES algorithm provides differentiated services to give

urgent packets higher priority. We conduct simulations to evaluate the performance of the

CLPAS scheme in the Times Square area of New York City.

The rest of this chapter is organized as follows. Section 4.1 discusses some background

and related work to place our work in context. Section 4.2 studies the density reduction in

UAHD sensor networks and give examples. Section 4.3 presents the new cross-layer power

aware scheduling (CLPAS) scheme. Section 4.4 gives the simulation results for the CLPAS

scheme, and Section 4.5 concludes the chapter.

4.1 Related Work

In recent years urban security has become a critical and urgent issue in major cities

[78, 79]. With the increasing possibility of terrorism attacks, disasters and accidents in

metropolis, it is critical to provide early detection of suspicious activities or accidents in

public areas and classification of biological or chemical attacks. Wireless sensors [80] have

been widely considered as one of the best solutions for urban security [79, 82]. Recent

advances in wireless communications and electronics have enabled the development of

low-cost, multi-functional sensor nodes that are small in size and easy to deploy in urban

facilities, such as street lamps, entrances of buildings, avenue intersections, parks, squares

and urban drainage systems. A large number of tiny sensor nodes, each of which consists of

sensing, detecting, data processing and communicating components, can be used to form a

high density multi-functional urban area monitoring and detecting system. The sensors are
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organized to capture continuous, real-time information, collect sensed data and propagate

them to base stations. In this chapter, we refer to an urban area high density sensor network

as an UAHD sensor network. In the rest of the chapter, if not specially mentioned, we

assume that an UAHD network is a connected network.

In general, the main characteristics of urban area sensor networks can be summarized

as follows.

• Large volume and densely deployed sensors

Due to the special features of the urban terrain, the number of sensor nodes deployed

in an urban area is typically very large. Moreover, sensors are often densely deployed

to avoid sensor failure. As suggested in [81], a typical sensor network might have

as many as 20 nodes per m3. In an urban area, since sensors are usually attached to

crowded urban facilities such as street lamps on narrow streets. the density of sensors

deployed in an urban area is generally extremely high.

• High packet collision and channel contention

Wireless sensor networks densely deployed in an urban area without adopting a spe-

cially designed scheduling scheme tend to have high packet collision, large chan-

nel contention overhead and continuous interference over wireless medium [79, 23],

which will tremendously reduce the energy efficiency of the network.

• Building interference

An urban terrain is typically composed of many regular building blocks with narrow

streets and avenues crossing among them, which may block wireless communica-

tions. For example, in New York City, the narrow width of streets (in the order of

10 m’s) and the height of buildings (in the order of 102 m’s) can disconnect wireless

communications among the sensors in adjacent streets.
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• City intersection bottlenecks

An intersection is a junction where several streets or avenues cross each other. As

packets are routed along streets in an UAHD network, intersections naturally become

bottlenecks for packet forwarding, unicasting or broadcasting. Besides, sensors lo-

cated around intersections typically have more neighbors than sensors on streets. The

problems of channel contention and packet collision are more critical at intersections

of a city.

• Power efficiency

Wireless sensors are powered with limited power supply. The huge number of sen-

sors deployed in an urban area makes replacement of sensors or replenishment of

their power resources expensive and unaffordable. Moreover, sensor nodes in urban

sensor networks are especially vulnerable to power loss due to the requirements of

high accuracy of monitoring sophisticated areas and time consuming tasks. Hence

power conservation and power management are critical issues in urban area sensor

network design.

• Emergency response

Detecting emergencies and reporting accidents within a short response time are also

very important issues. The emergency response time can be defined as the time be-

tween the occurrence of an alarm and the time the base station receives the informa-

tion of this event. A well-designed scheduling algorithm for urban sensor networks

should minimize the response time network-wide.

There has been much work in the literature on power aware protocols for traditional

wireless sensor networks . Based on their functions, they can be roughly categorized into
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topology control protocols, power aware MAC layer protocols and power aware routing al-

gorithms. Some topology control protocols, such as [86], construct a virtual backbone from

a connected dominating set (CDS) of a wireless sensor network. A backbone is a connected

subset of sensors such that all sensors in the network are at most one hop away from the

backbone. Other topology control protocols focus on maintaining network connectivity

for a sensor network with difference transmission ranges [77]. Among MAC protocols,

the most widely adopted power aware MAC layer protocol is the Sensor-MAC (S-MAC)

[84]. The S-MAC lets neighboring nodes form virtual clusters to set up a common sleep

schedule. Sensors are put into sleeping mode periodically. If a sensor belongs to two

different clusters it follows both sleeping schedules simultaneously. Power aware routing

algorithms find and maintain efficient routes for data communications in the network. For

example, Most Forward within Radius (MFR) [18] chooses the next routing hop farthest

away within the communication distance, thus finds a minimum hop-count routing path,

while Nearest with Forward Progress (NFP) [19] attempts to choose the nearest node as

the next forwarding node to minimize the energy required per routing task.

Although the above algorithms and protocols can address power scheduling issues rea-

sonably well in traditional sensor networks, they are not quite suitable for UAHD sen-

sor networks. Directly implementing them in UAHD networks would incur performance

penalty due to high densities and special terrain features of UAHD networks. In this chap-

ter we propose a novel cross-layer power aware scheduling (CLPAS) scheme for UAHD

sensor networks. The key idea of CLPAS scheme is to divide an UAHD sensor network

into overlapped layers with each layer having a bounded low density. It should be men-

tioned that CLPAS is not introduced to replace existing routing protocols or MAC layer

protocols. Instead, its goal is to divide an UAHD network into low density sub-networks,
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where existing routing and MAC layer protocols can be feasibly implemented.

In the rest of the chapter, we first discuss the characteristics of the UAHD networks. We

then propose a novel approach which partitions an UAHD network into subnetworks with

each subnetwork having a k-bounded node degree. We present the CLPAS scheme, which

consists of three parts: Spanning Tree Partition (STP) topology control algorithm, Inter-

section MAC (I-MAC) protocol and Urban Emergency Service (UES) algorithm. CLPAS

adopts a distributed STP algorithm as the topology control algorithm to partition an UAHD

sensor network. We compare the performance of the STP with that of the optimal algorithm

through simulations, and the results show that the STP achieves very close performance to

the optimal algorithm in terms of the size of subnetworks and the number of layers in

various scenarios. CLPAS also optimizes the performance of packet routing at urban inter-

sections by providing an intersection MAC layer protocol (I-MAC). We show that adopting

the traditional S-MAC at urban intersections incurs longer routing paths and leads to lower

power efficiency network-wide. Different from the S-MAC, the I-MAC adopts an adaptive

time division schedule to dynamically manage packet traffic based on the observations on

recent traffic. Intersection sensors directly allocate time slots to neighbor sensors, which

avoids overhearing and idle listening, in turn improves power efficiency. Finally, timely

reporting urban emergent events, attacks and accidents is a critical issue in urban security.

In CLPAS scheme we introduce Urban Emergency Service (UES) algorithm that provides

differentiated services to give urgent packets higher priority. We conduct simulations to

evaluate the CLPAS scheme for the Times Square area area in New York City. Fig. 4.1

shows the simulated map that is exactly scaled from the Manhattan map. Our results show

that adopting CLPAS significantly improves network lifetime as well as data throughput in

various communication scenarios such as unicasting, broadcasting and data collecting.
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Figure 4.1: An urban area high density sensor network deployed in Times Square area of
New York City. It extends north from the 37th street to the 43rd street, and extends east
from the 7th avenue to the 5th avenue. Our simulations adopt this map that is exactly scaled
from the Manhattan map. A: Open Area, B: Street, C: Intersection, D: Base Station, and E:
Wireless Sensor.
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4.2 Density Reduction in UAHD Sensor Networks

As wireless sensors find more and more applications, the density of sensor networks

deployed in urban areas is dramatically increasing [81, 83]. A typical sensor network

could have as high as 20 nodes per m3 [81]. If considering that sensors typically have a

transmission radius of 10 m [43, 44], each sensor in the network has at least 102 neighbors.

Such a crowded neighborhood tremendously reduces the network power efficiency due

to high packet collision, channel contention overhead, and continuous interference over

wireless medium [79, 23]. The basic idea of our approach is to partition a sensor network

into several overlapped subnetworks with each subnetwork having a low density. Fig. 4.2

(a) shows a connected UAHD network deployed in a 100x100 field with the sensor node

degree as high as 12. We build a multi-layer structure in the network by constructing the

maximum size k-bounded partition subnetworks. In order to reduce the packet collision and

channel contention, in each subnetwork any node has a degree of no more than k, where

k (> 1) is a constant defined by users. We first construct such a subnetwork connected

with the base station. This subnetwork is referred to as layer 1. Additional subnetworks

are constructed in the remaining network to connected with layer 1. These subnetworks

are referred to as layer 2. Repeat the above procedure until all sensor nodes belong to a

layer. Each subnetwork is an independent set with a bounded low density. Layers may

geographically overlap with each other. Each layer adopts a different channel so that data

communication among one layer does not interference with other layers. Fig. 4.2 (b)

illustrates the structure of the network of Fig. 4.2 (a) after the partition (k = 6) in a 3D

view.

This multi-layer structure has following advantages over a traditional hierarchical struc-

ture. First, in a traditional hierarchical structure, such as cluster based structures or CDS
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structures [86], lower layers are controlled by upper layers, which makes upper layers be-

come bottlenecks of data collecting and packet routing. In our structure, each layer is

independent of each other in terms of MAC layer resource allocation, data packet routing

and decision making. Secondly, in a traditional hierarchical structure the base station is

only connected to the top layer, while in our structure the base station can be directly con-

nected to multiple layers. This can efficiently shorten the time to broadcast packets from

the base station and reduce the communication overhead among different layers. Thirdly,

when there is a need for data communication among layers or when a lower layer is not di-

rectly connected to the base station, a layer can transmit packets to its upper layers through

gateway nodes. As shown in Fig. 4.2 (b), a gateway node is a sensor that has neigh-

bors in adjacent layers. Since the connectivity of an UAHD network ensures that layer 1 is

connected to a base station, packets from any subnetwork can eventually reach the base sta-

tion through gateway nodes. Note that gateway nodes are less likely to become bottlenecks,

because the high network density enables a layer to have a large number of distributed gate-

ways nodes, which greatly reduces the load on each gateway. Finally, multi-layer structure

efficiently balances the usage of channel among sensors. The constrain k limits the maxi-

mum number of channels used in each layer. It in turn expends the space of reusing same

channels in different layers as long as no collisions occur in adjacent layers. In practice k

can be flexibly setup based on actual network topology, urban conditions, network traffics,

sensor geography and maximum number of sensor channels.

In the next section, we will introduce approaches to partition an UAHD sensor network.
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Figure 4.2: Partition a high-density sensor network into overlapped low-density subnet-
works. (a) An UAHD sensor network has the sensor degree as high as 12. (b) Optimal
partitions of the network in (a). The network is partitioned into two layers with each layer
having a maximum sensor degree at most 6. The partitions are illustrated in a 3D view,
where we omit the building blocks.
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4.3 Cross-Layer Power Aware Scheduling

As discussed in Section 4.2, the optimal algorithm is too expensive to be implemented

in power sensitive UAHD sensor networks. In this section we propose an affordable and

efficient Cross Layer Power Aware Scheduling (CLPAS) scheme to manage the network

as inter-connected low-density subnetworks where traditional protocols can be feasibly

implemented. The CLAPS contains three components: Spanning Tree Partition (STP)

topology control algorithm, Intersection-MAC (I-MAC) protocol and Urban Emergency

Service (UES) algorithm. We will discuss them seperately next.

4.3.1 Spanning Tree Partition Algorithm

In this subsection we present a spanning tree partition (STP) algorithm to partition a

network. The STP is a distributed algorithm that has polynomial time complexity. Let

n denote the number of sensors in the network and p denote the maximum number of

neighbors a sensor may have. In practice, p is a fairly small constant compared to n. The

key idea of the STP is to construct spanning trees such that each node in these spanning

trees has a node degree no more than constant k.

At the beginning, every node is colored white. A tree is spanning from base stations

which are referred to as source nodes. The STP algorithm first colors at most k neighbors

of each base station black. The spanning tree keeps growing until there are no more nodes

that can be colored black. All these black nodes form a connected subnetwork that is

the first layer. To form the second layer, the STP algorithm marks each node in the first

layer, including base stations, as source nodes and grows spanning trees from them. The

algorithm repeatedly does so until all nodes are assigned to a layer.

Table 1 describes the algorithm in more detail, where three colors are used: white, black
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and gray. White nodes are available sensors that have not yet been assigned to a layer. Black

nodes are sensors assigned in the layer currently under construction. When running the STP

algorithm, to avoid conflicts, we color black nodes in those already constructed layers gray.

For example, if we are constructing layer 2, all black nodes in layer 1 are currently colored

gray. The purpose is to ensure that the subnetwork under construction does not violate the

k degree constraint in this subnetwork. Note that although layer 2 is constructed from layer

1, we do not restrict the number of links among gray nodes and black nodes. For example,

a gray may have more than k black nodes. This is because that in our scheme they do not

have communication collisions or contentions with each other.

There are two types of request packets used in the STP algorithm: R1 and R2. R1 is the

request send from a black or gray node y to a white node x. It requests to color x black.

On receiving R1, this white node x needs to ensure that coloring it black will not make

itself and all its one hop black nodes violate the k degree constraint. Hence x needs to send

another type of request R2 to all its black neighbors. Only if all its black neighbors agree

to color x black, will x reply a yes to y.

The STP algorithm contains a partition procedure that takes an input k. This procedure

generates spanning trees subject to constraint k from black and gray nodes. Initially, the

STP algorithm colors the base stations as black nodes, and it repeatedly calls this procedure

to partition the network until all sensor nodes are assigned to a partition. Fig. 4.3 illustrates

the scenario that the STP partitions the network with k = 3. At this stage, layer 1 has

been constructed and its nodes A,B,C and D are colored gray, and the STP is constructing

layer 2. E and A are sending requests R1 to H and G, respectively. To ensure the k degree

constraint, H sends R2 to F . When H receives a yes reply from F it replies yes to H and

colors itself black.
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Table 1: Spanning tree partition (STP) Algorithm

Partition Procedure (int k)
begin
Each black or gray node does:
repeat
δ = Number of its black neighbors;
if (δ < k) then
Send a request R1 to a white neighbor x;

if reply from x is yes then
Color x black, δ = δ+1;

until δ = k or no neighbor is white;

Each black or gray node does:
On receiving a request R2 from a white neighbor:
if δ > k then Reply yes; else Reply no;

Each white node does:
On receiving a request from a black or gray neighbor y:
δ = Number of its black neighbors;
if (δ < k) then
Broadcast requests R2 to all its black neighbors except y;
if all replies are yes then
Reply y with yes; Broadcast all its one hop neighbors’ δs;

else Reply y with no;
else Reply y with no;

end

The STP Algorithm
begin
Given a connected graph and k;
Color all nodes white;
Color base stations black;
repeat

Call Partition procedure(k);
Color all black nodes gray;

until no node is white;
end
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Figure 4.3: An example of constructing partitions by the STP algorithm. At this stage the
STP is forming layer 2.

In this algorithm each white node is only colored black once. When it is colored,

we only need to consider at most p one hop neighbors. Therefore, the time complexity

is O(pn), where n is the number of nodes in the network and p is the maximum node

degree. The STP algorithm efficiently partitions a network into overlapped low-density

layers. Each node only needs to communicate with its one hop neighbors. Each layer adopts

an independent radio channel to avoid packet collisions in the UAHD sensor network. The

STP algorithm is also scalable. It is easy to see that the number of layers only depends on

the network density rather than the size of the network, which makes the algorithm feasible

to be implemented in large cities. We conduct simulations to compare the performance

of the STP algorithm and the optimal algorithm. As will be seen in Section 4.4, the STP

algorithm not only has low complexity, but also achieves very close performance to that of

the optimal algorithm in various scenarios.
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4.3.2 Intersection-MAC Protocol

In Section 4.3.1 we proposed the STP algorithm to partition a sensor network. Due to

the special characteristics of the urban terrain, in this subsection we will modify the MAC

protocol at intersection sensors to further improve the overall network performance.

An intersection is a junction where several streets or avenues cross each other. In an

UAHD sensor network, packets are routed along streets. As a result, intersections naturally

become bottlenecks for forwarding. Fig. 4.4 shows an example of a city example of a city

intersection crossed by Streets X and Y in an urban area. Intersection sensor D is deployed

in the intersection. In Fig. 4.4 (a), the STP algorithm is partitioning the network with k = 3.

At this time intersection sensor D already has three neighbors E,F and G. Sensor C cannot

be assigned to layer 1, otherwise it violates the degree constraint. This is a typical problem

that particularly occurs in an UAHD sensor network. The urban terrain forces sensors on

streets to connect with sensors at the intersection. In our example, if there is no building

H that blocks the communication between B and C, we would not have this problem. C

is either linked to node D at layer 2 or makes a detour to bypass the entire building block.

Either way will reduce the power efficiency of the network.

The idea of intersection optimization is to let intersection sensors act as traffic con-

ductors that actively relay packets. For this purpose we locally increase the value of k at

intersection sensors and modify their MAC layer protocols. In the example of Fig. 4.4 (b)

we let k ≥ 4 so that C can be connected to intersection sensor D. To avoid packet colli-

sion and channel contention at intersection sensors, we modify their MAC layer protocol.

As discussed in Section 4.1, the widely used MAC layer protocol is the S-MAC which

locally manages sensor synchronization and lets them follow periodical sleep-listen sched-

ules [84]. In the S-MAC protocol, neighborhood sensors form virtual clusters to set up a
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common sleep schedule using RTS (request to send) and CTS (clear to send) packets. The

S-MAC is feasible to be implemented in traditional sensor networks and achieves good

performance. However, it has disadvantages for intersection sensors due to the following

reasons. First, in the S-MAC every packet must be acknowledged to prevent the receiving

node from losing packets during sleep. Second, sleep and listen periods are predetermined

and are constant in the S-MAC. An adaptive schedule that considers real-time traffic will

be more feasible for intersection sensors.

We propose the I-MAC (Intersection-MAC) protocol for intersection sensors and their

one hop neighbors. The I-MAC has two advantages. (i) Intersection sensors make their own

decisions on the receive/sleep schedule. The schedule is broadcast by intersection sensors

to all their one-hop neighbors. (ii) The I-MAC adopts an adaptive time division schedule.

Time slots are assigned to neighbors of intersection sensors. The length of the time slot and

the frequency of a neighbor are adaptive to the recent traffic. An intersection sensor keeps a

small table to record the frequency of the packet traffic of its neighbors. The neighbors that

recently have more packets to send are dynamically allocated more time slots. This way

intersection sensors act more like traffic conductors that actively schedule sensors located

at intersections. Since in UAHD sensor networks sensors are less likely to be mobile,

keeping track of recent packet traffic of neighbors is feasible for intersection sensors. Note

that the I-MAC is only implemented for MAC layer communications between intersection

sensors and their one hop neighbors. The S-MAC is still adopted in the rest of the network.

Fig. 4.5 gives an example that explains how the protocol works. It shows the MAC layer

communication among an intersection sensor I and its two neighbors A and B. In the

first phase P0, I sends a beacon to synchronize its neighbors. (P1 is the phase to provide

emergency service to urgent packets, and we will discuss its details in Section 4.3.3.) Then
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Figure 4.5: An example of the I-MAC protocol. It shows the MAC layer communication
among an intersection sensor I and its two neighbors A and B, where CS and SYNC stand
for Carrier Sensing and Synchronization, respectively. The details of Urban Emergency
Service time slot (P1) will be illustrated in Fig. 4.6.

a sleep/listen schedule is made by I and broadcast to A and B. To ensure the reception at A

and B, I needs acknowledges from all neighbors. In the following phases P4,P5, . . . ,Pi−1,

neighbor sensors A and B transmit or receive packets in the time slots allocated to them and

turn to the sleep mode for the rest of the time. A sensor needs to turn on its radio transceiver

even it has no packet to send or receive. Node I keeps a record of packet transmission rates

of all its neighbors. If A has a higher packet transmission rate than B, A will be allocated

more time slots in the next sleep/listen schedule. In phase Pi a new schedule is generated

according to the observations of recent packet traffic and is broadcast to A and B.

4.3.3 Differentiated Services for Urban Emergencies

Urban emergencies are urgent events, accidents, terrorism attacks, disasters or occur-

rences that unexpectedly happen in an urban area and demand immediate actions. Detect-

ing and reporting emergencies within a short response time is very important for UAHD
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sensor networks. When detecting emergencies, sensor nodes send packets that contain the

emergency type, location information, time stamp and sensed physical values such as tem-

perature or humidity. Packets routed in an UAHD network are given different priorities

according to how urgent they are. The more urgent an emergency is, the higher priority its

packets have, therefore the quicker they should be delivered than packets that have a lower

priority. For example, packets transmitted from a building that is vulnerable to collapse

will take precedent over other low priority packets.

The method to classify the priorities of packets and provide different delivery services

is referred to as a differentiated service algorithm [89]. Several differentiated service algo-

rithms have been proposed in [87, 88]. Most of the algorithms rely on a centralized control

and are not quite suitable for large scale networks like UAHD networks. In this subsec-

tion we propose an Urban Emergency Service (UES) algorithm to provide differentiated

services in UAHD networks. UES algorithm assigns each packet a priority q (1≤ q≤ m),

where m indicates the most urgent emergency. Let r (1 < r ≤m) be a pre-defined constant.

Without loss of generality, we define packets that have priorities no less than r as high

priority packets. UES algorithm adopts two methods to provide differentiated services. (i)

UES maintains a priority queue at each sensor node. Received packets are sorted in the

queue in a descending order. Packets are transmitted in the order of their priorities. (ii) To

avoid packets delay at intersections, UES algorithm lets the I-MAC algorithm periodically

allocate Urban Emergency Service (UES) time slots. As shown in Fig. 4.5, an UES time

slot is inserted as P1. During P1, high priority packets with priority q ≥ r are transmitted.

Lower priority packets with q < r (in the example of Fig. 4.5, they are P4 and P5) can be

transmitted during the regular time slots later.

Fig. 4.6 gives an example of differentiated services between an intersection sensor I
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and its two neighbors A and B, where t is a constant time that is used by intersection sen-

sors to manage an UES time slot. As can be seen, during the emergency service time slot

P1a, . . . ,P1d , nodes A and B have two and three high priority packets to transmit, respec-

tively. Each node backs off a random time and senses the carrier. In P1b slot, node A begins

to transmit all its high priority packets. When A finishes, B finds the carrier is available

and transmits its packets in P1c. In P1d node I detects the carrier has been free for t time

and completes the emergency service time slot. Note that UES time slots are periodically

inserted so that high priority packets always have a chance to take precedent over lower

priority packets. We conduct simulations to evaluate the performance of our differenti-

ated service algorithm. The results in the next section demonstrate that UES algorithm can

provide priority-based services in UAHD sensor networks.
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4.4 Performance Evaluations

In this section we evaluate the performance of CLPAS scheme in terms of partition size,

number of subnetwork layers, network lifetime, data throughput and emergency response

time. In subsection 4.4.1 we give the details of how we set up our simulations. In subsec-

tion 4.4.2 we compare the performance of Spanning Tree Partition (STP) algorithm with

the optimal algorithm in terms of the number of nodes in a partition and the total number

of subnetwork layers after partition. Subsection 4.4.3 evaluates the network-wide perfor-

mance of CLPAS scheme in the scenarios of broadcasting, unicasting and data collecting.

Finally in subsection 4.4.4, we study the performance of differentiated services provided

by Urban Emergency Service (UES) algorithm.

4.4.1 Simulation Setup

To realistically evaluate the performance of CLPAS scheme for UAHD sensor networks,

we setup the simulations for Times Square area in New York City. Fig. 4.7 gives the

simulation area shown on the Manhattan map, enclosed by the blue contour. This area

extends north from the 37th street to the 43rd street, and extends east from the 7th avenue

and Broadway to the 5th avenue. It covers an area of about 1,023,750 ft2. There are two

reasons why we adopt this area for our simulations. (i) New York City is a metropolitan city

that are prone to all types of attacks, accidents and disasters. Simulating CLPAS scheme

in this city can directly reflect the performance of our approach in an actual major city.

(ii) Times Square is a typical urban area in New York City. This is not only due to its

importance in economy and politics, but also because of its special urban terrain. This

area consists of 17 blocks, 26 intersections, an open area (the Bryant Park) and roughly 33

buildings. All these urban features impose a great challenge to a sensor network scheduling

106



Figure 4.7: The simulation area shown on the Manhattan map, enclosed by the blue contour.

scheme.

We scale the area into a 160 × 180 simulation area. Fig. 4.8 shows its top view with

300 sensor nodes randomly deployed. A base station is located in the Bryant Park. In the

following simulations, broadcasting, data collecting and unicasting mean that packets are

sent from the base station to all sensors, sensors relay packets to the base station and one

sensor sends packets to another sensor in this network, respectively.

4.4.2 STP Performance

In this subsection we compare the performance of the STP algorithm with the optimal

algorithm. We consider two performance metrics: partition size and number of subnetwork

layers.

Partition Size. Given urban area sensor networks with different number of sensor

nodes and transmission radii, we first compare the sizes of maximum partition of STP

algorithm and the optimal algorithm. Fig. 4.9 (a), (b) and (c) show the results with different

transmission radii. We can see that the longer the radius, the more one-hop neighbors a
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Figure 4.8: The times square area with 300 sensor nodes deployed.

sensor may have. The simulation results illustrate that the STP algorithm achieves very

close performance to that of the optimal algorithm. In the worst case, the subnetwork

partitioned by the STP algorithm has at most 5 more nodes than that partitioned by the

optimal algorithm.

Number of Layers. In partitioning an UAHD network subject to the maximum node

degree constraint, the fewer number of layers an algorithm partitions, the better perfor-

mance it achieves. Fig. 4.10 compares the total number of layers after partitions by the two

approaches. We observe that for various network sizes with different densities, the number

of layers partitioned by the STP algorithm is at most one more layer than that of the optimal

algorithm.
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Figure 4.9: We compare the partition size of UAHD networks by STP algorithm and the
optimal algorithm. X axis shows the number of nodes in a network, Y axis is the network
maximum partition size. (a), (b) and (c) have a sensor transmission radius of 10, 13 and 15,
respectively.
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Figure 4.10: We compare the number of layers after partition in UAHD networks by STP
algorithm and optimal algorithm. X axis shows the number of nodes in a network, Y axis
shows how many layers after partition. (a) and (b) have a sensor transmission radius of 10
and 15, respectively.
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4.4.3 Network-wide Performance

In this subsection we evaluate the network-wide performance of the UAHD sensor net-

work with the CLPAS scheme. We consider three communication scenarios: broadcasting,

data collecting and unicasting. UAHD networks are partitioned by the STP algorithm. We

adopt the I-MAC at intersection sensors and the S-MAC at other sensors. For unicasting

we adopt the MFR and NFP as routing protocols. For broadcasting and data collecting

we choose flooding as the routing protocol. However, note that CLPAS is not restricted to

these routing protocols. Other existing protocols can be easily implemented in our scheme.

Broadcasting. In broadcasting scenario, we evaluate the network performance in terms

of network lifetime and data throughput. Fig. 4.11 (a) and (b) show the network lifetimes

of different network sizes with a transmission radius of 10 and 15. We observe that by

adopting CLPAS, the network lifetime can be improved by up to 24%. This is because that

CLPAS reduces the packet collision and achieves higher power efficiency. We also observe

that, without adopting CLPAS, the longer the radius, the higher the network density, hence

the shorter the network lifetime due to packet collision. On the other hand, we can see that

a higher density has less impact on CLPAS, because it can efficiently partition the network

and thus avoid collisions among sensors in high density areas. In our simulations, the

base station keeps broadcasting packets. We measure the number of packets successfully

received by sensors. As the network lifetime increases the data throughput also increases.

We can see from Fig. 4.12 that higher data throughput is also achieved by CLPAS scheme.

Data Collecting. In data collecting, we let sensors randomly generate and propagate

packets to the base station. At the beginning, the base station broadcasts a short packet to

setup the data collecting path. Fig. 4.13 shows the network lifetimes for various network

sizes and transmission radii. We observe that the total network lifetime of data collecting
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Figure 4.11: Network lifetimes in broadcasting scenario. In both (a) and (b): Columns A,
C and E show the lifetimes of networks with sizes of 100, 200 and 300 nodes, respectively,
with CLPAS scheme. Columns B, D and F show the lifetimes of networks with sizes of
100, 200 and 300 nodes, respectively, without CLPAS scheme. (a) and (b) stand for a
transmission radius of 10 and 15, respectively.

0

500

1000

1500

2000

2500

3000

3500

4000

4500

D
at

a 
T

hr
ou

gh
pu

t (
pa

ck
et

)

A 

B 

C 

D 

E 

F 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

D
at

a 
T

hr
ou

gh
pu

t (
pa

ck
et

s)

A 

B 

C 

D 

E 

F 

(a) Radius= 10 (b) Radius= 15

Figure 4.12: Data throughput in broadcasting scenario. In both (a) and (b): Columns A, C
and E show the data throughput of networks with sizes of 100, 200 and 300 nodes, respec-
tively, with CLPAS scheme. Columns B, D and F show the data throughput of networks
with sizes of 100, 200 and 300 nodes, respectively, without CLPAS scheme. (a) and (b)
stand for a transmission radius of 10 and 15, respectively.
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Figure 4.13: Network lifetimes in data collecting scenario. In both (a) and (b): Columns A,
C and E show the lifetimes of networks with sizes of 100, 200 and 300 nodes, respectively,
with CLPAS scheme. Columns B, D and F show the lifetimes of networks with sizes of
100, 200 and 300 nodes, respectively, without CLPAS scheme. (a) and (b) stand for a
transmission radius of 10 and 15, respectively.

is prolonged by up to 29%, due to the reduced packet collisions by CLPAS.

Unicasting. In unicasting, we adopt two traditional protocols MFR and NFP as the

routing protocols. We let sensors randomly send packets to destination sensors through

multi-hop relay. We evaluate the improvement of network lifetimes by CLPAS scheme.

Fig. 4.14 (a) and (b) adopt MFR and NFP, respectively. We can see that CLPAS improves

network lifetime by up to 23%. We can also observe that the lifetime achieved in Fig. 4.14

(a) is longer than that in (b), which is due to the nature of MFR and NFP protocols.

4.4.4 UES Performance

In this subsection we evaluate the performance of UES algorithm in UAHD sensor net-

works. We compare the average packet response time (rs) of routing connections with

different priorities. There are three different priority levels: high, middle and low in our

simulations. Emergent events occur randomly. Sensor nodes choose their priorities accord-

ing to the emergent event they sense, and they encapsulate the priority information into
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Figure 4.14: Network lifetimes in unicasting scenario. In both (a) and (b): Columns A, C
and E show the lifetimes of networks without CLPAS scheme. Columns B, D and F show
the lifetimes with CLPAS scheme. (a) and (b) adopt MFR and NFP protocols, respectively.
The number of sensors in networks are marked at X axis.

the header of each packet. The rs is calculated as the length of the time period between a

packet is sent and the time the base station receives it. Fig. 4.15 (a) and (b) adopt MFR

and NFP routing protocols, respectively. To make comparisons we also conduct simula-

tions for networks with “no priority” packets and calculate their average rs. As can be seen

in Fig.4.15, high priority packets have shorter average rs than low priority packets, which

indicates that UES can provide differentiated services for high priority connections. We

also observe that rs decreases as the number of sensors increases in the network. This is

because that a larger number of sensors enables a routing protocol to set up direct routing

paths more easily to destination sensors, therefore reduces the response time.

4.5 Summaries

In this chapter we have proposed a cross-layer solution to provide power efficient schedul-

ing for Urban Area High Density (UAHD) sensor networks. we first discussed the unique
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Figure 4.15: Average response time of different priority packets in UAHD sensor networks.
(a) and (b) adopt MFR and NFP routing protocols, respectively. Packets are assigned with
three different priorities: High, Middle and Low.

characteristics of UAHD sensor networks and gave a method to reduce sensor density in

UAHD networks by partitioning a network into multi-layers of overlapped low-density

subnetworks. We introduced our CLPAS scheme to efficiently partition and schedule the

network. CLPAS contains three parts: the STP topology control algorithm, the I-MAC

MAC layer protocol and the UES differentiate service algorithm. We conducted simula-

tions to evaluate the performance of the scheme for Times Square area in New York City.

The results demonstrate that CLPAS scheme achieves good performance in terms of net-

work lifetime, data throughput, power efficiency and differentiated services.
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Chapter 5

Battery-Aware Hot Spot Covering for

WMN

This chapter presents the battery-aware hot spot covering algorithm for WMNs. As more

and more outdoor applications require long-lasting, high energy-efficient and continuously-

working WMNs with battery-powered mesh routers, it is important to maintain network

activities for a long lifetime with high energy efficiency. In this chapter, we introduce

a mathematical model on battery discharging duration and lifetime for WMNs. We also

present a battery lifetime optimization scheduling algorithm (BLOS) to maximize the life-

time of battery-powered mesh routers. Based on the BLOS algorithm, we further consider

the problem of using battery-powered routers to monitor or cover a few hot spots in the net-

work. We refer to this problem as the Spot Covering under BLOS Policy problem (SCBP).

We prove that the SCBP problem is NP-hard and give an approximation algorithm called

the Spanning Tree Scheduling (STS) to dynamically schedule mesh routers. he time com-

plexity of the STS algorithm is O(r) for a network with r mesh routers. Our simulation

results show that the STS algorithm can greatly improve the lifetime, data throughput and
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energy consumption efficiency of a WMN.

In this chapter we assume mesh routers are equipped with single radio transceiver. We

will discuss battery-awareness for multiple radio transceiver mesh routers in next chapter.

The rest of this chapter is organized as follows. In Section 5.1 we discuss some background

and related work to place our work in context. We study the mathematical battery model

for WMN in detail in Section 5.2. Section 5.3 presents the battery lifetime optimization

scheduling algorithm (BLOS) to maximize battery lifetime. We introduce the Spot Cover-

ing under BLOS Policy problem (SCBP) in Section 5.4, and prove its NP-hardness. Then

we give an approximation algorithm to schedule the network in Section 5.5. Finally, we

present our simulation results in Section 5.6, and concluding remarks in Section 5.7.

5.1 Related Work

Recently WMNs have emerged as a flexible, low-cost extension to the wired network

infrastructure [67, 68, 69]. A WMN is a hybrid network which consists of a mix of fixed

routers and mobile clients interconnected via access points [67, 27]. For example, in MIT’s

roofnet WMN [74], a neighborhood can easily build a community WMN by setting up

a few mesh routers with flexible mesh connectivities among houses to support distributed

storage, data access, and video streaming. The huge market demand on high-speed and low

cost wireless access services has greatly accelerated the development of WMNs. Among

the applications of WMNs, one of the most important applications is the outdoor WMNs.

Outdoor WMNs are usually setup in Disneyland, outdoor assemblages and stadiums to

reduce the cost of setting up Ethernet cables [68]. Outdoor WMNs are also set up to

provide connections in urban and country areas. For example, Google proposes to pro-

vide a free wireless Internet service for ubiquitous wireless connection in the urban area

116



of Mountain View, CA [72]. These mesh routers are deployed on street lamps, entrances

of buildings, avenue intersections, parks, squares and building tops. The mesh routers to-

gether with wireless mesh clients, such as personal wireless devices, form a high density

multi-functional urban area wireless communication system [69, 66]. On Long Island, New

York, a county-wide WMN is also planned to be deployed by the government in Suffolk

County in partnership with New York State Center of Excellence in Wireless and Infor-

mation Technology (CEWIT) located at Stony Brook University [73]. Since these outdoor

WMN applications use battery-powered mesh routers, efficient battery energy consumption

is critical in these networks.

In general, a WMN is composed of three components: access points (AP), mesh routers

and mesh clients [67, 71]. Fig.5.1 illustrates the architecture of a WMN. Unlike a tradi-

tional MANET, which is an isolated wireless network, the WMN architecture introduces

a hierarchy with wireless routers communicating between mesh clients and APs [69]. A

typical WMN usually has 30 to 100 mesh routers. The fixed APs are wired to connect to

the Internet to provide high-bandwidth connections to the Internet backbone. The meshing

among wireless routers and APs creates a wireless backhaul communication system [67].

The backhaul provides each mobile client with a limited number of entry points connected

to the Internet [67]. These entry points, along with the APs, are usually referred to as Hot

Spots. As the middle layer between the APs and mesh clients, mesh routers must cover

all these hot spots. Mesh clients have more varieties of devices compared to mesh routers.

These devices can be laptops, tablet PCs, PDAs, IP phones, RFID (Radio Frequency ID)

readers, BACnet (Building Automation and Control networks) controllers, and many other

types of widely used wireless devices.

Nowadays the batteries on most mesh routers can work for at most a few hours. As an
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example, the HotPort [70] series outdoor mesh router can continuously work for about two

hours on battery. On the other hand, most outdoor applications, such as Disneyland, require

a WMN with a fairly long lifetime. Improving battery performance in mesh routers can

greatly improve the overall network communication performance. Thus, carefully schedul-

ing and budgeting battery energy in WMNs has become an urgent and important issue in

WMN design.

5.2 Battery Model for Single Transceiver Mesh Router

In this section we first briefly analyze and compare existing battery models. Then we

introduce our battery model based on the scenario of epoch time discharging and recov-

ery. We also give a method to simplify the computation of discharging loss in the model.

Mathematical battery models were introduced in Chapter 2 and Chapter 3 for MANETs
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and WSNs, respectively. In those battery models the battery lifetime is divided into a se-

quence of discrete time slots with a fixed slot length. This model can effectively capture

the effect of battery discharging and recovery. However mesh router need a battery model

which considers optimizing the battery lifetime based on the relationships among the dis-

charging time, recovery time and overhead to switch the device from active to idle. In this

section, we give a battery model based on continuous epoch time discharging and recovery

for optimization in mesh router scheduling.

Consider the scenario where a battery is turned active for δi time, and then turned idle

for τi time (i = 1,2, . . .). The active-idle period is repeated until the battery dies. Note that

by turning a battery into idle, we let it “sleep” with very low current on it. During its idling

the battery recovers its over-charged capacity.

In our battery model, battery is discharged in each duration i with length δi, where δi

may not be equal to δ j if i 6= j. α is the initial battery capacity. A duration δi is called an

epoch. We use Ii, αi, α′i and ζi to denote the discharging current through the battery, the

battery capacity at the beginning of the ith epoch, the battery capacity at the end of the ith

epoch, and the discharging loss in the ith epoch, respectively. We use T to denote the entire

lifetime of the battery. An epoch δi is followed with a recovery period of length τi. Without

loss of generality, we assume that the discharging current I is a constant in a certain epoch.

The condition of a battery at the ith epoch is measured by its discharging loss at that

time. A high discharging loss indicates a “fatigue” battery which needs some recovery,

while a battery with low discharging loss is well recovered. Intuitively, an energy-efficient

scheduling algorithm should always choose routers with well recovered batteries. There-

fore, a good battery model should be able to calculate the discharging loss at any epoch.

The following analytical model can be used to compute the battery discharging loss
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at an epoch. The model that computes the energy dissipated by the battery during the ith

epoch [t, t +δi] is

αi−α′i = Ii×F(T, t, t +δi,β) (5.1)

where

F(T, t, t +δi,β) = δi +2
∞

∑
m=1

[
e−β2m2(T−(t+δi))− e−β2m2(T−t)

β2m2

]

This model can be interpreted as follows. The dissipated energy during the ith epoch is

α′i−αi in (5.1). It contains two components: The first term, Ii×δi, is simply the energy con-

sumed in the device during [t, t +δi]. The second term, 2Ii×∑∞
m=1

[
e−β2m2(T−(t+δi))−e−β2m2(T−t)

β2m2

]

is the amount of battery discharging loss in the epoch. It can be seen that the discharging

loss decreases as the lifetime T increases. Next we show how the model in (5.1) can be

used to calculate the discharging loss at a given epoch.

As defined earlier, ζi is consumed in the ith epoch and recovered in the next τi time.

Clearly,

ζi(t) = 2Ii×
∞

∑
m=1

[
e−β2m2(t−(t+δi))− e−β2m2(t−t)

β2m2

]
(5.2)

where ζi(t) is the residual discharging loss at time t. It should be mentioned that discharg-

ing loss ζi(t) is only a potential type of energy. For example, in Fig. 5.2, if the battery dies

at time t0, the battery permanently loses the energy ζi(t0).

As can be observed, the recovery of ζi(t) continues from t + δi to ∞. In practice, we

can simplify the computation of ζi as follows. Assume c is a fairly small constant, which

is the energy to transmit a packet. By observing (5.2), if ζi(τi) is less than c, we can ignore

the discharging loss after time t +δi +τi. Thus, after τi time of recovery, the battery can be
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considered to be well-recovered.

In summary, in this section we introduce a battery model based on the δ epoch time

discharging and τ time recovery scenario. We also give a method to simplify the computa-

tion of discharging loss ζ. Next we will apply this model to battery lifetime optimization

in WMNs.

5.3 Battery Lifetime Optimization Scheduling (BLOS)

As discussed earlier, given a battery with initial capacity α discharged under current

I from 0 to δ1, the battery capacity drops nonlinearly during time [0,δ1], and afterward it

gradually recovers the capacity to the value of α− I×δ1−ζ(t), where ζ(t) is the discharg-

ing loss at time δ1 + t. By periodically recovering the battery, we can reduce ζ(t), and

in turn prolong the battery lifetime. Fig. 5.3 gives an example that shows the simulated

lifetime prolonged by considering the battery recovery. In this case we assume the battery

capacity is α = 4.5× 104mAmin and β = 0.4, which are typical values of a chemical bat-

tery [10]. The discharging current is Id = 900mA. Under the greedy mode, the battery is

continuously discharged until the battery dies. The total lifetime is 116 minutes. In the

battery-aware mode, the battery is discharged in each epoch, and recovered in the next

recovery period. The total working time is increased by 14.7%.

Now given a battery, in order to optimize the battery lifetime we need to determine

when an epoch should start and how long the epoch should last. We adopt an iterative way

to find an optimal scheduling policy for battery-powered mesh routers.

First consider a battery being discharged in [t, t +δi]. After that period it takes τi to fully

recover the discharging loss. From (5.2) we know the length of recovery time τi depends

only on δi for given α, I and β. Therefore, there is a function to calculate τi, and we call it
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GetTau. That is,

τi = GetTau(α, I,β,δi)

Under the greedy mode, where the battery is continuously discharged under current I until

it dies, we define the total lifetime function as

Li f etime(α,β, I)

This lifetime function can be easily obtained from (5.1). Now let’s consider the battery

discharging behavior. Our goal is to maximize the total battery discharging time. We

assume that the mesh router is turned active n times. Let δi be the length of the ith active

time, 1 ≤ i≤ n. The problem can be formulated as: Given an initial battery capacity, how

to choose the lengths of δ1, δ2, . . . , δn such that the battery has the longest working time.

In mathematical terms, let T i = ∑n
j=i δ j. A policy P is defined as a schedule for a

router. P describes the lengths of time δ1,τ1,δ2,τ2, . . . until the battery is used up. An

optimal policy is a policy by which T 1 = ∑n
i=1 δi is maximized. Let αi be the residual

charge at the beginning of the ith active time. T i depends on αi and the policy P. Given αi,

let T i under the optimal policy be

T i = Pi(αi) (5.3)

Then what we need to find is P1(α1).

Suppose that Pi(αi) has been found, that is, for any given αi, we know the optimal

lengths of δi, δi+1, . . ., δn such that T i is maximized. Now we want to find Pi−1(αi−1).
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Define the overhead to switch between active and idle is ε. Note that

T i−1 = δi−1 +T i (5.4)

Also note that if αi−1, δi−1 and τi−1 are given, αi is determined and can be written as

αi = f (αi−1, I,δi−1,τi−1)− ε (5.5)

where function f (αx, I,δx,τx) describes the residual battery energy after being discharged

for δx time under current I and being recovered for τx time.

In this case T i−1 can be maximized by adopting the optimal policy for the T i we have

already found. From (5.4), (5.3) and (5.5), we obtain the maximum value of T i−1

T i−1 = δi−1 +Pi( f (αi−1, I,δi−1,τi−1)− ε) (5.6)

Note that (5.6) is only a function of αi−1 and δi−1. By varying δi−1, the maximum value of

T i−1 under a given αi−1 can be found, which is the Pi−1(αi−1) we want to find. In practice,

we can increase δi by a constant δ step by step. Since after each τi time recovery, the battery

is well-recovered, function f has a very simple form

αi = f (αi−1, I,δi−1,τi−1) = αi−1− I ∗δi−1

Now we are in the position to describe the Battery Lifetime Optimization Scheduling

(BLOS) algorithm. As defined earlier, n is the number of epochs during the lifetime of a

battery. Clearly, T 1 is not maximized when n = 1, because this is the greedy mode. As n

increases, the battery periodically gets recovery, hence T 1 is also increased. However, this
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increasing is not monotonic because the accumulation of overhead ε also increases. The

accumulated overhead in turn reduces T 1. Therefore, there must exist an n such that T 1

obtains its maximum value. The BLOS algorithm is used to find the optimum T 1. The

algorithm can be described as follows. Initially, we let n = 1, and calculate the optimum

policy for the given n. Each step we increase n by 1, and calculate the new policy for this

n until there is an optimum T 1 with a peak value.

The BLOS algorithm employs an iterative approach to finding P1(α1) for a given n. We

call it GetBlos. Table 1 gives the details of the GetBlos procedure. At the beginning, we

find Pn(αn). In the subsequent steps, Pi(αi) can be determined according to the results of

Pi+1(αi+1). This way we can finally find P1(α1). Since in the last active time the battery

works until exhausted and there is no policy involved, it can be simply obtained from the

battery model.

Finally, we give the complete BLOS algorithm based on procedures GetBlos, GetTau

and Li f etime. Table 2 describes the algorithm in pseudo-codes. From n = 1,2, . . ., pro-

cedure GetBlos is called to calculate the optimal lifetime T 1 for the given n, then n is

increased until a peak value of T 1 is obtained. The policy P at this n is the optimal policy

we want. Finally we can use GetTau function to specify each τi for δi, to ensure the battery

is well recovered after δi time discharging.

5.4 Hot Spot Covering Under BLOS Policy

In Section 5.3 we gave an optimal scheduling algorithm to maximize the lifetime of

mesh routers. In this section we consider the problem of using battery-powered mesh

routers to monitor or cover hot spots. Our goal is to let mesh routers all follow the optimal

battery active-idle policy, while keeping all hot spots covered for as long as possible. We
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Table 1: Finding optimal policy P for a given n

Procedure GetBlos (α, i)
begin

if (i = n)
begin

δn = lifetime(α,β, I);
return δn;

end
else

begin
T = 0;
for j = 1 to b α

I×δ
c

begin
calculate δi+1,δi+2, . . . ,δn

by calling GetBlos (α− j×δ× I− ε, i+1);
Ti = ∑n

k=i+1 δk + j×δ;
if T < Ti then T = Ti;

end
return T ;

end
end

Table 2: Battery lifetime optimization scheduling (BLOS)

Procedure BLOS
begin

n = 0;
T = 0, T 1 = 0;
repeat

T = T 1;
n = n+1;
calculate T 1 by calling GetBlos(α,n);

until T 1 < T ;
calculate τi by calling GetTau(αi, I,β,δi),
for i = 1,2, . . . ,n;

end
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call this problem the Spot Covering under BLOS Policy problem, and refer to it as the SCBP

problem.

Like many other covering problems, the SCBP problem is NP-hard. In the following

we give a proof of it. We show that even in the simplest case in which the optimal policy is

to “use till exhausted,” the decision version of the SCBP problem is NP-hard.

The decision version of the SCOP problem can be formally written as follows. Given

a set of mesh routers and a set of spots, where each mesh router may cover several spots

and each spot may be covered by several mesh routers. If all mesh routers have the same

battery life T , does there exist a schedule by which all spots are covered in [0, t ′], where t ′

is a positive constant? Such a schedule is called a valid schedule. Note that since all mesh

routers, by the optimal policy, must work till the battery is exhausted after turned on, the

only thing we can control is when to turn on each mesh router.

Lemma 3 The decision version of the SCBP problem is equivalent to the Subset Partition

problem (SP).

Proof. First we give some properties of a valid schedule. Since all spots must be

covered at time 0, some mesh routers must have been turned on at time 0 and these routers

must collectively cover all spots. This can be seen without difficulty. Now suppose under a

valid schedule, a mesh router is turned on at time t where 0 < t < T . We can safely delay

the turn on time of this router to T , since all spots that it covers must be covered during

[t,T ] by the mesh routers turned on at time 0, and all spots it covers during [T,T + t] are

still covered by itself. As a result of this fact, if there is a valid schedule, there will be a

valid schedule by which all mesh routers are turned on at times which are multiples of T .

Therefore, the problem reduces to partitioning the mesh routers into groups, where each
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group should collectively cover all spots and the number of groups multiplied by T must

be larger than t ′.

Thus the decision version of the SCBP problem is equivalent to the following problem,

which we call the Subset Partition problem (SP): Given a whole set (the spots) and some

subsets (the mesh routers), can the subsets be partitioned into k groups where each group

of subsets covers all the elements in the whole set?

Now we have proved that the SCBP problem is equivalent to the SP problem. Next we

show that the SP problem is NP-hard, and as a result, the SCBP problem is NP-hard.

Lemma 4 The SP problem is NP-hard.

Proof. Consider the Vertex Covering problem which is known to be NP-hard [76, 75]:

Given a graph and k colors, can each vertex be given a color such that no adjacent vertices

have the same color? The SP problem can be shown to be NP-hard as follows.

Given any instance of the VC problem G, construct an instance of the SP problem in 3

steps.

1. For each edge Ei in G, create an element called ei.

2. For each vertex Va in G, create a subset called Sa. Subset Sa contains element ei if Va is

incident to Ei in G. Note that at this time each element is in exactly 2 subsets, i.e.,

covered by two subsets.

3. Then for each ei, create k− 2 identical subsets si
1, si

2, . . ., si
k−2, where each of these

subsets contains only one element which is ei.

Note that now each element is covered by exactly k subsets. If all the subsets we

have created can be partitioned into k groups where each group collectively covers all the
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elements, the subsets covering the same element must belong to different groups. Give

color C j to vertex Va if subset Sa is in the jth group in the partition. Apparently, two

vertices Va and Vb will be given different colors if they are adjacent to each other in graph

G. As a result, the partition determines a k-coloring in the VC instance.
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Figure 5.4: An example to show the SP instance for a graph G. (a) Graph G. (b) SP instance
for (a).

As an example, the SP instance for the graph shown in Fig. 5.4(a) is given in Fig.

5.4(b). Letting k = 3, the subsets in the SP instance can be partitioned into 3 groups where

subsets in the same group are shown in the same color:
{

S1,S5,s4
1,s

5
1
}

,
{

S2,S3,s3
1,s

7
1
}

and
{

S4,s1
1,s

2
1,s

6
1
}

. It determines a valid 3-coloring in the VC instance, as shown in Fig. 5.4(a).

Theorem 5 The SCBP problem is NP-hard.

Proof. Given the proofs of Lemma 3 and Lemma 4, we can draw the conclusion that the

SCBP problem is NP-hard.

Since no optimal SCBP decision can be made in polynomial time, in the next section,

we will give an approximation algorithm for the SCBP problem under BLOS scheduling.
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5.5 Spanning Tree Mesh Router Scheduling under BLOS

Policy

In this section we present an approximation algorithm to ensure wireless mesh routers to

cover hot spots under BLOS policy. The key idea of our algorithm is to construct a spanning

tree in the WMN to ensure all spots to be covered. The spanning tree is reconstructed

periodically according to the BLOS policy. A new tree is constructed to recover the mesh

routers in the old tree. We refer to this algorithm as the Spanning Tree Scheduling (STS).

We assume that there are r mesh routers in the network. The STS algorithm consists of

two steps. First, each mesh router computes its optimal policy by BLOS. Then a spanning

tree is constructed from all spots to be covered. m1,m2, . . . ,ms are the s nodes selected in

this tree. They are turned to active for δ1 time, where δ1 = min{δm1
1 ,δm2

1 , . . . ,δms
1 }. All

other nodes are turned into idle during this time. After δ1 time, a new tree is reconstructed.

The STS algorithm turns all nodes not on the spanning tree into idle for recovery. To avoid

a router being selected again in the next round, STS gives a weight to each of them. When

we select spanning tree nodes, a node with lower weight has higher priority. Table 3 gives

the STS algorithm in detail. For a network with r mesh routers, it is easy to see that the

time complexity to construct a spanning tree is O(r). In order to verify whether a spanning

tree is constructed in the STS algorithm, we let each node broadcast a short packet via

the selected routers. Such overhead is very minor considering the number of mesh routers

is fairly small (30− 100), and the radius of a router is fairly long (300 feet) in a WMN

[67, 68]. Fig. 5.5 gives an example of how the STS algorithm works.
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Figure 5.5: An example to show one step of constructing a spanning tree under the STS
algorithm. A,B and C are the hot spots to be covered. Weight(R1) = 0, Weight(R3) = 0,
Weight(R4) = 10, Weight(R5) = 20, and Weight(R6) = 10. At this step, R1,R3 and R6 are
selected based on their weights.

5.6 Performance Evaluations

In this section we evaluate the performance of the STS algorithm under BLOS through

simulations. The simulation consists of two parts: stand-alone router performance (Section

5.6.1), and mesh network performance (Section 5.6.2). We evaluate the performance with

respect to router lifetime, data throughput, network lifetime and energy consumption.

5.6.1 Stand-Alone Router Performance

In this subsection we evaluate the lifetime of a stand-alone mesh router under BLOS

policy. For comparison purpose we also simulated two other battery scheduling algorithms:

Greedy Scheduling (GS) and Fixed-Time Scheduling (FTS), on the same router battery. The

GS algorithm lets a battery discharged without recovery during its lifetime. The FTS algo-

rithm switches the battery between active and idle modes in simple fixed time slots. Our
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simulation results show that these two algorithms are much less energy-efficient than the

BLOS algorithm. To further strengthen our conclusion, we also evaluated battery lifetime

performance for different batteries with various initial capacity α, chemical parameter β

and discharging current I. Fig. 5.6 gives the simulation results. From the figure, we can

observe that by putting router batteries in recovery, both BLOS and FTS improve battery

lifetime in all simulated cases compared to GS. We also observe that battery lifetime can

be prolonged by up to 21% under BLOS. This is because that BLOS carefully calculates

the discharging loss to find the optimal policy. Now let’s consider the effects of battery

capacity α, chemical parameter β and discharging current I. First, a larger battery capacity

usually leads to a longer lifetime. Battery in Fig. 5.6 (b) has the same β and I but larger

battery capacity than that in Fig. 5.6 (a). Therefore BLOS achieves longer lifetime in Fig.

5.6 (b) than in Fig. 5.6 (a). Second, the battery in Fig. 5.6 (c) has the same battery capacity

and I but a larger β value than that in Fig. 5.6 (a). A larger β value has less discharging loss

for BLOS to improve. We can see that, compared to GS, the rate of lifetime improvement

by BLOS in Fig. 5.6 (c) is lower compared to that in Fig. 5.6 (a). Finally, the battery in Fig.

5.6 (d) has the same battery capacity and β but higher I than that in Fig. 5.6 (a). According

to the battery model, the higher current I, the more discharging loss. Our simulations verify

this. Compared to GS, BLOS has longer lifetime in Fig. 5.6 (d) than in Fig. 5.6 (a).

5.6.2 Network Performance

In this subsection we evaluate the performance of the STS algorithm under BLOS in

WMNs. We consider the number of alive nodes, network lifetime, energy dissipation and

data throughput in the simulation. We assume that the WMN is setup in a 150×150 field.

Wireless mesh routers and hot spots are randomly distributed in the field. Fig. 5.7 shows
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Figure 5.6: Simulated lifetime under BLOS, Greedy Scheduling and Fixed-Time Schedul-
ing for various α, β, and I. (a) α = 4.5×104mAmin, β = 0.4, I = 900mA, ε = 100mAmin;
(b) α = 5× 104mAmin, β = 0.4, I = 900mA, ε = 100mAmin; (c) α = 4.5× 104mAmin,
β = 0.5, I = 900mA, ε = 100mAmin; (d) α = 4.5× 104mAmin, β = 0.4, I = 1300mA,
ε = 100mAmin.

an example network with 50 routers and 15 hot spots.

In our simulation we consider several possible WMNs with different numbers of mesh

routers and hot spots. To model real-world applications, we also evaluate our algorithm

for heterogeneous WMNs, that is, networks with mesh routers having various initial bat-

tery capacity α and various β. This may be the case when a WMN is implemented using

mesh routers of different brands. The routers from different companies come with very

different α and β values. For comparison purpose we implemented two approaches: (i)

Greedy Scheduling mode (GS), where all routers are continuously discharged; (ii) Greedy
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Figure 5.7: An example of a WMN with 50 mesh routers and 15 hot spots distributed.

Spanning Tree mode (GST), where a spanning tree is constructed without considering their

battery status. After at least one router in the spanning tree exhausts its energy, a new span-

ning tree is constructed by alive routers. We evaluated the performance in terms of alive

routers, energy dissipation and data throughput.

Network Lifetime. We first consider the number of alive routers during the network

lifetime. Since the BLOS algorithm enables mesh routers to use up battery energy gradu-

ally, there should be more alive routers. It should be pointed out that the lifetime of a WMN

is different from that of a stand-alone router. The lifetime of a stand-alone router is cal-

culated as the total time of its power-on epochs. For example, in Fig. 5.3 the stand-alone

router battery lifetime is 116 minutes. Its recovery time does not count for its lifetime.

However, in a WMN, mesh routers cooperate with each other for routing: when a few

routers are in recovery, the entire network is still working. In the example of Fig. 5.3, if

given a sufficiently large number of routers in the network, the total network lifetime could

be at least 262 minutes. In this way the total network lifetime can be greatly improved. The
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decreasing of the number of alive nodes is shown in Fig. 5.8 for various numbers of routers

and hot spots, and α and β values. Fig. 5.8 (a) evaluates two networks with different initial

number of routers: network A consists of 50 routers and 15 hot spots, and network B con-

sists of 100 routers and 40 hot spots. The routers in both networks have identical batteries

with α = 4.5× 104mAmin and β = 0.4. We observe that STS increases network lifetime

for both networks due to its battery-aware scheduling policy. As the number of routers in

network B is larger than that in network A, the lifetime of network B is generally longer

than that of A. However, although the number of routers in A is only a half of that in B,

STS in network A achieves 89.2% of the lifetime of network B, which is longer than the

half of lifetime of network B. This is because that as the number of routers increases, the

overheads of network routing, such as transmission failures, path contentions and packet

collisions, also increase. Thus the lifetime improvement is not linearly propositional to

the increase of the number of routers. Fig. 5.8 (b) evaluates two networks with the same

number of initial routers and APs. Batteries of routers in the two networks, however, have

various α and β values. Network A has identical routers with α = 4.5× 104mAmin and

β = 0.4. Network B has router batteries with α ∈ [0,4.5× 104]mAmin and β ∈ [0,0.4].

We first observe that, since the battery-aware scheduling is sensitive to battery status, the

decrease in the number of nodes under the STS is slower in both networks. We also note

that the improvement rate by STS in network A is higher than that in network B, due to

larger battery capacities.

Network Data Throughput. In this simulation, we study the effects of different bat-

tery capacities (α) and different battery parameters (β) on network data throughput. We

first consider the effects of battery capacity α. We compare two networks, A and B, each

containing 50 mesh routers. The routers in the two networks are equipped with batteries
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Figure 5.8: Number of alive nodes in the WMN. (a) Simulation results for various numbers
of routers and hot spots. Network A has 50 routers and 15 hot spots; Network B has 100
routers and 40 hot spots. (b) Simulation results for various α and β values. Network A has
identical routers with α = 4.5×104mAmin and β = 0.4; Network B is heterogeneous with
α ∈ [0,4.5×104]mAmin and β ∈ [0,0.4].

with large capacity α = 4.5×104mAmin and small capacity α = 3.0×104mAmin, respec-

tively. They have the same β value of 0.5. We evaluate the number of packets successfully

routed through routers to APs. The results are plotted in Fig. 5.9 (a). We can see that

by adopting battery-awareness, both ST S and GST improve network data throughput with

up to 84.3% improvements compared to GS. We also observe that network A has higher

data throughput than network B under all three scheduling policies. This is because that

the larger router battery capacities of network A prolong network lifetime, which in turn

improves data throughput.

We then compare two networks, C and D, each containing 50 routers equipped with

batteries with large parameter β = 0.6 and small parameter β = 0.4, respectively. They

have the same α value of 4.5× 104mAmin. The results are shown in Fig. 5.9 (b). It is

interesting to observe that GS in both networks achieve almost equal lifetimes. This is
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because that GS does not consider battery-awareness, thus difference β values do not affect

battery lifetime under GS. ST S and GST , however, consider battery discharging loss to

improve data throughput. We can see that the smaller the β, the larger the discharging

loss. Thus, batteries with smaller β values give ST S and GST more room to improve

their lifetimes. The results of Fig. 5.9 (b) show that, compared to GS, data throughput

improvement by ST S is 90.3% in network D and 83.9% in network C.
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Figure 5.9: Effects of battery capacities (α) and different battery parameters (β) on network
data throughput. Networks A, B, C and D each contains 50 mesh routers and 15 APs. (a)
The routers in two networks, A and B, are equipped with batteries with large capacity
α = 4.5×104mAmin and small capacity α = 3.0×104mAmin, respectively. (b) Routers in
two networks, C and D, are equipped with batteries with large parameter β = 0.6 and small
parameter β = 0.4, respectively.

Energy Dissipation. We evaluated the network with various number of heterogeneous

routers. Fig. 5.10 shows the energy distribution of the routers in the middle of network

transmission (at the 60thmin). The X and Y axes show the geographic positions of routers

in the network. The Z axis stands for the residual battery energy of routers. It can be seen

that by adopting STS, routers can preserve higher battery energy.
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Figure 5.10: Energy dissipation at the 60th minute. (a) 50 routers, STS algorithm; (b) 50
routers, GST algorithm; (c) 100 routers, STS algorithm; (d) 100 routers, GST algorithm;
Mesh routers are heterogeneous with random α and β values.

5.7 Summaries

In this chapter, we have considered energy-efficient scheduling in WMNs for hot spot

covering. We have studied the relationships between discharging duration and battery life-

time, and introduced a battery lifetime optimization scheduling algorithm (BLOS) to max-

imize the lifetime of battery-powered mesh router. Based on the BLOS algorithm, we have

further considered the SCBP problem for monitoring or covering hot spots under BLOS al-

gorithm. We have proved that the SCBP problem is NP-hard, and given an approximation
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algorithm (STS) with time complexity of O(r) for a network with r mesh routers. Our sim-

ulation results show that the STS can greatly improve lifetime, data throughput and energy

consumption efficiency of WMNs.
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Table 3: Spanning tree scheduling algorithm (STS)

Procedure STS
begin

Initially each mesh router is assigned a weight;
τ = 0,h = 1;
Each mesh router computes its policy by BLOS;
repeat

Each hot spot is colored as a black node;
Each mesh router is colored as a white node;
while the spanning tree is not connected do
begin

Each black node k selects a white node i,
where Distance(i,k) <Radius(i),
and weight(i)=
min{weight( j)|distance( j,k) <Radius( j)};

i is colored black;
end
Obtain a spanning tree with s routers: m1,m2, . . . ,ms;
Mesh routers not in spanning tree are
turned idle for recovery;

This spanning tree works for
max{τ,min{δm1

h ,δm2
h , . . . ,δms

h }} time;
τ = max{τm1

h ,τm2
h , . . . ,τms

h };
Each node ml(l = 1 . . .s) does:

Weight(ml)=Weight(ml)+δweight ;
h = h+1;

until no spanning tree can be constructed;
end
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Chapter 6

Battery-Aware Router Scheduling for

MIMO WMN

This chapter presents battery-aware energy-efficient schemes for multiple input multi-

ple output mesh networks. Mesh routers are equipped with multiple radio transceivers that

can work simultaneously. This MIMO feature greatly improves data throughput of mesh

routers. In this chapter we first study the relationships between various MIMO transceiver

parameters and their battery parameters to give an energy model for MIMO transceivers.

We then present a multiple current battery model that can accurately describe battery be-

haviors with multiple current inputs. Based on these two models, we propose a battery-

aware MIMO WMN energy scheduling scheme. The scheme consists of two algorithms:

the coverage algorithm and the backhaul routing algorithm. The key idea of the coverage

algorithm is to let neighboring mesh routers collaboratively adjust their transceiver radii to

dynamically recover their over-discharged battery energy. The backhaul routing algorithm

adopts the multiple current battery model to calculate battery discharging loss at routers for

scheduling mesh backhaul routing. We conducted simulations to evaluate the performance
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of the proposed scheme. The results show that network lifetime can be improved by up to

10.3% and 16.1% for homogeneous and heterogeneous WMNs, respectively.

The rest of the chapter is organized as follows. In Section 6.1 we discuss the back-

ground and related work to place our work in context. Section 6.2 shows the battery-

awareness in radius scheduling on mesh router. In Section 6.3 we study the energy model

of mesh radio transceivers. We then present the multiple current battery model in detail

in Section 6.4. In Section 6.5 we give the battery-aware MIMO WMN energy schedul-

ing scheme to maximize the battery lifetime. Finally, we present the simulation results in

Section 6.6, and give concluding remarks in Section 6.7.

6.1 Related Work

Mesh routers equipped with multiple radio transceivers greatly improve data throughput

of WMNs[67]. A MIMO mesh router has at least two radios: coverage radio and backhaul

radio. A coverage radio is a transceiver that transmits packets between a mesh router and

mesh clients within its radio coverage. A coverage radio is typically an omnidirectional

transceiver [65], also known as an isotropic transceiver, that radiates and receives signals

equally in all directions. A backhaul radio is the transceiver that connects two mesh routers

or a mesh router and an AP. Often a mesh router has more than one backhaul radios. These

backhaul radios, together with the coverage radio, work simultaneously at a mesh router

with multiple packets going through different radio transceivers. A backhaul radio adopts a

directional transceiver [63, 64] to support the MIMO function. A directional transceiver has

two main advantages over an omnidirectional transceiver. First, a directional transceiver

makes the MIMO function of a mesh router possible. A mesh router can transmit different

packets to different neighbors at the same time. It causes less interference to mesh routers
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that are not in the direction of the transmission. Second, for a given transmission energy, a

directional transceiver can transmit packets over a longer distance in a particular direction

compared with an omnidirectional transceiver in an isotropic disk area. This is because that

a directional transceiver uses most of its energy in the direction of the transmission, while

an omnidirectional transceiver scatters signals in all directions.

In order to schedule the energy consumption of mesh router transceivers in a battery-

aware manner, we need an energy model that describes the relationship between the battery

parameters and radio transceiver parameters. To serve for this purpose, two models are

required. The first model is the energy model for energy dissipated by transceivers. Sev-

eral previous work, such as [63, 64], gave transceiver energy models that focus on signal

gain of a transceiver. In Section 6.3 we will present a transceiver model that describes the

relationship among battery current, signal gain and transceiver radius for both directional

and omnidirectional transceivers. The second model is the mathematical battery model

for MIMO mesh routers. Battery models that can capture the battery discharging behav-

ior have been developed in previous chapters. They achieve good performance, they are

not for MIMO mesh routers with multiple currents flowing through the router battery. In

Section 6.4 we will present a multiple current battery model that can calculate the battery

discharging loss based on multiple current inputs. Battery-aware schemes that adopt bat-

tery models to schedule network activities were given in chapter 2 and chapter 5. Chapter

2 proposes a battery-aware routing protocol to locally choose routing hops for MANETs.

Chapter 5 designs a spanning tree scheduling scheme to ensure battery-aware hot spot cov-

ering for WMNs. However, these protocols were designed based on a single transceiver at

each router, thus they are not suitable for MIMO WMNs with multiple transceivers at each

router. In Section 6.5 a battery-aware MIMO mesh network power scheduling (BAMPS)

144



scheme will be proposed to maximize the lifetime of MIMO WMNs.

6.2 Battery-Aware Transceiver Radius Scheduling

In this section we study the issue to achieve battery-awareness by dynamically schedul-

ing the radii of mesh radio transceivers. We let neighboring mesh routers collaboratively

adjust their transceiver radii and alternatively recover their battery. Fig. 6.1 gives an exam-

ple in one-dimension, where a network has two routers A and B and the distance between

them is L = 10m. Each router has a battery with 1.8×104mAmin capacity. A and B collab-

oratively cover mobile clients on the line between them. We let two routers alternatively

use radii R and r, (L = R + r and R 6= r), each for a period. As shown in Fig. 6.1(b), in

period 1, B uses a shorter radius and has a battery current lower than A, thus it recovers its

battery during period 1. In the next period, A adopts a shorter radius to recover its battery.

In this way A and B together can minimize the total battery discharging loss and maximize

their lifetime. Specifically, we depict the battery discharging loss for router A’s radius R in

Fig. 6.2(a).

We let A and B alternatively choose R and L− R as their radius for a period of 20

minutes. In this case, the maximum energy consumption occurs when A and B adopt an

equal radius 5m. This is because that none of the two routers have a chance to recover their

battery discharging loss in this schedule. Fig. 6.2(b) shows the total energy consumption

of A and B. We can see that in the example, the network achieves a minimum energy

dissipation by letting A and B alternatively adopt radii of 3m and 7m, respectively. Thus, the

battery-aware approach in Fig. 6.1(b) can prolong the lifetime by 11.1% than the approach

in Fig. 6.1(a). This example shows that we can effectively enhance network performance

by taking advantage of the battery behavior. In Section 6.5 we will study the scheduling
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Figure 6.1: Routers collaboratively recover their batteries by dynamically adjust the radii.
(a) Two mesh routers use the same radius 5m to cover mesh clients. (b) They alternatively
use radii 7m and 3m.

scheme in detail and extend it to two-dimension.

6.3 Energy Models of Mesh Router Radio Transceivers

In this section we study the transceiver energy model for both directional and omnidi-

rectional transceivers. The model describes the relationship among battery current, signal

gain and transceiver radius.

Fig. 6.3 shows a radiation pattern of a directional radio transceiver. The area of its

radiation is referred to as lobes which reach out from the center. The main lobe is the

direction of the maximum radiation or reception. In addition to the main lobe, there are

also side lobes and back lobes. These lobes represent the energy loss that a good transceiver

attempts to minimize. To measure the radiation of a main lobe, we use ~d = (θ,φ) to describe

its direction. φ (0 ≤ φ < 2π) is the angle orientation that is defined as the angle measured

counter-clockwise from the horizontal axis (0◦) to the antenna boresight. θ (0≤ θ < 2π) is

the lobe beamwidth. When θ is set to 360◦, the radio is an omnidirectional radio.
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Figure 6.2: Energy consumption vs. transceiver radii of router A in Fig. 6.1. (a) Battery
discharging loss of transceiver model. (b) By using battery recovery, minimum energy
consumption can be achieved as symbol O indicates.

When using a directional radio for transmitting or receiving, according to the Friss

Equation [66] the transmit and receive powers PT and PR are related to the transmit and

receive gains GT and GR as follows.

PR =
PT GT GR

Krλ (6.1)

where term K is a constant that accounts for transmit media such as atmospheric absorption,

r is the distance between the transmitter and the receiver, and λ is the path-loss index

(2 ≤ λ ≤ 4). We define the power density as the transmitter power per unit area [63].

Hence the transmit gain of a directional antenna with a particular direction ~d = (θ,φ) is

given as

GT = η
U(~d)
Uavg

(6.2)

where U(~d) is the power density in direction ~d, Uavg is the average power density over all
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Figure 6.3: Directional radio patten of a directional MIMO mesh router.

directions, and constant η is the efficiency of the antenna and accounts for energy losses.

The larger the beamwidth θ, the smaller the value of U(~d)/Uavg.

From (6.1) and (6.2) we obtain

PR =
ηU(~d)PT GR

KrλUavg
(6.3)

The electric current I of a transceiver and its power PT satisfy PT = I2×S, where constant

S is the resistance. Hence (6.3) can be written as

PR =
ηU(~d)SGR

KrλUavg
I2 (6.4)

Observing (6.4) we obtain

r =

(
KPR

ηSGR
×U(~d)

Uavg
I2

) 1
λ

(6.5)

Note that the receive gain GR and power PR are fixed. K,S,η and λ are constants based

on the device, atmospheric condition and communication media. It can be seen that given
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a specific beamwidth θ, U(~d)/Uavg is fixed, hence the electric current I of a transceiver

increases in the order of I
2
λ as transmit radius r increases. This energy model also indicates

that given a fixed r, the wider the beamwidth, the larger the I its battery obtains. For

omnidirectional radio transceivers, U(~d)/Uavg = 1. Their energy model can be written as

r =
(

KPR

ηSGR
× I2

) 1
λ

(6.6)

Thus, we have obtained the energy model for both directional and omnidirectional transceivers.

In the next section we will study the battery model for multiple current inputs.

6.4 Battery Model for Multiple Transceiver Mesh Router

Battery models have been designed in Chapter 2, Chapter 3 and Chapter 5 for MANET,

WSN and single transceiver WMN, respectively. The MIMO mesh routers need a battery

model that can work efficiently for multiple current inputs. In this section we present

the multiple current battery model (or MCBM for short) for mesh routers equipped with

multiple radio transceivers. We assume that a router has q transceivers each of which

contributes a current I j ( j = 1,2, . . . ,q) to the circuit. Each I j periodically turns down to

recover the battery. As depicted in Fig. 6.4(b), the battery lifetime is divided into durations.

Each duration contains a heavy load period and a recovery period. A heavy load period δi

is followed by a recovery period of length τi. Without loss of the generality, we assume that

a current I j rises to I j
i for δi time, and then turns to I j

i for τi time (i = 1,2, . . ., and I j
i > I j

i ).

Note that by turning a current I j to I j, we let battery recover its over-charged discharging

loss. Fig. 6.4 (a) illustrates the recovered capacity of discharging loss of period δ1. The

active-recovery period is repeated until the battery uses up its energy.
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In our battery model, the battery is discharged in each discharging period i with length

δi, where δi may not be equal to δ j if i 6= j. Each current I j in the ith heavy load period

consumes certain amount of energy. We use |α j
i | and ζ j

i to denote the battery capacity

consumed by current I j during the ith heavy load period and the discharging loss of current

I j in the ith heavy load period, respectively. We use T to denote the entire lifetime of the

battery.

The condition of a battery at the ith heavy load period is measured by its discharging

loss at that time. A high discharging loss indicates a “fatigue” battery which needs some

recovery, while a battery with low discharging loss is well recovered. Intuitively, an energy-

efficient scheduling scheme should always choose routers with well recovered batteries to

work with. Therefore, a good battery model should be able to calculate the discharging loss

for a given time.

The following analytical model can be used to compute the battery discharging loss.

Given t as the beginning time of the ith heavy load period, the energy dissipated by the

battery during the ith heavy load period [t, t +δi] is

|α j
i |= I j

i ×F(T, t, t +δi,β) (6.7)

where

F(T, t, t +δi,β) = δi +2
∞

∑
m=1

[
e−β2m2t − e−β2m2(t+δi)

β2m2

]

This model can be interpreted as follows. The dissipated energy during the ith heavy load

period is |α j
i | in (6.7). It contains two components: The first term, I j

i ×δi, is simply the en-

ergy consumed in the device during [t, t +δi]. The second term, 2I j
i ×∑∞

m=1

[
e−β2m2t−e−β2m2(t+δi)

β2m2

]

is the amount of battery discharging loss in this heavy load period. It can be seen that the
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discharging loss decreases as the lifetime T increases. β (> 0) is a constant, which is an

experimental chemical parameter and may vary from battery to battery. The larger the β,

the faster the battery diffusion rate, hence the less the discharging loss. Next we show how

the model in (6.7) can be used to calculate the discharging loss at a given heavy load period.

As defined earlier, ζ j
i is consumed in the ith heavy load period and recovered in the next

τi time. Clearly,

ζ j
i (t) = 2I j

i ×
∞

∑
m=1

[
e−β2m2(t+t)− e−β2m2(t+δi+t)

β2m2

]
(6.8)

where ζ j
i (t) is the residual discharging loss at time t.

As can be observed, the recovery of ζ j
i (t) continues from t + δi to ∞. In practice, we

can simplify the computation of ζ j
i as follows. Assume ε is a fairly small constant, which

is the energy to transmit a packet. By observing (6.8), if ζ j
i (τi) is less than ε, we can ignore

the discharging loss after time t +δi +τi. Thus, after τi time of recovery, the battery can be

considered to be well-recovered.

Given battery parameter β, heavy load time δi and t, we can pre-calculate ζ for various

possible current values and put them into a look up table. In the multiple current scenario,

when we need to measure how much discharging loss a mesh router has, we can look up ζ j
i

for all currents and sum them up to obtain the total discharging loss. Thus, based on the look

up table, the MCBM can provide an efficient approach for calculating battery discharging

loss for multiple current inputs. Next we will apply the model to battery lifetime scheduling

in wireless MIMO WMNs.
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Figure 6.5: BAMPS scheme for wireless mesh routers. (a) The coverage algorithm. (b)
The backhaul routing algorithm.

6.5 Battery-Aware MIMO WMN Scheduling

In Section 6.2, we demonstrated that by periodically changing transceiver radii ac-

cording to battery parameters we can effectively improve network performance in terms of

network lifetime and energy dissipation. In this section we study the mesh router schedul-

ing and present a battery-aware MIMO mesh network power scheduling (called BAMPS)

scheme. The BAMPS scheme consists of two parts: the coverage algorithm and the back-

haul routing algorithm for mesh client coverage and backhaul routing, respectively.

We first consider the coverage algorithm. Section 6.2 gave a scheduling approach for

router coverage in one-dimension. We now extend this approach to two-dimension. As-

sume that there are l mesh routers in the network and each router has at most n neighbors.

The idea of the coverage algorithm is that each mesh router periodically calculates its bat-

tery discharging loss according to the MCBM model, and broadcasts it to its one hop neigh-

bors. After obtaining all neighbors’ discharging loss values, a router calculates a feasible

radius according to the transceiver model and the router’s battery status. To ensure that the
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entire network area is covered, each router chooses the distance between itself and its far-

thest neighbor for the radius calculation. Fig. 6.5 shows an example network consisting of

routers A, B and C. In period 1, C adopts a short radius which leads to the battery recovery

for C. In the next period, A has the opportunity to recover its battery, and so on. Table 1

gives an outline of the coverage algorithm. This is a distributed algorithm, and each mesh

router only needs to communicate with at most n neighbors. Thus, the time complexity of

the algorithm is O(n).

We now consider the backhaul routing in which mesh backhaul nodes communicate

through directional radios. Whenever there is a need to transmit data packets to or from APs

and neighbor routers, a directional connection is set up from the sender to the receiver. The

idea of the backhaul routing algorithm is to relay data packets through different neighbors.

Thus it can recover batteries on those routers not currently in use. Since the data traffic

transmitted among mesh backhaul nodes is generally quite heavy, relaying data packets

through a specific router would soon use up its battery without letting it recover the over-

charged energy. Our backhaul routing algorithm lets the sender periodically poll the battery

status of its relay routers and assign the relay route on the best recovered routers. As

depicted in Fig. 6.5(b), sender A transmits data packets to B through C or D. A polls the

network for battery discharging loss. At the beginning, C has lower discharging loss than

D. Therefore in period 1, A chooses C as the relay node and leaves D for recovery, and

vise verse in period 2. Table 1 also gives an outline of the backhaul routing algorithm. The

algorithm is a centralized algorithm. In order to set up a route, a sender polls the network

once for battery statuses. Thus, it has time complexity O(l). Note that since a typical WMN

has only about 30 to 100 backhaul nodes [67], the O(l) time complexity is quite reasonable.
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Table 1: Battery-aware MIMO mesh network power scheduling (BAMPS) algorithm

Coverage Algorithm
repeat
A mesh router i does the following:

Calculates its discharging loss based on the MCBM model;
Broadcasts discharging loss to one hop neighbors;
Collects n packets from one hop neighbors;
Calculates its radius d between its farthest neighbor F ,

using F’s discharging loss;
Adopts d as the transceiver radius for δ time;
Adopts d−d as the transceiver radius for δ time,

where d is the distance between i and F ;
until Energy is used up.

Backhaul Routing Algorithm
A sender i does the following:
for each δ time do

Broadcasts a polling message to collect discharging loss ζ;
Generates a threshold th
repeat

Chooses the shortest route among nodes with ζ > th;
if cannot find the route then increases th;

until A route is found;
Transmits data along this route;

6.6 Performance Evaluations

We conducted simulations to evaluate the performance of the BAMPS scheme. We

assume that the WMN is set up in a 100× 100 field. Wireless mesh routers and access

points (AP) are randomly distributed in the field. APs, as portals of packets routing, are

connected to the Internet by cables. Mesh routers collaboratively cover mobile clients in

the 100×100 area. To simulate the scenario that mesh clients randomly move and transmit

packets to mesh routers, in our simulation we let mesh routers dynamically receive packets

from clients. These packets are routed to APs through other routers. The network lifetime

is defined as the duration between the network is set up and the moment when its mesh
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router layer can no longer cover the entire area. In our simulation we let BAMPS adjust

transceiver radii every δ = 30min. Two backhaul transceivers and one coverage transceiver

are implemented at each router.
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Figure 6.6: Lifetime improvement by BAMPS in homogeneous WMNs.

We consider two types of networks: homogeneous WMN and heterogeneous network.

A homogeneous WMN is a network in which mesh routers are equipped with the same

batteries. In our case, each battery has 1.8× 104mAhr capacity with β = 0.5. This is the

popular mesh router currently available on the market [70]. We measured the network life-

time for various sizes of networks: 30, 50 and 60 mesh routers, and the results are plotted

in Fig. 6.6. From the figure, we can observe that the network lifetime is improved by up to

10.3% when we implement the BAMPS scheme in homogeneous WMNs. This improve-

ment is due to the battery capacity recovered from two sources: (i) The coverage radio

is alternatively adjusting radii to recover batteries; (ii) Packets are routed through well-

recovered mesh backhaul nodes so that fatigue nodes can switch themselves into recovery
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status.

In some applications, a WMN may consist of mesh routers from different manufac-

turers. These different mesh routers with various battery capacities form a heterogeneous

WMN. A robust scheduling scheme, therefore, should also work in heterogeneous net-

works. Routers in a heterogeneous WMN usually are less energy-efficient, because some

of them may be manufactured a while ago. Therefore we set mesh routers in our simula-

tion with battery capacities ranging from 1.0× 104mAhr to 2.5× 104mAhr and β values

from 0.5 to 0.1. The simulation results are shown in Fig. 6.7. From the figure, we can

observe that the BAMPS scheme prolongs the lifetime of heterogeneous WMNs by up to

16.1%. This is because that a heterogeneous network consists of more routers with less

battery capacity that are prone to die soon. BAMPS prolongs lifetimes of these routers so

that they can remain in the network to maintain the network connectivity. Thus the lifetime

improvement of heterogeneous networks is larger. We also observe that the entire lifetime

of homogeneous networks is generally longer than that of heterogeneous networks. This is

due to the fact that homogeneous networks have mesh routers with higher battery efficiency

initially.

6.7 Summaries

In this chapter we have proposed a battery-aware scheme to schedule the MIMO mesh

routers. We first studied the unique features of the energy model for different MIMO mesh

transceivers. We then gave a multiple current battery model to describe the battery be-

havior for multiple transceiver inputs. Based on the energy model and the battery model,

we presented an approach to dynamically scheduling radii of mesh radio transceivers in

which neighboring routers can collaboratively adjust their transceivers radii to alternatively
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Figure 6.7: Lifetime improvement by BAMPS in heterogeneous WMNs.

recover batteries. We then gave the BAMPS scheme for network-wide mesh client cover-

age and backhaul routing. We have conducted simulations to evaluate the performance of

the BAMPS scheme. The results demonstrate that the BAMPS achieves up to 10.3% and

16.1% longer network lifetime for homogeneous and heterogeneous WMNs, respectively.
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Chapter 7

Battery-Aware Client Driven Scheduling

for WMN

This chapter presents a cross-layer client driven battery-aware (CDBA) scheduling

scheme to efficiently schedule mesh network coverage. CDBA scheme consists of two

parts: CDBA coverage algorithm and CDBA MAC algorithm. The key idea of CDBA cov-

erage algorithm is to let neighboring mesh routers collaboratively adjust their transceiver

radii based on positions of mesh clients. In this way routers are able to recover their over-

discharged battery power dynamically. This algorithm is a distributed algorithm with O(n)

time complexity where n is the maximum number of neighbors of a router in the network.

To further jointly improve system performance among layers, we design the CDBA MAC

algorithm to provide a seamless and fast service for handoff among mesh routers. We con-

duct simulations to evaluate the performance of the proposed CDBA scheme. The results

show that network lifetime and data throughput can be improved by up to 27.27% and

30.54% in WMNs, respectively.

The rest of the chapter is organized as follows. In Section 7.1 we discuss related work
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to place our work in context. Then we show that network performance can be greatly

improved by adopting client driven battery-aware scheduling in Section 7.2. We present

the client driven battery-aware (CDBA) scheduling scheme in Section 7.3. Finally, we

show simulation results in Section 7.4, and give concluding remarks in Section 7.5.

7.1 Related Work

It is vital to maintain the WMN coverage for a long lifetime with high energy efficiency.

Chapter 5 and Chapter 6 proposed mesh router driven, network layer scheduling schemes.

A spanning tree scheduling scheme to ensure battery-aware hot spot covering in WMNs

was designed in Chapter 5. A backhaul routing and router covering approach with di-

rectional antenna modulation and MIMO router scheduling was introduced in Chapter 6.

However, these protocols did not take client positions into the scheduling decision, thus are

not client driven.

In this chapter we will consider client driven, cross-layer battery-aware scheduling

scheme, for on the following reasons: First, in a WMN, packets are transmitted from mesh

clients to mesh routers through physical layer, MAC layer and routing layer. To jointly

minimize the cost among different layers, a cross-layer scheduling protocol is desirable for

power efficient scheduling in WMNs. Second, unlike a general wireless ad hoc network, in

which network nodes are mobile, a WMN has routers geographically fixed and static [67].

This feature allows a scheduling protocol to dramatically reduce power consumption with

only minimum overhead. Finally, the purpose of setting up a mesh router is to provide high

performance service to mesh clients. A power scheduling protocol should be aware of the

activities and mobilities of the clients. Therefore, an efficient scheduling scheme should be

client driven.
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As previous chapters revealed, batteries tend to discharge more power than needed,

and reimburse the over-discharged power later if they have sufficiently long recovery time.

Based on this observation, in this chapter we study the relationship between mesh routers

and mesh clients by analyzing the client driven coverage scheduling with battery-awareness.

We show that the network performance can be greatly improved by adopting client driven

battery-aware scheduling. We adopt battery model designed in Chapter 6 for mesh router

battery capacity computation. We design a client driven battery-aware (CDBA) scheduling

scheme in this chapter. CDBA consists of two parts: CDBA coverage algorithm and CDBA

MAC algorithm. CDBA coverage algorithm is a distributed algorithm that organizes mesh

routers to collaboratively adjust their CDBA MAC algorithm provides MAC service for

seamless and fast handoff among neighboring mesh routers. A handoff [67] refers to the

moving of a mesh client from one mesh router to another in the middle of the client’s data

transmission. The main objective of the CDBA MAC algorithm is to reduce packet loss or

traffic burst during handoff. We conducted simulations to evaluate the performance of the

proposed scheme. The results demonstrate that CDBA scheme can improve lifetime and

data throughput of WMNs by up to 27.27% and 30.54%, respectively.

7.2 Battery Recovery and Mesh Router Scheduling

In this section we will introduce a scheme for client driven battery-aware router schedul-

ing. The key idea of battery-awareness in WMNs is to dynamically schedule the radii of

mesh routers. Neighboring routers can collaboratively adjust their radii to alternatively re-

cover their battery. We give an example in one-dimension in Fig. 7.1, where a network has

two routers A and B and the distance between them is L = 10m. Each router has a battery

with 1.8× 104mAmin capacity. A and B collaboratively cover three clients C1,C2 and C3
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positioned between them. The distances from C1,C2 and C3 to router A are 3m, 4m and

6m, respectively. The radii of A and B are R and r (R,r≤ L), respectively. In the traditional

router scheduling, radii of A and B are both set to L/2 equally, as shown in Fig. 7.1 (a). To

take advantage of battery behaviors, a more power efficient solution is depicted in Fig. 7.1

(b): two routers alternatively use radii 7m and 3m, each for a period. In period 1, B uses

a shorter radius and has a battery current lower than A, thus it recovers its battery during

period 1. In the next period, A adopts a shorter radius to recover its battery. In this way A

and B together can reduce the total battery discharging loss to extend their lifetime. How-

ever, as we observe from this example, when B adopts radius r2 = 3m in period 2, there is

actually no client for it to cover. In other words, B can save more energy by turning off its

radio in period 2. Similarly, the radius of A in period 2 and the radius of B in period 1 can

be reduced to 6m, to achieve a better power efficiency. The scheduling is illustrated in Fig.

7.1 (c), where mesh client positions are considered in router coverage scheduling.

In our example, A and B can choose from four pairs of radii to cover clients: (R = 0,r =

7), (R = 3,r = 6), (R = 4,r = 4), and (R = 6,r = 0). We simulated the network coverage

by letting A and B adopt a pair of radii in a period of 20 minutes and adopt another pair in

the next 20 minutes. We calculated the total power consumption of A and B as shown in

Fig. 7.2. X axis and Y axis each stands for the pair of radii that A and B adopt in period 1

and in period 2, respectively. Z indicates the power consumption. Battery discharging loss

is also considered in calculating power consumption. To ensure fairness among routers,

we assume that their radii are different in adjacent periods. From Fig. 7.2, we can see

that the network achieves a minimum power dissipation by letting A and B alternatively

adopt radii of 0m and 7m in period 1, and 6m and 0m in period 2, respectively. In this way,

the power consumption is reduced by 37.02% compared with the most power consuming
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Figure 7.1: Mesh clients C1, C2 and C3 are covered by two routers A and B in the network.
(a) Routers adopt the same radius 5m to cover clients. (b) Routers alternatively adopt
radii 7m and 3m to cover clients. (c) Two routers reduce their radii to avoid extra power
dissipation based on client positions.

scenario where A and B adopt radii of 3m and 6m in period 1, and 4m and 4m in period 2,

respectively. This example shows that we can effectively enhance network performance by

taking advantage of client positions and router battery status. In Section 7.3 we will study

the scheduling scheme in detail.

We will present the client driven battery-aware (CDBA) scheme to maximize the life-

time of WMNs in Section 7.3. A MAC layer algorithm will also be given to handle mesh
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Figure 7.2: Power consumption of various radius pairs of routers A and B in Fig. 7.1.

client handoff quickly and seamlessly.

7.3 Client Driven Battery-Aware Scheme

In Section 7.2, we demonstrated that network performance can be effectively improved

by periodically changing transceiver radii according to battery parameters and client po-

sitions. In this section we study the mesh router scheduling and present a client driven

battery-aware power scheduling (called CDBA) scheme. The CDBA scheme consists of

two parts: CDB MAC algorithm and CDBA coverage algorithm.

Handoff often occurs when mesh clients move through the areas covered by different

routers. Specifically, the handoff refers to the moving of a mesh client from one mesh router

to another router in the middle of the client’s data session which is the transmission of an

ongoing packet stream. Consider the scenarios in Fig. 7.3: a mesh client was transmitting

a data session through router A in the first place but accidentally switches to another router
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B before its data session completes. We summarize the mesh client handoff scenarios into

the following categories. (i) A client C is communicating with router A. As it moves out

of the current radius of A, C is still within the maximum coverage of A as depicted in Fig.

7.3(a). This is a very common scenario of mesh client handoff. In this situation, A can

simply increase its radius to cover C. (ii) A client C moves out of the maximum coverage

of A during a data session as shown in Fig. 7.3(b). To avoid loss or interruption of service,

router B must seamlessly and quickly resume A’s data connection with C as soon as a MAC

layer request from C is received by B. In this scenario there are two ways for A to detect

that C is no longer in its coverage. One way is that A waits for a fairly long time threshold

to find out that C does not reply its MAC requests. However, it is very time consuming and

power consuming. In our MAC layer algorithm we adopt another way: C constantly reports

its GPS positions in the packet head to let A monitor the leaving of C. We will discuss the

details later. (iii) In scenarios (i) and (ii), the handoff of client C occurs in the middle of a

data session. In these scenarios it is easier for router A to detect the leaving of clients as

GPS positions are constantly received with packets in data sessions. Fig. 7.3(c), however,

illustrates a scenario in which a client C completes its data session with A, moves to router

B and starts a new data session. Though this is not an actual handoff as the last session is

completed, a MAC layer algorithm should also carefully handle this situation. Since C was

previously registered with router A, router B must notify A to remove C’s registration from

it. Hence C should provide its information of its previous router in its MAC requests. (iv)

In Fig. 7.3(d), C moves away from A to an area which none of A and B can cover. In this

scenario A has to notify its neighbors to locate C. Since the network area can be covered

by all routers with their maximum radii, it is guaranteed that C can be found and covered

by at least one neighbors of A.
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Figure 7.3: Scenarios of mesh client handoff. (a) Client C moves within the maximum
coverage of A. (b) Client C moves to B’s coverage. (c) Client C moves to B after its last
data session is completed with A. (d) Client C moves to a currently unattended area.

We now describe the CDBA scheme for various scenarios in WMNs. The key idea of

CDMA scheme is the following. First, a mesh client always encapsulates its GPS positions

in the packet head during a data session. Mesh routers can be aware of the leaving of a client

based on the changing of its positions. A mesh router calculates the speed and direction of

its clients to dynamically reduce or increase its radius. For example, in Fig. 7.3(a) A can

increase its radius to cover C. Second, while the router detects that a client is moving out

of its maximum radius, it notifies its neighboring routers in that moving direction. Upon

receiving such a notification, routers temporarily extend their radii to their maximum radii.

As soon as a mesh router locates this client, all other routers reduce their radii back to the
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original ones. For example, in Fig. 7.3(b) B increases its radius to cover C and A reduces

its radius to cover D. Third, in scenarios that a client completes its data session and moves

away as in Fig. 7.3(c), we let the mesh client C report to its new mesh router B to clear its

registration with the previous router A. In this case A dynamically reduces its radius upon

receiving the notification from B. Finally, routers can extend radii to maximum to detects

clients in an unattended area.

CDBA scheme also provides a MAC layer algorithm for efficient handoff of mesh

clients. Fig. 7.4 shows the MAC layer communication by CDBA MAC algorithm be-

tween mesh router B and its client C. At the beginning, client sets up a connection with

router B using RTS (request to send) and CTS (clear to send). C registers with the router

and reports its previous router’s information at duration P1. After ACK is confirmed at

duration P2, a data session begins in duration P3. GPS information is continuously updated

to the router during the data session. This process will repeat in the next data session in

duration Pi.
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Figure 7.4: MAC layer communication between a mesh router B and its client C.

The CDBA coverage algorithm is summarized in Table 1. The algorithm contains two

procedures to be called by a main program. Procedure SetUpRadius calculates a radius

according to router’s battery status and client positions. After obtaining all neighbors’
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discharging loss values, a router calculates a feasible radius according to the router’s battery

status. To ensure that the entire network area is covered, each router chooses the distance

between itself and its farthest neighbor for the radius calculation. SetUpRadius procedure

calls procedure ClientDriven to further reduce the router radius based on client positions.

The main program periodically sets radii by calling SetUpRadius so that each router is able

to recover its battery without affecting the function of covering clients. This is a distributed

algorithm, in which each mesh router only needs to communicate with at most n neighbors.

Thus, the time complexity of the algorithm is O(n).

Table 1: Client driven battery-aware coverage algorithm

Procedure: ClientDriven(float x){
receive GPS positions from all covered clients;
reduce x to x′,

where x′ is the distance between i and its farthest client;
return x′;}

Procedure: SetUpRadius(){
Calculate discharging loss of router i based on the battery model;
Broadcast discharging loss to one hop neighbors;
Collect n packets from one hop neighbors;
Calculate its radius d based on discharging loss of F ,

where F is its farthest neighbor;
Adopt y = ClientDriven(d) as the transceiver radius for δ time;
Adopt y = ClientDriven(d−d) as the transceiver radius for δ time,

where d is the distance between i and F ;}
A mesh router i does the following:

repeat
Call SetUpRadius();
Monitor x′ during the 2δ time,

where x′ is the distance between i and its farthest client:
if (x′ ≤ d) then y = x′ else send a notification packet to neighbors;

On receiving a notification from neighbors: Call SetUpRadius();
until Power is used up;
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7.4 Performance Evaluations

We conducted simulations to evaluate the performance of the CDBA scheme. We as-

sume that the WMN is set up in a 100× 100m2 field. Wireless mesh routers and access

points (AP) are randomly distributed in the field. APs, as portals of packets routing, are

connected to the Internet by cables. 30 mesh routers collaboratively cover mobile clients in

the area. There are many mesh clients randomly roaming in the area with different speeds

from 1m/min to 5m/min. Clients randomly begin their data sessions with routers. To sim-

ulate different data services, such as on-line games, video conferences, web service, TCP

and UDP connections, we let the lengths of a data session dynamically vary from 10 min-

utes to 100 minutes. Data packets are routed to APs through other routers. The network

lifetime is defined as the duration between the network is set up and the moment when its

mesh router layer can no longer cover the entire area. In our simulation we let CDBA ad-

just transceiver radii every δ = 30min. Mesh router each carries a 1.8×104mAhr capacity

battery with β = 0.5.

We compare three protocols in our evaluations: the scheme without battery-aware cov-

erage scheduling (Greedy), the scheme with battery-aware coverage but not client driven

(BA) and CDBA scheme. We consider network lifetime and data throughput in our simu-

lations. First we measure the network lifetime for 30 and 50 mesh clients, and the results

are plotted in Fig. 7.5 (a). From the figure, we observe that CDBA scheme improves the

network lifetime by up to 27.27% compared to the Greedy protocol. We also observe that

CDBA scheme achieves up to 12% longer lifetime than the BA protocol. This is due to the

power saved by reducing radii based on client positions.

We also evaluate the normalized gross data throughput of the network under three

scheduling schemes. The results are shown in Fig. 7.5(b). As can be seen, the CDBA
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Figure 7.5: Evaluations of CDBA scheme in WMNs. We compare two networks with
different numbers of mesh clients: 30 clients and 50 clients. (a) Network lifetime. (b) Data
throughput.

improves the total data throughput by up to 30.54% compared to the Greedy protocol. This

is because that as network lifetime is prolonged, the gross data throughput increases, thus

the overall performance of the WMN is improved. We can also see that compared with the

BA protocol, CDBA scheme improves data throughput by up to 11.78%. This is due to

the fact that although the BA protocol considers battery status of routers, many routers still

waste power on covering no client area. Also, as the number of clients increases from 30

to 50, the gross data throughput naturally increases.

7.5 Summaries

In this chapter we have proposed a client driven battery-aware scheme to schedule mesh

routers. We presented an approach by which neighboring routers can collaboratively adjust
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their transceivers radii to alternatively recover batteries. Client positions are also con-

sidered to efficiently minimize the power consumption at routers. We then presented the

CDBA scheme for network-wide mesh client coverage and handoff scheduling. We have

conducted simulations to evaluate the performance of the CDBA scheme. The results

demonstrate that the CDBA achieves up to 27.27% longer network lifetime and 30.54%

more data throughput for WMNs.
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Chapter 8

Conclusions

This thesis studied battery-aware and energy-efficient algorithms in wireless mobile ad

hoc networks, wireless sensor networks and wireless mesh networks. A suite of battery-

aware and energy-efficient algorithms and schemes for routing and scheduling in these

networks were presented. First, on-line computable, discrete time mathematical battery

models provided approaches to accurately calculate battery discharging loss and battery

residual capacity in an energy-efficient way. The calculation of battery discharging loss in

the models was simplified. It required low computation complexity and little memory. Sec-

ondly, a battery-aware power metric was introduced for battery-aware routing in MANETs.

Based on the metric battery-aware routing schemes and prioritized battery-aware routing

schemes were proposed to improve energy efficiency of packet routing in MANETs. This

thesis also studied battery-awareness for WSNs. A virtual backbone scheduling scheme

for data propagation and distribution among sensors was proposed based on the math-

ematical battery model. The scheme constructed a battery-aware connected dominating

set to let fatigue sensors recover batteries and prolong the lifetime of WSNs. A energy-

efficient cross-Layer Scheduling for Urban Area WSN was designed for UAHD sensor
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networks. A router-level battery lifetime optimization scheduling algorithm was proposed

to maximize the lifetime of battery-powered mesh routers. A network-wide spanning tree

scheduling algorithm was designed to improve lifetime of WMNs with battery-awareness.

A battery-aware MIMO mesh network energy scheduling scheme was proposed to dy-

namically schedule mesh routers’ radii based on battery behaviors. Finally we designed a

cross-layer battery-aware client driven for scheduling mesh routers in WMNs.

The performance evaluations of our proposed battery-aware and energy-efficient al-

gorithms demonstrate that they achieve better performance compared with previous algo-

rithms. This research combines protocol design, algorithm design, analytical, probabilistic

and simulation techniques to conduct comprehensive studies on the above issues. The re-

search will have a significant impact on fundamental design principles and infrastructures

for the development of future wireless networks. The outcome of this project will be appli-

cable to a wide spectrum of applications, including space, military, environmental, health

care, home and other commercial areas.
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