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Abstract of the Dissertation 

 
Changes in Atmospheric Circulation between 

 
Solar Maximum and Minimum Conditions in Winter and Summer 

 
 

by 

Jae Nyung Lee 

Doctor of Philosophy 

 

in 

Marine and Atmospheric Science 

Stony Brook University 

2008 

 

Statistically significant climate responses to the solar variability are found in 

Northern Annular Mode (NAM) and in the tropical circulation.  This study is based on 

the statistical analysis of numerical simulations with ModelE version of the chemistry 

coupled Goddard Institute for Space Studies (GISS) general circulation model (GCM) 

and National Centers for Environmental Prediction/National Center for Atmospheric 

Research (NCEP/NCAR) reanalysis.   

The low frequency large scale variability of the winter and summer circulation is 

described by the NAM, the leading Empirical Orthogonal Function (EOF) of 

geopotential heights.  The newly defined seasonal annular modes and its dynamical 

significance in the stratosphere and troposphere in the GISS ModelE is shown and 



 iv

compared with those in the NCEP/NCAR reanalysis.  In the stratosphere, the summer 

NAM obtained from NCEP/NCAR reanalysis as well as from the ModelE simulations 

has the same sign throughout the northern hemisphere, but shows greater variability at 

low latitudes. The patterns in both analyses are consistent with the interpretation that 

low NAM conditions represent an enhancement of the seasonal difference between the 

summer and the annual averages of geopotential height, temperature and velocity 

distributions, while the reverse holds for high NAM conditions.  Composite analysis of 

high and low NAM cases in both the model and observation suggests that the summer 

stratosphere is more “summer-like” when the solar activity is near a maximum. This 

means that the zonal easterly wind flow is stronger and the temperature is higher than 

normal.  Thus increased irradiance favors a low summer NAM.  A quantitative 

comparison of the anti-correlation between the NAM and the solar forcing is presented 

in the model and in the observation, both of which show lower/higher NAM index in 

solar maximum/minimum conditions.   

The summer NAM in the troposphere obtained from NCEP/NCAR reanalysis has 

a dipolar zonal structure with maximum variability over the Asian monsoon region.  

The corresponding EOF in ModelE has a qualitatively similar structure but with less 

variability in the Asian monsoon region which is displaced eastward of its observed 

position.  In both the NCEP/NCAR reanalysis and the GISS GCM, the negative 

anomalies associated with the NAM in the Euro-Atlantic and Aleutian island regions 

are enhanced in the solar minimum conditions, though the results are not statistically 

significant.  
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The difference of the downward propagation of NAM between solar maximum 

and solar minimum is shown with the NCEP/NCAR reanalysis.  For the winter NAM, a 

much greater fraction of stratospheric circulation perturbations penetrate to the surface 

in solar maximum conditions than in minimum conditions. This difference is more 

striking when the zonal wind direction in the tropics is from the west: when equatorial 

50 hPa winds are from the west, no stratospheric signals reach the surface under solar 

minimum conditions, while over 50 percent reach the surface under solar maximum 

conditions.  

 This work also studies the response of the tropical circulation to the solar forcing 

in combination with different atmospheric compositions and with different ocean 

modules.  Four model experiments have been designed to investigate the role of solar 

forcing in the tropical circulation: one with the present day (PD) greenhouse gases and 

aerosol conditions, one with the preindustrial (PI) conditions, one with the doubled 

minimum solar forcing, and finally one with the hybrid-isopycnic ocean model 

(HYCOM).  The response patterns in the tropical humidity and in the vertical motion 

due to solar forcing are season dependent and spatially heterogeneous.  The tropical 

humidity response from the model experiments are compared with the corresponding 

differences obtained from the NCEP/NCAR reanalysis with all years and with non-

ENSO years.  Both the model and the reanalysis consistently show that the specific 

humidity is significantly greater in the convective region in solar maximum compared 

to solar minimum for January and July.  The column integrated humidity in all the 

model experiments with different composition, different solar forcing, and different 

ocean module, increased with solar forcing in the tropical band over the Atlantic sector 
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in both seasons.  The model’s humidity response pattern is generally consistent with the 

paleoclimate records indicating increased precipitation near the equator that decreases 

at subtropical to middle latitudes with increased solar output.  

The differences in the zonally averaged vertical velocities indicate that the 

ascending branch of the Hadley cell is enhanced and shifted northward, and that the 

descending branch is weakened and shifted northward in the solar MAX simulation in 

January.  The downward branch of the Hadley cell is strengthened in MAX in July.   

A possible link of climate response in midlatitudes to solar forcing is also 

presented by showing changes in zonal mean wind, changes in temperature gradient, 

and changes in E-P flux.   
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1. Introduction 

 

1.1 general introduction 

 

            Identifying the natural variability of solar irradiance and estimating its impacts on 

climate is an essential issue in discussions of climate change because any variability in 

the Sun-Climate system may ultimately cause the climate to change.  Despite the 

important theoretical and observational evidence on the Sun-climate mechanism, many 

aspects of this link still remain uncertain.  The IPCC report [2007] repeatedly states that 

the level of scientific understanding of the solar radiative forcing is very low.  The 

projection of the future climate change due to greenhouse gases will become more 

reliable if the influences of the solar forcing are explicitly accounted for.   

Since 1978, as analyses of satellite observation of solar activity provided  

measurements of solar variability in addition to the total solar irradiance (TSI), solar 

variability has been the focus of  more serious investigations as a potential forcing factor 

of climate change.  The variations of solar irradiance are not uniformly distributed 

through the solar spectrum, but are concentrated in the ultra violet (UV) spectral region.  

The variations in the UV radiation over the 11-year solar cycle are up to a few percent 

while the TSI varies by only less than 0.1%, which corresponds to a global solar 

irradiance change of 1.1W/m² at the top of the atmosphere [Lean, 2000].   This suggests 

that the effect of UV radiation on stratospheric chemistry and dynamics provides a 

possible link between the solar variability and Earth’s climate.  From numerous early 

observational  and theoretical works,, the in-phase relationship between  solar activity 
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and ozone was already known for the past two decades [Zerefos and Crutzen, 1975; 

Crutzen et al., 1975; Callis and Neally, 1978; Penner and Chang 1978; Brasseur and 

Simon, 1981; Brasseur et al., 1987; Angell, 1988, 1989, 1991; Haigh, 1994].   Geller 

[1980; 1988] suggested that a radiative-dynamic feedback might give a larger response to 

solar UV variations than expected because radiative changes can be amplified by altering 

planetary-wave propagation, which further changes the polar vortex and the meridional 

temperature gradient.  The GCM modeling work of Haigh [1999] and Shindell et al. 

[1999a] introduced the role of ozone in amplifying the direct solar UV influences on the 

zonal mean state of the middle atmosphere.   

Christoforou and Hameed [1997] documented that the intensity and position of 

the centers of action (COA) in the North Pacific Ocean, the Aleutian Low and Hawaiian 

High, depends on the phase of solar activity.  The presence of 11-year solar cycle was 

also identified in tropospheric and stratospheric temperatures and geopotential heights 

[Labitzke, 1982; Labitzke, 2001], stratosphere/troposphere coupling via Northern Annular 

Mode (NAM) [Shindell et al., 2001; Baldwin and Dunkerton, 2005], and stratospheric 

circulation [Kodera and Kuroda, 2002].  There are recent successful modeling works, 

where the chemical, thermal, and dynamic structure changes were observed in the 

stratosphere when the solar UV is varied [Matthes et al.,  2003; 2006; Shindell et al., 

2006a; 2006b; Haigh, 2006].  Variations in solar irradiance are particularly large in the 

UV, and these wavelengths are absorbed in the stratosphere, where they also increase the 

ozone concentration via oxygen photolysis, amplifying stratospheric heating [Haigh, 

1994; 1999; Shindell et al., 1999a].   Those changes in the stratosphere are found to 

influence the troposphere [Meehl et al., 2003; Meehl and Hu, 2006; Matthes, 2003].   
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  Compared to the past, the present research environment can provide more 

observational and numerical evidences to identify the sun-climate connections.  

NCEP/NCAR reanalysis provides 60 years of complete atmospheric data based on in situ 

and satellite measurement up to 10 hPa.  The European Center for Medium-Range 

Weather Forecasts (ECMWF) Re-Analysis (ERA-40) data also covers 45 years since 

mid-1957 to mid-2002 and extends further to 0.1 hPa level. These data can be used to 

examine the vertical structure of a solar signal over more than five 11-year solar cycles.  

The present work has used both the reanalysis and the Goddard Institute for the 

Space Science (GISS) ModelE to study the impact of 11-year solar variability on the 

large scale and tropical circulation, and found that the characteristic features of the 

Northern Annular Mode are sensitive indicators of solar forcing, and that the tropical 

circulation plays an important mechanical role.   While the correlation between solar 

forcing and NAM in the winter seasons have been previously investigated by many 

studies [Shindell et al., 1999b; 2001, Baldwin and Dunkerton, 2005], the mechanism for 

sun-climate connection is not fully understood, and the amplitude and origin of the 

stratospheric ozone response is still controversial.   

Most of the studies in wave features and NAM phenomena are limited to winter 

seasons.  The present work has extended the study of NAM to summer seasons, and 

found significant solar signals by newly defining the NAM in the summer stratosphere.  

To better understand the role of solar activity variations in the modulation of NAM, the 

recent GISS ModelE simulation experiments which impose spectrally varying irradiance 

changes are compared with the observational solar signals obtained from NCEP/NCAR 

reanalysis [Lee and Hameed, 2007; Lee et al., 2007].  The stratospheric NAM is 
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significantly correlated with the solar activity during summer.  The analysis of NAM in 

both the model and observations suggests that the summer stratosphere is more “summer-

like” when the solar activity is near a maximum. This means that the zonal easterly wind 

flow is stronger and the temperature higher than normal.  Thus increased irradiance 

favors a low summer NAM.  A quantitative comparison of the anti-correlation between 

the NAM and the solar forcing is presented in the model and in observations, both of 

which show lower/higher NAM index in solar maximum/minimum conditions.  The 

temperature fluctuations in simulated solar minimum conditions are greater than in solar 

maximum throughout the summer stratosphere.   

 Thompson and Wallace [1998; 2000] argued the dynamical coupling between the 

stratosphere and troposphere as vertically coherent variations in the annular modes of 

extratropical variability, which are characterized by zonally symmetric fluctuations in 

atmospheric pressure between the polar regions and the middle latitudes.  Baldwin and 

Dunkerton [2001] demonstrated the vertical coupling of the tropospheric NAM with the 

stratospheric NAM.  They showed that the associated changes in  tropospheric circulation 

persist as long as the corresponding changes in stratosphere, up to ~60days.  Therefore, 

changes in NAM at tropospheric levels tend to persist as long as the corresponding same-

sign changes exist in NAM at stratospheric levels.  The downward propagation rate of the 

winter NAM is investigated in different solar and QBO conditions and the propagation 

rate was found to be higher when the solar UV is stronger [Hameed and Lee, 2005].   

Many works have proposed  tropical climate changes associated with the solar 

cycle, with warmer and moister troposphere during the solar maximum which is similar 

to that expected when greenhouse gases increase.  Meehl et al. [2003] suggested a 
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feedback mechanism for solar forcing: enhanced irradiance produces greater evaporation 

intensifying the regional monsoon, the Hadley and the Walker circulations in the tropics, 

leading to cloud reductions and hence more solar input over the subtropical ocean regions.  

van Loon et al. [2004], Kodera [2005], van Loon et al. [2007] showed significant 

differences in the seasonal vertical velocity (ω) over the tropics between solar maximum 

and minimum.  Some of the observational studies suggest that the thermal solar signal is 

preferentially strong in subtropical Pacific areas and affects the moisture transport and 

precipitation in these regions [van Loon et al., 2004, van Loon et al., 2007]. 

However, there is substantial uncertainty in the identification of climate 

response to solar cycle variations because the response is difficult to separate from 

internal climate variations and the response to anthropogenic forcing.  Therefore, to 

investigate the role of solar forcing on the variability of humidity and the intensity of 

tropical circulation, a GCM experiment with double minimum solar forcing is carried out.  

Changes in  Hadley circulation and in  humidity induced by  solar forcing are found to be 

statistically significant.  The specific humidity is greater in the convective region in solar 

maximum compared to minimum for both winter and summer seasons.   The responses of 

zonally averaged vertical velocities with present day greenhouse gas and aerosol 

conditions indicate that the ascending branch of the Hadley cell is enhanced near the 

equator and the ITCZ is shifted northward in response to solar forcing during  winter. The 

changes in the vertical motion are not significantly increased by doubling the solar 

forcing.   

The thesis is divided into seven chapters.  The second chapter presents the general 

characteristics and downward propagation of  NAM.  The third chapter discusses analysis 
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of NAM to determine the effect of solar variability on its downward propagation rate , 

which was published in the Geophysical Research Letters in 2005.  The fourth chapter 

discusses the physical significance of the summer NAM and its relation to solar cycle 

published in the J. of Geophysical Research in 2007.  The fifth chapter then describes the 

statistically significant solar signal in the summer NAM from the GCM experiments 

published in the Journal of Atmospheric and Solar-Terrestrial Physics in 2008.  The sixth 

chapter then goes on to explain how new model experiments were set up with the GCM 

to better understand solar signals in tropical circulation.  Solar signals in the tropical 

circulation are described in terms of   the specific humidity and the vertical velocities.  

Finally, chapter seven provides more evidences of solar signal in mid-latitudes in terms 

of temperature gradient, Eliassen-Palm flux, and  zonal mean wind. 

 

1.2 Solar variability 

1.2.1 Sun 

The sun is mostly made up of hydrogen (75% of the mass) and helium (25% of 

the mass).  But, it is neither a solid nor a gas but plasma made up of electrons, protons, 

and atomic nuclei which is gaseous near the solar surface but gets denser towards the 

core.  The sun can be decomposed into three layers (http://sohowww.nascom.nasa.gov/, 

here after).  The solar interior composed of the core which prevails to temperature 

between 13.5 and 15.6 million K.  Above this core, energy is carried outwards by 

radiation through the radiative zone (the intermediate zone).  However, the radiation does 

not reach directly outwards from this layer, because the plasma density is very high and 
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the radiation gets bounced around countless numbers of times.  It takes about 170 

thousand years for radiation to escape from the core to the top of the radiative zone.  

Outer layer of these two spherical shells, where the temperature drops below 0.2 million 

K, is the convective zone.  The plasma in this layer is too cool and opaque to allow 

radiation to pass.  Instead, huge convection form and large bubbles of hot plasma move 

up towards the surface.  The convective zone can be divided into the photosphere and the 

thin outer layer, chromosphere.  The temperature of the photosphere is only about 5,800K.  

The strong characteristic of solar atmosphere over photosphere is the granular cells.  

Granule is irregular, bright, polygonal structures with diameter of approximately 1000Km 

and one life span of 10 minutes.  Sometimes, super-granulation happens with huge 

granule cells with diameter of 30,000 Km and one life span of one day, which are 

common over the solar surface.  The cause of the granulation is the instabilities of deeper 

layers against thermal convection.  

The energy transfer by the radiation is not large enough to maintain the thermal 

equilibrium due to the huge temperature difference between the layers.  In some regions 

where the temperature in the inside rises very strongly, the column expands, and the 

parcel ascends adiabatically (by assuming the plasma as an ideal gas).   The ascending 

plasma parcel (~1 km/s) recover a part of their work done on expansion from the 

recombination energy, which develops during the combination from proton and electron 

to an H-atom.   The ascent movements in the granules are stopped by the stable layering 

in the upper photosphere.  The mechanical energy from compression of the ascending 

parcel is transported in the form of acoustic wave into the outer layers.  
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About 1,500 km higher over photosphere, there are many narrow, bright flame 

tongues, faculae, which are characterized by 5,000Km of height and 500 Km of width. 

Faculae are bright areas that are usually most easily seen near the limb, or edge, of the 

solar disk.  The Sunspots result when solar magnetic field lines erupt at the solar surface 

due to the interaction of electromagnetic forces in the solar plasma with solar turbulence.  

While the sunspots tend to make the Sun look darker, the faculae make it look brighter. 

Both faculae and sunspots are magnetic phenomena that appear more frequently during 

time of high solar activity. The changes of the solar faculae are mainly responsible for 

solar ultraviolet (UV) flux output variation.   At the visible wavelengths which dominate 

total solar irradiance (TSI), faculae emission near solar maximum exceeds the dimming 

effect caused by sunspots, resulting in a net TSI increase [Solanki and Fligge, 2000].  

1.2.2. Records of solar variability 

Since late 1978, the different Satellite-based radiometers in space, HF on 

NIMBUS 7, ACRIM (Active Cavity Radiometer Irradiance Monitor) I on SMM, ACRIM 

II on UARS, VIRGO on SOHO, ACRIM III on ACRIMSat have been monitoring the TSI 

[Fröhlich, 2006].  The various data sets are offset, but they are in basic agreement with 

long term variations of TSI with amplitudes on the order of 0.1%. 

 Solar Radiation and Climate Experiment (SORCE) is a small free-flying satellite 

carrying TIM (Total Irradiance Monitor), SIM (Spectral Irradiance Monitor), SOLSTICE 

(Solar Stellar Irradiance Comparison Experiments) A&B, and XPS (XUV Photometer 

System) to measure the solar radiation at the top of the atmosphere.  The SIM and TIM 

mission have been measuring the SSI and TSI since August 2003 up to the present solar 

minimum time frame.  The SIM measures the spectral irradiance in the 200-2400 nm 
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region covering more than 97% of the total solar irradiance (TSI) with a resolving power 

ranging from 280 in the near UV to a minimum of 37 at 1260 nm [Harder et al., 2008].  

With this full spectral coverage, the spectral irradiance time series can be integrated into 

sub-ranges; extreme ultraviolet (XUV), ultraviolet (UV), visible, infrared (IR), and near 

infrared.  The record of SSI measured from space with the required precision to detect  

the distribution of the solar energy input to the earth.  The dominant temporal solar 

variances are due to flares (minutes-hours), active region evolution and solar rotation 

(days to weeks), and solar cycle magnetic evolution (months to years).  The SSI 

variations are dependent on the solar atmosphere where the emissions are originated 

[Woods et al., 2008].  The photospheric emissions, which dominate in the near infrared, 

visible, and near ultraviolet ranges, vary by about 0.1% over the 11-year solar cycle and 

are characterized by dark sunspots and bright faculae.  The emissions from the solar 

chromosphere and transition region are easily identified in the extreme ultraviolet and far 

ultraviolet ranges, and their solar cycle variations of 20% to 300% are associated with the 

evolution of bright plages.  Coronal emissions, which dominate in the X-ray and the 

lower part of the extreme ultraviolet range, vary by factors of 5 to 1000 over the solar 

cycle.   

Besides TSI, other records of solar variability go back further than the 

measurement of TSI using electrical substitution radiometer (ESRs) from the space.   

Three different indexes are used in this study to determine the solar maximum and 

minimum conditions.   

               a.               sunspot numbers 

               b.              10.7cm radio flux 
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               c.               290-295nm UV flux 

 

            a. Sunspot numbers 

    Since first observed by using the telescope from the time of Galileo in 1610 

(http://solar-center.stanford.edu/sunspots/galileo.html), small blemishes or spots on the 

surface of the Sun are observed.  Many independent observers have compiled the records 

of the number and character of these sunspots.  In 1843, S. Heinrich Schwabe recognized 

a distinctive 11-year sunspot cycle.  The sunspot numbers are counted day-by day by 

adding 10 times the number of sunspot groups to the total number of individual spots 

after J. Wolf (1816-1893).  The measurement of sunspots depends not only on observer 

but observation site because spots are not symmetrically distributed across solar 

longitude.  The daily international number is computed as a weighted average of 

measurements from a network of observatories  

(http://www.ngdc.noaa.gov/stp/SOLAR/SSN/ssn.html).  In the 17th century, almost no 

sunspots were observed for a period of almost 50 years.  During this period, referred to as 

the Maunder Minimum, winters in Europe were much longer and colder than normal 

[Eddy, 1976].  Since then, the trend suggests a gradual increase in solar output (Modern 

Maximum).    

 

        b. 10.7 cm radio flux 

The 10.7 cm (2800 MHz in frequency) solar flux is a measurement of the integrated 

emission at 10.7cm wavelength. It is almost completely thermal in origin, and directly 

related to the total amount of plasma trapped in the magnetic fields overlying active 
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regions. This index is highly and positively correlated with the sunspot numbers.  

(http://www.drao-ofr.hia-iha.nrc-cnrc.gc.ca/icarus/www/sol_home.shtml).  

 

        c. 290-295 nm UV flux 

The reconstruction of UV flux has been performed by combining historical 

estimates of solar spectral irradiance variability and contemporary measurements and 

models [Lean, 2000].   Models of spectral irradiance changes, which rely on information 

about the wavelength dependence of the sunspot and facular contrasts, have been 

developed, motivated by the need for simulations of climate and atmospheric responses 

to properly account for a multitude of wavelength-dependent processes. Current spectral 

irradiance variability models rely on information about the wavelength dependence of 

sunspot contrasts made by ground-based or SORCE TIM/SIM observations and facular 

contrasts estimated by solar atmosphere models. 

 The facular brightening is constructed based on ratios of core-to-wing 

emissions in the Mg II and Ca II Fraunhofer absorption lines after 1976.  The advantage 

of a core-to-wing ratio, which defines the Mg II index, rather than the absolute solar 

irradiance of the line center is that the former is less sensitive to spectral resolution of the 

instrument (http://www.iup.uni-bremen.de/gome/gomemgii.html).  The UV variations 

from 1950 to 1976 are estimated from linear combinations of daily Ca plage indices and 

100-day mean 10.7 cm radio fluxes from 1950 to 1976.  The spectral irradiance at 

wavelength λ is determined from multiple regressions of changes in faculae brightening 

and sunspot darkening. 
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2. The Northern Annular Mode (NAM) 

 

2.1 Definition 

 

Thompson and Wallace [1998] defined the northern annular mode (NAM) as the 

leading empirical orthogonal function (EOF) of the northern hemisphere (NH) wintertime 

monthly mean sea level pressure and showed that the surface signature of the NAM is 

dominated by a zonally symmetric, meridional seesaw in atmospheric mass between the 

polar region and mid latitudes.  To distinguish the leading EOF of the NH SLP field from 

the North Atlantic Oscillation (NAO), they referred to it as the NAM or the Arctic 

Oscillation (AO).  Thompson and Wallace [2000] showed that the NAM has a barotropic 

structure in  geopotential height fields marked by a zonally symmetric pattern that 

amplifies by a factor of ~5 from the surface to the lower stratosphere for the NH winter 

season (October – April).  The NAM exhibits its largest variance in the North Atlantic 

sector.  Baldwin and Dunkerton [1999, 2001] demonstrated the vertical coupling of the 

tropospheric NAM with the stratospheric NAM.  The changes in NAM at tropospheric 

levels tend to persist as long as the corresponding same-sign changes exist in NAM at 

stratospheric levels.  

 

2.2 Seasonality of geopotential height  

 

Fig. 2.1 shows monthly averages of the mean Northern Hemisphere geopotential 

height fields at 1000-hPa, 500-hPa, and 10-hPa from January to December.  There is an 
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annual march in the geopotential height at all levels, with higher values near the surface 

during the cold-season (October – April).  Figure 2.2 shows the annual march of the 

standard deviation in the Northern Hemisphere geopotential heights. We can see that the 

variance is large in the cold season and it is low during the warm season (May – 

September).   

The variance of 〉〈 10Z  is largest in winter when the westerly polar vortex is 

strongest. If fluctuations in 〉〈 10Z  are a manifestation of planetary wave-mean flow 

interaction, its observed seasonality is consistent with the predictions of Charney and 

Drazin [1961].  For this reason, the winter in the NH is called the active season 

[Thompson and Wallace, 2000].  It is only during the active season that the leading mode 

in the 10-hPa fields has the characteristic zonally symmetric pattern which is similar to 

the pattern in the lower-troposphere.  Baldwin and Dunkerton [2001] showed the 

usefulness of the NAM formalism in detecting propagation of signals from the 

stratosphere to the troposphere but the mechanisms by which stratospheric variability 

influences the tropospheric circulation remain unclear.  Thompson et al. [2005] suggested 

that processes by which variations in the amplitude and location of stratospheric wave 

drag are communicated to tropospheric levels can be divided into the “direct” and 

“indirect” effects.  They defined the “direct effect” as the balanced response of the zonal-

mean tropospheric circulation to anomalous mechanical and thermal forcing at 

stratospheric levels, and the “indirect” effects as those where changes in the stratospheric 

zonal flow impact the propagation of wave activity.  Indirect effects include amplification 

due to internal tropospheric dynamics [Song and Robinson, 2004], the impact of 

anomalous shear at the tropopause level on vertically propagating planetary waves 
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[Shindell et al., 1999b; Hu and Tung, 2001], and feedbacks between the shear at the 

tropopause level and the momentum flux by baroclinic eddies [Kushner and Polvani, 

2004].   However, the questions remain as to why does not downward propagation always 

happen and why the time scale for downward propagation varies.  

 

2.3 Structure of the annular modes during the active season and inactive 

 Season 

 

The active season is defined as time of year when troposphere/stratosphere 

coupling is vigorous, and corresponds to the winter when the zonal flow in the lower 

stratosphere is disturbed by waves dispersing upwards from the troposphere.  The 

Charney -Drazin theory predicts that these interactions should occur when the zonal flow 

in the lower stratosphere is westerly, but less than a threshold value.  Therefore, the 

structure of the NAM is different with the season.  During the active seasons, the NAM is 

characterized by equivalent barotropic, meridional dipoles in the extratropical circulation. 

During inactive seasons, the stratospheric NAM has a different pattern and it is different 

from the pattern of the tropospheric NAM.  In the stratosphere, the summer pattern is 

characterized by variability of the same sign throughout the northern hemisphere, with 

the highest amplitudes in the tropics and gradually decreasing towards the pole.  The 

tropospheric NAM has a dipole structure in summer like the winter mode but its greatest 

variability is over the Asian monsoon region.  The details on the structure of summer 

NAM and its physical significance are described in the chapter 4. 
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       2.4 Downward propagation of NAM  

 

To understand the physical significance of the downward propagation of 

Northern Annular Mode during the active season, it is useful to examine 

characteristics of the interannual and month-to-month variability of the Northern 

Hemisphere winter circulation by examining anomalous wind patterns and comparing 

them with NAM indexes for the corresponding winters. 

In figure 2.3, the anomalous zonal-mean winds are shown for two negative 

NAM winters (1977 and 1985) and two positive NAM winters (1989 and 1990).   

Each winter is presented from top to bottom, as December, January and February.   It 

was noted by Kodera [1995] that the evolution of zonal wind anomalies has similar 

patterns even though month-to-month variation of stratospheric and tropospheric 

circulation is quite different for each winter.  The first and second columns, for the 

1977 winter and 1985 winter show that negative wind anomalies (weak westerlies) 

first appear in December in the midlatitudes of the low stratosphere and they shift 

poleward and intrude into the troposphere by January.   

A similar but opposite polarity of the evolution of anomalies is observed during  

1989 and 1990 winters as shown in third and forth columns where downward propagation 

of positive wind anomalies (stronger westerlies) is seen. The NAM index, defined as the 

time coefficients of the first EOF of geopotential height field explains about 20% of 

variability throughout the troposphere and up to 45% at 10 hPa level [Hameed and Lee, 

2005].  The two different polarities of wind anomalies discussed above are well exhibited 

by the evolution of the NAM index as shown in Figure 2.4.  The years shown in Figure 
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2.4 are the same as in the zonal wind anomaly analysis in Figure 2.3.    The values of 

NAM index tend to be positive while the polar vortex is strong (and cold) and it is 

negative while it is weak and warm.  The color scheme in the figures for the NAM index 

is chosen to be red in negative (warm) regime and blue in positive (cold) regime.  The 

time-height development of the NAM in each winter shows that the signals emerging 

from the stratosphere reach the surface in three of the winters.   The first and second 

columns, 1977 winter and 1985 winter show that negative NAM signal (weak westerlies) 

first appears in December in the lower stratosphere and the signal propagates into the 

troposphere in January.   During the 1989 and 1990 winters as seen in the third and forth 

columns, the positive signal first appears in December and propagates downward 

throughout January and February. 

Considering the whole 57 years of NCEP period, it is obvious that a number of 

positive and negative stratospheric events reached the surface.  We identified an 

anomalous event when the amplitude of the NAM index at 10 hPa was greater than 1 or 

1.5 times the standard deviation of the entire 57 years of winter months.   The result from 

each winter, the rate of the downward propagation and its relation to the solar cycle and 

the QBO is presented in chapter 3. 

   

 

 

 

 

 



 17

3. Sun-climate mechanism in winter 

 

         In this chapter, the differences in the frequencies of the downward 

propagation of the NAM surface during solar maximum and minimum periods are shown.  

A much greater fraction of stratospheric perturbations penetrate to the surface during 

solar maximum conditions than during minimum conditions. This difference is more 

striking when the zonal wind direction in the tropics is from the west: no stratospheric 

signals reach the surface when equatorial 50 hPa winds are from the west under solar 

minimum conditions, and over 50 percent reach the surface under solar maximum 

conditions. 

 

3.1 Introduction 

 

It has been known for more than a hundred years that changes in the solar cycle 

apparently produce corresponding changes in weather and climate on the earth [Lamb, 

1972; Burroughs, 1992].  The link between the solar cycle and climate has been a puzzle 

because the solar energy output changes by only about 0.1 percent during a typical 11 

year solar cycle [Lean and Rind, 2001], a change that is too small to produce a significant 

changes at the surface based on the energy budget. A possible clue is that the changes in 

the output of solar ultraviolet (UV) radiation are significantly greater, up to a few percent 

during a typical 11-year solar cycle [Lean, 2000].  Furthermore, the percent change in the 

UV radiation is greater at shorter wavelengths. Since the solar UV radiation is the main 

agent for producing ozone in the stratosphere, the significant changes in ozone with the 
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solar cycle is expected.  Such changes have been verified in observations [Hood, 1997] 

and also in modeling studies [Shindell et al., 1999; 2001; Lee and Smith, 2003]. 

Systematic changes in the distribution of ozone result in changes in the temperature and 

pressure distributions in the stratosphere. It is now recognized that the different thermal 

and dynamical signatures in the stratosphere between solar maximum and minimum 

conditions  [Labitzke, 2001; Hood, 2004] and these are modulated by the quasi-biennial 

oscillation (QBO) of the zonal equatorial winds [Labitzke, 2003].  Several studies have 

demonstrated that solar cycle induced perturbations are large in the upper stratosphere 

and gradually descend to the lower stratosphere [Kodera and Kuroda, 2002; Gray et al., 

2001; 2004]. Baldwin and Dunkerton [1999; 2001] used the northern annular modes to 

demonstrate that some perturbations in the stratosphere can reach the surface. The 

northern annular mode (NAM) is the first empirical orthogonal function of geopotential 

height at each level and thus represents a principal mode of stratospheric circulation. 

These authors showed that positive and negative anomalies in the stratospheric NAM are 

generated, and on occasions propagate to the surface maintaining the same sign.  In the 

stratosphere annular mode values are a measure of the strength of the polar vortex, while 

the near surface annular mode is called the Arctic Oscillation (AO).  

We have used the method of Baldwin and Dunkerton to investigate downward 

propagation in solar maximum and minimum conditions. Results show a clear difference: 

Many more stratospheric perturbations reach the surface in solar maximum conditions 

than in minimum conditions.  Furthermore, no stratospheric signals reach the surface in 

minimum conditions when the tropical wind in the lower stratosphere is from the west. 

 



 19

3.2 Data : NCEP/NCAR reanalysis 

 

For the present analysis, National Centers for Environmental Prediction/National 

Center for Atmospheric Research (NCEP/NCAR) reanalysis [Kalnay et al., 1996] 

monthly mean geopotential height field for 1948-2004 is used to define the annular mode 

independently at each of the 17 pressure altitudes from 1000hPa to 10hPa.  

Climatological mean has been removed at each grid point at a given altitude to calculate 

the monthly geopotential height anomalies. Data are weighted by the square root of 

cosine of latitude to generate the equal area weight at each grid point.   

 

3.2.1   Evolution of the NCEP/NCAR reanalysis  

 

There were two major changes in the atmospheric observation systems in the last 

half century [Kistler and Kalnay, 1999].  The first one took place during the period 1948 

- 1957, when the NH upper air network was gradually improved, and culminated in the 

International Geophysical Year (IGY) of 1957-58.  The second major addition took place 

with the First Global GARP (Global Atmospheric Research Project) Experiment (FGGE), 

run in 1978/1979, observing systems relying on remote sensing and communication to 

provide unprecedented global observation coverage and timely data receipt.  From 1979, 

the TOVS (TIROS-N Operational Vertical Sounder), the first combined 

infrared/microwave (HIRS/MSU) operational sounder, was used in the reanalysis process.  

Although satellite data provide global coverage of measurement, their abrupt onset near 

those years can obviously introduce a bias between before and after FGGE.   
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Based on the changes of global observing system, the NCEP/NCAR reanalysis 

data can be distinguished into three stages: the first stage before IGY(1948 – 1957), the 

second stage after IGY and before FGGE (1957 – 1979), and third stage after FGGE until 

present.    

3.2.2 Reliability of NCEP/NCAR reanalysis 

Although the global rawinsonde network is established from June 1957 with the 

IGY, the NH rawinsonde observations had already been started by 1948. Good data 

coverage in China started in 1956, and in India by 1950. Before the IGY, there were no 

observations from most of South America and Antarctica, the network was exceedingly 

inadequate in the SH.  However, in the NH, the upper air observations for the early years 

actually had some advantages compared with present days.  A number of permanent ships 

started observations in the late 1940's and data at these locations continued in the 

northern oceans until about 1973-1974.  There were weather reconnaissance flights over 

the northern oceans and to the North Pole during 1947-1960. These, together with the 

permanent ship rawinsondes from 1948 to 1973 have helped the reanalysis over the 

oceans during the early years.  Winds aloft from radar or visual tracking of balloons 

(called pilot balloons or pibals) are also an important data source for reanalysis of the 

early stage.   Before FGGE in 1979, NCEP/NCAR reanalysis is based on nonuniformly 

distributed observations.  The analysis error by changes of operational network and by 

ununiformly distributed resolution can limit the accuracy of the reanalysis.  These 

sources of error can modify the correlation between sites, but they do not limit the 

reliability of the field properties coherently.  In later decades, the reanalysis includes 
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satellite measurement, which provides global coverage. Although satellite data provide 

global coverage of measurement, their abrupt onset near those years can obviously 

introduce a bias between before and after FGGE.  After FGGE, many satellite data 

impact tests were executed, and generally reported strongly positive results in the 

Southern Hemisphere, but little impact in the Northern Hemisphere [Mo et al., 1995]. 

3.3 method of analysis 

At each pressure level, the annular mode is the first empirical orthogonal function 

(EOF) of the geopotential height anomalies from 20ºN to 90ºN. Monthly values of the 

annular mode, spanning the 57-year data record, are calculated at each pressure level by 

projecting monthly geopotential height anomalies onto the leading EOF patterns.  The 

method of calculation is as described by Baldwin and Dunkerton [2001] and Appendix I.  

The leading EOFs are calculated for extended winter (from October to April) and 

summer (from May to September), respectively. 

 

3.4  Sun-climate mechanism in NAM for extended winter 

 

          3.4.1 Results 

 

Solar activity in each winter is measured by the total number of sunspots observed 

in each period.  Figure 3.1 shows the northern annular mode in the stratosphere-

troposphere system for the five winters during 1948-2004 in which solar activity was the 

maximum in order of highest sunspot numbers.  Positive values of the NAM are shown in 
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blue and negative values in red.  The W and E on top of each panel give the direction of 

the quasi-biennial oscillation (QBO) wind for each month at 50hPa provided by Naujokat.  

Figure 3.1 shows that during the five strongest solar maximum winters, perturbations 

emerging in the stratosphere reach the surface in four of the winter.  The winter of 1979-

1980 is the exception because the signal breaks up and does not reach the surface.  Of the 

four signals that reach the surface three are negative events and only one (1989-1990) is a 

positive event.  During negative events the polar vortex is weak and warm, while it is 

strong and cold in positive events [Baldwin and Dunkerton, 2001].  

Figure 3.2 shows the northern annular mode during the five winters in which solar 

activity was the lowest during winter with the weakest solar activity.  Figure 3.2 shows 

that the signals emerging from the stratosphere do not reach the surface in four of the 

winters, the exception being 1996-1997 when two signals emerge and propagate to the 

surface. 

By expanding the data base with 15 winters with the highest sunspot numbers and 

15 winters with the lowest sunspot numbers during 1948-2004, the fraction of the 

stratosphere-troposphere coupling events are compared.  The results for two threshold 

values for defining the perturbations are given in Table 1: 1.0 and 1.5 times the standard 

deviation of the northern annular mode.  The second line in Table 1 lists the number of 

signals that occurred at 10hPa level.  The third row gives the number of times that the 

signal reached the surface.  There is a significantly greater fraction of the stratospheric 

events reach the surface under solar maximum conditions than in minimum conditions.  

The statistical significance of these results is tested using a t-test and is 99% confident. 
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The last two rows in Table 1 give the ratio classified according to the prevailing 

zonal wind direction in the tropical lower stratosphere (50hPa).  No signals reach the 

surface in the solar minimum conditions when the wind direction is from the west, while 

over 50% of the signals reach the surface under solar maximum conditions.  Considering 

16, 17, 18, or 19 winters of maximum and minimum sunspot numbers did not produce 

significant changes in ratios in the last three rows of Table 1.  Replacing the sunspot 

numbers by monthly solar UV irradiance (290-295 nm) presented by Lean [2000] to 

identify winters of high and low solar activity also did not change the ratios significantly.     

 

3.4.2 Discussion  

 

The results may be understood in the context of findings by Gray et al. [2004] 

who studied the influence of the solar cycle and the quasi-biennial oscillation on the 

winter polar vortex in ECMWF Reanalysis data for 1957-2001.  They find that the polar 

vortex in the stratosphere is more disturbed in years in which the wind is from the East 

than in years when it is from the West, in conformation with the Holton-Tan effect.  

However, they find an important difference in West years between solar minimum and 

maximum conditions.  In solar minimum/West condition, the vortex is anomalously 

strong throughout the whole winter and an easterly anomaly in the winds does not appear 

until April.  In solar maximum/West condition, an easterly anomaly develops in February 

and moves poleward and downward by March indicating midwinter warming events.  

Their results are consistent with previous work by Labitzke and coworkers who noted as 

early as 1982 that major midwinter stratospheric warmings do not occur during the QBO 
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westerly phase except near solar maxima [Labitzke, 1982].  Together with the present 

results, they suggest that the stable vortex in winters when solar activity is low and winds 

are from the west then the propagation of stratospheric signals to the surface is unlikely. 

The present study shows that the circulation anomalies caused by these 

stratospheric warmings propagate down to the surface much more frequently under solar 

maximum conditions than under solar minimum conditions.  This suggests that solar 

perturbation of the stratosphere by ultraviolet radiation variations followed by downward 

propagation of resulting circulation anomalies to the surface is the principal sun-climate 

mechanism. 
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4. The Northern Hemisphere Annular Mode in Summer and Its 

Relation to Solar Activity Variations in NCEP/NCAR reanalysis 

 
In this chapter, the National Centers for Environmental Prediction/National 

Center for Atmospheric Research (NCEP/NCAR) reanalysis is used to calculate 

Empirical Orthogonal Functions (EOF)s of summer geopotential heights in the northern 

hemisphere at all levels in the troposphere and the stratosphere.  Leading patterns in 

summer stratosphere are distinct from the winter patterns.  Also, the leading patterns in 

the summer stratosphere are distinct from the patterns of the summer troposphere.  The 

summer Northern Hemisphere annular mode (NAM) in the stratosphere has the same sign 

in the northern hemisphere but shows higher variability at low latitudes unlike the dipolar 

structure of the winter NAM.  A physical interpretation of the summer NAM in the 

stratosphere is readily apparent because low (high) values of its principal component 

correspond to warmer (colder) than climatological mean summer conditions in the 

stratosphere.  The summer NAM in the troposphere, on the other hand, is characterized 

by variability over the Asian monsoon region.  Also, the summer NAM in the 

stratosphere and upper troposphere is correlated with the solar ultra violet (UV) flux such 

that in solar maximum conditions the stratospheric circulation is more ‘summer-like’ than 

average, and it is less ‘summer-like’ in solar minimum conditions.  The summer NAM is 

thus seen as a potentially useful tool in investigating the sources of variability in the 

summer atmosphere. 
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 4.1 Introduction 

 

The Northern Hemisphere annular mode (NAM), defined as the first empirical 

orthogonal function (EOF) of geopotential height has been found to be an important tool 

in the study of variability of the winter hemisphere [Thompson and Wallace; 1998, 2000]. 

The pattern in sea level pressure in winter is called the Arctic Oscillation and it has been 

shown to be linked to a large number of regional climatic impacts [e. g., Thompson and 

Wallace, 2001; Lin et al., 2002; Kodera and Kuroda, 2003].  The vertical coherence of 

the winter NAM pattern has been useful in investigations of stratosphere-troposphere 

interactions [Baldwin and Dunkerton, 2001] and the influence of solar activity changes 

on the atmosphere [Hameed and Lee, 2005].  The vertical coherence of the winter NAM 

and its relation to solar cycle and QBO is discussed in chapter 3. 

In this chapter, the Northern Hemisphere annular mode (NAM) in summer and its 

physical interpretation is discussed.  The annular mode in summer has been previously 

discussed by Thompson and Wallace [2000].  They used geopotential heights for all the 

months of the year in their EOF calculation and noted that it is dominated by the winter 

variability.  They also pointed out that the annular modes exist in all seasons but the 

coupling between the tropospheric and stratospheric modes occurs only in winter.  They 

did not display the summer NAM pattern in the stratosphere but noted that it is different 

from the winter NAM in that its meridional scale is larger.  Ogi et al. [2004] pointed out 

that if the NAM is calculated using geopotential height data for all the months and its 

principal component regressed with circulation anomalies in different seasons, 

misleading results for summer may be obtained.  This is because the summer season has 
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its own unique leading pattern which is overshadowed in the pattern obtained from using 

data for all months of the year.  Ogi et al. [2004] did the  EOF analysis separately for 

each month using zonally averaged geopotential height fields from 1000 hPa to 200 hPa, 

but in the latitudinal domain from 40oN to the Pole, while the calculations of Thompson 

and Wallace [1998, 2000] considered the region 20oN to the Pole. 

In EOF analysis, a different choice of the geographical domain can introduce 

significant differences in the calculated patterns and their principal components.  The 

EOF patterns for the summer season separately for each altitude available in the NCEP-

NCAR reanalysis from 1000 hPa to 10 hPa for the domain 20oN to the Pole.  It will be 

seen later that using the extended geographical domain makes an important difference, 

because the Asian monsoon is a key part of the summer variability in the troposphere.  

Using the pattern at 10 hPa, it is shown that the low values of its principal component 

represent an accentuation from the climatological mean summer condition, while the high 

values correspond to weakening from the climatological summer condition. 

van Loon and Labitzke [1998] have calculated the principal component of the 

leading EOF in July and August at 30 hPa and shown that it has a decadal variation 

similar to the solar UV flux for 1975-1995.  This relationship is investigated at several 

levels in the stratosphere and troposphere for the extended period 1948 -2004.  

In section 4.2 the method of calculation is described and in section 4.3 the 

structures of the first two EOF modes at 1000 hPa and 10 hPa in summer is discussed and 

compared to the two leading winter modes.  In section 4.4, a physical interpretation of the 

leading summer mode in the stratosphere is discussed.  The coupling between the 

stratospheric NAM and the solar cycle is investigated in section 4.5.  Section 4.6 
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considers possible sources of stratospheric variability in summer, and the conclusions are 

presented in section 4.7. 

 

4.2 Methods 

 

             NCEP/NCAR reanalysis data from May to September and from 20°N to 90°N are 

used to define the summer annular mode at each of the 17 pressure levels ranging from 

1000 hPa to 10 hPa.  Data are weighted by the square root of cosine of latitude to 

generate the equal area weight at each grid point.  The first summer mode is defined as 

the first Empirical Orthogonal Function (EOF) of the temporal covariance matrix of 

geopotential height anomalies at each pressure level.  Month to month variability of the 

leading modes of each summer, spanning the 57-year data record, is calculated at each 

reanalysis pressure level by projecting monthly geopotential height anomalies onto the 

leading EOF patterns.  The EOF for the summer is calculated in precisely the same way 

as for winter as described in Chapter3, which is the same method used by Baldwin and 

Dunkerton [2001]. 

It can be reasonably said that the data base for NCEP/NCAR reanalysis are fewer 

and of poorer quality for the earlier years.  However, Kistler and Kalnay [1999] point out 

that there was a considerable network of rawinsonde stations in the northern hemisphere 

during the late 1940s and early 1950s.  The evolution and reliability of the NCEP/NCAR 

reanalysis are discussed in section 3.2.1 and 3.2.2.  In the comparisons of the summer 

NAM with the solar cycle, as in Figure 4.7, the correlations would improve if the period 

before 1960 is omitted.  However, the disagreement in the earlier period is qualitatively 
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not different from that of the later period of 1995-2004.  It therefore seems less arbitrary 

to present the whole record.  

 

4. 3 Structure of the NAM during winter and summer 

 

            Figure 4.1(a) shows the first EOF of geopotential height variance at 1000 hPa 

during the extended winter from 1948 to 2004.   As has been noted by Thompson and 

Wallace [1998], the surface winter NAM (or the Arctic Oscillation) is characterized by 

cells in polar and subpolar regions, the Azores High region in the Atlantic basin, and the 

Hawaiian High in Pacific basin.  The NAM in the summer season from May to 

September is shown in Figure 4.1(c).  The summer pattern is also characterized by a 

dipole zonal structure like the Arctic oscillation.  The dipole structure of the 1000 hPa 

summer pattern was also noted by Ogi et al. [2004], who did the analysis for the region 

40oN poleward.  Comparing Figure 4.1(a) and 4.1(c), the main difference is that in the 

winter mode the highest variability is over the polar region, while in the summer it is over 

the Asian monsoon region.  As seen in Figure 4.1(c), the first summer mode at 1000 hPa 

describes a zonal circulation around the polar vortex, as in winter, and contains 17% of 

geopotential height variability.  

Figure 4.1(b) shows the second EOF pattern for winter. The highest variance in 

this mode is over the Aleutian Low and it is anti-correlated with the variability over the 

Icelandic Low.  Figure 4.1(d) shows the second EOF during the summer.   One finds that 

the overall pattern of variability in the second summer mode is similar to the first mode in 

winter; in the second summer  EOF the highest amplitudes are over the Atlantic sub-polar 
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region, and a clear signature of the North Atlantic Oscillation (NAO) is present similar to  

the first EOF in winter (shown in Figure 4.1(a)).  Therefore, if the first winter NAM is 

regressed on the summer geopotential height data to estimate summer variability, the 

result is likely to be more representative of the second summer EOF than the first 

summer pattern.   

 Figure 4.2 compares the first two EOF patterns for winter and summer at 10 hPa. 

The first winter pattern (Figure 4.2 (a)) explains 45 percent of the variance for the 1948-

2004 period, while the corresponding summer pattern explains 73 percent of the variance. 

The fact that the first EOF pattern in summer explains such a large fraction of variance is 

an indication of the simpler character of summer circulation in the stratosphere. While the 

winter pattern has the highest amplitudes in the polar region and the well known dipole 

structure such that the variability in the sub-tropical region is of the opposite sign, the 

summer pattern is characterized by variability of the same sign throughout the northern 

hemisphere, with the highest amplitudes  in the tropics and gradually decreasing towards 

the high latitudes.  In Figure 4.2(d) the second EOF for summer is shown, just as at 1000 

hPa, it has a structure similar to the first winter EOF.  It has a more pronounced dipolar 

contrast between the polar and the tropical regions than in the winter NAM seen in Figure 

4.2(a).  By contrast the second winter EOF in Figure 4.2(b) emphasizes the opposite 

modes of variation between the North Atlantic-North Europe and North Pacific regions.  

The leading EOF patterns at all pressure levels in the stratosphere are generally similar to 

the 10 hPa patterns shown in Figure 4.2.  Similarly, the leading EOF patterns at the 

different pressure levels in the troposphere are similar to 1000 hPa patterns shown in 

Figure 4.1.  However the patterns in the stratosphere and the troposphere are different 
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from each other and their principal components are not correlated during the summer, as 

was noted by Thompson and Wallace [2000]. 

 

4. 4 Physical Significance of the summer NAM 

 

 4.4.1 Stratosphere 

 

             The variance contributed by the first mode to the total variance of the 

geopotential height is greatest at 10 hPa (73%).  Therefore, the physical meaning of the 

summer NAM is investigated at the 10 hPa level.   Two groups of the geopotential height 

fields are classified.  High NAM index months are defined as those in which the NAM 

index is above one standard deviation from the mean of the 57 years of summer index 

values (51 months).  The Low NAM index months are similarly defined as those in which 

the index is below one standard deviation (42 months). 

              In the climatological mean conditions of summer, there are high temperatures 

over the arctic stratosphere caused by direct absorption of UV radiation in comparison 

with lower latitudes.  Hence the geopotential heights in the polar region are high and 

decrease toward the subtropics, giving the geopotential height distribution a dome-like 

shape centered on the polar region. 

            As shown in Figure 4.3, the geopotential height is higher in NH when the summer 

NAM index is low in comparison with the high NAM condition.  Moreover, the low 

NAM is characterized by a larger meridional height gradient.  The geopotential height 

over the polar region is greater by nearly 200 meters in Low NAM than in High NAM. 
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           In Figures 4.4(a) and 4.4(b) the zonal wind velocities for Low and High NAM 

conditions are compared, respectively.  There is a strong zonally symmetric easterly 

circulation with very little deformation during the high NAM periods (Figure 4.4(b)).  

The position of the strongest summer easterly jet in the low latitudes is shifted northward 

during high NAM periods.  However, during low NAM conditions (Figure 4.4(a)), the 

easterly circulation is stronger poleward of about 45oN.  The stronger zonal circulation in 

low NAM vs. high NAM conditions is consistent with the geopotential height distribution 

differences between Figures 4.3(a) and 4.3(b). 

              Figure 4.5(a) shows the temperature distribution at 10 hPa in low NAM 

conditions and Figure 4.5(b) gives the temperature distribution for the high NAM 

composite.  The temperature is colder during high NAM conditions, especially over the 

polar region where the temperature difference is 4 to 6K between the extremes of NAM.  

This suggests that the weaker circumpolar circulation during high NAM period allows 

colder air from lower latitudes to mix into the polar region, resulting in the cold 

anomalies there and a lowering of the geopotential heights. 

              From Figures 4.3 - 4.5, the summer NAM describes the hemisphere wide 

variability of the summer stratosphere between conditions which are more ‘summer-like’ 

(low NAM)  and less ‘summer-like’ (high NAM).  In the less ‘summer-like’ conditions, 

the temperatures are colder, the easterly zonal circulation is weaker, and the geopotential 

height distribution is less dome-like than in the climatologically averaged summer 

condition.  In the low NAM conditions anomalies opposite to these prevail.  

 

 



 33

4.4.2 Troposphere 

  

           In Figure 4.1(c) for the leading EOF pattern the largest of variability is over the 

Asian monsoon region. The principal component of the leading pattern at 1000 hPa is 

used to define high NAM index months as those in which it is above one standard 

deviation from the mean of the 57 years.  The low NAM index months are similarly 

defined as those in which the index is below one standard deviation. The composites 

show that the variability in the Asian monsoon region dominates the variability 

associated with the leading mode in summer troposphere.  As an example, the difference 

in temperatures in the northern hemisphere between low NAM and high NAM in July-

August is shown in Figure 4.6.  It is characterized by warmer temperature over the Asian 

continent, and colder temperatures over Siberia.  Greatbatch and Rong [2006] have 

shown that SLPs in NCEP/NCAR reanalyses over a region around Mongolia are biased 

lower than ERA 40 during 1958-68. This region is a small part of the positive Asian node 

in Fig. 4.1(c), and it is likely that the pattern may be different in this region if ERA 40 

data were used for the analysis. 

 

4.5 Solar cycle and the summer NAM 

 

van Loon and Labitzke [1998] used NCEP-NCAR geopotential height data 

averaged for July and August during 1974-1995, and calculated the first EOF at 30 hPa. 

Their Figure 8 compares the first PC with the 10.7 cm solar flux, and they point out the 

dominance of the 11 year cycle in both curves.  The first PC at 30 hPa is compared with 
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solar UV flux (200-295nm) in Figure 4.7 for the extended period 1948-2004. The 

agreement between the two curves is weakened after 1995, and it is also less strong 

during 1948-1975.  Nonetheless, the correlation coefficient between the two time series is 

-0.40.  It is shown by Quenouille that a good estimate of the effective number of 

independent observations entering into the calculation of cross-correlation coefficients is 

given by  

),221/( '
22

'
11 ⋅⋅⋅+++ rrrrN                      (1) 

where N is the number of data points in each of the two series, 1r  and '
1r  are the lag-one 

autocorrelations of the two series, 2r and '
2r the lag-two auto-correlation of the two 

series, etc. When the autocorrelations in the two series are taken into account using 

Quenouille’s procedure as described by Angel and Korshover [1981], the number of 

independent data points is reduced from 57 to 26.  The correlation coefficient is 

statistically significant at the 95% confidence level for the 1948-2004 periods.   

    The results are given in Table 2.  Each value gives the correlation coefficient 

between the principal component of the first EOF for that time period and pressure level 

with the UV flux (200-295nm).  The effective sample size is listed in parentheses in each 

case.  Correlations with statistical confidence level of 95% or higher are shown in bold.   

The second column in the Table 2 lists the variance in May to September 

geopotential height during 1948-2004 that is explained by the first EOF of the extended 

summer.  The square of the correlation coefficient gives the fraction of the variance in the 

PC that can be attributed to solar influence.  For example, the correlation coefficient for 

the extended summer at 50 hPa is -0.38, and the variance explained by the first PC is 
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58 %.  Thus about 8 percent of the geopotential height variance during (May-September) 

is attributable to the solar cycle. 

In Table 2, the strongest correlations are in the lower stratosphere, at 50 hPa and 

70 hPa, and are during the months of July and August.  Since the ozone maximum is also 

in the lower stratosphere, the results in Table 2 are consistent with the view that the 

influence of solar variability on the summer stratosphere is primarily via absorption of 

UV radiation by ozone, which in turn affect the dynamics.  Using Total Ozone Mapping 

Spectrometer (TOMS) ozone data, Hood [1997; 2004] has shown that the solar signal is 

positive and significant with ozone in the lower stratosphere for June, July and August at 

low latitudes up to 30ºN.  Hood [1997] estimated that about 85% of the solar cycle 

variation of global mean total column ozone amount comes from below 30 hPa.  

Although the results by Hood [1997] are for low latitudes only, the agreement with the 

results in Table 2 is encouraging.  Of course, the fact that the correlations are highest in 

the lower stratosphere cannot be taken as proof that the effect is largest there, because 

other simultaneous influences are possible.  A global analysis of the satellite ozone data 

now available would be of much interest in better understanding ozone’s role in 

modulating solar influence on the stratosphere.  

             The correlations between the UV flux and PC1 are negative, i.e., solar maximum 

(minimum) conditions correspond to lower (higher) summer NAM.  This suggests, 

according to the physical interpretation of summer NAM discussed above in section 4.4, 

that the stratosphere is more ‘summer-like’ when the solar cycle is near a maximum.  

This means that the zonal easterly wind flow is stronger and the temperatures are higher 

than normal.  By contrast, low solar activity corresponds to higher NAM conditions in 
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which the stratosphere behaves less ‘summer-like’. The solar cycle effects therefore 

appear as small amplitude modulations of the annual cycle, as suggested by Kodera and 

Kuroda [2002]. 

   Labitzke [2003] has shown that the geopotential height difference between solar 

maximum and minimum is greater in the QBO East phase than in the West phase for the 

month of July.  However, our calculations showed that the correlation between the first 

principal component and UV flux does not change significantly between the QBO phases 

during summer.  This difference may arise because of our use of the EOFs which 

represent hemisphere-wide patterns while the differentiation between east and west 

phases of the QBO was shown by Labitzke [2003] in particular latitude bands. 

 

4.6 Sources of variability in the summer stratosphere  

 

            Labitzke [2003] suggested that the effects of solar cycle in the stratosphere may 

be seen more easily in the summer than in winter because of low level of variability in 

the summer season.  The NAM explains a greater portion of the geopotential variance in 

summer than in winter, and the significant anti-correlations of the summer NAM with the 

solar cycle shown in Table 2 verify Labitzke’s suggestion.  Important questions remain, 

however, about the mechanism of solar UV’s interaction with the atmosphere, including 

the processes that can transfer the solar signal to the lower troposphere.  A related topic 

that merits further investigation is the nature of the variability in the summer stratosphere 

and its possible sources. 
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               Numerous observational studies have documented traveling and stationary 

waves in the stratosphere in the summer season.  Muench [1968], Randel [1993], Miles et 

al. [1994] and studies cited by these authors showed westward propagating Rossby waves 

in the summer stratosphere in ozone, temperature, and velocity fields. 

What processes contribute to the generation of disturbances in the stratosphere? 

One possible source is the differential heating caused by absorption of UV radiation by 

the varying concentrations of ozone. Another possibility is the impact of vertically 

propagating waves from the troposphere. 

Edmon et al. [1980] and Wagner and Bowman [2000] calculated E-P flux vectors for 

summer months in the Northern Hemisphere. Both sets of results show that waves 

propagate from the troposphere vertically into the stratosphere. A region of flux 

divergence is seen in the middle latitudes upper troposphere from which wave activity 

propagates upwards.  Most of the stratosphere is a region of convergence for E-P flux. 

The Charney-Drazin theorem does not rule out planetary waves in the summer.  It 

states that vertical propagation is present when the mean zonal flow u  relative to phase 

speed c in the lower stratosphere is westerly, but less than a threshold value [Charney and 

Drazin, 1961].       

 

                                                   cucu <−<0 .                                          (2) 

 

This means that traveling waves can propagate vertically into the stratosphere with 

easterly winds, as long as their westward phase speeds are faster than the zonal mean 

wind velocity.  Wagner and Bowman [2000] analyzed daily data for the summer months 
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in Northern Hemisphere for 1992-1998 and showed that the wave power shifts from 

eastward propagating waves in the upper troposphere to dominantly westward 

propagating waves in the middle stratosphere, consistent with the phase speed constraint   

given by the Charney-Drazin theorem.  However, their analysis also showed that the 

amplitudes of the waves in the summer stratosphere are extremely weak compared to the 

waves in winter.  The sources of summer variability deserve further study.  

 

4.7 Conclusions 

 

       The leading EOF patterns of the summer geopotential heights in the northern 

hemisphere are distinct from the patterns of the winter.  Both in the stratosphere and the 

troposphere the second EOF of the summer geopotential height has structure similar to 

the first EOF in winter.  If the principal components of the leading mode in winter are 

regressed on summer circulation data, the resulting statistics are likely to represent the 

second summer EOF pattern.  In terms of physical interpretation, the low NAM in the 

stratosphere represents an enhancement of the average summer condition in the 

geopotential height, temperature and velocity distributions and the high NAM is a 

diminution of the average summer condition.  In the troposphere the summer NAM is 

characterized by variability of the Asian monsoon; it however, represents a much smaller 

fraction off the total variance than in the stratosphere.  It was found that the summer 

NAM in the stratosphere and upper troposphere is inversely correlated with the solar UV 

flux, i.e., in solar maximum conditions the stratospheric circulation is more ‘summer-

like’ than average, and it is less ‘summer-like’ in solar minimum conditions. The 
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strongest correlations with the solar UV radiation are in the lower stratosphere.  Since the 

EOF patterns in the stratosphere and troposphere are not coupled, a major unanswered 

question is about the mechanism by which solar cycle induced changes in the summer 

stratosphere can influence surface climate. 
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5. The Northern Annular Mode in Summer and its Relation to Solar 

Activity Variations in the GISS ModelE  

 

 5.1 Northern annular modes in simulations of Present day (PD) and  

          Pre-industrial (PI) 

 

In this chapter, the solar influence on atmospheric circulation is studied based on 

the ModelE version of the Goddard Institute for Space Studies (GISS) atmospheric and 

ocean general circulation model (AOGCM) simulation experiments.   The simulations are 

forced not only with the present day or pre-industrial (PD or PI) greenhouse gas and 

aerosol conditions but also with changes in solar irradiance under perpetual solar 

maximum and perpetual solar minimum conditions, respectively.  The maximum 

condition run (MAX) and the minimum condition run (MIN) are simulations with 

different direct solar ultraviolet (UV) radiation which produces stratospheric and 

tropospheric ozone changes via a 3-dimensional chemical model calculation.   

 

5.1.1 Model description and experiment setup 

 

The GISS ModelE simulations are performed separately for two solar activity 

conditions: solar maximum and solar minimum with present day (PD) or pre-industrial 

(PI) greenhouse gas and aerosol conditions.  The simulations are forced with an 11-year 

solar cycle irradiance variation.  The full solar irradiance variation corresponds to ~0.19 

W/m² maximum minus minimum instantaneous radiative forcing at the tropopause, 
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equivalent to 1.1 W/m² change in solar irradiance at the top of the atmosphere.  The 

variation increases markedly at UV wavelengths, where the flux changes by several 

percent over a solar cycle (the total irradiance variation is only about 0.1%).  The 

spectrally varying solar irradiance perturbation inputted to the 3-dimensional chemistry 

coupled atmospheric GCM produces stratospheric and tropospheric ozone changes 

[Shindell et al., 2006a].   

In the PI experiment, the concentrations of long-lived gases and aerosols and 

emission of short-lived gases are set to pre-industrial levels.  Therefore, the PI MAX and 

PI MIN simulations have the +1/2 and -1/2 of the solar cycle irradiance changes and pre-

industrial greenhouse gas conditions.  The PI MIN condition represents the era of reduced 

solar activity in pre-industrial period such as Maunder Minimum (~1645-1715).  The 

solar signal in the pre-industrial period is presented as differences between the +1/2 and -

1/2 solar cycle runs, which provides an appropriate simulation of the climate response to 

an extended period of altered irradiance.   

It is already known that the pre-industrial chemical conditions induce more ozone 

in the upper and lower stratosphere because the anthropogenic halogens are absent and 

approximately 60% less methane causes a drier stratosphere [Shindell et al., 2001].   

Ozone’s temperature sensitivity is governed by catalytic cycles involving chlorine, 

nitrogen, hydrogen, and oxygen radicals.  The temperature dependence of the rate-

limiting reactions for the chlorine, nitrogen, and hydrogen cycles is weakly negative, 

whereas for oxygen it is strongly positive.  The relative importance of the oxygen cycle is 

greater during the pre-industrial period, leading to large increases in overall sensitivity in 

the upper stratosphere.  Therefore, Ozone’s temperature sensitivity is increased 
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throughout the upper stratosphere, more than twice at 3hPa relative to the present day.  

Solar heating then speeds up chemical destruction more than irradiance enhances 

photolytic production, so that ozone concentration decreases with solar irradiance.  Thus, 

the reduced irradiance in pre-industrial period such as Maunder Minimum leads to 

increased upper stratospheric ozone.   

 The GISS atmospheric GCM used in this chapter is coupled to a simplified 

thermodynamic mixed-layer ocean model, where the SST is allowed to adjust to different 

atmospheric fluxes but the ocean heat transport is held constant.  The oceanic heat 

convergence (the q-fluxes) into the isothermal mixed layer is calculated as a residual 

given by the heat and mass fluxes at the base of the atmosphere.  The 23-layer version of 

ModelE resolves the stratosphere, extending from the surface to 0.02 hPa, and includes a 

parameterization of gravity-wave drag.  The GCM output is given on a 4º (latitude) x 5º 

(longitude) grid.  In this ModelE version, a new cloud microphysical scheme and land 

snow and lake schemes are used and atmospheric turbulence is calculated over the whole 

column.  Further details on the model and data-model comparisons are given by Schmidt 

et al. [2006].          

  

5.1.2  Method 

 

To define the winter annular mode at each of the 23 pressure levels ranging from 

972 hPa to 0.017 hPa,  the monthly averaged geopotential height fields from model 

outputs of the simulations from 20ºN to 90ºN are analyzed.  The same EOF analysis 

method is used as already described in Chapter 3.3.   
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5.1.3 Structure of the northern annular modes during winter and summer  

 in ModelE  

 

Thompson and Wallace [1998, 2000] suggested that the dynamical coupling 

between the stratosphere and troposphere is controlled not as a wave-like pattern in the 

tropospheric circulation, but as vertically coherent variance pattern of the annular modes, 

characterized by zonally symmetric low frequency fluctuations in geopotential heights 

between the polar region and the middle latitudes.   Baldwin and Dunkerton [2001] later 

demonstrated that the deep vertical coupling associated with the northern annular mode 

(NAM) does not occur synchronously, but that changes in the NAM at stratospheric 

levels tend to precede the same-signed changes in the NAM at tropospheric levels by 

~60days. 

           After Thompson and Wallace [1998], the structure and the variability of 

NAM has been widely viewed, both in observations and models, by many studies as the 

dominant mode that has a strong zonally symmetric or annular component [e.g., Fyfe et 

al. 1999; Shindell et al. 1999a; Shindell et al. 2001; Limpasuvan and Hartmann 2000; 

and Miller et al. 2006]. 

Figure 5.1(a) and 5.1(b) show the first and the second EOF of geopotential height 

variance at 765 hPa during extended winter (October to April) from the PD simulation.  

The first EOF generally has the character of the northern annular mode with cells in polar 

and subpolar regions; one in Atlantic basin, and the other in Pacific basin.  The variance 

explained by this mode of variability is 27% which is comparable to that of NCEP/NCAR 

reanalysis.  Compared with the first EOF pattern of NCEP/NCAR reanalysis, the two 
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centers of action are shifted toward the Eurasian continent. The Pacific High is moved 

eastward and the Atlantic high westward.  The second EOF pattern in Figure 5.1(b) 

shows the highest variance over the Aleutian Low as shown in NCEP/NCAR reanalysis 

pattern in Figure 4.1.  However, the anti-correlation between Aleutian Low and Icelandic 

Low shown in NCEP/NCAR reanalysis pattern does not appear in the second EOF 

pattern in the model.  

Figure 5.1(c) and 5.1(d) show the first and the second EOF of geopotential height 

variance at 765 hPa during summer season from May to September from the PD 

simulation.  The second EOF of summer does not show any physically meaningful 

feature. However, the first summer pattern is also characterized by a dipole zonal 

structure like the winter northern annular mode which describes a zonal circulation 

around the polar vortex, and contains 18% of geopotential height variability.  With the 

highest amplitudes of variability in Atlantic basin and Europe, this pattern is similar to 

the signatures of the North Atlantic Oscillation (NAO). 

Figure 5.2 shows the first two EOF patterns for winter and summer at 7hPa from 

the PD simulation.  The first winter pattern in Figure 5.2(a) explains 33% of variance and 

represents the second EOF from the NCEP/NCAR reanalysis, while the second winter 

pattern in Figure 5.2(b) explains 28% of variance and represents the first EOF of the 

NCEP/NCAR.  The summer pattern is characterized by the variability with the same sign 

throughout the northern hemisphere, with the highest amplitudes in the tropics that 

gradually decreasing towards the high latitudes.  The second mode also shows similar 

pattern with decreasing variability from positive to negative as the latitude increases. 
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Figure 5.3 shows the first two EOF patterns for winter and summer at 1hPa.   The 

first winter pattern in Figure 5.3(a) explains 45% of the variance and represents the 

second NCEP/NCAR reanalysis pattern, while the second winter pattern in Figure 5.3(b) 

explains 23% of variance and represents the first NCEP/NCAR pattern.  The first summer 

mode is similar to that of 7hPa and is characterized by the variability with the same sign 

throughout the northern hemisphere, with the highest amplitudes in the tropics that 

gradually decreasing towards the high latitudes.  The second mode also shows the same 

pattern with decreasing variability from positive to negative as the latitude increases. 

 

5.1.4 The comparison of the northern annular modes in GISS/ModelE :   

                                              PI and PD 

 

In this section, the structure of the NAM in the atmospheric GCM is reviewed 

both in the PI and PD simulations.    The variance explained by the leading modes in 

EOF for the region poleward of 20ºN from each simulation is compared to those from 

NCEP (table 3 and table 4).  In all cases, the leading modes are well separated from the 

other eigenmodes as according to the criterion of North et al. [1982] which will be 

explained in Appendix I.   In the lower troposphere (765 hPa), the model represents more 

variance.  It is already pointed out by Miller et al. [2006] that the models generally 

simulate the observed variance in the SLP EOF analysis, but organize too much of the 

variability into the annular mode. 

The changes in the magnitude of the northern annular mode between the PI and 

PD simulations can be interpreted as the signature of large scale low frequency climate 
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response to the anthropogenic forcing by changes in the concentration of greenhouse 

gases and aerosols.  To estimate the amplitude of the NAM trend associated with the 

anthropogenic greenhouse and aerosol forcing, the NAM indexes in the PI and PD 

periods are generated from the identically fixed EOF pattern.  The difference of the 

winter NAM index between the PD and PI shows an apparent positive phase of the 

pattern, in PD conditions (Figure 5.4).  This result is 95% significant with Student’s t-test 

above 100 hPa.  Many of the observational and numerical evidences suggest that the 

winter NAM index shows positive trend of the pattern, in recent decades. [Thompson and 

Wallace, 1998; Fyfe et al., 1999; Shindell et al., 1999; Thompson and Wallace, 2000; 

Gillet et al., 2002; Miller et al., 2006].   

 

5.1.5 The variability of summer NAM index in ModelE 

 

It is noticeable in Figure 5.5 that the standard deviation of NAM index is larger in 

solar PD MIN run than PD MAX run throughout summer stratosphere when the pressure 

level is lower than 300hPa.   This means that the variability of summer NAM index 

which represents the amplitude of the large scale variability of the northern hemisphere is 

greater throughout the mid-troposphere and stratosphere in MIN than in MAX.  The F-

test is applied to compare the variability of two simulated climates.  The difference of the 

standard deviation is 90% significant in the upper stratosphere (44- 110 hPa) when the 

number of independent samples is estimated to be 40 for each simulation 

( 40≈≈ MINMAX NN ).  In that case, the non rejection region for a test conducted at the 
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90% confidence level for a hypothesis 22: MAXa MIN
H σσ 〉 is [0, 1.51].  The difference of 

NAM index variability does not appear in winter season (not shown). 

 

5.2 The Present day (PD) Northern Annular Mode in Summer and Its Relation 

to Solar Activity Variations in the GISS ModelE  

 

In this section, the annular modes of the summer geopotential heights in the 

northern hemisphere stratosphere and troposphere in the GISS ModelE are compared 

with those in the NCEP/NCAR reanalysis.  In the stratosphere, the summer NAM 

obtained from NCEP/NCAR reanalysis as well as from the ModelE simulations has the 

same sign throughout the northern hemisphere, but shows greater variability at low 

latitudes. The patterns in both analyses are consistent with the interpretation that low 

NAM conditions represent an enhancement of the seasonal difference between the 

summer and the annual averages of geopotential height, temperature and velocity 

distributions, while the reverse holds for high NAM conditions.  Composite analysis of 

high and low NAM cases in both model and observation suggests that the summer 

stratosphere is more “summer-like” when the solar activity is near a maximum. This 

means that the zonal easterly wind flow is stronger and the temperature is higher than 

normal.  Thus increased irradiance favors a low summer NAM.  A quantitative 

comparison of the anti-correlation between the NAM and the solar forcing is presented in 

the model and in the observation, both of which show lower/higher NAM index in solar 

maximum/minimum conditions.  The temperature fluctuations in simulated solar 
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minimum conditions are greater than in solar maximum throughout the summer 

stratosphere. 

The summer NAM in the troposphere obtained from NCEP/NCAR reanalysis has 

a dipolar zonal structure with maximum variability over the Asian monsoon region.  The 

corresponding EOF in ModelE has a qualitatively similar structure but with less 

variability in the Asian monsoon region which is displaced eastward of its observed 

position.  In both the NCEP/NCAR reanalysis and the GCM the negative anomalies 

associated with the NAM in the Euro-Atlantic and Aleutian island regions are enhanced 

in the solar minimum conditions, though the results are not statistically significant.  

 

5.2.1 The summer northern annular modes in ModelE 

 

The absorption of solar ultraviolet radiation by ozone creates heating in the 

stratosphere. Heating maximizes in the polar region in summer and this creates a 

meridional temperature gradient that induces an easterly jet.  Wagner and Bowman 

[2000] calculated the Eliassen-Palm (E-P) flux vectors using the UKMO stratospheric 

analysis and showed that wave activity propagates vertically into the stratosphere in the 

presence of easterly winds during the summer time.   This suggests that stratospheric 

dynamics in the summer is not entirely dependent on radiative forcing but is influenced 

by interaction with atmospheric waves propagating up to the stratosphere. 

The Northern Annular Mode (NAM) in the summer geopotential heights in the 

stratosphere and troposphere using NCEP/NCAR reanalysis data is shown in the chapter4. 

Considering the first EOF of 10hPa geopotential heights for 1948-2004, it is shown that 
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the structure of the summer NAM in the stratosphere is different from that of the winter 

NAM.   The summer NAM pattern in the stratosphere affords a physically consistent 

interpretation in that the low NAM represents an enhancement of the average summer 

condition and the high NAM represents a weakening of the average summer condition. In 

the less summer-like conditions characteristic of high NAM, the temperature is colder, 

the easterly zonal circulation is weaker and the meridional gradient of geopotential height 

is more negative than average summer conditions.  It is also shown that the principal 

components of the first EOF in the stratosphere and upper troposphere are inversely 

correlated with the solar ultra violet (UV) flux, i.e., in solar maximum conditions the 

stratospheric circulation is more summer-like than average and the NAM index is low, 

while in the solar minimum case, it is less summer-like and the NAM index is high.  The 

purpose of this section is to investigate the summer NAM in the stratosphere and in the 

troposphere and its response to the solar activity from the ModelE version of the Goddard 

Institute for Space Studies (GISS) atmospheric general circulation model (GCM).  In the 

previous chapter, the NAM correlation with the solar activity was found from a time 

series analysis of the NCEP/NCAR reanalysis. To better understand the physical causes 

and significance of the apparent summer correlation between solar output and the NAM, 

the NAM index response to solar forcing in the model experiments is estimated.  

 

5.2.2 Structure of the summer northern annular modes in ModelE compared 

         with  NCEP/NCAR reanalysis 
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The first EOF patterns of geopotential height anomalies in the upper stratosphere 

from May to September, defined as the summer northern annular modes (NAM), are 

shown in Figure 5.6.  In the GISS ModelE output, the summer NAM explains about 41% 

of the total variance of the domain, while the corresponding fraction is 73% for the 

reanalysis.   Nevertheless, the spatial structure of the leading mode derived from the 

model simulation appears remarkably similar to that from the observations.  For both the 

model and the reanalysis, the summer mode is characterized by a large degree of zonal 

symmetry and by the amplitude being highest in the tropics and monotonically decreasing 

towards the higher latitudes.  We define the polarity of the principal component at this 

level as positive (high NAM) for an accentuation of the pattern which represents the rapid 

decrease of geopotential height from the polar cap toward the tropics. 

In the troposphere, the model does not produce coherent EOF patterns near the 

surface. This may reflect distortion of the height field due to poor representation of 

boundary layer fluxes in the model or the strong influence of topography in the relatively 

coarse model grid, despite the model’s use of sigma levels in the troposphere. The lowest 

level at which a coherent EOF pattern is obtained is 765 hPa, and it is compared with the 

NCEP/NCAR EOF at 850 hPa in Figure 5.7.  In each dataset, the pattern is characterized 

by a dipole zonal structure like the winter northern annular mode which describes a zonal 

circulation around the polar vortex and meridional contrast between the high latitudes and 

the midlatitudes. With the highest amplitudes of variability in the Atlantic basin and 

Europe, this leading EOF pattern of ModelE is similar to the North Atlantic Oscillation 

(NAO) signature.  Compared with the first EOF pattern of NCEP/NCAR reanalysis, the 

dominant positive center of action over Asia in the ModelE is shifted towards the east.  
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This suggests that the Asian summer monsoon simulated in the ModelE is weaker than 

that in NCEP/NCAR, and its region of maximum intensity is displaced to the east.  The 

first summer mode explains 18 % (16%) of the variance in the ModelE (NCEP/NCAR) in 

the domain at this level.  Overall, the first summer mode in the troposphere derived from 

the ModelE appears broadly similar to that of the observations in both structure and 

amplitude.    

 

5.2.3  Sun-Climate coupling during summer in GISS/ModelE  

 

 Dynamic coupling between the stratosphere and the troposphere is expected to be 

reduced in summer compared to winter due to the dominating easterlies in the summer 

stratosphere which obstruct the vertical propagation of planetary waves [Charney and 

Drazin, 1961].  Therefore, solar induced circulation anomalies in the middle atmosphere 

are less likely to be amplified by the planetary scale Rossby waves and propagated 

downward through the stratosphere in comparison with the winter season. 

On the other hand, the sun-middle atmosphere connection could be enhanced in 

summer via sun-ozone interactions, due to the migration of the summer hemisphere 

toward the sun.   The prolonged UV irradiation input to the summer hemisphere not only 

produces more ozone in the stratosphere via photochemical processes, but is also 

absorbed by ozone, which leads to increased temperature.  This radiative mechanism can 

amplify the solar signal in the stratosphere through a positive feedback with the ozone 

concentration modulated by dynamical feedbacks [Geller, 2006]. 
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To examine this hypothesis, namely, that the solar-ozone interaction may create 

temperature and circulation anomalies in the upper stratosphere during the summer, the 

summer NAM indexes in the MAX and MIN runs are compared. But first we examine 

the summer NAM in the model further to see if its physical interpretation is consistent 

with that obtained from NCEP/NCAR reanalysis. 

 

5.2.4 Physical Significance of the summer NAM in GISS/ModelE  

 

The amplitude of the principal component of the first EOF at 7 hPa is called the 

NAM index in the discussion below.  For composite analysis, high NAM index months 

are then defined as those in which its value is above one standard deviation from the 

mean of the 17 years outputs (12 months for MAX run and 16 months for MIN run).  The 

low NAM index months are similarly defined as those in which it is below one standard 

deviation (11 months for MAX run and 14 months for MIN run).   

In Figure 5.8, the geopotential height fields at 7hPa between low and high NAM 

conditions are compared for GISS ModelE MAX and MIN runs, respectively.  In the 

climatological mean conditions in summer, there are high temperatures over the arctic 

stratosphere caused by direct absorption of UV radiation in comparison with lower 

latitudes.  The geopotential heights in the polar region are high and decrease toward the 

subtropics, giving the geopotential height distribution over the summer stratosphere a 

dome-like shape centered on the polar region.   
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As shown in the figure, the model analysis shows that the geopotential height is 

greater throughout the domain (20ºN-90ºN) when the summer NAM index is low in 

comparison with the high NAM condition.  Moreover, the low NAM is characterized by a 

smaller meridional height decrease from pole to low latitudes in both runs. Thus the low 

NAM represents an accentuation of the mean geopotential height distribution with greater 

height at each location and a more dome like structure.  Similarly the high NAM regime 

is characterized by negative height anomalies everywhere with respect to the mean 

summer state.  

Lee and Hameed [2007] showed that the correlations between the UV flux and 

NAM index are negative, i.e., solar maximum/minimum conditions correspond to 

lower/higher summer NAM with the NCEP/NCAR reanalysis.  In figure 5.9, the response 

of NAM index to the solar forcing in the model is shown and compared with those of 

NCEP/NCAR reanalysis.  For the ModelE, the principal components are calculated for 

MAX and MIN simulations as described before.  For the NCEP/NCAR reanalysis, the 

summer months with the monthly mean UV flux [Lean, 2000] above/below one standard 

deviation from the mean are grouped as solar maximum/minimum (60 months/63 

months).  According to this criterion, the months with 290-295nm UV flux 

greater/smaller than 12.26/12.15W/m² are sampled as solar maximum/minimum.    In 

both model and observation, the NAM indexes are lower in solar maximum than in the 

solar minimum within 99% significant level (Table 5).  The variance of the NAM index 

is greater in MIN than in MAX in the model, while it is greater in solar maximum than in 

solar minimum in the observation.  The amplitude of NAM variability of the model is 

less than that of the NCEP/NCAR data.   
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5.2.5 Response of the summer NAM in the stratosphere to solar variability  

 

The difference between the low and the high NAM composites of the geopotential 

height has positive height differences throughout the hemisphere in both MAX and MIN 

(shown in Figure 5.10).  The composites of the difference fields show the unexpected 

pattern which has the maximum height anomalies in the pole but not in the low latitudes 

where the maximum variability exists in the EOF pattern.  This is because the 

geopotential height field itself in the summer stratosphere has a strong meridional 

gradient and is decreasing with latitudes in the summer stratosphere as seen in Figure 5.8.  

Therefore, the composites of the difference fields show the pattern which has the 

maximum height anomalies in the pole but not in the low latitudes because the original 

height is much greater in the high latitudes compare to the low latitudes. Quantifying this 

difference with respect to the NAM index, it increases from 60m/100m in MAX/MIN in 

the subtropics to 240 m in the polar region when the 7 hPa NAM index changes from the 

one standard deviation below the mean to the one standard deviation above the mean.  

This is in good agreement to the corresponding increase from 100 m to 230 m found in 

NCEP/NCAR reanalysis data at 10 hPa level.    

The zonal wind velocities for the low and high NAM conditions are compared for 

MAX and MIN runs in Figure 5.11.  There is a strong zonally symmetric easterly 

circulation with very little deformation during low NAM case.  The stronger zonal 

circulation in low NAM vs. high NAM conditions in both MAX and MIN is consistent 

with the characteristics found in geopotential height differences as shown in Figure 5.10, 
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and with the interpretation that the low NAM regime in the model represents an 

enhancement of the mean summer circulation, analogous to the result obtained from 

NCEP/NCAR reanalysis.  The maximum easterly wind velocities at 7 hPa are about -20 

m/s for both MAX and MIN simulations, and the amplitude of NAM variability in the 

zonal wind velocity is ~5 m/s when the 7 hPa NAM index changes from the one standard 

deviation below the mean to the one standard deviation above the mean.  Both the mean 

wind field itself and the amplitude of the difference to the NAM variability are 

comparable to those found in observation.  The maximum easterly wind velocity is about 

-25m/s and the amplitude of NAM variability is 5~10 m/s in the analysis of 

NCEP/NCAR data at 10hPa level.  

In Figure 5.12, the difference of zonal wind velocities at 7hPa between low and 

high NAM conditions are compared for MAX and MIN runs, respectively.  The zonal 

wind difference shows negative values (more easterly flow) throughout the hemisphere in 

MAX conditions, while the differences become zero or slightly positive in the tropics in 

MIN conditions. 

Figure 5.13 shows the temperature distribution at 7hPa in low NAM conditions 

and in high NAM conditions for MAX and MIN simulations, respectively.  As shown 

from NCEP/NCAR reanalysis composites, the temperature is colder during high NAM 

conditions, especially over the polar region.  

Figure 5.14 shows the temperature difference at 7hPa between low and high 

NAM conditions for MAX and MIN runs.   As expected, the temperature difference 

between two extreme phases is positive in the domain (20ºN to 90ºN) of summer 

hemisphere and about 3 K over polar region in both cases. The difference in the tropics is 
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between 0- 0.5 K in MAX conditions and is between 0.5 – 1.0 K in MIN conditions.  This 

can be anticipated as the geopotential height differences were also greater in solar MIN 

than in MAX (Fig. 5.10).  The amplitude of the temperature difference appeared in the 

NCEP/NCAR analysis is 2-5 K throughout the analysis period.   

According to the physical interpretation of summer NAM discussed above in 

section 4.3, the anti-correlation between the solar flux and the NAM suggests that the 

summer stratosphere is more “summer-like” when the solar activity is near a maximum.  

This means that the zonal easterly wind flow is stronger and the temperatures are higher 

than normal.  By contrast, low solar activity corresponds to higher NAM conditions in 

which the stratosphere behaves less “summer-like”.  This hypothesis is verified from 

ModelE temperature response to solar UV variability shown in Figure 5.15.  The average 

summer hemispheric temperature responses to different solar activity conditions confirm 

that the summer stratosphere is more “summer-like” when solar UV is stronger.  The 

temperature response to the solar forcing, which is estimated from the difference in the 

average 7 hPa temperature between MAX and MIN simulation, is 0.6 K in polar region 

and 0.3 K in midlatitudes except in the middle of Asian continent (Figure 5.16).  The 

differences in the temperature are significant throughout the hemisphere at the 95% 

significant level based on the Student t-test, except in the middle of the Asian continent. 

 

5.2.6 Response of the summer NAM in the troposphere to solar variability  

 

We have seen that the summer leading EOF pattern in the lower troposphere has a 

dipole zonal structure with fluctuations of opposite signs at the high and the mid-latitudes 
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(Figure 5.7).  In the NCEP/NCAR reanalysis, the dominant mid-latitude positive center is 

over the Asian monsoon region, while in the ModelE this center is weaker and shifted to 

the east.  The positive polarity of the NAM index is marked by anomalously low 

geopotential heights over the polar cap as used conventionally in many studies of the 

winter NAM (e.g., Thompson and Wallace [1998; 2000], Fyfe et al. [1999], Shindell et al. 

[1999; 2001], and Miller et al. [2006]). 

In Figure 5.12, the differences of geopotential heights calculated from ModelE 

simulations at 765hPa between low NAM and high NAM are shown in the MAX and 

MIN.  The low NAM mode is marked by anomalously high geopotential heights over the 

polar region and by anomalously low heights in the zonal belt centered near 45ºN.  The 

signal of NAM in MIN (80m) is greater in northern Europe than in MAX (50m).  As in 

the EOF pattern in Figure 5.7, the signal of NAM in ModelE simulation over Asian 

continent differ from that in NCEP/NCAR reanalysis at lower troposphere.  In the solar 

maximum conditions, the pronounced NAM signal in geopotential heights is over the 

eastern coasts of Asia.  In the solar minimum conditions, it is divided into two centers, 

one over the Aleutian Island region and the other over Siberia.   

To compare this NAM signal in the ModelE with that in the observation, we have 

classified the NCEP/NCAR reanalysis geopotential heights at 850hPa into high and low 

NAM index cases as in the ModelE, and then further categorized for solar maximum and 

solar minimum using the monthly mean UV flux.   The high/low solar activity months are 

sampled as those in which its UV flux is above/below one standard deviation from the 

mean of already selected high NAM or low NAM cases.  The results for the differences 

in the geopotential heights between low NAM and high NAM composites are shown in 
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Figure 5.18 for solar maximum and solar minimum conditions.  The geopotential heights 

over the Asian monsoon region are lower by more than 50 meters and they are higher by 

more than 50 meters in the Arctic regions in low NAM condition.  The difference 

composites between the solar maximum and minimum conditions are qualitatively 

similar.  However, consistent with the model, the composite geopotential height 

differences in reanalysis show that the two negative anomalies in Euro-Atlantic and 

Aleutian island regions are enhanced in the solar minimum conditions.  

 

5.2.7 Conclusions 

 

The leading EOFs of summer geopotential heights, or the Northern Annular 

Modes, obtained from GISS ModelE in the stratosphere and troposphere reproduce 

salient features of the corresponding patterns obtained from NCEP/NCAR reanalysis data.   

The model simulated pattern in the stratosphere is consistent with the interpretation that 

the low values of its principal component represent a regime of above-normal summer 

conditions, i.e., the distribution of the geopotential heights, zonal winds and temperatures 

have positive anomalies with respect to the mean summer state.  Similarly, the high NAM 

regime conditions represent a less summer-like state.  The northern annular mode in the 

troposphere is dominated by variability over the Asian monsoon region, but the monsoon 

pattern in the ModelE is weaker and shifted to the east in comparison with that obtained 

from NCEP/NCAR reanalysis. The ModelE simulations produced incoherent EOF 

patterns near the surface presumably due to problems with parameterization of boundary 

layer processes.  Comparing model simulations in the solar maximum and in the solar 
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minimum conditions, we find that the summer stratosphere has positive anomalies with 

respect to the average summer conditions under maximum conditions, i.e., it is more 

summer-like than the average summer state, while it is less summer-like than the average 

state in solar minimum conditions. This response is similar to that in NCEP/NCAR 

reanalysis.  Consistent with its interpretation, the NAM index values are lower in solar 

maximum conditions than in the minimum conditions.  Furthermore, the variability in 

atmospheric conditions associated with the Northern Annular Mode is greater in solar 

minimum conditions than in maximum conditions in the model.    

 Salby and Callaghan [2006] distinguish between the “direct (linear)” effects of 

changing UV radiation on the stratosphere and “indirect (nonlinear)” effects.  The 

“linear” effects are relatively weak, typically less than 0.5K, and induced by solar UV 

heating, by photochemically enhancing stratospheric ozone.  The temperature response to 

the solar forcing, which is estimated from the difference in the average 7 hPa temperature 

between MAX and MIN simulations, is 0.6 K in the polar region and 0.3 K in 

midlatitudes except in the middle of the Asian continent.  The changes of winds and 

temperature seem to be produced by the direct (linear) response [Salby and Callaghan, 

2006] to the UV irradiance modulations.    

The NAM in the lower troposphere contains only about 16 percent (in the 

NCEP/NCAR reanalysis) to 18 percent (in the model) of the variance in geopotential 

heights.  This may be a reason why our comparison of composite differences between 

low NAM and high NAM for solar minimum and maximum conditions in the lower 

troposphere did not yield significant differences in the model simulation or in 

NCEP/NCAR reanalysis.   
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The comparisons presented in this chapter highlight two areas where 

improvements in ModelE can result in significantly more realistic simulations.  One is the 

lack of coherence in the EOF patterns below 765 hPa, which may indicate an 

unrealistically high heterogeneity in boundary layer fluxes.  The other is the weakness of 

the simulated Asian monsoon and its displacement to the east in comparison with 

observations. The largest geopotential height variability in the leading EOF in the lower 

troposphere is in the monsoon region, and its incorrect simulation therefore indicates 

possible distortions in the simulation of regional climate pattern in Asia.  Similarity of the 

simulated northern annular modes in the middle and upper troposphere and in the 

stratosphere with the patterns found in NCEP/NCAR reanalysis, and their responses to 

changes in solar activity is an encouraging result.  Given these basic agreements, further 

comparative analysis seems useful to identify important sun-climate mechanisms driving 

climatological changes.  An important future work along these lines would be to 

investigate and to compare the responses of the ozone distribution to variations in 

Northern Annular Mode and in solar activity.  Another topic to investigate is how 

complete the reaction scheme in the chemistry model should be in order to adequately 

simulate the ozone response necessary for a realistic thermal and dynamic response in the 

stratosphere. 

 

 

. 
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6. The role of solar forcing in the tropical circulation  

 

This chapter studies the response of the seasonal tropical circulation to solar 

forcing with the Goddard Institute for Space Studies (GISS) ModelE. To investigate 

characteristic solar signals in the tropical circulation, the model experiments are carried 

out with certain imposed conditions: a doubly amplified solar forcing, the present day 

and preindustrial greenhouse gases and aerosol conditions, with the mixed layer or fully 

coupled dynamic ocean model.  From both the model and the NCEP reanalysis, the 

tropical humidity increases due to the solar forcing are found to be statistically 

significant in both seasons. Statistically significant changes are also found in the 

vertical velocities for both the Hadley and the Walker circulations over the Pacific 

region. 

 

6.1 Introduction 

 

The hypothesis by van Loon and Labitzke [1994], that vertical motion in the 

tropics is correlated with the decadal solar oscillation, has been supported by many 

observational evidences [e.g., Gleisner and Thejll, 2003; Salby and Callaghan, 2005; 

Kodera, 2004].   Some of the observational studies suggest that the thermal solar signal is 

preferentially strong in subtropical Pacific areas and affects the moisture transport and 

precipitation in these regions [van Loon et al., 2004, van Loon et al., 2007].   

Paleoclimate records also show a link between  solar insolation and the 

centennial scale migration of the Northern Hemisphere Inter-Tropical Convergence Zone 



 62

(ITCZ) during the last millennium.   It is reported that the historically severe drought in 

Yucatan peninsula occurred during times of increased solar output [Hodell, 2001].  The 

result from sediment record of Lake Chichancanab directly reflects the southward shift of 

ITCZ which is over the northernmost region of the peninsula during summer.  Conversely, 

the Ti content data from the Cariaco basin (~10ºN) ocean sediment [Haug et al., 2003] 

suggests wetter conditions with increased solar activity. The G. bulloides O18δ  record of 

Cariaco basin also shows the wetter and warmer conditions when sunspot numbers are 

high over the last three centuries [Black et al., 2004].  As this location is further south, 

this record is consistent with the ITCZ shift inferred from the lake records.  It is also 

reported that the Florida Strait was in drier conditions with anomalously high surface 

salinities during the little ice age [Lund et al., 2006].  The O18δ values of stalagmite from 

southern Oman suggests that monsoon precipitation decreased gradually in response to 

declining Northern Hemisphere summer solar insolation during the middle to late 

Holocene [Fleitmann et al., 2003].   

In addition to these observational and proxy studies, there are successful 

modeling works [Meehl et al., 2003; Meehl and Hu, 2006; Matthes et al., 2006; Shindell 

et al., 2006b] that further investigate the dynamic couplings and feedbacks of the tropical 

circulation due to solar forcing.  Meehl et al. [2003] suggest a mechanism in which the 

enhanced solar forcing produces greater evaporation and moisture in the precipitation 

convergence zones, a more intensified regional monsoon, and strengthened Hadley and 

Walker circulations, that cause cloud reductions, and hence, leads to a configuration 

where more solar input resides over the subtropical ocean region.  Thus, the sensitivity of 

the  tropical circulation response can cause the solar forcing to be amplified in the cloud-
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free subtropics through positive feedbacks.  Matthes et al.[2006] show that the vertical 

velocity response is most significant over the Indian Ocean and western Pacific with 

Freie Universität Berlin Climate Middle Atmosphere Model (FUB-CMAM).  Shindell et 

al. [2006b] also show that solar forcing induces increased precipitation in the tropical 

western Pacific region from a simulation with a dynamic ocean coupled ModelE version 

of the Goddard Institute for Space Studies (GISS) general circulation model (GCM).    

In this chapter, using the same GISS chemistry-coupled GCM, experiments are 

designed to investigate the role of solar forcing on seasonal tropical circulation. A doubly 

amplified solar forcing and different anthropogenic forcings are imposed on models with   

different ocean modules.  The amplified solar variability is used to enhance the signal to 

noise ratio.  Comparison of simulations with different solar forcings can  also permit us to 

observe the linearity of the climate response. Two different atmospheric compositions are 

imposed; one with the present day (PD) greenhouse gases and aerosol conditions, and the 

other with  preindustrial (PI) conditions. 

From each simulation, statistically significant solar signals in the tropospheric 

specific humidity are presented for January and July.  We also show solar signals in the 

vertical velocity in each simulation over the Pacific region, where the zonally asymmetric 

response pattern plays an important role in the tropical circulation.   

 

6.2  Model experiments 

 

Four pairs of model experiments are carried out to investigate the role of solar 

forcing in the tropical circulation: one with the present day (PD) greenhouse gases and 
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aerosol conditions (PD-qflux), one with the preindustrial (PI) conditions (PI-qflux), one 

with doubled minimum solar forcing (DF-PD-qflux), and finally one with the 

preindustrial (PI) conditions and with the hybrid-isopycnic ocean model HYCOM (PI-

HYCOM) (Table 5).  For the preindustial cases, all anthropogenic emissions into the 

troposphere are removed, and long-lived greenhouse gases are set to the conditions at 

1850.  Biomass burning emissions were set to 10% of their PD values.  The PI runs are 

targeted to estimate the most pronounced long-term recent solar minimum event, the 

Maunder Minimum, when the sun’s output was reduced and only a few sun spots 

appeared.  The q-flux ocean model is a simplified thermodynamic mixed-layer ocean 

model, where the SST is allowed to adjust to different atmospheric fluxes but the ocean 

heat transport is held constant.  The oceanic heat convergence (the q-fluxes) into the 

isothermal mixed layer is calculated as a residual given by the heat and mass fluxes at the 

base of the atmosphere. HYCOM includes 16 isopycnal vertical layers with horizontal 

resolution of 2º x 2º cos(latitude), and produces a relatively reasonable magnitude of El 

Niño-Southern Oscillation (ENSO)-like variability [Sun and Bleck, 2006]. 

The model simulations are performed separately for two solar activity conditions: 

solar maximum and solar minimum.  Each pair of simulations, except the double 

minimum run, is forced with irradiance changes that take place over the 11-year solar 

cycle for perpetual solar maximum (MAX) and perpetual solar minimum (MIN) 

conditions.  The 11-year solar cycle irradiance change corresponds to ~0.19 W/m² 

instantaneous radiative forcing at the tropopause, equivalent to 1.1 W/m² in solar 

irradiance change at the top of the atmosphere.  For the double minimum run, the 

amplitude of the solar cycle change is doubled to give a larger solar forcing.  The 
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spectrally varying solar irradiance perturbation input to the 3-dimensional chemistry 

coupled atmospheric model produces stratospheric and tropospheric ozone changes 

[Shindell et al., 2006a].    

The responses of the model to solar forcing are presented as differences between 

MAX and MIN simulations.  In a previous analysis using the identical model output, the 

index for the northern annular mode (NAM) in the stratosphere was found to stabilize 

after the first twenty years of simulation [Lee et al., 2007].  For this reason, the analysis 

presented in this paper is for the last 17 years from the 37 years of both MAX and MIN 

runs that are coupled to q-flux ocean module.  For the PI-HYCOM simulation, the last 30 

years from 60 years of run are analyzed. 

 

6.3 Solar signal in specific humidity  

 

6.3.1 Local specific humidity   

 

Mid-tropospheric humidity is highest in the convective region between 20°S and 

10°N in January, and is highest between 10°S and 20°N in July, as the convective region 

moves toward the respective summer hemisphere (Figure 6.1).  The climatology of 

zonally averaged specific humidity is shown for the model (Figure 6.1(a) and 6.1(c)) and 

for the NCEP/NCAR reanalysis (Figure 6.1(b) and 6.1(d)). Mid-tropospheric humidity 

decreases sharply with latitude both in the model and in the NCEP/NCAR reanalysis.  

This latitudinal distribution of specific humidity does not result from the temperature 

variations, but from the descending branch of the Hadley cell [Pierrehumbert, 2001].  
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The air in the subsiding branch is dry, because it is brought down from a cold and dry 

place with conserved specific humidity.  Although the subsidence region is dry compared 

to the ITCZ, it is still humid because of the latitudinal transport of moisture by turbulent 

eddies [Pierrehumbert, 2005].   Tropospheric humidity also decreases with altitude both 

in the model and in the reanalysis.  However, the humidity in the model decreases more 

slowly with altitude, and shows more humidity in the troposphere compared to the 

reanalysis.  A comparison of the AIRS (Atmospheric Infrared Sounding) and reanalysis 

specific humidity profiles with the 16 different modeling works presented by John and 

Soden [2007] shows that other models also simulate more column integrated humidity 

compared to observations.  

In Figure 6.2(a) – 6.2(d) and 6.3(a) – 6.3(d), for January and July respectively, 

the responses of specific humidity to solar forcing are calculated as the differences of 

zonal mean composites of specific humidity between the MAX and MIN simulations.  

The corresponding differences obtained from the NCEP/NCAR reanalysis with all years 

and with non-ENSO years are shown in Figures 6.2(e) – 6.2(f) and 6.3(e) – 6.3(f) for 

January and July, respectively.  For the reanalysis, the 11-year solar cycle is quantified by 

the 200-295 nm solar UV flux from Lean [2000].  For the period from 1948 to 2004, the 

months with monthly mean UV above/below one standard deviation from the mean are 

grouped as solar maximum/minimum; 10 months/12 months for July and 10 months/11 

months for January.  The extreme positive and negative ENSO years (1965, 1975, and 

1997 for July; 1958, 1976, 1987, and 1989 for January) were filtered out from MAX or 

MIN years, for the non-ENSO composites.  Both the model and the reanalysis 

consistently show that the specific humidity is greater in the convective region in solar 
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maximum compared to minimum for both seasons.  The lowest level of the atmosphere is 

mostly moistened by solar forcing over oceanic regions.     

In January, the humidity changes in PD-qflux and DF-PD-qflux (doubled 

minimum forcing) simulation (Figure 2(a) and 2(c)) show similar broad moistening of the 

tropics in the 30ºS – 20ºN, but the response is enhanced by the amplified forcing in DF-

PD-qflux simulation.  The responses from PI (Figure 2(b)) and PI-HYCOM (Figure 2(d)) 

simulations are consistent with the two significant response regions: one near the equator, 

and the other in the north of the strong convection region.  In PI-HYCOM, the significant 

response is in lower troposphere as in reanalysis.  The most significant humidity 

differences between solar maximum and solar minimum in the NCEP/NCAR reanalysis 

(Figure 2(e) and 2(f)) are shown at the lowest tropospheric level.  The statistically 

significant solar signal is extended to 850 hPa near the equator by filtering out strong 

ENSO years.  The solar signals in  specific humidity show moistening in the tropics in 

the model as well as the reanalysis.  In the model, however, the solar signals are 

statistically significant throughout the troposphere, including the Southern subtropics., 

while in the reanalysis the  signal is limited to the lower troposphere and does not extend 

into the Southern Hemisphere subtropics.  It has been already shown  that upper-level 

humidity is highly correlated to the surface humidity in general circulation models, while 

the upper-level humidity quickly de-correlates in observations [Sun and Held, 1996].    

The greater variability of the data in the reanalysis caused by other forcing factors, such 

as ENSO, volcanic eruptions, and anthropogenic sources of  increase of  humidity 

[Gleisner and Thejll, 2003] is partly responsible for the small areas of statistical 

significance in the reanalysis.  Fewer degrees of freedom due to the short period of  the 
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reanalysis in comparison with the model output can also cause this difference. By 

considering the auto-correlation of the each sample, the effective degrees of freedom is 

estimated as ~10 for NCEPN  and ~21 for MODELN   by  Quenouille ‘s procedure as 

described by Angel and Korshover [1981].  These effective numbers are applied to 

determine the significance with Student’s T-test. 

In July, the humidity changes in PD-qflux simulation (Figure 3(a)) show the 

broad moistening in the 30ºS – 30ºN.  The solar signals in  specific humidity in the DF-

PD-qflux simulation (Figure 3(c)) are consistent with PD-qflux simulation, but the 

responses are enhanced by the amplified forcing.  The latitude band of the significant 

positive signal is narrowed toward the equator under the preindustrial greenhouse gas and 

aerosol conditions in PI-qflux and PI-HYCOM simulations compared to PD-qflux and 

DF-PD-qflux cases.  Such responses lead to the stronger humidity gradient in the north of 

the convective region during solar maximum.  The humidity response in PI-HYCOM is 

amplified during July.  In the reanalysis, significant solar signals are extended to the mid 

troposphere in July while they are confined within the low troposphere in January.  The 

statistical significance of the solar signal is vertically extended to ~700hPa near the 10ºS 

by filtering out strong ENSO years. 

The changes of humidity in both January and July corroborate the mechanism 

proposed in van Loon et al. [2004] and in van Loon et al. [2007]. During the solar 

maximum condition, the greater solar energy input to the tropical surface air is converted 

into higher SST through  air-sea interaction [White et al., 2003] and into greater specific 

humidity in the boundary layer.  The increase of the humidity provides more liquid water 

content in clouds and makes the precipitation process more efficient in the ascending 
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regions of convective systems.  However, efficient convective precipitation leaves less 

water vapor available for detrainment and reduces cirrus coverage, the precipitation, and 

the humidity in the northward part of the convective region [Lindzen et al., 2001].  This 

response of enhanced precipitation in the ascending branch and drying in the subtropics is 

also consistent with the response seen in Shindell et al. [2006b].  This is also consistent 

with the theoretical response to global warming in general as outlined in Allan and Soden 

[2007].   Similar to our result, Gleisner and Thejll [2003] also show the moistening of the 

tropical troposphere during solar maximum from analyzing the annual mean 

NCEP/NCAR reanalysis after filtering out ENSO and volcanic signals. 

 

  6.3.2 Column integrated specific humidity 

 

The model simulated specific humidity, integrated over 500-970 hPa level, is high 

in the equatorial band with a substantial latitudinal gradient over the Pacific.  The 

difference of the integrated specific humidity between MAX and MIN is shown for 

January and July in Figure 6.4(a)-6.4(d) and 6.5(a)-6.5(d), respectively.  In the equatorial 

band, positive solar signals are found in the Atlantic sector in both seasons.  In January, 

this positive signal in the PD-qflux run extends from the Amazon area to equatorial 

western Africa, and to the western coast of Australia.  In the PI-qflux run, the positive 

signal extends to the eastern Pacific and Indian Ocean.  The positive humidity signal in 

the DF-PD-qflux run is significant throughout the equatorial band including the 

Intonesian archipelago.  In July, the positive solar signals in the PD-qflux run are more 

significant in the Atlantic sector, and extend toward Africa and India. The PI-qflux run 
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shows a positive center in the Indian Ocean and in the eastern Pacific.  Similar to January, 

the positive signal in the DF-PD-qflux run is also significant throughout the equatorial 

band in July.  The PI-HYCOM run suggests an intensified summer monsoon in Africa 

and India (Figure 5(d)).  These agree with the work of Meehl et al., [2003] demonstrating 

that enhanced solar forcing induces more evaporation over the moisture divergent 

oceanic regions, and that the increased moisture converges into the precipitation zones, 

intensifying the regional African and Indian monsoons.  These response patterns are 

consistent with the earlier analysis of Shindell et al. [2006b] indicating increased 

precipitation near the equator and decreases at subtropical to middle latitudes and an 

enhanced Asian monsoon in GISS-ModelE PI-HYCOM simulations.  The record in a 

stalagmite from Qunf Cave (~17ºN) of southern Oman [Fleitmann et al., 2003] indicates 

the gradual long-term increase in Indian monsoon precipitation intensity in response to 

increase of June to August summer insolation.  Lake sediment core records from Yucatan 

peninsula (~20ºN) suggest a contrasting solar-precipitation relationship indicating that the 

century-scale E/P (evaporation/precipitation) ratio was enhanced  with  high solar activity 

over the past 2600 years [Hodell et al., 2001].   

The significant solar signals in the integrated tropospheric humidity (500-970 

hPa) over the equator, especially in DF-PD-qflux run (Figure 4(c) and 5(c)), coincide with 

the peak solar signals in the annual mean tropospheric layer thickness (500-1000 hPa) 

shown in Gleisner and Thejll [2003] with the NCEP/NCAR reanalysis.  Geopotential 

thickness is defined as the height difference between two isobaric surfaces; it is linearly 

related to the mean temperature and the integrated humidity of the layer [Zhang et al., 

2001].   
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          6.3.3 Estimated radiative effect   

 

The longwave radiative net flux difference due to the humidity change induced by 

the 11-year solar cycle is estimated by applying vertical profiles of zonally averaged 

specific humidity over 30 ºN latitude bands from the NCEP/NCAR reanalysis for both 

the solar maximum and the solar minimum to the NCAR Community Climate Model 

(CCM2) clear sky radiation parameterization scheme [Hack et al. 1993, NCAR Technical 

Note 382]. Other parameters are fixed from the climatology.  The United Kingdom 

Universities Global Atmospheric Modeling Program (UGAMP) ozone profile [Li and 

Shine, 1995] is used for the ozone climatology.  The longwave net flux at 30ºN calculated 

from solar maximum is ~0.2W/ m² greater than that from solar minimum at tropopause.  

The maximum 2% integrated water vapor change in the NCEP reanalysis due to solar 

forcing is roughly equivalent to 10% of the estimated increase of the global mean column 

integrated water vapor caused by the doubling of 2CO  [Held and Soden, 2006].   

 

           6.4  Solar signal in tropical circulation 

 

Meehl et al. [2003] suggested a feedback mechanism for solar forcing: enhanced 

irradiance produces greater evaporation intensifying the regional monsoon, the Hadley 

and the Walker circulations in the tropics, leading to cloud reductions and hence more 

solar input over the subtropical ocean regions.  van Loon et al. [2004], Kodera [2005], 

van Loon et al. [2007] showed significant differences in the seasonal vertical velocity (ω) 
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over the tropics between solar maximum and minimum that appear to be at least 

qualitatively consistent with this mechanism.   

The tropical circulation responds to solar forcing by redistributing the zonally 

asymmetric diabetic heating. To further investigate the changes of the tropical Hadley 

and Walker circulations due to solar forcing, we show the differences in the zonally or 

meridionally averaged vertical motion (ω) between the MAX and MIN model outputs 

within the tropical Pacific region (Figure 6.6- Figure 6.9).  The solar signals in the 

tropical circulations are compared to those seen by van Loon et al. [2004] and van Loon 

et al. [2007] using NCEP/NCAR reanalysis.     

 

6.4.1 Solar signal in tropical circulation in January 

 

The model climatology of the zonally averaged vertical velocity omega (ω) in 

pressure coordinates during the month of January (Figure 6.6(a)) shows the typical winter 

season features of vertical motion; i.e., rising motion over the tropics from 20ºS to 10ºN 

which peaks at 850 hPa and strong sinking motion around 30ºN which peaks at 500hPa.  

The statistically significant differences of vertical velocity between MAX and MIN in 

PD-qflux simulation (Figure 6(b)) suggest that the ascending motion in the Hadley cell is 

enhanced north and south of the equator throughout the troposphere except near the 

equator in the solar MAX run.  The DF-PD-qflux simulation (Figure 6(d)) shows similar 

solar signal with the PD-qflux simulation, but more weakening of the descending branch.  

The changes in the vertical motion are not significantly increased by doubling the solar 

forcing.  These signals in PD-qflux and DF-PD-qflux simulations indicate that the 
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ascending motion is enhanced  and the ITCZ is shifted northward with solar forcing, and 

agrees well with the observed vertical velocity and precipitation changes shown by van 

Loon et al. [2007].   The vertical velocity responses of the PI-qflux and PI-HYCOM 

simulations (Figure 6(c) and 6(e)) represent weak enhancement in the ascending motion 

near the equator and weakening of the descending motion in the northward branch.  In 

general, the model simulations indicate that the ascending branch of the Hadley cell over 

the Pacific is enhanced by solar forcing in January while the descending branch of the 

Hadley cell is weakened by solar forcing in that region.       

The meridionally averaged vertical velocity in January over the equatorial band 

(from 10ºS to 5ºN) shows the Walker circulation along the equator in the Pacific; 

characterized by the rising motion west of 150ºW and sinking motion to the east (Figure 

7(a)).  The solar signal in the Walker circulation is shown in Figure 7(b)-7(e) from the 

model experiments through the differences of the meridionaly averaged vertical velocity 

(ω) within the equatorial region between MAX and MIN.  Over the region of the Pacific 

warm pool (150ºE – 180º), the vertical upward motion is enhanced in the MAX compared 

to the MIN in the PD-qflux, DF-PD-qflux, and PI-qflux simulations (Figure 7(b)-7(c)).  

The enhancement of the vertically ascending motion over the Pacific warm pool indicates 

the strengthening of the Walker circulation, and is consistent with the increased specific 

humidity over this region as shown in Figure 4(a)-4(c).  This result is also consistent with 

the enhancement of ascending motion near the equator as shown in Figure 6(b) - 6(d). 

The previous composition-climate modeling work of Shindell et al. [2006] that includes a 

coupled dynamic ocean also showed the increase of the annual mean precipitation in the 

Pacific warm pool region due to increased solar forcing.   The vertical velocity change 
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between solar maximum and solar minimum is insignificant in NCEP/NCAR reanalysis 

(not shown). 

 

6.4.2 Solar signal in tropical circulation in July 

 

The differences of the zonally averaged vertical velocity in PD-qflux simulation 

in July (Figure 8(b)) show weakening of the southern flank of the ascending branch 

between 5ºS and 10ºS in MAX which coincides with that of the observational result of 

van Loon et al [2004].  The DF-PD-qflux simulation (Figure 8(d)) shows the similar solar 

signal with the PD-qflux simulation, but with the weakening of the northward part of the 

descending branch.  Similar to the DF-PD-qflux simulation, the vertical velocity 

responses of the PI-qflux simulation (Figure 8(c)) represent weak enhancement in the 

ascending motion near the equator and substantial weakening of the descending branch.  

The responses in the PI-HYCOM simulation show weakening and a southward shift of 

the Hadley cell in the ascending branches.  The intensified upwelling near the equator 

and the weakening of the upwelling in the northern part of the ascending branch in PI-

qflux and PI-HYCOM simulations indicate a southward shift of the summer ITCZ.   The 

Hadley circulation response patterns from the PI-qflux and PI-HYCOM runs with 

preindustrial compositions are consistent with the paleoclimate proxy records of Hodell 

et al.[2001] and Haug et al. [2003].         

The model responses in Walker Circulation in July are illustrated in Figure 9(b) – 

9(e) by showing the differences in the vertical velocity between the MAX and MIN, from 

150ºE eastward to 90ºW.  In the PD-qflux simulation (Figure 9(b)), there are stronger 
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ascending regions in the equatorial western and the central Pacific but weaker ascending 

regions in the eastern Pacific in solar maximum.  In all the simulations, the enhanced 

Walker Cell with increased upward vertical motion in the western Pacific warm pool 

region is similar to that shown by van Loon et al. [2004] in the July-August averaged 

NCEP/NCAR vertical velocity.  In PI-qflux simulation (Figure 9(c)), the upward motion 

in the eastern part of the Walker Cell is significantly enhanced.  The stronger upward 

motion (anomalous negative values) in this region during solar maximum is consistent 

with the increase of the integrated humidity (positive values) in Figure 5(b).  Over all, the 

ascending branch of the Walker circulation shows  strong uprising in response to solar 

forcing in the western Pacific as is in January.   

 

6. 5 Conclusion 

 

The response patterns of tropical humidity and vertical motion to solar forcing are 

season dependent and spatially heterogeneous.  In the tropics, both the model and the 

reanalysis consistently show that the specific humidity is significantly greater in the 

convective region in solar maximum compared to solar minimum for January and July.  

The humidity response in DF-PD-qflux simulation is enhanced by the doubled minimum 

forcing.  The humidity responses indicate that tropical climate changes associated with 

the solar cycle include increased water vapor during solar maximum, which is similar to 

the responses expected from greenhouse gas increases [Cess, 1993].  The column 

integrated humidity in the model simulations increased with solar forcing in the tropical 

band over the Atlantic sector in both seasons, with different composition, different solar 
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forcing, and different ocean model.  Moreover, this positive signal extends from the 

Amazon area past equatorial western Africa, to the western Pacific from Indonesia to the 

west coast of Australia.  This signal extends to the whole Pacific Basin in DF-PD-qflux 

run when the magnitude of the solar forcing is doubled.   

In the present day conditions, the tropical circulation response to solar forcing is 

generally consistent with the observations [van Loon et al., 2004, van Loon et al., 2007] 

both in winter and summer.  The responses of the zonally averaged vertical velocities in 

PD-qflux and DF-PD-qflux simulations indicate that the ascending branch of the Hadley 

cell is enhanced near the equator and the ITCZ is shifted northward in response to solar 

forcing during the winter. The changes in the vertical motion are not significantly 

increased by doubling the solar forcing.  In the summer, the intensified upwelling near 

the equator and the weakening of the upwelling in the northern part of the ascending 

branch in PI-qflux and PI-HYCOM simulations indicates a southward shift of the 

summer ITCZ.  The response of seasonal tropical circulation to solar flux changes results 

in modulation of the strength and the position of the ascending and descending branches 

of Hadley circulation. which are related to  regional  monsoons, When the preindustrial 

conditions are imposed, the Hadley circulation response patterns from the model agree 

with proxy records which show correlations between regional drought caused by the shift 

of the seasonal ITCZ and solar variability. 

The enhancement of the meridionaly averaged vertical velocity over the western 

Pacific indicates strengthening of the Walker circulation in response to solar forcing in 

both seasons.  However, regions of  statistical significance of the solar signal in  

vertical velocities are not consistent among the models with different atmospheric 
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composition, solar forcing, and ocean modules..  This includes the possibility that the 

tropical circulation response to solar changes depends strongly on the greenhouse effect 

condition, amplitude of solar forcing, and atmosphere-ocean interaction. Hence further 

work is clearly required to establish if the model’s sensitivity to solar forcing is realistic 

and to better characterize the causes of the apparent dependence of the response to the 

background composition, the oceanic response, and the amplitude of the solar forcing. 
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7.  Future Challenges: solar signals in mid-latitudes 

 

 Solar signals in the tropics have been investigated in the previous chapter. The 

differential heating in the tropical troposphere due to different solar irradiance induces 

anomalous increase in humidity, and changes in Hadley circulation.  The response of the 

seasonal tropical circulation to the solar perturbation results in modulation of the 

characteristic features of the regional monsoon, which is coupled to the strength and the 

position of the ascending and descending branches of the Hadley circulation.    One of the 

important characteristics of the tropical and subtropical circulation anomalies is that they 

act as the planetary wave source for midlatitude dynamics [Chang, 1995; Chang, 1998; 

Seager, 2006].  The results of these quasi-geostrophic models show that the changes of  

tropical circulation can create either a latitude shift or a change in the strength of the eddy 

driven zonal and meridional residual circulation in midlatitudes. 

At midlatitudes, the responses of the tropospheric circulations to solar forcing are 

complex, because there is a non-linear dynamic interaction between the zonal mean flow 

and the baroclinic eddies.  Baroclinic eddies can potentially be changed due to solar 

forcing, owing to the effect of changes in meridional temperature gradients, in humidity, 

and in land-sea temperature contrast.  The heating anomalies located on different sides of 

a jet will have different effects, either through the forcing of transient waves or through 

an alteration of the mean flow by means of instability or wave-mean flow interaction 

[Shukla and Kinter III, 2006].  The effect of the solar forcing is also strongly influenced 

by dynamics at midlatitudes, especially by the propagation of planetary waves which 

redistribute the solar energy.   
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In an earlier work, Geller[1988] has hypothesized a radiative-dynamic sun-

climate mechanism in which the radiative changes alter planetary-wave propagation 

through the meridional temperature gradient and polar vortex changes, based on the 

numerical modeling of the quasi-geostrophic stationary wave [Geller and Alpert, 1980].  

He has also suggested that the changes in the planetary-wave  will further induce the 

polar vortex to change as a result of the positive feedback which can amplify the direct 

radiative solar influences.  As suggested by Salby and Callaghan [2006], the direct 

response to the variation of UV irradiance is relatively weak.  They distinguish between 

the “direct (linear)” effects of changing UV radiation on the stratosphere and “indirect 

(nonlinear)” effects.  This contrasts with wintertime “non-linear” effects that include 

planetary wave interactions with tropical winds that are affected by the direct solar effect 

and by solar modulation in the QBO frequency band.   

By analyzing the zonally asymmetric northern winter temperature response for all 

altitudes up to the upper mesosphere obtained from simulation of the GCM 

HAMMONIA (Hamburg Model of the Neutral and Ionized Atmosphere), Schmidt and 

Brasseur [2006] suggested that  standing planetary waves can be modified by  solar 

forcing.   

The purpose of this chapter is to propose a physical mechanism whereby the large 

scale mid-latitude dynamic response in the troposphere may occur by  dynamic coupling.  

The response of the tropospheric zonal wind in winter (January) and its relation to the 

temperature gradient and planetary wave forcing (EP flux) is discussed with the PD GISS 

GCM ModelE experiment.   
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7.1 Direct and indirect effects of solar forcing 

 

  The first impact of solar variability is to reduce radiative forcing because of 

absorption by the existence of molecular oxygen and ozone in the stratosphere which 

reduces the solar radiation reaching the tropopause by about 5% [Gray et al., 2005].  

Secondly, however, heating of the stratosphere by enhanced solar UV produces 

additional downward LW (Long Wave) radiation at the tropopause, thus enhancing 

radiative forcing.  Changes in ozone also impact the radiation fields – additional ozone 

reduces the downward SW (Short Wave) fluxes but increases the LW fluxes.   The 

changes in UV lead to changes in stratospheric ozone production and hence, through the 

associated changes in stratospheric heating.  The GCM used in this study has a fully-

coupled chemistry-radiation scheme so feedbacks between ozone changes, temperatures 

changes and circulation changes are calculated.   

Direct effect of solar forcing is generally referred to as the thermal modulation of 

climate including dynamics i.e. radiation’s influence on thermal wind diagnostic 

relationship via UV variability.  The temperature response simulated by GCM shows a 

stratospheric maximum of about 0.5 – 1K close to the stratospause.  The temperature 

increase is due to both the direct effect of stronger solar irradiance at solar max and the 

increased availability of ozone which is the main absorber at these altitudes.  Different 

analyses of satellite [Hood, 2004] and reanalysis [Hood, 2004; Crooks and Gray, 2005] 

show temperature response maxima of 0.5 to 2K in the equatorial upper stratosphere and 

a secondary maximum of smaller magnitude close to the equatorial tropopause.  In earlier 

modeling studies on the solar cycle [e.g., Haigh, 1994; Shindell et al., 1999, Matthes et 
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al., 2004], magnitude and height of the maximum ozone and temperature responses are 

comparable to present results.  However, the pattern and longitudinal distribution of the 

ozone response can differ significantly between models. Rind [2002] notes that the 11-

year solar cycle temperature anomaly in the equatorial upper stratosphere gives rise to an 

anomalous horizontal temperature gradient and to a corresponding anomaly in the 

vertical wind shear in the region of the polar night jet at upper levels. 

Kodera and co-workers [2002; 2003; 2004] show solar-induced zonal wind 

anomaly with the associated E-P flux changes illustrating the change in planetary wave 

propagation.  The zonal wind anomaly moves poleward and downward throughout the 

winter months.  This anomaly suggests that solar variability influences the structure of 

the polar night jet and hence the propagation of planetary-scale waves that travel upward 

from the troposphere.  This then further affects the polar vortex and can produce sudden 

stratospheric warming. As noted by Rind. [2002], an anomalous horizontal temperature 

gradient leads to an anomaly in vertical wind shear in the region of the polar night jet at 

upper levels.  As a result of the consequent anomalous planetary wave propagation, this 

zonal wind anomaly will gradually descend with time into the lower stratosphere to give 

rise to solar effects that are much larger than the direct solar UV influences that initiate 

this dynamic modulation.  Haigh and Blackburn[2006] showed a different banded zonal 

wind response with different temperature perturbations on the stratosphere.  Dynamic 

response processes including planetary wave interactions with temperature and wind are 

called “in-direct” effects [Salby and Callaghan, 2006].   
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7.2 Solar signal in zonal mean wind U 

 

During the winter season, the zonal westerly wind distributions can be divided 

into two regimes.  One has the maximum strength in the upper troposphere in the 30ºN - 

35ºN  near 300-200 hPa (mid-latitude jet stream) and the other is the broad and strong 

westerly jet stream (Polar night jet) located in the winter mesosphere-stratosphere 

poleward of the mid-latitude jet stream.   The strength and the location of these two jets 

are well simulated in the GISS ModelE (not shown). 

The response of the zonal mean zonal wind to solar forcing is shown as the 

difference in the zonal wind between MAX and MIN in Figure 7.1.  The significant 

positive difference in zonal mean westerly is shown in mid troposphere of  midlatitudes.  

The acceleration of the zonal wind is limited to the poleward flank of the mid latitude jet 

and does not penetrate equatorward of the jet core.  The combined response leads to the 

poleward shift of the jet during solar maximum.  This response is qualitatively similar to 

those suggested in the previous modeling works of Haigh and Blackburn [2006] and 

Shindell et al. [2001]. 

Haigh and Blackburn [2006] have used an idealized AGCM to explore the zonal 

mean wind response to the two different lower stratospheric temperature perturbations.  

One experiment prescribes a uniform heating perturbation, and the other a heating 

perturbation that is maximum at the Equator and tapers to zero at the poles.  They found 

that imposing a latitudinal gradient of the stratospheric heating gave rise to a tropospheric 

response that had a banded structure in the troposphere, with strengthened zonal winds 

near 40ºN to 60ºthat are flanked by weaker winds near 25ºN and northward of 60ºN (their 
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figure 3(c) and 3(d)).  Shindell et al. [2001] also showed that the acceleration of the zonal 

wind at high latitudes and the increase of surface AO index are induced by increased 

solar irradiance perturbation. 

 

7.3 Solar signal in Temperature gradient 

 

The differential solar heating between equator and pole sets up the anomalous 

temperature imbalances which induce atmospheric motions to modify the temperature 

gradient.  Thus the meridional temperature gradient is one of the fundamental measures 

for the solar modulation of mid-latitude dynamics. 

The temperature difference between MAX and MIN in Figure 7.2 shows a strong 

negative anomaly center at 60°N in the low troposphere during solar maximum.  This 

results in an enhanced negative temperature gradient between 40°N and 60°N and a 

weakened negative temperature gradient poleward of 60°N.  The increase of the 

latitudinal temperature gradient between 40°N and 60°N leads to the enhanced upper 

tropospheric westerly jet in this region, and the enhanced jet refracts the upward 

propagating planetary waves equatorward.   

Increased westerlies in MAX are balanced by the anomalous mean meridional 

circulation, which yields the anomalous equatorward wind in the upper troposphere by 

the Coriolis force, and the anomalous poleward (equatorward) winds poleward 

(equatorward) of about 40º near the surface by the surface friction (Figure 7.4).  The 

increase in the negative temperature gradient provides more eddy potential energy which 

induces positive meridional component of eddy momentum flux (v’) by baroclinic 
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conversion.  Thus, the enhanced meridional circulation in north of the jet core leads to 

ascending motions in high latitudes throughout the troposphere (Figure 7.5) [Shindell et 

al., 2001].  The ascent causes adiabatic cooling and creates noticeable negative 

temperature (Figure 7.2) and enhanced temperature gradient in this region, so that the 

process iterates to support the poleward shift of the jet.   

 

7.4 Solar signals in Eliassen-Palm flux 

 

The zonally averaged Eliassen-Palm (E-P) flux is shown with the zonal mean zonal 

wind in Figure 7.6 (a).  The E-P flux is upward in  midlatitude lower troposphere closer 

to the sharp zonal wind gradient.  These fluxes turn equatorward in the upper-troposphere 

subtropics toward lower latitudes.  

The Eliassen-Palm flux (E-P flux), F, is a vector in the meridional (y,z) plane with 

the y component equal to the eddy momentum flux and the z component  to the eddy heat 

flux.   
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 where θ is the potential temperature, and Θ the global mean average of θ.  

Each component itself is a useful quantity as an indicator of wave propagation, and 

the combination of eddy fluxes on the meridional plane represent the direction of wave 

propagation. The E-P flux divergence acts as a forcing on the zonal mean flow.  It also 

acts as a source term for the stream function, and indicates important aspects of 

circulation in the meridional plane.    
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An illuminating relation derived by Andrews and McIntyre [1976, 1978] is given by, 

DF
t
A

=⋅∇+
∂
∂ ,    -------------------------(4) 

where D is zero for conservative motion  (no dissipation or generation of  waves by 

diabatic or frictional effects), and A is a measure of local wave activity or the density of 

“EP wave activity”.  In the beta-plane, quasi-geostrophic case an approximate expression 

for it is,  

                      yqqA /'2/1 2≈ ,        -----------------------(5) 

where the subscript denotes differentiation, and q’ is the quasi-geostrophic eddy potential 

vorticity defined as, 

                    ppxx fuvq )/'(''' θθ=−= . -----------------(6) 

When D=0, equation (4) denotes a conservation equation where the increase (decrease) 

in time of  wave activity is induced by  inward (outward) flux of F.  This shows the role 

of the EP flux vector F as a measure of the flow of  wave activity.     

Hence, the E-P flux is a useful diagnostic tool of wave propagation and wave-

mean flow interaction [Edmon et al., 1980; Palmer, 1981; Geller et al., 1983], from 

which one could estimate the forcing for meridional, vertical, and zonal circulation.        

The difference of eddy forcing between MAX and MIN is shown with the difference of 

zonal wind in Figure 7.6(b).  The solar signal in the northward eddy momentum flux 

peaks in the mid troposphere and coincides with the zonal wind anomalies.   The jet 

displacement is primarily maintained by  changes in the poleward eddy momentum flux , 

as  mentioned in Haigh and Blackburn [2006].  Increase in meridional temperature 

gradient also leads to an increase in the baroclinicity of the atmosphere.  As shown in 
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Figure 7.6(b), the resulting anomalous eddy propagates toward the tropics and dissipates 

there close to its critical latitude.  This also results in an increased acceleration of the jet 

towards the north, and a deceleration of the jet towards the south [Chang, 1998].  Both of 

these changes in temperature gradient and in momentum flux act to shift the upper level 

zonal wind poleward.   
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8. Conclusion 

 

This study is based on  statistical analysis of the GISS GCM ModelE simulations 

and the NCEP/NCAR reanalysis.  The 11-year solar signals are shown in NAM, in  

tropical circulations, and in the mid-latitudes circulations.  The transmission mechanism 

of the solar signal from the stratosphere to the troposphere through NAM is suggested, 

and used to improve previous understanding. First, the summer NAM index is newly 

defined by  EOF (Empirical Orthogonal Function) analysis and its dynamical 

interpretation is presented.  Statistical tests were carried out with  observational data to 

diagnose the solar signal.  Then, the effect of solar UV variability on the summer NAM is 

investigated  in GISS ModelE version of GCM. To identify characteristic solar signals in 

the tropical circulation, a new model experiment was carried out with a doubly amplified 

solar forcing.  The direct effect of solar forcing is studied with summer stratospheric 

temperature and tropical humidity.  The indirect effect of solar variability is shown with 

planetary wave changes in mid-latitudes.  The main results from each section are 

summarized here. 

1. The downward propagation rate of the Northern Annular Mode (NAM) is 

investigated in different solar and QBO conditions and the propagation rate is found to be 

higher when the solar activity is stronger.  This difference is more striking when the zonal 

wind direction in the tropics is from the west.   

2. The summer NAM index is newly defined with reanalysis data to describe the 

characteristics of large scale variability and its relation to 11-year solar cycle.  The 
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summer NAM in the troposphere is characterized by variability over the Asian monsoon 

region. The summer NAM in the stratosphere and upper troposphere is correlated with 

the solar ultra violet (UV) flux such that in solar maximum conditions the stratospheric 

circulation is more ‘summer-like’ than average, and less ‘summer-like’ in solar minimum 

conditions. 

 

3. The summer NAM index in GISS GCM is analyzed and compared to that 

calculated with the reanalysis data.  A quantitative comparison of the anti-correlation 

between the NAM and the solar forcing is presented in the model and in the observations, 

both of which show lower/higher NAM index in solar maximum/minimum conditions.  

The direct temperature response to solar forcing, which is estimated from the difference 

in the average 7 hPa summer temperature between MAX and MIN simulation, is ~0.6 K 

in the polar region and ~0.3 K in midlatitudes except in the middle of the Asian continent.   

 

4.  In this work, a new GCM model experiment is designed with doubled 

minimum solar forcing.   In an effort to avoid the uncertainties from ocean-atmosphere 

interaction and the complexity from greenhouse gas change, each underlying process is 

separated since their signatures overlap and interact with each other.   Four model 

experiments are analyzed to investigate the role of solar forcing in the tropical 

circulation: one with the present day (PD) greenhouse gases and aerosol conditions, one 

with the preindustrial (PI) conditions, one with the doubled minimum solar forcing, and 

finally one with the hybrid-isopycnic ocean model (HYCOM).  The specific humidity is 

significantly greater in the convective region in solar maximum conditions than in solar 
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minimum conditions for both seasons.  Specific humidity response is related to the 

amplitude of solar forcing.  Influence of Total Solar Irradiance (TSI) on evaporation, can 

be suggested as the direct effect of solar heating.   

The column integrated humidity in all the model experiments with different 

composition, different solar forcing, and different ocean modules, increased with solar 

forcing in the tropical band over the Atlantic sector for both seasons.  The model’s 

humidity response pattern is consistent with paleoclimate records indicating increased 

precipitation near the equator that decreases at subtropical to middle latitudes with 

increased solar output.  The differences in the zonally averaged vertical velocities 

indicate that the ascending branch of the Hadley cell is enhanced and shifted northward, 

and that the descending branch is weakened and shifted northward with solar forcing in 

January.  The downward branch of the Hadley cell is strengthened with solar forcing in 

July.    

 

5.  From the model results, the solar signals in meridional temperature gradient 

and zonal mean wind are shown.  The enhanced meridional temperature gradient  leads to 

a strengthening of the northern part of jet. Interaction with  planetary waves is suggested 

as a possible mechanism responsible for northward shift of the zonal mean wind with  

solar forcing.   Like many other observational and modeling works, this study also 

concentrates on showing the most significant solar signals appearing in the stratosphere, 

in high latitudes, and in the tropics.  However, the change of mid-latitude circulation by 

indirect (non-linear) solar modulation of  planetary waves, and its link to the changes in 

the tropics and in high latitudes remain uncertain.   
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6.   The GISS model reasonably well simulates the atmospheric circulation.  

However, the parameterization of QBO and SAO are important for more realistic 

presentation of the solar signal.  An improvement of the gravity wave parameterization 

will also provide more significant results in stratospheric residual circulation.     
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Figure 2.1 The annual march of 57 year(1948-2004) averaged NH geopotential height (in 

m) from January to December at 1000 hPa, 500 hPa, and 10 hPa (from top to bottom).  

The numbers in the x-axis denotes the month (1 for January and 12 for December). 
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Figure 2.2 The annual march of the standard deviation of the NH geopotential height (in 

m) from January to December at 1000 hPa, 500 hPa, and 10 hPa (from top to bottom).  

The numbers in the x-axis denotes the month (1 for January and 12 for December). 
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Figure 2.3 Anomalous zonal mean zonal winds (m/s) from the NCEP/NCAR 

reanalysis; for the winter of 1977, 1985, 1989, and 1990; for December, January, 

and February from top to bottom. The climatology for the monthly zonal winds is 

based on the average of 1948-2004.  
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Figure 2.4 Time-height development of the normalized northern annular mode index    

during the four winters (1997, 1985, 1989, and 1990) from October to March.  Red 

represents negative NAM index values (a warm, disturbed polar vortex) and blue positive 

NAM index values (strong and cold polar vortex).  Each line represents 0.2 times of one 

standard deviation of the NAM indexes during 1948-2004. 
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Figure 3.1  Time-height development of the northern annular mode during the five 

winters which had the strongest solar activity during 1948-2004.  Values greater than one 

standard deviation are shown in color, and contour interval is one standard deviation.  

Equatorial zonal wind direction at 50hPa is shown for each month above each panel.  Red 

represents negative values and blue positive values. 

 

 

 

 

 



 114

 

 

10  

100 

1000

10  

100 

1000

10  

100 

1000

10  

100 

1000

oct nov dec jan feb mar apr

10  

100 

1000

1954 

1997 

1996 

1965 

1955 

W            W               W              W              W                W               W 

E              E                E               E                E                E               E

W             W               W               W               W               W             W 

W             W               W               W              W               W              W 

E              E               E                E                E                W              W 

 

Figure 3.2   Same as Figure 3.1, but for the five winters which had the weakest solar 

activity during 1948-2004. 
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Figure 4.1 NAM patterns for extended winter ((a) and (b) from October to April) and 

summer ((c) and (d) from May to September) at 1000 hPa.  The patterns are calculated as 

the first and second EOFs of monthly geopotential height for 1948-2004.  
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Figure 4.2 NAM patterns for extended winter ((a) and (b) from October to April) and 

summer ((c) and (d) from May to September) at 10 hPa.  The patterns are calculated as 

the leading EOF of monthly geopotential height for 1948-2004. 
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Figure 4.3 Composites of NCEP Geopotential height fields for low NAM index (left) and 

high NAM index (right) at 10 hPa for May to September; 1948-2004. The 70oN and 85oN 

circles are shown for reference.  The 20ºN latitude is shown as the southern limit of the 

region being analyzed. 
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Figure 4.4  Composite of NCEP zonal wind fields (in m/s) for low NAM index (left) and 

high NAM index (right) at 10 hPa from May to September; 1948-2004.  The 70oN and 

85oN circles are shown for reference.  The 20ºN latitude is shown as the southern limit of 

the region being analyzed. 
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Figure 4.5 Composite of NCEP air temperature fields for low NAM index (left) and high 

NAM index (right) at 10 hPa from May to September; 1948-2004.  The 70oN and 85oN 

circles are shown for reference.  The 20ºN latitude is shown as the southern limit of the 

region being analyzed. 
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Figure 4.6 Composite difference of NCEP air temperature fields for low NAM and high 

NAM index at 1000 hPa for July and August; 1948-2004.  The 70oN and 85oN circles are 

shown for reference.  The 20ºN latitude is shown as the southern limit of the region being 

analyzed. 
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Figure 4.7 Principal component of the first EOF in the 30 hPa heights in July and August 

averaged geopotential heights in the Northern Hemisphere with the solar UV flux (200 – 

295 nm).  The UV flux scale is inverted. 
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Figure 5.1  NAM patterns for extended winter((a) and (b) from October to April) and 

summer ((c) and (d) from May to September) at 765 hPa.  The patterns are calculated as 

the first and second EOFs of 17 years of monthly geopotential height from GISS/modelE 

PD simulation. 
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Figure 5.2 NAM patterns for winter ((a) and (b) from October to April) and summer ((c) 

and (d) from May to September) at 7 hPa.  The patterns are calculated as the leading EOF 

of 17 years of monthly geopotential height from GISS/ModelE PD simulation. 
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 Figure 5.3 NAM patterns for winter ((a) and (b) from October to April) and summer ((c) and (d) 

from May to September) at 1hPa.  The patterns are calculated as the leading EOF of 17 

years of monthly geopotential height from GISS/ModelE PD simulation. 
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Figure 5.4  Difference of winter NAM index between PD and PI simulation. 
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Figure 5.5 Comparison of standard deviation of summer NAM index during the 17 years 

of MAX and MIN run. 
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(a) ModelE: 7hPa; summer EOF1; 41% (b) NCEP: 10hPa ; summer EOF1 ;73% 
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Figure 5.6  NAM patterns for summer (from May to September) for (a) the GISS ModelE 

run at 7hPa (left), and for (b) NCEP/NCAR reanalysis at 10hPa (right).  The patterns are 

calculated as the first EOFs of monthly geopotential height anomalies from 20ºN to 90ºN.  
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(b) NCEP: 850hPa ; summer EOF1 ;16% (a) ModelE: 765hPa; summer EOF1; 18% 
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Figure 5.7  NAM patterns for summer (from May to September) for (a) GISS ModelE run 

at 765hPa (left) and for (b) NCEP/NCAR reanalysis at 850hPa (right).  The patterns are 

calculated as the first EOFs of monthly geopotential height anomalies from 20ºN to 90ºN. 
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Figure 5.8 Composites of geopotential height fields from GISS ModelE MAX and MIN 

simulations for low NAM index (left) and high NAM index (right) at 7hPa from May to 

September.   For the low NAM composites, 11 months for MAX run and 14 months for 

MIN run are averaged in Figure 5.8(a) and 5.8(c), respectively.  For the high NAM 

composites, 12 months for MAX run and 16 months for MIN run are averaged in Figure 

5.8(b) and 5.8(d), respectively. 

 



 130

 

0  40 85/0 40 85
-4

-2

0

2

4
 (a) ModelE: NAM index at 7hPa

summer months

N
A

M
 in

de
x

0  30 63/0 30 60
-4

-2

0

2

4
 (b) NCEP/NCAR : NAM index at 10hPa

summer months

N
A

M
 in

de
x

MIN MAX MIN MAX

 

Figure 5.9 NAM index for summer (from May to September) for (a) GISS ModelE  

MIN/MAX run at 7hPa (left) and (b) NCEP/NCAR reanalysis at 10hPa (right) for solar 

minimum/maximum.  The horizontal solid lines represent the mean of each NAM 

indexes.  The MIN/MAX period are composed from 17 years of summer (from May to 

September) from MIN/MAX run for (a) the model and 63 months/60 months of solar 

minimum/maximum months grouped by the monthly mean UV flux below/above 

standard deviation from the mean during 1948-2004 for (b) NCEP/NCAR reanalysis. 
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Figure 5.10  Composites of summer geopotential height fields difference between low 

NAM index and high NAM index in m for MAX simulation (left) and MIN simulation 

(right) at 7 hPa.  
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(a) 7 hPa <U> w ith low  pc ; MJJAS:MAX (b) 7 hPa <U> w ith high pc ; MJJAS:MAX
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Figure 5.11   Composites of zonal wind fields from GISS ModelE MAX and MIN 

simulation for low NAM index (left) and high NAM index (right) in m/s at 7hPa from 

May to September.   For the low NAM composites, 11 months for MAX run and 14 

months for MIN run are averaged in Figure 5.11(a) and 5.11(c), respectively.  For the 

high NAM composites, 12 months for MAX run and 16 months for MIN run are 

averaged in Figure 5.11(b) and 5.11(d), respectively. 
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Figure 5.12  Composites of summer zonal wind fields difference between low NAM 

index and high NAM index in m/s for MAX simulation (left) and MIN simulation (right) 

at 7 hPa.  
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Figure 5.13 Composites of summer temperature fields for low NAM index and high 

NAM index in K for GISS ModelE MAX simulation (left) and MIN simulation (right) at 

7 hPa.   For the low NAM composites, 11 months for MAX run and 14 months for MIN 

run are averaged in Figure 5.13(a) and 5.13(c), respectively.  For the high NAM 

composites, 12 months for MAX run and 16 months for MIN run are averaged in Figure 

5.13(b) and 5.13(d), respectively. 
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Figure 5.14 Composites of summer temperature difference between low NAM index and 

high NAM index in K for MAX run (left) and MIN run (right) at 7 hPa.  
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Figure 5.15 Composites of ModelE air temperature fields for MAX (left) and MIN 

(right) runs for 17 years at 7hPa from May to September.   The temperature difference and its 

statistical significance are discussed in Figure 11. 
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Figure 5.16 Composite of temperature difference in K between MAX run and MIN run 

at 7 hPa.  The difference in the temperature is significant throughout the hemisphere at the 

95% significant level based on the Student t-test, except in the middle of the Asian continent. 
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Figure 5.17  Composites of ModelE summer geopotential height fields difference 

between low NAM index and high NAM index in m for (a) MAX run (left) and (b) Min 

run (right) at 765 hPa. 
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Figure 5.18 Composites of NCEP/NCAR summer geopotential height fields difference 

between low NAM index and high NAM index in m for solar maximum (left) and  solar 

minimum (right) at 850 hPa. 

 

 

 

 

 

 

 

 



 140

 

 

latitude
pr

es
su

re
 (h

P
a)

(b) q (g/Kg): NCEP/NCAR : JAN

30S 0  30N
1000

850 

500 

300 

latitude

pr
es

su
re

 (h
P

a)

(d) q (g/Kg): NCEP/NCAR : JUL

30S 0  30N
1000

850 

500 

300 

latitude

pr
es

su
re

 (h
P

a)

(a) q (g/Kg): ModelE-PD : JAN

30S 0  30N
970

900

500

300

latitude

pr
es

su
re

 (h
P

a)

(c) q (g/Kg): ModelE-PD : JUL

30S 0  30N
970

900

500

300

2

4

6

8

10

12

14

 

Figure 6.1  The zonally averaged specific humidity (g/Kg) in January (a) for the 

model-PD simulation (upper left) and (b) for the NCEP/NCAR reanalysis (upper right), 

and in July (c) for the model-PD simulation (lower left) and (d) for the NCEP/NCAR 

reanalysis (lower right). 
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Figure 6.2  Differences of the zonally averaged specific humidity (g/Kg) between 

solar maximum and solar minimum in January for (a) the PD simulation, (b) the PI 

simulation, (c) the DF (double minimum forcing) simulation, (d) HYCOM simulation, (e) 

NCEP/NCAR reanalysis with all years, and (f) the NCEP/NCAR reanalysis with non-

ENSO years.  The solid lines represent 95% significant level computed with Student’s t-

test. 
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Figure 6.3  The same as in Figure 6.2, but in July for (a) the PD simulation, (b) 

the PI simulation, (c) the double forcing simulation, (d) HYCOM simulation, (e) 

NCEP/NCAR reanalysis with all years, and (f) the NCEP/NCAR reanalysis with non-

ENSO years.  The solid lines represent 95% significant level computed with Student’s t-

test. 
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Figure 6.4 Differences of integrated specific humidity (g/Kg) from 970 hPa to 500 

hPa in January for (a) the PD simulation, (b) the PI simulation, (c) the DF (double 

minimum forcing) simulation, (d) HYCOM simulation.  The solid lines represent 95% 

significant level of  Student’s t-test. 
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Figure 6.5  The differences of the integrated specific humidity (g/Kg) from 970 

hPa to 500 hPa in July for (a) the PD simulation, (b) the PI simulation, (c) the DF (double 

forcing) simulation, (d) HYCOM simulation.  The solid lines represent 95% significant 

level computed with Student’s T-test. 
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Figure 6.6 The zonally averaged vertical velocity (ω) during the month of January 

between 150ºE and 100ºW in Pa/s for (a) the climatology from the model simulation, and 

the difference between MAX and MIN for (b) the PD simulation, (c) the PI simulation, 

(d) the DF simulation, and (e) the HYCOM simulation.  The solid lines represent 95% 

significant level of Student’s t-test.  Negative values represent upward motion for (a) and 

enhanced upward motion for (b) – (e). 

 

 

 



 146

longitude

pr
es

su
re

(h
P

a)

(c) ω(Pa/s): ModelE-PI :JAN : MAX - MIN

150E 180 150W 120W

900

500

100

longitude

pr
es

su
re

 (h
P

a)
(a) ω(Pa/s): Model Climatology: JAN : MAX

150E 180 150W 120W

900

500

100

-0.02

0

0.02

longitude

pr
es

su
re

 (h
P

a)

(b) ω(Pa/s): ModelE-PD :JAN : MAX - MIN

150E 180 150W 120W

900

500

100

-8

-6

-4

-2

0

2

4

6

8

x 10-3

longitude

pr
es

su
re

 (h
P

a)

(d) ω(Pa/s):  ModelE-2xΔS : JAN : MAX - MIN

150E 180 150W 120W

900

500

100

longitude

pr
es

su
re

 (h
P

a)

(e) ω(Pa/s):  ModelE-HYCOM : JAN : MAX - MIN

150E 180 150W 120W

900

500

100

 

 

Figure 6.7 The meridionaly averaged vertical velocity (ω) during the month of 

January between 10ºS and 5ºN in Pa/s for (a) the climatology from the model simulation, 

and the difference between MAX and MIN for (b) the PD simulation, (c) the PI 

simulation, (d) the DF simulation, and (e) the HYCOM simulation.  The solid lines 

represent 95% significant level of Student’s t-test. Negative values represent upward 

motion for (a) and enhanced upward motion for (b) – (e). 
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Figure 6.8 Same as Figure 6.6, but for July. Negative values represent upward 

motion for (a) and enhanced upward motion for (b)-(e). 
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Figure 6.9 Same as Figure 6.7, but for July.  The negative values represent the upward 

motion for (a) and the enhanced upward motion for (b)-(e). 
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Figure 7.1  Difference in the zonal wind (u ) between MAX and MIN for January.  

                   The solid lines represent 95% significant levels of Student’s t-test. 
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Figure 7.2  Difference in temperature (K) between MAX and MIN for January. 

The solid lines represent 95% significant levels of Student’s t-test. 
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Figure 7.3  The temperature gradient (K/deg) of (a) the model and (b) difference 

of the temperature gradient (K/deg) between MAX and MIN.   The solid lines represent 

95% significant levels of Student’s t-test. 
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Figure 7.4  Difference in longitudinally averaged meridional velocity (υ ) between solar 

maximum (MAX) and minimum (MIN) in January (m/s).  
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Figure 7.5    Difference in longitudinally averaged vertical velocity (ω) between 

solar maximum (MAX) and minimum (MIN) in January (Pa/s).   The negative represents 

enhanced rising velocity.   The solid lines represent 95% significant levels of Student’s t-

test. 
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Figure 7.6 Eliassen-Palm flux ( 22 / sm ) with the zonal wind (m/s) (a) for model 

climatology and (b) difference of poleward flux ρ−=yF [u’v’] between MAX and MIN.  

The maximum amplitude of E-P flux is for (a) 146 22 / sm  and the dotted line is for 

negative and the solid line is positive difference with the interval of 2 22 / sm .  
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Tables 
 
 
  Table 1. Statistics of perturbations in the stratosphere at 10hPa that reach the surface 

under solar maximum and minimum conditions during 1948-2004. 

 
 

                                                    Maxima                                        Minima 
Signal strength                  1.0σ                    1.5σ                   1.0σ                   1.5σ 
10hPa                                35                        22                      39                       26 
1000hPa                            16                        11                        5                         3 
Ratio                                  0.46                     0.50                   0.13                    0.12 
Ratio for west QBO           0.53                     0.64                   0.0                      0.0 
Ratio for East QBO           0.39                     0.36                   0.31                    0.27 
 

 
 
 
Table 2.  Correlation coefficient between UV flux and summer PC1 for 1948-2004. 
 
 Variance 

of PC1 
for the 
extended 
summer 

Correlation
For the 
extended 
summer 

 
 
May

 
 
June 

 
 
July 

 
 
August 

 
 
September

10hPa   73% -.26  
(28) 

-.19 
(24) 

-.21 
(23) 

-.32 
(24) 

-.36 
(27) 

-.22 
(27) 

30hPa   68% -.34 
 (32) 

-.33 
(33) 

-.30 
(31) 

-.39 
(29) 

-.41 
(31) 

-.29 
(31) 

50hPa   58% -.38  
(35) 

-.37 
(41) 

-.34 
(35) 

-.44 
(32) 

-.44 
(33) 

-.29 
(30) 

70hPa   47% -.40 
 (38) 

-.39 
(42) 

-.36 
(36) 

-.45 
(34) 

-.44 
(38) 

-.35 
(30) 

150hPa   18% -.35  
(40) 

-.34 
(41) 

-.30 
(33) 

-.41 
(33) 

-.37 
(37) 

-.31 
(30) 

300hPa    8.5%  .12  
(47) 

 .00  
(43) 

 .10 
(38) 

 .27 
(47) 

 .18 
(49) 

 .06 
(42) 
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Table 3. Percentage of variance explained by the winter NAM in EOF expansion of 

monthly mean fields for the region poleward of 20ºN: leading mode (second mode) 

 ModelE_PI ModelE_PD NCEP 

1     hPa 45% (23%) 41% (21%)  

7     hPa 33% (28%) 34% (27%) 45% (20%) at 10hPa 

765 hPa 27% (12%) 25% (10%) 19% (12%) at 850hPa 

 

 

Table 4. Percentage of variance explained by the summer NAM in EOF expansion of 

monthly mean fields for the region poleward of 20º: leading mode(second mode) 

 ModelE_PI ModelE_PD NCEP 

1     hPa 44% (19%) 45% (23%)  

7     hPa 41% (33%) 42% (32%) 73% (16%) at 10hPa 

765 hPa 18% (11%) 22% (9%) 17%(11%) at 850hPa 
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Table 5.  Student t-test statistics for the significance of the difference between the two means: 

the mean of the principal components in MAX and the mean of the principal components in 

MIN.  Numbers in parentheses are the statistics for MAX and MIN, respectively. 

 ModelE  

(MAX, MIN) 

NCEP/NCAR  

(MAX, MIN) 

Standard deviation, σ 0.60 (0.56, 0.64) 1.35 (1.65, 0.97) 

Difference between the mean , MAXMIN μμ − 0.53 (0.26, -0.26) 0.96 (-0.51, 0.44) 

Degrees of freedom, 2−Ν+Ν MINMAX  168 (85, 85) 121 (60,63) 

t-value 5.76 3.94 

 

 
 
Table 6.  Description for each GISS ModelE simulation.  ΔS is half of the 1.1 W/m² in 

solar irradiance change. 

 

Simulations  Solar forcing Composition Ocean 

PD-qflux  +ΔS ~ -ΔS  Present day q-flux 

PI- qflux +ΔS ~ -ΔS Pre-industrial q-flux 

DF-PD-qflux  +ΔS ~ -2 x ΔS Present day q-flux 

PI-HYCOM (dynamic coupled ocean model) +ΔS ~ -ΔS Pre-industrial HYCOM
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Appendix I. Empirical Orthogonal Function Analysis (EOF Analysis) 

 

1. Overview 

 

     Eigenvector analysis, commonly referred to as Empirical Orthogonal 

Function(EOF) analysis or Principal Component Analysis(PCA) is a statistical method to 

find structures that explain the maximum amount of variance from a two dimensional 

data set.  One dimension in the data set represents the dimension in which has the 

structure, and the other dimension represents the dimension in which this structure is 

sampled.  To find the characteristic spatial structures that vary with time, for example, 

one would use space as the first dimension and time as the sampling dimension. 

     Singular Value Decomposition (SVD) is a general decomposition of a matrix.  

EOF analysis is carried out by applying SVD on the input data matrix to find structures in 

both dimensions simultaneously.   

  

2. Data matrix 

 

2.1 The input data matrix 

 

The row and column indices of the input data matrix define the two domains 

of the analysis.  In general, the domains are some combination of parameter, space, 

and time.  Space may be either one- two- or three-dimensional. The parameter refers 

to variables, such as geopotential height, temperature, or derived variables, etc.  By 
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holding one parameter, over space and time, it is possible to generate the input data 

matrix. 

 Suppose we are given a NM ×  matrix whose elements are values of a single 

parameter  )( ni tx  of data from M locations i 

 and N times nt .  Here the time and space domain can be regularly spaced or 

irregularly spaced as long as the space-time identification of the rows and columns in 

the input data matrix is preserved.  For example, an analysis might be based upon 

monthly data for a number of different winter or summer seasons. 

 

2.2 Data preparation 

 

First, the climatological mean is extracted from the field.  In this study, a 

symmetric orthogonal covariance matrix is used as an input data as described in 

section 3.2.  To equally weight the variance for each grid point by the geographical 

area, the each grid point data is multiplied by the square root of cosine of latitude. 

 

2.3 Structure versus sampling 

  

In this study, the EOF patterns involve spatial patterns in the distribution of a 

single parameter.  Sampling dimension is the time domain.  In order to obtain 

statistically significant results, it is necessary that the effective number of degrees of 

freedom in the domain of the sampling be as larger than the effective number of 

degrees of freedom in the domain of the structure.  North’s criterion will be explained 
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in section 3.1.  Since geophysical data are characterized by strong autocorrelation in 

the space and time domains, the effective number of degrees of freedom may be 

smaller than the dimension of the rows or columns in the data input matrix.     

 

3. EOF analysis 

 

3.1 Description 

 

 The EOF analysis yields a finite number of modes.  Each mode in an EOF 

analysis is identified by an eigenvalue (a positive definite number which defines its 

rank and relative importance of modes), an eigenvector of EOF (a linear combination 

of the input variables in the domain of the structure), and a principal component 

which indicates the amplitude and polarity of that structure in the sampling domain.  

The principal components are the expansion coefficients of the EOF’s.  The 

eigenvalues represent how much variance is explained by each eigenvector.  By 

arranging the eigenvalue/eigenvector pairs in order with the biggest first, then one 

may explain a large amount of the variance in the structure space.  The goal of this 

method is to find a spatial pattern ie  and the time varying amplitude iZ ( nt ) which 

explains maximum variance of the data field X.   

The symmetric matrix C, which is a covariance matrix of X, can be 

decomposed in the following way through an eigenvector analysis. 

Λ=
=

ECE
eCe iii λ  
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    Where E is the matrix with the eigenvectors ie as its columns, and Λ  is the 

matrix with associated eigenvalues iλ , along its diagonal and zeros elsewhere. 

Projecting a spatial pattern, E = [ ]Meee ,......,, 21 , normalized so that |e| = 1, 

onto the varying data field, X, gives the time varying amplitudes, Z’s. 

The spatial pattern which explains the maximum variance is the first 

eigenvector, 1e  and is called first EOF of the input data matrix.  Subsequent spatial 

patterns, kth EOF, ke , can be found in order of decreasing importance, corresponding 

to the eigenvalue, kλ .   

EOFs can be affected by sampling biases in the covariance matrix.  North et al. 

(1982) states that if the covariance matrix is constructed on the basis of N 

independent samples, its eigenvalues have sampling uncertainties Δ kλ ~ kλ N/2 , 

and if the spacing between successive eigenvalues is comparable to or less than this 

sampling uncertainty, their EOFs will be heavily contaminated. 

 

3.2 EOF analysis in matrix forms 

 

     The properties of the EOF’s and PC’s can be expressed in matrix forms. 
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The subscript i is a row index and k is a column index associated with the 

individual EOF/PC modes. The subscript j is the column index in X and the row index 

in E and Z.  The matrix X is the input data from which the column means have been 

removed. 

Equation (3.1) defines the covariance matrix C, which is the input to the 

matrix singular value decomposition routine which yields the eigenvalues ( kλ ) and 

EOF’s ( ke ).  The diagonal elements of the covariance matrix are the variances and 

the trace is equal to the total variance.  The covariance matrix is symmetric, 

i.e., ljjl CC = .  The symmetric property of the covariance matrix is important to solve 

the eigenvalue equation.  Given a matrix, it is not guaranteed that an eigenvector 

exists.  However, if it does, it can be found by eigenvalue equation.  Equation (3.2) 

shows how the covariance matrix can be decomposed into the eigenvectors and 

eigenvalues.  Each mode can be seen as contributing to each element in the matrix.   

The matrix Λ  is an eigenvalue matrix, whose diagonal elements represent the 

eigenvalues from largest (identified with the first or leading mode) to the smallest.  
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The eigenvalues have units of variance of X, and the fraction of the total variance 

accounted for by the kth EOF is simply ∑λλ /k , where the summation is over all 

eigenvalues.  Equation (3.3) identifies the EOF’s as linear combinations of the input 

variables(X’s) that transform them into PC’s (Z’s).  Equation (3.4) shows how the 

input data can be represented as a sum of the contributions of the various EOF modes, 

each weighted by the corresponding PC, much as a continuous field can be 

represented as a sum of the contributions of each mode. 
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