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Complementary Metal-Oxide-Semiconductor (CMOS) technology is currently the most widely used integrated circuit technology today. As CMOS approaches the physical limitations of scaling, it is unclear whether or not it can provide long-term support for niche areas such as high-performance computing and telecommunication infrastructure, particularly with the emergence of cloud computing. Alternatively, superconductor technologies based on Josephson junction (JJ) switching elements such as Rapid Single Flux Quantum (RSFQ) logic and especially its new variant, Energy-Efficient Rapid Single Flux Quantum (ERSFQ) logic have the capability to provide an ultra-high-speed, low power platform for digital systems.

The objective of this research is to design and evaluate energyefficient, high-speed 32-bit integer Arithmetic Logic Units (ALUs)
implemented using RSFQ and ERSFQ logic as the first steps towards achieving practical Very-Large-Scale-Integration (VLSI) complexity in digital superconductor electronics. First, a tunable VHDL superconductor cell library is created to provide a mechanism to conduct design exploration and evaluation of superconductor digital circuits from the perspectives of functionality, complexity, performance, and energy efficiency. Second, hybrid wave-pipelining techniques developed earlier for wide datapath RSFQ designs have been used for efficient arithmetic and logic circuit implementations. To develop the core foundation of the ALU, the ripple-carry adder and the Kogge-Stone parallel prefix carry look-ahead adder are studied as representative candidates on opposite ends of the design spectrum. By combining the high-performance features of the Kogge-Stone structure and the low complexity of the ripplecarry adder, a 32 -bit asynchronous wave-pipelined hybrid sparsetree ALU has been designed and evaluated using the VHDL cell library tuned to HYPRES' gate-level characteristics.

The designs and techniques from this research have been implemented using RSFQ logic and prototype chips have been fabricated. As a joint work with HYPRES, a 20 GHz 8 -bit KoggeStone ALU consisting of 7,950 JJs total has been fabricated using a $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ process and fully demonstrated. An 8-bit sparse-tree ALU ( $8,832 \mathrm{JJs}$ total) and a 16 -bit sparse-tree adder (12,785 JJs total) have also been fabricated using a $1.0 \mu \mathrm{~m} 10$ $\mathrm{kA} / \mathrm{cm}^{2}$ process and demonstrated under collaboration with Yokohama National University and Nagoya University (Japan).

Sa aking mga magulang.
To my parents.


Watch out guys...
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### 1.1 Motivation

### 1.1.1 CMOS Scaling Limits

CMOS has been the predominant technology for digital integrated circuits since the semiconductor industry transitioned from NMOS technology in the early 1980s. Present day microprocessors are now manufactured using a 22 nm CMOS process and the International Technology Roadmap for Semiconductors


Figure 1.1: Clock rate and power for various Intel microprocessors [1].
(ITRS) 2011 expects the technology to scale down to 18 nm in 2014 and 15 nm in 2016 [2]. Intel has a more optimistic outlook, expecting to release products manufactured using the 14 nm process in 2014 and 10 nm in 2016 as they attempt to stay true to their "Tick-Tock" model [3]. However, the ITRS has forecasted that by 2020, it would be necessary to integrate multiple novel devices with CMOS to achieve properties beyond the ones of which scaling can provide. Furthermore, CMOS has also reached what is called the "power wall" $[1,4]$. Figure 1.1 shows how power dissipation has leveled off in recent years. Increasing the power further would lead to expensive cooling solutions and circuit reliability issues. In the past, the primary source of power dissipation is dynamic power which is consumed during switching events in the circuit. Dynamic power is described in Equation 1.1, where $P$ is the dynamic power, $C$ is the capacitive load per transistor, $V$ is the supply voltage and $f$ is the switching frequency.

$$
\begin{equation*}
P=C V^{2} f \tag{1.1}
\end{equation*}
$$

Engineers were able to improve clock rates while keeping power consumption under control by lowering the supply voltage, which was made possible with each incremental improvement in technology. The effect was especially significant as power is a function of the voltage squared. But today, further lowering of the voltage has now increased static power consumption due to leakage. One type of leakage, known as subthreshold leakage, has been reduced by scaling down gate oxide thickness which in turn, also improved device performance and reduced short channel effects. However, this scaling also increased another type of leakage known as gate leakage. To overcome gate leakage, the CMOS process has recently been modified to use a higher


Figure 1.2: Predicted US electricity use for data centers and the range estimated in the study from [5].
permittivity (high K) gate dielectric material such as hafnium dioxide instead of silicon dioxide $[6,7,8]$. Combined with the transition from polysilicon gates to metal gates in the 45 nm process, the gate leakage has been substantially reduced [9]. Even more so, the emergence of multigate devices such as fin field-effect transistors (FinFETs) [10, 11, 12] and Intel's tri-gate, high K transistors $[13,14,15]$ have enabled the production of the current 22 nm process and opened a path for scaling further to smaller feature sizes. However, it has become increasingly difficult to reach each new technology node and it is unclear just how much further CMOS can scale over the next decade.

In niche markets such as data centers and supercomputers, CMOS has an ambitious task of providing long term support for these applications [16, 17]. With cloud computing, social networking, and full-fledged software applications making the transition to web-based thin client paradigms, there is an ever growing demand for data centers [18, 19, 20]. Figure 1.2 on page 3 shows that the electricity use of data centers will continue to increase beyond 100 billion $\mathrm{kWh} /$ year at its current rate [5, 21, 22]. In an effort to reduce power consumption while maintaining the high-performance needs of today's datacentric world, alternative computing technologies should be considered.

### 1.1.2 Significance of Arithmetic Logic Units

The Arithmetic Logic Unit (ALU) is one of the most important components of a microprocessor as it is responsible for performing the actual execution of most


Figure 1.3: Thermal temperature maps of the execution cores in Intel microprocessors [23]. © 2003 IEEE.
instructions in a computer program. It is also one of the most performancelimiting units [24]. Being able to generate the lower-order 32-bits of the ALU output is essential in early address generation and executing consecutive operations. Furthermore, ALUs are also responsible for the thermal hotspots and sharp temperature changes within the execution core, making it one of the highest power-density locations on the processor as seen in Figure 1.3 on page 4. It is common for modern processors today to feature multiple ALUs to execute operations in parallel which exacerbates the power problem even further, impacting circuit reliability and increasing cooling costs. Thus it is important to seek energy-efficient ALU designs that can satisfy both high-performance requirements and low power dissipation.

### 1.1.3 Benefits and Opportunities in Superconductor Technology

With CMOS technology reaching its scaling limit, researchers have been looking for the next device which can be used to design digital circuits for highperformance and low power consumption. One candidate is the Josephson junction (JJ). The Josephson effect was predicted in 1962 [27, 28, 29], which is the phenomenon of electric current across two weakly coupled superconductors separated by a thin insulating barrier known as the Josephson junction in Figure 1.4 on page 5. For the effect to take place, the JJ must be cooled sufficiently to its critical temperature to reach the superconductive state. Niobium is usually the superconductor material of choice for JJs and it has a


Figure 1.4: Views of the Josephson junction (JJ) superconductive device [25, 26].
critical temperature of approximately 9.2 K . The barrier is typically made of Aluminum-oxide. The thickness of the barrier must be approximately 1 nm or less, so that both normal electrons and Cooper pairs (superconducting electron pairs) can tunnel through the barrier [30, 31, 32].

A tunnel junction between normal metals (non-superconducting) is equivalent to a resistor shunted by a capacitor. However, if the metals are superconductors then Cooper pairs can tunnel at the same rate as normal electrons. When zero voltage is applied to the JJ, only Cooper pairs can tunnel whereas when a voltage is applied across the junction, both Cooper pairs and normal electrons can tunnel. This creates a third parallel channel to the normal tunnel junction circuit model as shown in Figure 1.4b on page 5, where $I_{c}$ is the critical current (maximum current at zero voltage) of the junction, $C$ is capacitance of the junction and $R_{d}$ is the resistance of the junction.

In the late 1960s, it has become evident that JJs are suitable for extremely fast processing of digital signals. Furthermore, the fabrication technology for JJ integrated circuits is simpler than present day semiconductor fabrication, as there is no need to dope materials [33]. The speed of superconductor logic is extremely fast with gates operating as fast as 770 GHz [34], coupled with low power consumption. Additionally, there are some levels of interoperability with CMOS circuitry, a technique used in hybrid JJ-CMOS memory [26, 35, 36].

Because JJs are based on superconductivity, it is necessary to have a cryogenic environment in order to have the superconductive effect take place. Even with the cryostat devices used to reach temperatures of around 4.2 K , the total power of a complete system (circuit and cryostat) is still low enough to be an attractive alternative to CMOS.

With the development of superconductor logic, research is necessary to review design techniques and microarchitectures. What may have worked for CMOS may not be easily transferable in superconductor logic and that new systematic approaches may be necessary to provide both a scalable and energyefficient logic design.

### 1.2 Research Outline and Goals

The overall goal of this research is to push the limits of the current state-of-the-art in superconductor technology through the design study of ALUs. We want to explore the design space of using this technology and find out what really can be achieved. There are three aspects we wish to accomplish at the bleeding edge:

1. Functional complexity - Move away from the simpler bit-serial designs currently popular in this field, and move towards wide datapath 32-bit designs similar in complexity of CMOS VLSI.
2. Clock rate \& throughput - Achieve clock rates never demonstrated before in wide datapath design in the range of $20-30 \mathrm{GHz}$, resulting in larger throughput than ultra-fast bit-serial designs.
3. Latency - Keep latency below 600 ps , aiming for around 500 ps overall for 32-bit designs.
4. Fabrication technology - Use the most advanced superconducting circuit foundries in the world.

The remainder of this chapter provides an introduction of the different superconductor logic families and the various design challenges one must overcome in this technology. A brief overview of past work in the realm of adders, ALUs and microprocessors are also surveyed.

In Chapter 2, methodologies on how to conduct design studies on wide datapath circuits implemented using superconductor logic are discussed. Specifically, the development of a tunable VHDL cell library provides the capability for logical simulation of circuits and the gathering of statistics such as latency, processing rate, complexity, bias current, and power. Also in this chapter, we
briefly go over the asynchronous hybrid wave-pipelined approaches to achieve scalable wide datapath designs.

Three 32 -bit wide adder cores are studied as the foundation for our ALU: the ripple-carry adder in Chapter 3, the Kogge-Stone adder in Chapter 4 and the hybrid sparse-tree adder in Chapter 5. The ripple-carry adder provides a starting point in the study to grasp how the simplest adder structure in CMOS can be designed in superconductor logic. In contrast to the ripple-carry adder, the Kogge-Stone adder is then studied as a complex, high-performance alternative. By combining techniques from the ripple-carry adder and the KoggeStone adder, a hybrid sparse-tree adder is developed to create an energyefficient, high-performance core for an ALU design. In all three studies, we compare their characteristics in both RSFQ and ERSFQ logic with a focus on ALU development for the Kogge-Stone and hybrid sparse-tree structures.

In addition to the design studies carried out in this research, physical implementations and prototype chip demonstrations have been completed, specifically:

1. An 8-bit implementation of the Kogge-Stone ALU as a joint effort between SBU and HYPRES using $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ technology.
2. A 16 -bit hybrid sparse-tree adder and an 8 -bit hybrid sparse-tree ALU as a collaborative effort with Yokohama National University and Nagoya University using $1.0 \mu \mathrm{~m} 10 \mathrm{kA} / \mathrm{cm}^{2}$ technology.

Finally, Chapter 6 makes some final conclusions of the results obtained from this research, followed by a brief outlook on further research directions in superconductor electronics.

### 1.3 Superconductor Logic

### 1.3.1 Latching Logic

The first family of superconductor logic involved JJs in the voltage-state or latching mode whose I-V characteristics are illustrated in Figure 1.5a on page $8[26,37,38]$. It has a multivalued and hysteretic behavior such that the junction switches from $V=0 \mathrm{mV}$ to $V=V_{g}$ at $I=I_{c}$, where $V_{g}$ is the energy gap of the material ( $\sim 2.7 \mathrm{mV}$ for Niobium). The junction can be reset back to the zero-voltage state when current is reduced to almost zero. This behavior provides a two-state voltage logic similar to CMOS. This approach was very popular during the 1970s and 1980s for superconductor computing projects at IBM and Japan. However, it required an AC power system in order to reset the junction back to the zero-state. Eventually this technology was dropped


Figure 1.5: DC I-V characteristics of JJs [26].
as demonstrations showed operating rates close to 1 GHz , which was relatively fast at that time when compared to CMOS, but was very difficult to go any higher [39].

### 1.3.2 Rapid Single Flux Quantum Logic

Rapid Single Flux Quantum (RSFQ) logic has been developed since 1985 as a step towards a drastic increase in the operation speed of JJ digital circuits [27, 40] in contrast to the slower latching logic. It is based on JJs shunted by a resistor. The I-V curve of this approach is illustrated on Figure 1.5b on page 8 and it shows that its operation is non-hysteretic and single-valued. Furthermore, these devices are DC powered instead of AC powered as in latching logic. In RSFQ, digital logic is represented in the form of single flux quantum (SFQ) pulses which are very short (picosecond) voltage pulses $V(t)$ of a quantized area (Equation 1.2, where $\Phi_{0}$ is the magnetic flux quantum, $h$ is Planck's constant and $e$ is the charge of the electron [27]). These SFQ pulses, compared to voltage levels in latching logic, are more naturally generated through JJs. They can also be reproduced, amplified, memorized and processed by JJ-based logic circuits.

$$
\begin{equation*}
\int V(t) d t=\Phi_{0}=\frac{h}{2 e} \approx 2.07 \mathrm{mV} \times \mathrm{ps} \tag{1.2}
\end{equation*}
$$

SFQ pulses can be transferred between logic gates through two types of connections: (1) passive transmission lines (PTLs, Figure 1.6c on page 9) or (2) active Josephson transmission lines (JTLs, Figure 1.6a on page 9). PTLs provide fast connections for long distance ballistic propagation of SFQ pulses at a velocity of $\sim 100 \mu \mathrm{~m} / \mathrm{ps}[41,43,44]$. Active JJ-based drivers (TX) and receivers (RX) are required to enter and leave the PTLs respectively, introducing

(c) Driver-PTL-Receiver schematic.

Figure 1.6: JTL and PTL connections used in superconductor logic [41, 42]. © 2009 IEEE.
a propagation delay overhead before benefiting from the high-speed, low-loss transmission of PTLs. Since PTLs are usually on a different layer than the active JJs, they can be treated as an additional interconnect metal layer that is analogous to the multi-metal process of CMOS. Some processes, such as the ISTEC $10 \mathrm{kA} / \mathrm{cm}^{2}$ advanced process, support two PTL layers with via connections as shown in Figure 1.6b on page 9 [41]. JTLs, on the other hand, are typically used for local connections between cells or as delay elements. They use the same plane as gates so they also compete for area, and as active circuit elements with a propagation delay, short distances should only be covered (i.e. short enough to have a propagation delay less than the TX/RX pair for PTLs) if the goal is to achieve the fastest connection.

RSFQ is generally a positive-type logic in the sense that data is easier to process if it is a logical ' 1 ' determined by the arrival of an SFQ data pulse. In this regard, RSFQ has a harder time dealing with logical ' 0 ' or the absence of an SFQ pulse. This absence must be taken with reference to some clock pulse. All gates that must perform some type of inversion such as an inverter or an XOR gate, requires a clock input to differentiate whether data is truly a logical ' 0 ', or data still has yet to arrive. Ensuring data is sent before the clock pulse arrives at a gate solves this problem.

At the circuit level, RSFQ gates are built with multiple JJs, inductors and bias resistors. A simplified schematic of a D flip-flop (DFF) gate is shown in Figure 1.7a on page 11. It includes an input junction J1, an inductor to store an SFQ pulse, and a decision-making comparator composed of J2 and J3. When an SFQ pulse appears at the data input, J1 will switch and store one flux quantum in the inductor between J1 and the J2/J3 pair. This stored flux quantum adds $\frac{\Phi_{0}}{L}$ amount of current in J3. Should a clock pulse arrive in this state, then an SFQ pulse is transmitted to the output and the DFF is set back to the zero-state. If there was no flux quantum stored in the DFF when a clock pulse arrives, then the current in J3 is insufficient to switch and thus no SFQ pulse is transmitted [26]. Figure 1.7b on page 11 shows the logic coding and timing diagram of SFQ pulses as they arrive into a DFF gate.

Bias resistors are used as current distributing elements to supply current to the JJs in RSFQ gates. A majority of the power dissipated in RSFQ comes from these bias resistors in the form of static power. Dynamic switching power contributes only $\sim 1 \%$ of the total power consumption of circuits, particularly in large scale designs [45]. Total power of the circuit, assuming it is already at 4.2 K without any additional cooling equipment $\left(P_{\text {cryo }}\right)$, can be estimated by Equation 1.3, where $I_{\text {bias }}$ is the total bias current of the circuit and $V_{\text {bias }}$ is the bias voltage fixed at 2.6 mV for the HYPRES $4.5 \mathrm{kA} / \mathrm{cm}^{2}$ process, and 2.5 mV for the ISTEC $10 \mathrm{kA} / \mathrm{cm}^{2}$ process. To determine the total "plug-in" power at room temperature $\left(P_{\text {room }}\right)$ by taking into account the power to cool the


Figure 1.7: RSFQ D flip-flop [27, 25, 26].
circuit down to 4.2 K , we simply multiply the power at 4.2 K by the cryostat efficiency of $1000 \mathrm{~W}_{\text {room }} / \mathrm{W}_{\text {cryo }}$ as shown in Equation 1.4.

$$
\begin{gather*}
P_{\text {cryo }}=I_{\text {bias }} V_{\text {bias }}  \tag{1.3}\\
P_{\text {room }}=P_{\text {cryo }}\left(1000 \frac{\mathrm{~W}_{\text {room }}}{\mathrm{W}_{\text {cryo }}}\right) \tag{1.4}
\end{gather*}
$$

### 1.3.3 Energy-Efficient Rapid Single Flux Quantum Logic

Energy-Efficient Rapid Single Flux Quantum (ERSFQ) logic aims to eliminate static power consumption altogether [46, 45]. The bias resistors used to distribute current to the logic gates are now replaced with JJs to take advantage of the critical current $I_{c}$ as a natural current limiter. To use this biasing scheme, the voltage on the power line must be equal or greater than the maximum possible DC voltage used to power the circuit. This maximum DC voltage ( $V_{\text {bias }}$ ) is determined by its clock frequency as shown in Equation 1.5, where $f_{c}$ is the clock frequency that the circuit is designed to run at and $\Phi_{0} \approx 2.07 \mathrm{mV} \times \mathrm{ps}[46]$. The ERSFQ bias voltage is in the range of $20-100 \mu \mathrm{~V}$ for clock frequencies in the range of $10-50 \mathrm{GHz}$, as opposed to the fixed $2.5-2.6$ mV bias voltages used in RSFQ. If we substitute Equation 1.5 into Equation 1.3, we obtain the power consumption of ERSFQ at 4.2 K (Equation 1.6). To determine the power at room temperature, we can use Equation 1.4 in the same way as we did for RSFQ.

$$
\begin{gather*}
V_{b i a s}=\Phi_{0} f_{c}  \tag{1.5}\\
P_{\text {cryo }}=I_{\text {bias }} \Phi_{0} f_{c} \tag{1.6}
\end{gather*}
$$

### 1.3.4 General Challenges for Superconductor Technology

There are several challenges that designers must deal with when working with superconductor technology for digital circuits:

- Temperature induced fluctuations: The logic gates in superconductor logic do not have fixed propagation delays [47, 48, 49]. They are influenced by thermal fluctuations resulting in delay jitter. Thus it is necessary to provide reliable synchronization techniques for designs, particularly for ultra-high-speed, wide datapath RSFQ processors of which are more prone to these fluctuations $[26,50]$.
- Flux trapping: Trapped magnetic flux or frozen flux can degrade circuit performance and cause operation to malfunction [51, 52]. This typically occurs during the temperature transition into the superconducting state. The first step in minimizing this effect is to shield the circuit from the Earth magnetic field with Mu-metal shielding. The second, and most effective step, is to provide areas on superconductor chips to create special traps or moat structures in the ground planes and other large superconducting films to keep frozen flux far from the operating circuits [53, 54, 55].
- Overcoming large latencies and delay overhead: Much of the latency in a large circuit is typically due to splitting signals, especially asynchronous "ready" signals and broadcasted control signals. In RSFQ, splitting a signal into two requires at least an active splitting element. In HYPRES technology, it is necessary to add an additional JTL to re-amplify the signal after two levels of splitting, thus compounding the delay overhead even further. Minimizing splitting and overlapping operations to hide large latencies are important $[50,26]$.
- Static power: A majority of power is dissipated through bias resistors in RSFQ. For high-complexity circuits, static power has become a problem. The zero static power dissipation biasing network in ERSFQ logic [46], described in Section 1.3.3, aims to eliminate this challenge.
- Development of CAD tools for VLSI superconductor circuit design: While there are numerous tools available to simulate and evaluate superconductor circuits at the junction-level $[56,57,58,59,60]$, there are very few CAD tools which abstracts the physics behind superconductor logic and focuses on logic level design such as [61, 62, 63]. These tools are necessary to evaluate VLSI-level complexity circuits. The SBU tunable VHDL cell library described in Chapter 2 as well as the CONNECT cell library in Japan [64] are among the latest academic efforts in this domain. With respect to commercial tools, NioPulse [65,66] aims to provide a unified Cadence-like environment for VLSI superconductor circuit design similar to that of [62] and [64].
- Memory: Perhaps the biggest challenge in superconductor technology is memory. It is the performance limiting component in RSFQ processors. Solutions for on-chip or off-chip memory structures that can provide lowlatency, high-throughput access is an on-going effort [67, 68, 69, 70, 71]. There have been recent proposals in developing Josephson magnetoresistive random-access memory (JMRAM) as a possible memory structure to couple with superconductor technology $[26,72]$ and a re-emergence of
vortex transition memory cells [73] based on previous work from [74, 75].


### 1.4 Overview of Prior Work in Superconductor Electronics

### 1.4.1 Adders and ALUs

### 1.4.1.1 "Push-Forward" RSFQ Carry-Save Serial Adders

In 1995, the research group at HYPRES developed a novel "push-forward" design of an RSFQ carry-save serial adder (CSSA) [76]. Two versions were designed, fabricated and successfully tested. The first version (CSSA1) uses traditional RSFQ, whereas the second version (CSSA2) uses a new design approach based on shifting or pushing forward stored data along the storage loops within the RSFQ gate by each incoming SFQ data pulse. Simulations showed a 30 GHz clock frequency for CSSA1 and a 40 GHz clock frequency for CSSA2. Both versions were successfully tested at low frequency with a measured DC bias margin of $\pm 20 \%$ for CSSA1 and $\pm 14 \%$ for CSSA2.


Figure 1.8: Microphotographs of the CSSA [76]. © 1995 IEEE.

### 1.4.1.2 Case Study of Fast Pipelined Parallel Adders in RSFQ

In 1999, the RSFQ research group at Stony Brook University conducted a design study of Kogge-Stone 32-/64-bit integer adders using concurrent flow sequencing [77]. The results from their study showed a 32 -bit and a 64 -bit adder having a design complexity of 28820 JJs and 66444 JJs respectively, and a maximum clock rate of 152 GHz for both designs. Their simulation results were obtained for a future $0.8 \mu \mathrm{~m}$ Nb-trilayer technology with plans to layout the critical path of the adders in $3.5 \mu \mathrm{~m}$ technology but unfortunately no further results were published.

### 1.4.1.3 1-bit RSFQ ALU with a 3-Input XOR Gate

In 2003, a 1-bit slice of an ALU has been demonstrated by the Superconductivity Research Laboratory, International Superconductivity Technology Center in Tokyo, Japan [78]. Its design is based on a 3 -input XOR gate with additional logical gates to perform other functions in parallel, namely: AND, OR, ADD and SUB. These functions are then multiplexed based on the desired function. It consists of 560 JJs in a $1200 \mu \mathrm{~m} \times 2600 \mu \mathrm{~m}$ area. Simulation showed it can operate up to 50 GHz and experimental measurement of the fabricated chip showed bias margins of $\pm 37 \%$ at low speed.


Figure 1.9: Schematic of the 1-bit ALU slice based on a 3-input XOR [78]. © 2003 IEEE.


Figure 1.10: 4-bit RSFQ ALU built with half adder cells [79]. © 2005 IEEE.

### 1.4.1.4 4-bit RSFQ ALU with Half Adder Cells

In 2005, a 4 -bit ALU has been reported by a group from the University of Incheon, Incheon, Korea [79]. It was designed as part of an effort to develop a superconductive microprocessor. It consists of ten RSFQ half adder cells, four $2 \times 2$ switches, and several D flip-flops. The ALU featured four operations: AND, OR, XOR and ADD. The size of the circuit is $3.0 \mathrm{~mm} \times 1.5 \mathrm{~mm}$ which is placed in a $5 \mathrm{~mm} \times 5 \mathrm{~mm}$ chip. A 1-bit ALU block has been fabricated and successfully tested up to 40 GHz . The 4 -bit ALU design was also successfully demonstrated but only at 5 GHz .

### 1.4.1.5 4-bit RSFQ Digit-Serial Adder

In 2009, a group from Yokohama National University and Nagoya University developed a digit-serial adder architecture [80]. It adopts a carry look-ahead structure to generate carry signals from the digit-serial data and are fed back internally to the next digit-serial data. A 4-bit digit-serial adder has been implemented using a $2.5 \mathrm{kA} / \mathrm{cm}^{2}$ standard fabrication process. It consists of 2316 JJs and has a bias margin of $\pm 15 \%$ at 25 GHz . It showed correct functionality up to 30 GHz .

(b) Microphotograph of the chip.

Figure 1.11: 4-bit digit-serial adder [80].

### 1.4.1.6 100 GHz RSFQ Bit-Serial Adder

In 2011, a collaboration of groups at Nagoya University, Yokohama National University, the Superconductivity Research Laboratory-ISTEC, and Kyoto University developed a bit-serial RSFQ adder with a target clock rate of 100 GHz [81]. The serial adder is designed around the concept of state transitions through the use of an NDRO (non-destructive read-out) cell. The concept was then implemented for serial addition of two 8-bit integers using the ISTEC 10 $\mathrm{kA} / \mathrm{cm}^{2}$ fabrication process and it has shown sufficient DC bias margins of $\pm 18 \%$ at frequencies of up to 60 GHz . Correct operation has been verified up to 93 GHz .

(a) Bit-serial schematic.

(b) 8-bit bit-serial adder chip.

Figure 1.12: 100 GHz bit-serial adder [81]. © 2011 IEEE.

### 1.4.2 Microprocessors

### 1.4.2.1 Fujitsu's 8-bit DSP Microprocessor

In 1990, Fujitsu Laboratories designed an 8-bit DSP microprocessor as one of the early attempts to harness JJ technology to build practical chips [39, 82]. It is based on latching logic and uses a total of $23,000 \mathrm{JJs}$ within a $5 \mathrm{~mm} \times 5 \mathrm{~mm}$ chip. It has a 64 word x 24 -bit instruction ROM, 16 word x 8 -bit coefficient ROM, 16 word x 8 -bit x 2 data RAM, a 13 -bit 16 -function ALU [83] and an 8bit x 8 -bit multiplier. It has an estimated maximum clock frequency of 1 GHz and a power consumption of 12 mW which at the time was about 100 times faster and one-tenth the power of conventional CMOS DSPs. All functions have been successfully demonstrated.


Figure 1.13: Microphotograph of Fujitsu's 8-bit DSP based on latching logic [39]. © 1992 IEEE.

### 1.4.2.2 FLUX-1 Microprocessor

The FLUX-1 microprocessor is a 20 GHz RSFQ 8-bit processor developed under the collaboration between Stony Brook University (SBU) and TRW (now Northrop Grumman) [26, 84, 85, 86, 87]. The goal was to gain first hand understanding of the architectural and design challenges that must be surmounted for $20+\mathrm{GHz}$ RSFQ processors. It features the following:

- Ultra-pipelined, 2-3 Boolean operations per stage.
- Two operations per cycle (40 GOPS peak for 8-bit data).
- "Processing in register" - interleaved ALUs and registers.
- Bit-streaming - allowing any operation dependent on another to start as soon as the first bit is available from the preceding, still-in-progress operation.
- Wave pipelining in instruction memory.
- Modular design.
- $\sim 25$ control, integer arithmetic, and logical operations (no load/store).

The final chip, FLUX-1R, had 63,107 JJs on a $10.35 \times 10.65 \mathrm{~mm}^{2}$ die with a power consumption of $\sim 9.5 \mathrm{~mW}$ at 4.2 K . The group was able to demonstrate a

1-bit ALU-register block but there were no FLUX-1R chips fully demonstrated before the project ended in 2002.

(a) Block diagram.

(b) Microphotograph of the second chip.

Figure 1.14: The FLUX-1 8-bit RSFQ microprocessor [84]. © 2003 IEEE.

### 1.4.2.3 CORE1 Microprocessor

The CORE1 project was conducted by Japanese teams from Nagoya, Yokohama, and Hokkaido Universities, the National Institute of Information and Communications Technology at Kobe, and the International Superconductivity Technology Center (ISTEC) Superconductor Research Lab (SRL) at Tsukuba, Japan. It began as a simple processor known as CORE1 $\alpha$ with the following modest features [88]:

- Two 8-bit data registers and a bit-serial ALU.
- 32 byte shift register memory for instructions and data.
- Instruction set of seven 8-bit instructions.
- Non-pipelined processing and control logic.
- Used 1 GHz system clock and $16-21 \mathrm{GHz}$ local clocks.
- 1 GHz clock for advancing instructions.
- Fast local clocks used for bit-serial transfer and processing.
- $\sim 7,220 \mathrm{JJs}$ on a $3.4 \times 3.2 \mathrm{~mm}^{2}$ die.
- Power consumption rated at 2.3 mW .
- In 2003 , it was fully demonstrated.

After demonstration of $\operatorname{CORE} 1 \alpha$, a more advanced version was developed: CORE1 $\beta$ [89]. It features the following:

- Total of 14 instructions in the instruction set.
- Four 8 -bit registers.
- 2 cascaded bit-serial ALUs.
- 1 GHz system clock and 21 GHz local clock.
- ~9,498 JJs and power consumption rated at 3.0 mW .
- In 2007, all operations have been completely demonstrated for CORE1 $\beta$, final version 9e [90].

Finally, CORE1 $\gamma$ was developed which integrated pipelining techniques and cache memories [91]:

- 16 byte and 8 byte shift-register-based cache memories for instruction and data.
- Overlaps 4 executed instructions in the pipeline.
- $22,302 \mathrm{JJs}$ on $6.36 \mathrm{~mm}^{2}$ area on an $8 \mathrm{~mm}^{2}$ die.
- Power consumption estimated at 6.56 mW .
- From 2007-2008, testing has been conducted and functionality of the new System Clock Manager (SCM) and Instruction Cache has been confirmed, but no other results have been published.


Figure 1.15: Microphotograph of the CORE1 $\gamma 8 \mathrm{~mm}^{2}$ chip [91].

### 1.4.2.4 20 GHz 8-bit RSFQ Frontier Datapath

From 2009-2012, work on an 8-bit RSFQ datapath has been carried out as a joint project between SBU and HYPRES. The datapath adopts an 8-bit version of the 32-bit Frontier data-flow microarchitecture developed at SBU [50]. Using a VHDL cell library tuned to the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ fabrication process, the SBU team completed the cell-level design and verification of the 8 -bit datapath. The team at HYPRES completed the physical layout design, fabrication and testing of two key units: an asynchronous wave-pipelined ALU [92, 93] and a multi-port register file [94]. The ALU has been successfully demonstrated to operate at the target clock rate of 20 GHz with $\pm 5 \% \mathrm{DC}$ bias margins. The register file has been successfully tested at low-frequency with $\pm 4 \%$ DC bias margins. Work is still on-going for this project.
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### 2.1 Superconductor Cell Library and Design Tools

### 2.1.1 SBU Tunable VHDL Cell Library

### 2.1.1.1 Purpose and Overview

In order to evaluate large-scale designs implemented in new technology, a simulation model needs to be developed. At Stony Brook University (SBU), the Ultra High Speed Computing (UHSC) Laboratory developed a tunable VHDL cell library that logically models superconductor circuits, and allows researchers to design, verify and profile large-scale architectures.

Each cell is described using a behavioral model based on FSMs (finite state machines) and/or logical truth tables when applicable. Parameters such as


Figure 2.1: Normal distribution of delays obtained from a DFF cell simulation.
timing constraints, delay jitter, bias current, switching energy and complexity are provided by circuit level designers. This information is used by the logic level designers to develop and simulate processor units. These tools not only allow for the simulation and collection of all kinds of statistics for fabricationready designs but also provide insight on the technological hurdles that must be overcome for future wide datapath processor designs.

All propagation delays for each cell are modeled using a stochastic approach. Given the average and variance of each propagation delay, a normal distribution of the delays is created to provide a Monte Carlo simulation of the thermal-induced delay fluctuations a circuit would experience (Figure 2.1). The cells also check for any timing violations during simulation and report these violations as a failure. This methodology allows designers to identify weak areas where timing margins are very small. A failure report consists of important information such as what kind of timing constraint has been violated (setup or hold time), where the failure occurred and which inputs caused it. With this information, a logic level designer can identify the source of the failure and what measures should be taken to resolve it. Furthermore, all possible ways a cell can consume dynamic energy are stored in a switching table so that for a given switching event there is a corresponding amount of energy consumption accumulated locally in each cell instance during simulation. After the simulation is over, all cells report their switching energy totals and


Figure 2.2: DFF symbol used in schematics.
are accumulated to produce the overall switching energy total for the entire simulation. Finally, the cell library provides a set of procedures/functions for the logic level designer to easily obtain the design complexity (i.e. number of JJs, bias current) and estimate the maximum clock rate that the design under test can support.

The simulation waveforms generated from our library look a bit unusual at first. This is because we represent SFQ pulses as logic events, a ' 0 ' to ' 1 ' transition or a ' 1 ' to ' 0 ' transition. Any transition represents a pulse, it does not matter whether it was on the rising edge or on the falling edge. This concept can be better explained by examining the RSFQ D flip-flop (DFF). It generally behaves the same way as its CMOS counterpart. The DFF has two inputs, the data input $d$ and the clock input $t$. Starting from its initial state S 0 as shown in Figure 2.3, if a pulse arrives in input $d$ and afterwards a pulse is applied to clock input $t$ after setup time is satisfied, then a pulse is generated from output $q$ with a clock-to-q delay. If no pulse arrived in input $d$ before the clock pulse, then no output is generated. The simulation waveform for the DFF is shown in Figure 2.4. Notice that in Figure 2.4a it completely disregards the logic level and that it responds to only logic events (rising edge or falling edge transitions) as the representation of SFQ pulses. A cleaner representation is shown in Figure 2.4b which shows only the logic events.

Currently, the SBU VHDL cell library is tuned to the parameters of the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ standard Niobium process whose key characteristics are outlined in Table 2.1 on page 26 and a cross section of the process is illustrated in Figure 2.5 on page 27. Parameters for each logic gate is described through a custom made Standard Parameters File (SPF) which is read by the cell library upon elaboration of a design for simulation. This is an easy way to evaluate designs for different fabrication processes. In fact, an SPF made for a future $20 \mathrm{kA} / \mathrm{cm}^{2}$ process was used to evaluate the potential performance of a wide datapath data-flow microarchitecture [50].


Figure 2.3: FSM of the DFF cell.


Figure 2.4: Logic simulation waveform of the DFF cell.

Table 2.1: Key characteristics of the HYPRES standard Niobium process [95].

| Minimum Feature Size | $1.5 \mu \mathrm{~m}$ |
| :---: | :---: |
| Critical Current Density | $4.5 \mathrm{kA} / \mathrm{cm}^{2}$ |
| Nominal Bias Voltage (for RSFQ) | 2.6 mV |
| Number of Superconducting Layers | 4 |



Figure 2.5: Cross section of the HYPRES standard Niobium process [95].
While our approach has delivered fully functional chips [92, 93, 94], it admittedly has some limitations. First, all design descriptions are completed using structural VHDL code (as opposed to dataflow or behavioral code). Logic is designed by hand since no synthesis tools are available, therefore the designer must describe their circuit as structural gates connected to other gates. This is extremely cumbersome for complex blocks as a designer must instantiate each gate and connect all necessary signals by hand. Currently, schematics are drawn without automatic back annotation of VHDL code. It is only used as a visual aid to help code the VHDL description and it must be checked by hand to ensure consistency between the code and schematic. Second, it does not integrate analog circuit level models of cells. This is fine for our purposes but it does not lend itself to becoming a unified simulation suite that can be used at different levels of design abstraction. Lastly, layout views are not incorporated so a physical designer must rely on, interpret, and check for consistency with the manually made logic schematics themselves.

Ultimately, the VHDL cell library is best suited to conduct design studies to profile performance, complexity and power. Combined with powerful VHDL generate statements and configuration packages, different architectures can be quickly explored by changing generic settings and configuration parameters without having to create separate designs by hand.
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### 2.1.2 CONNECT Cell Library

### 2.1.2.1 Purpose and Overview

The SFQ CONNECT cell library has been developed by Yokohama National University and Nagoya University in an effort to tremendously speed up the design process of taking a set of functional specifications and performance requirements all the way to chip tape-out [42,64]. It provides a unified simulation environment in Cadence where analog JJ circuit level simulation of individual cells can be performed through JSIM (SPICE-like simulator for JJbased circuits) [58, 96]. Layout views are integrated into each cell from which parameters can be extracted and back annotated into the analog model. And most importantly for our purposes, logical Verilog models are also incorporated to facilitate fast logic level simulation of circuits with timing delays and constraints dependent on a globally defined bias voltage. A portion of this research is based on using the CONNECT cell library for the ISTEC $1.0 \mu \mathrm{~m}$ $10 \mathrm{kA} / \mathrm{cm}^{2}$ Advanced Process (ADP) whose key characteristics are listed in Table 2.2 on page 28 with a cross section shown in Figure 2.6 on page 29.

The design flow of the CONNECT cell library starts with the schematic capture of the circuit at the gate-level. In the schematic view, cells are placed and oriented next to each other to create logical connections. As shown in Figure 2.9 on page 31, the placement and orientation on the schematic directly correlate with the physical layout view so there is no need to perform a Layout Versus Schematic (LVS) check. PTLs are also placed on the schematic under the cells along two central tracks of a $30 \times 30 \mu \mathrm{~m}^{2}$ grid that the gate placements are based on as shown in Figure 2.8 on page 30. Schematics can also be designed modularly through the use of hierarchical blocks. Moat cells should be placed so that they surround the logic circuit to aid in flux trapping and prevent the logic gates from being disturbed. Two to four JTLs should also be placed after DC-to-SFQ converters and before SFQ-to-DC converters which

Table 2.2: Key characteristics of the Japanese ISTEC Advanced Process (ADP 2.2) [97].

| Minimum Feature Size | $1.0 \mu \mathrm{~m}$ |
| :---: | :---: |
| Critical Current Density | $10 \mathrm{kA} / \mathrm{cm}^{2}$ |
| Nominal Bias Voltage | 2.5 mV |
| Number of Superconducting Layers | 9 |



Figure 2.6: Cross section of the Japanese ISTEC Advanced Process (ADP 2.2) [97].


Figure 2.7: Logic simulation in Cadence NC-Verilog.


Figure 2.8: Grid-based approach used in the CONNECT cell library [64].
are used to communicate outside the chip.
After the schematic is complete, simulation is conducted through Verilog. Each cell has its own Verilog model with a table of propagation delays depending on the bias voltage. It also includes timing checks for setup and hold violations. The schematic is transformed into a Verilog structural netlist and is brought into the NC-Verilog simulator where a testbench can perform functionality tests. Timings can be observed directly through the waveform viewer as shown in Figure 2.7 on page 29. One of the most important steps in this design-flow is to simulate frequency dependent bias margins, which encompasses testing the design over a range of clock frequencies, varying the bias voltage at each clock frequency and observing whether or not the design works (i.e. no timing violations and is functionally correct) for the given clock frequency and bias voltage.

Once simulated testing and verification are complete, the schematic can be directly converted into a layout and placed on a chip frame. Within the chip frame, I/O and bias pads are placed and wired to the circuit. When the chip layout is complete, a Design Rules Check (DRC) is performed to ensure the circuit did not violate any design rules, particularly spacing. With this final check, a GDSII layout file is generated and submitted to our collaborators in Japan for fabrication.

### 2.1.2.2 Acknowledgments

The CONNECT cell library was entirely developed by the SFQ research groups at Yokohama National University and Nagoya University. We are grateful they had allowed us to use their library to implement the designs in this research.


### 2.1.3 Summary of RSFQ Logic Cells

The adder and ALU designs use numerous RSFQ logic cells of which some are quite different from the typical gates found in CMOS technology. Table 2.3 on page 32 lists the major RSFQ cells used throughout this research. A diagram of the SFQ operation and a brief description are provided to help the reader become familiar with the logic cells.

Table 2.3: Listing of RSFQ logic cells used through out the design of the adder and ALU.

| Cell <br> Name | Symbol and SFQ <br> Operation | Description |
| :--- | :---: | :--- |
| $\mathrm{JTL} / \mathrm{JL}$ |  | Josephson transmission line (JTL or JL): <br> Primarily used to connect one logic cell to <br> another. Multiple JTLs can be used to in- <br> sert additional timing delay or to amplify <br> weak SFQ pulses (e.g. pulses after two lev- <br> els of splitting). |
| SPL | Splitter (SPL): Connections in RSFQ are <br> point-to-point so there is no passive way <br> to create a fan-out. Instead, an SPL com- <br> posed of active JJs is used to create a fan- <br> out of 2. It is an active circuit element <br> that approximately has the same delay as <br> a single-stage JTL. Multiple SPLs can be <br> used to create multiple fan-outs, keeping in <br> mind that two SPLs in series require a JTL <br> to amplify the output (only in HYPRES). <br> A designer must be very careful with tim- <br> ing when SPLs are used. |  |


| Cell |
| :--- | :--- | :--- |
| Name |


| Cell |
| :---: | :--- | :--- |
| Name |


| Cell <br> Name | Symbol and SFQ <br> Operation | Description |
| :---: | :---: | :--- |
| $\operatorname{TRS}$ | Toggle flip-flop with reset and set (TRS): <br> A gate similar to T1 except both outputs <br> are asynchronous. A pulse in the $r$ input <br> will initialize the gate to the 0-state so that <br> the arrival of the next data pulse at $t$ will <br> produce an output at $q_{0}$. A pulse in the $s$ <br> input will initialize it to the 1-state so that <br> the arrival of the next data pulse at $t$ will <br> produce an output at $q_{1}$. |  |

### 2.2 Asynchronous Hybrid Wave-Pipelining

Traditional synchronous pipelining incorporates the use of latches between stages to separate data moving through the pipeline. Only one set of data can exist for a given pipeline stage. The worst-case path of the longest stage plus some additional overhead from synchronization (clock-to-q, setup time, and clock skew) determines the cycle time, and thus the maximum clock frequency. Synchronous pipelining is very popular in CMOS as clock distribution networks are relatively easy to design when compared to RSFQ. In RSFQ, synchronization overhead can be much larger than the latency of logic between stages for two reasons:

1. Small amount of logic per stage as a result of high clock rates or short cycle times.
2. Large clock skew because splitting SFQ pulses requires active splitting elements with each one introducing significant propagation delay.

Furthermore, there is timing uncertainty in RSFQ circuits due to temperature induced fluctuations mentioned in Section 1.3.4.

Wave-pipelining is a technique in which the intermediate latches are removed $[98,99,100,101,102,103,104,105]$. This reduces area, power and overhead from the clock distribution network. The clock rate increases as multiple data waves can exist in any stage (Figure 2.13). There are two main requirements in wave-pipelining [102]:

1. Prevent collisions of unrelated data waves.
2. Equalize delay paths to reduce differences between the shortest and longest delays in the combinational logic.


Figure 2.10: CFF symbol used in schematics.


Figure 2.11: FSM of the CFF cell used in asynchronous wave-pipelining.


Figure 2.12: Logic simulation waveform of a CFF cell.

Even if we were able to equalize all delay paths, most likely they will not be perfect. There would still be very small differences between the delay paths since gates do not have propagation times that can be divided evenly with JTLs. These differences can accumulate from stage-to-stage, and thus it is also necessary to hold signals before proceeding to the next stage. In RSFQ logic, this is achieved by using a resettable asynchronous Muller C-flip-flop (CFF) $[106,107,108,50]$. A CFF gate can be thought of as an AND gate in CMOS, with some internal memory. It has two data inputs labeled $a$ and $b$, as well as one more input named $r$ for reset. CFF will only produce a pulse on output $q$ if it has received one pulse in each of the two data inputs (Figure 2.11). It does not matter when they arrived, they can arrive with a large time separation or at the same time but as soon as the 2nd of the two data pulses arrive, an output pulse from $q$ will be generated after some propagation delay. Since the CFF gate can indefinitely wait for that 2nd pulse to arrive at its other input, it might be possible to receive another pulse in the same input that just received one. It is illegal for multiple pulses to arrive at a single data input and so it is necessary to "clean" or reset the CFF by providing a pulse on the $r$ input before the next data pulse arrives. Figure 2.12 shows the waveform simulation of the CFF. Notice that if an output is generated, it is not necessary to provide a reset before the next data pulses. This is also reflected in the FSM (Figure 2.11). With CFFs, data waves have some level of synchronization which ensures that parts of the wave will not get too far ahead or lag behind. This is especially effective when the encoding of the data wave allows asynchronous propagation and a trailing reset wave is used to clean the CFFs as data passes through, creating a truly data-driven design (Figure 2.13).

Ideally, the maximum processing rate of wave-pipelining ultimately depends on the sum of two timing constraints of the CFF: (1) timing separation between the arrival of data and the trailing reset (setup time) and (2) timing separation of the arrival of reset and the next incoming data (hold time) (Figure 2.14c on page 40). Because we cannot achieve perfect equalization of all combinational paths and the thermal fluctuations influence the gate delays, timing margins must also be added to the timing constraints.

Another popular asynchronous RSFQ sequencing technique is co-flow clocking (Figure 2.14) [109]. In this case, the same clock that is used to move data at the first stage is also used at all subsequent stages to the move the same set of data [77, 109]. In other words, only one clock pulse is necessary to move one data wave through all stages of the pipeline. In co-flow clocked designs, it is necessary to have distribution trees at each stage with matching delays to slow down the propagation of the clock pulse as it travels to the next stage. Safety delays are also inserted to provide margins for setup time. And simi-


Figure 2.13: An example of asynchronous wave-pipelining with trailing reset waves.
lar to how it is necessary to equalize all data delay paths in wave-pipelining, delays should be inserted on data propagation paths where hold time is a concern. The addition of distribution trees, matching delays, safety delays, and data delays contribute to a substantial amount of complexity and power. The maximum processing rate also depends on setup and hold time but with respect to data and clock as opposed to data and reset in wave-pipelining. Assuming that clock based elements have similar timing constraints to that of CFFs, both co-flow clocking and wave-pipelining should have nearly identical maximum processing rates. The key difference is that wave-pipelining reduces latency by not having to wait for the arrival of the clock to produce an output as shown in Figures 2.14b and 2.14c.

In RSFQ microprocessors, it may be necessary to integrate the two techniques in the form of asynchronous hybrid wave-pipelining, especially in irregular structures where it may not be viable to use pure wave-pipelining techniques. This hybrid approach can be accomplished by using wave-pipelining for the most time critical operations of a circuit and using co-flow clocking for non-critical areas. Furthermore, co-flow clocking can be used sparingly where logic is complex and requires the used of clock-based gates when an asynchronous equivalent is not available.

(a) Structural differences between co-flow clocking and wave-pipelining.

(b) Timing in co-flow clocking.

(c) Timing in wave-pipelining.

Figure 2.14: Co-flow clocking versus wave-pipelining.

## Chapter 3

## Superconductor Ripple-Carry Adder

Outline
3.1 Goals and Challenges ..... 41
3.2 Ripple-Carry Adder Concept ..... 42
3.3 RSFQ Study ..... 43
3.3.1 Design Overview ..... 43
3.3.2 Simulation Results and Discussion ..... 46

### 3.1 Goals and Challenges

To gain insight on the design spectrum of adder structures implemented in superconductor logic, we first looked at the simplest case of a 32-bit ripplecarry adder (RCA). This study focuses on a single-cycle, non-pipelined, lowlatency adder assuming the structure is constrained to that of an RCA using the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ process. The bit-slice element of the RCA is the full adder which was built using T1 gates to obtain a low-complexity, lowlatency structure. Because we decided to eliminate pipelining for this study, only a single binary clocking tree is required without the need to implement additional timing or buffering techniques, thus simplifying the overall design.

The work on the RCA would later on help us make important design tradeoff analyses when we explore much more complex structures later on.

### 3.2 Ripple-Carry Adder Concept

The RCA is the simplest multi-bit adder structure yielding a fast design turnaround time. An N-bit RCA can be constructed using N simple circuit elements known as full adders (FAs), as shown in Figure 3.1 as a 4-bit example. An FA cell adds three one-bit numbers which are typically labeled as $A$, $B$, and $C_{i n}$. $A$ and $B$ are the operands, and $C_{i n}$ is the carry-in bit, usually from the addition of the preceding bit. With these three inputs, two outputs are generated from the FA cell: $S$ and $C_{o u t}$, where $S$ is the sum of the three inputs and $C_{\text {out }}$ is the carry-out. Logic equations (3.1) and (3.2) describe how $S$ and $C_{o u t}$ are generated respectively.

$$
\begin{gather*}
S=A \oplus B \oplus C_{\text {in }}  \tag{3.1}\\
C_{\text {out }}=(A \wedge B) \vee\left(A \wedge C_{\text {in }}\right) \vee\left(B \wedge C_{\text {in }}\right) \tag{3.2}
\end{gather*}
$$

By serially connecting FA cells from the $C_{\text {out }}$ of one bit to the $C_{i n}$ of the next bit, an RCA structure is generated. The worst-case delay for this structure can be demonstrated by setting operand $A$ to all logical 1's, operand $B$ to all logical 0 's and the $C_{i n}$ of bit 0 to logical 1 . This creates a scenario where the carry must propagate from bit 0 to bit $\mathrm{N}-1$, before the final result is produced. Because of the serial dependence on the carries, it is necessary to wait up to N-carry delays which makes the design relatively slow for a large number of bits. Furthermore, this delay is also roughly equivalent to the cycle time the adder can run at, if no modifications, such as the introduction of pipelining DFFs, are made. Thus, this particular design alone is not scalable for wide datapath, high-performance designs.


Figure 3.1: Example of a 4-bit RCA structure composed of 4 FA cells. The inset shows how one would implement an FA cell using CMOS logic gates.

### 3.3 RSFQ Study

### 3.3.1 Design Overview

Using RSFQ logic to design an RCA, we can exploit the high-speed capabilities of the logic to perform time-multiplexing on the inputs and achieve the same exact behavior of the adder. Instead of a traditional full adder as discussed in Section 3.2, we used a special gate named T1 as a counting circuit to count input pulses. This particular gate is based on one of the fastest digital circuits ever demonstrated using RSFQ technology [34]. The T1 gate has two inputs: $t$ which is the data input, and $c$ which is the clock input used to read-out its current state. It also has two outputs: $q 0$ which is generated asynchronously, and $q 1$ which is generated synchronously.


Figure 3.2: Schematic of an RSFQ RCA adder. Inset shows a single RSFQ FA composed of two Merger gates and a T1 gate.


Figure 3.3: T1 symbol used in schematics.


Figure 3.4: FSM of the T1 cell used in the RCA structure.


Figure 3.5: Logic simulation waveform of the T1 cell.

The behavior of the T1 gate can be followed on the FSM diagram shown in Figure 3.4 on page 45 . Assuming that T1 starts at state S0, if no data pulse arrived at input $t$ and then we apply a pulse on input $c$ some time later (sufficiently far enough to satisfy setup time), no output pulse is generated. If a single data pulse arrived at input $t$ and then we apply a pulse on input $c$, an output pulse is generated from $q 1$. Now if two data pulses arrived with each pulse separated by the minimum time that T1 can process consecutive data pulses, an output pulse is generated asynchronously from $q 0$ without any need for clock. T1 can be generalized in the following way:

1. Send N pulses to T1's $t$ input, with each pulse sufficiently separated by the timing constraint of T1.
2. As T1 is processing these N pulses, it will asynchronously generate an output pulse from $q 0$ on every even pulse arriving at input $t$ (e.g. 2nd, 4th, 6th, etc. pulse).

Table 3.1: Comparing T1's counting behavior with the full adder cell.

| \# of <br> Data <br> Pulses | Full Adder Input Equivalent | Carry-out: <br> Output of $q 0$ (asynchronous) | Sum: Output of $q 1$ (after clock is applied) |
| :---: | :---: | :---: | :---: |
| 0 | $A, B$, and $C_{i n}$ are all zeroes | '0' | '0' |
| 1 | Only one of the three inputs is logical 1 | '0' | '1' |
| 2 | Two of the three inputs are logical 1 | '1' | '0' |
| 3 | All three inputs are logical 1 | '1' | '1' |

3. After N pulses have been processed, a pulse on clock input $c$ can be applied. If N is odd, then an output pulse from $q 1$ will be synchronously generated, otherwise no output is generated.

The simulation waveform shown in Figure 3.5 on page 45 shows the behavior of T1 when $0,1,2,3$, and 4 data pulses are processed.

In the FA case, the data pulses being processed by T1 are the timemultiplexed arrivals of $A, B$, and $C_{i n}$. These three inputs are merged together using a Merger gate while still maintaining their time separations along a single stream, and are sent into the $t$ input of T1. For a given clock cycle, only 3 data pulses at most can be processed by T1 when used as a full adder. Table 3.1 on page 46 shows how T1's counting behavior is equivalent to that of a traditional full adder. These T1 cells as well as appropriate merging circuits and delay elements can be serially connected together in the same way full adders are connected to construct an RCA. This design still deals with the problem of long delays as carry must propagate through N T1-based full adder elements. It also differs from the traditional RCA in that the sum result is read-out by applying a pulse to all of the T1 clock inputs.

### 3.3.2 Simulation Results and Discussion

Using our VHDL cell library tuned to the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ process, we designed and simulated a 32-bit RSFQ RCA. The results of the sim-
ulation are summarized in Table 3.4 on page 52. Its main advantage is that its complexity is very small which results in a small amount of bias current used to power the circuit. However, these results confirm that RCAs, even when implemented using superconductor technology, do not provide the 20+ GHz processing rate we are aiming to achieve and scaling to higher data widths would decrease the rate even further. Fortunately, some concepts can be taken from this study:

- The counting T1 circuit is applicable in high-speed multipliers as a form of compressors [110].
- Small RCA chains can be used in non-critical paths of a hybrid sparsetree adder (Chapter 5).


Figure 3.6: Latency distribution of the 32-bit RCA. The least significant bit is bit index 0 . The latency is measured from the assertion of input signals to the arrival of outputs at the "sum" port.

Table 3.2: Latency distribution of the 32-bit RCA with the average latencies calculated across all bits.

| Bit | Sum Max. (ps) | Sum Avg. (ps) | Sum Min. (ps) |
| :---: | :---: | :---: | :---: |
| 31 | 521.67 | 520.20 | 518.88 |
| 30 | 521.56 | 520.21 | 518.94 |
| 29 | 521.45 | 520.20 | 518.89 |
| 28 | 521.46 | 520.21 | 518.77 |
| 27 | 521.64 | 520.20 | 518.83 |
| 26 | 521.64 | 520.20 | 518.65 |
| 25 | 521.51 | 520.21 | 518.76 |
| 24 | 521.59 | 520.20 | 518.81 |
| 23 | 521.64 | 520.19 | 518.77 |
| 22 | 521.95 | 520.18 | 518.79 |
| 21 | 521.62 | 520.20 | 518.79 |
| 20 | 521.59 | 520.19 | 518.73 |
| 19 | 521.67 | 520.21 | 518.92 |
| 18 | 521.54 | 520.21 | 518.89 |
| 17 | 521.64 | 520.21 | 518.64 |
| 16 | 521.57 | 520.19 | 518.70 |
| 15 | 521.51 | 520.20 | 518.84 |
| 14 | 521.54 | 520.19 | 518.91 |
| 13 | 521.44 | 520.20 | 518.60 |
| 12 | 521.62 | 520.20 | 518.87 |
| 11 | 521.50 | 520.20 | 518.84 |
| 10 | 521.66 | 520.20 | 518.68 |
| 9 | 521.63 | 520.20 | 518.95 |
| 8 | 521.48 | 520.20 | 518.83 |
| 7 | 521.54 | 520.19 | 518.46 |
| 6 | 521.50 | 520.21 | 518.83 |
| 5 | 521.47 | 520.20 | 518.88 |
| 4 | 521.60 | 520.20 | 518.33 |
| 3 | 521.55 | 520.19 | 518.68 |
| 2 | 521.62 | 520.20 | 518.76 |
| 1 | 521.53 | 520.19 | 518.51 |
| 0 | 521.48 | 520.19 | 518.65 |
| Average | 521.57 | 520.20 | 518.76 |


(a) JJ design complexity breakdown of the 32-bit RCA.


## Total Design Bias Current: $\mathbf{1 0 9 . 2 2} \mathbf{~ m A}$

(b) Design bias current breakdown of the 32-bit RCA.

Figure 3.7: Cell-wise breakdown of the 32-bit RCA for both the complexity and bias current of the logical design. The results do not include additional JJs to distribute bias current in ERSFQ logic.


Figure 3.8: Categorical breakdown of the 32-bit RCA for both the complexity and bias current of the logical design.

Table 3.3: Breakdown of bias JJs for the 32-bit RCA for ERSFQ logic. The raw bias JJ count assumes all cells are using non-sharing bias JJs. The adjusted (adj.) bias JJ count assumes that $20 \%$ of all Josephson transmission lines (JL cells) are connected to non-sharing bias JJs and the remaining $80 \%$ of JL cells share 1 bias JJ for every 2 JL cells.

| Cell | Cell <br> Count | Bias <br> JJs/Cell | Total <br> Raw <br> Bias <br> JJs/Cell | Total <br> Adj. <br> Bias <br> JJs/Cell | \% Raw <br> Bias <br> JJs/Cell | $\%$ Adj. <br> Bias <br> JJs/Cell |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| JL | 257 | $20 \%=1$, <br> $80 \%=1 / 2$ | 257 | 154 | $56.11 \%$ | $43.38 \%$ |
| MRG | 64 | 1 | 64 | 64 | $13.97 \%$ | $18.03 \%$ |
| RX | 14 | 2 | 28 | 28 | $6.11 \%$ | $7.89 \%$ |
| SPL | 31 | 1 | 31 | 31 | $6.77 \%$ | $8.73 \%$ |
| T1 | 32 | 2 | 64 | 64 | $13.97 \%$ | $18.03 \%$ |
| TX | 14 | 1 | 14 | 14 | $3.06 \%$ | $3.94 \%$ |
| Total: | $\mathbf{4 1 2}$ |  | $\mathbf{4 5 8}$ | $\mathbf{3 5 5}$ | $\mathbf{1 0 0 . 0 0 \%}$ | $\mathbf{1 0 0 . 0 0 \%}$ |



Total Complexity with Raw Bias JJs: 1410 JJs
(a) Raw bias JJs breakdown.


Total Complexity with Adj. Bias JJs: 1307 JJs
(b) Adjusted bias JJs breakdown.

Figure 3.9: Breakdown comparison of both raw and adjusted bias JJ counts with respect to the total design complexity of the 32-bit RCA implemented in ERSFQ logic.

Table 3.4: Summary of the key simulation results for the 32-bit RCA.
(a) Overall summary of the 32 -bit RCA.

| Data Width | 32 -bit |
| :---: | :---: |
| Bit Pitch | 0.120 mm |
| Design Complexity | 952 JJs |
| Overall Avg. Latency | 520 ps |
| Max. Processing Rate | 2.0 GHz |
| Total Bias Current | 0.109 A |

(b) Power related metrics for both RSFQ and ERSFQ implementations of the 32 -bit RCA at 4.2 K temperature.

| Logic | RSFQ | ERSFQ |
| :---: | :---: | :---: |
| Bias Voltage | 2.6 mV | $4.0 \mu \mathrm{~V}$ |
| Total Power | 0.284 mW | $0.827 \mu \mathrm{~W}$ |
| Ops./Watt | $7.046 \mathrm{TOPS} / \mathrm{W}$ | $2418.380 \mathrm{TOPS} / \mathrm{W}$ |
| Energy/Op. | $0.142 \mathrm{pJ} / \mathrm{op}$. | $0.414 \mathrm{fJ} / \mathrm{op}$. |
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### 4.1 Goals and Challenges

In the previous chapter, we explored the performance, power and design complexity of the simplest adder structure in superconductor logic. In this chapter, our study is focused on achieving a high-performance ( $20+\mathrm{GHz}$ processing rate), pipelined, wide datapath adder that is easy to extend into an ALU. To this end, we have chosen the Kogge-Stone adder (KSA), a parallel prefix carry look-ahead adder. To achieve high-performance, we combined the KSA's
parallel algorithm with a foundation that was designed from the ground up to use wave-pipelining as the vehicle for propagating data signals along the stages of the adder. Using a modular, hierarchical design flow, we developed a Kogge-Stone ALU (KSALU) design that kept internal interfaces exactly the same while only introducing new control signals at the very first stage of the structure. Because the ALU block is intrinsically not suitable for wavepipelining, we used co-flow clocking strictly within the ALU and relied on wave-pipelining to propagate the signals through the remaining stages to give us an asynchronous hybrid wave-pipelined design.

The aforementioned techniques we used to achieve our design goals were then put to the test in a joint project between SBU and HYPRES where a scaled down implementation of a 20 GHz 8 -bit KSALU was completed and demonstrated successfully.

The study of the KSALU allowed us to quantify the characteristics of a high-performance, high-complexity design in contrast to the low-performance, low-complexity RCA.

### 4.2 General Kogge-Stone Adder Structure

The KSA is a parallel prefix carry look-ahead adder whose concept was developed by Peter Kogge and Harold Stone in 1973 [111]. Today, its structure and its variants are commonly found in high-performance adders in the industry [24, 23]. The primary advantage of this adder is that it can generate carry signals in $O(\log (N))$ time, unlike the RCA which generates them in $O(N)$ time. The adder can be broken down into 3 types of stages:

1. Initialization - Generates bitwise prefix signals. It is the first stage of the KSA.
2. Prefix Tree - Merges prefix signals in a logarithmic fashion to produce group carries. There are $\left\lceil\log _{2}(N)\right\rceil$ number of stages of this type, where $N$ is total number of bits in the adder.
3. Summation - Produces the final sum result. It is the final stage of the KSA.

Table 4.1 on page 56 shows the Boolean equations used to generate the various signals in the KSA using triple-rail encoding. Subscript $j$ refers to the stage index starting with $j=0$ for the Initialization stage down to the Summation stage where $j=\left(\left\lceil\log _{2}(N)\right\rceil+2\right)-1$. Subscript $i$ refers to the bit column index where the most significant bit (MSB) is designated as $i=N-1$ and the least significant bit (LSB) is designated as $i=0$. The equations use the convention
in which lower-case names refer to bitwise signals and upper-case names refer to group signals. Figure 4.1 on page 57 is a general diagram of a 16 -bit KSA. The different cells in the diagram are defined as the following:

- Red Cells - They form the Initialization stage and produce prefix signals for each bit.
- Green Cells - They merge group prefix signals but they no longer have to send their outputs horizontally, only vertically downward to the next stage.
- Black Cells - They merge group prefix signals and they send their outputs in both vertical and horizontal directions.
- Gray Cells - They do not merge group prefix signals but rather pipeline group prefix signals that do not need to be merged anymore. They send their outputs in both vertical and horizontal directions.
- Blue Cells - They are almost the same as Gray Cells except they only transmit the group carry signal to the $i+1$ bit, while transmitting its $p_{i}$ signal vertically downward.
- Orange Cells - They form the Summation stage and they calculate the sum for each bit.

While the KSA is synonymous with high performance, it also requires a lot of carry-merge logic (Green and Black Cells) and it has heavy wiring congestion, making it very difficult to implement on an actual chip. Chapter 5 will discuss a variant of the Kogge-Stone structure which ameliorates these shortcomings.

Table 4.1: The Boolean equations for the Kogge-Stone adder using triple-rail encoding.

| Initialization Signals |  |
| :---: | :---: |
| Carry generate | $g_{i}=a_{i} \wedge b_{i}$ |
| Carry propagate | $p_{i}=a_{i} \oplus b_{i}$ |
| Carry kill | $\left.k_{i}=\right\urcorner\left(a_{i} \vee b_{i}\right)$ |
| Prefix Tree Signals |  |
| Group carry generate | $G_{j, i}=G_{j-1, i} \vee\left(P_{j-1, i} \wedge G_{j-1, i-2^{j-1}}\right)$ |
| Group carry propagate | $P_{j, i}=P_{j-1, i} \wedge P_{j-1, i-2^{j-1}}$ |
| Group carry kill | $K_{j, i}=K_{j-1, i} \vee\left(P_{j-1, i} \wedge K_{j-1, i-2^{j-1}}\right)$ |
| Summation Signals |  |
| Sum (non-LSB) | $s_{i}=p_{i} \oplus G_{j-1, i-1}$ |
| Sum (LSB) |  |



### 4.3 RSFQ Study

### 4.3.1 Design Overview

The RSFQ implementation of the KSA fully exploits the benefits of using asynchronous hybrid wave-pipelining techniques. As a multi-stage design, it would have been necessary to provide a complex clock distribution network at each stage of the pipeline if we did not use wave-pipelining. Instead, only the first stage of the adder needs to be clocked and then the data will asynchronously propagate through the remaining stages. Using the CFF gate discussed in Section 2.2, we have an element that can act as both a logic operation (logical AND in the Boolean equations) and a synchronization mechanism to help ensure parts of the wave will not get too far ahead or lag behind. The prefix tree structure features a maximum fan-out of only 2 , which is a property very beneficial to RSFQ as splitting requires active circuit elements (pulse splitters) which contribute to the overall delay.

Originally, the RSFQ design of the KSA made full use of all the types of signals listed in Table 4.1 on page 56. However, the design can be simplified further by eliminating the "Kill" signal and instead replace it with a reset wave that is always generated for each data wave. This reset signal trails behind the data wave as the pair propagates through the stages of the adder. As data signals travel through the CFFs, the reset signal that follows them would clean or reset the CFFs for the next data wave. Finally, the reset wave acts as a clock pulse at the Summation stage to read out the sum result from synchronous XOR gates. The logic schematics for the different blocks are shown in Figure 4.2 on page 62 and Figure 4.3 on page 63.

The Kogge-Stone core can also be re-used to design an ALU. By performing

Table 4.2: Full adder decomposition into logical functions using Cin as a control signal.

| Cin | A | B | G | P | Logic of G | Logic of P |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | $A \wedge B(\mathrm{AND})$ | $A \oplus B(\mathrm{XOR})$ |
| 0 | 0 | 1 | 0 | 1 |  |  |
| 0 | 1 | 0 | 0 | 1 |  |  |
| 0 | 1 | 1 | 1 | 0 |  |  |
| 1 | 0 | 0 | 0 | 1 | $A \vee B(\mathrm{OR})$ | $\overline{A \oplus B}$ (XNOR) |
| 1 | 0 | 1 | 1 | 0 |  |  |
| 1 | 1 | 0 | 1 | 0 |  |  |
| 1 | 1 | 1 | 1 | 1 |  |  |

conditional in-place inversions of the two operands via Inv_a or Inv__b signals, and using a TRS gate (a gate similar to T1 except it can be preset to the state of S0 or S1, and both outputs are asynchronous) to count pulses like an FA (Figure 4.2a on page 62), we can execute a full set of logical operations as well as both addition and subtraction. The logical operations are obtained by decomposing the outputs of the TRS-based pulse counter as shown in Table 4.2 on page 58 . The counter produces preliminary G and P signals from which we can obtain AND and XOR core functions if we set the Cin to logical ' 0 ' or OR and XNOR core functions if we set the Cin to logical ' 1 '. We preset the TRS gate if we want Cin $=$ ' 1 ', or we reset it if we want Cin $=$ ' 0 ' through the dual-rail Ctrl_sub/Ctrl_sub_bar control signals. These logic operators are called core functions because from this set, we can obtain additional logical operations such as NOR and NAND by controlling the inversion of operands. Assuming the TRS is initialized to some Cin value, we must select which logical operator to use from the pair of core functions. We achieve this by multiplexing the preliminary G and P signals with the Ctrl_xor signal. If Ctrl_xor $=$ ' 1 ', then we use the logic operator provided by the preliminary P signal, otherwise we use the logic operator provided by the preliminary G signal. Finally, we must route the logical function to the top-level P_o port of the ALU_INIT block by setting the Ctrl_add signal to ' 0 '. Through the P_o port, the result will propagate straight down the remaining stages of the ALU instead of going into the Prefix Tree.

In the case of arithmetic, we must route the preliminary $G$ and $P$ signals directly to the G_o and P_o ports respectively by setting the Ctrl_add signal to ' 1 '. All arithmetic operations are based on addition. In the case of subtraction, we perform 2's complement addition by inverting one of the operands, add +1 , and add the other operand in one step as outlined in Equations 4.1 and 4.2.

$$
\begin{align*}
& A-B \Leftrightarrow A+\bar{B}+1  \tag{4.1}\\
& B-A \Leftrightarrow B+\bar{A}+1 \tag{4.2}
\end{align*}
$$

To invert the appropriate operand, we simply set Ctrl_inv_a or Ctrl_inv__b as necessary. To add +1 , we have a special set of control signals reserved for the least significant bit of the ALU to set/reset the TRS called Lsb_ctrl_sub / Lsb_ctrl_sub_bar. With the freedom to invert operands and add +1 , we obtain the following list of arithmetic operations:

1. $\mathrm{ADD} \mathrm{A}, \mathrm{B} \Leftrightarrow \mathrm{A}+\mathrm{B}$
2. ADD$\urcorner \mathrm{A}, \mathrm{B} \Leftrightarrow \mathrm{B}-\mathrm{A}-1$
3. ADD A,$\urcorner \mathrm{B} \Leftrightarrow \mathrm{A}-\mathrm{B}-1$
4. ADD$\urcorner \mathrm{A},\urcorner \mathrm{B} \Leftrightarrow-(\mathrm{A}+\mathrm{B}+2)$
5. INC_ADD A, $\mathrm{B} \Leftrightarrow \mathrm{A}+\mathrm{B}+1$
6. SUB A, B $\Leftrightarrow \mathrm{A}-\mathrm{B}$
7. SUB B, $A \Leftrightarrow B-A$
8. INC _ADD $\urcorner \mathrm{A},\urcorner \mathrm{B} \Leftrightarrow-(\mathrm{A}+\mathrm{B}+1)$

All these steps occur within the ALU_INIT block that resides in the Initialization stage. Since the output interface of ALU_INIT is exactly the same as the GPR_INIT block used for a standalone adder, the Prefix Tree does not need to be modified. We only need to supply the additional control signals that the ALU_INIT blocks require.

Table 4.3 on page 64 shows the full list of ALU operations and their associated control signals. The ALU control signals are summarized below:

- Inv_A - If there is a pulse on this signal, it inverts operand A.
- Inv_B - If there is a pulse on this signal, it inverts operand B.
- Ctrl_add - If there is a pulse on this signal, bitwise prefix signals are routed into the Prefix Tree logic.
- Ctrl_xor - If there is a pulse on this signal, XOR-based logic is applied to the operands and sent as $p_{i}$. Otherwise, AND-based logic is performed and sent as $p_{i}$.
- Ctrl_sub - If there is a pulse on this signal, subtraction-based logic is applied (presetting the TRS gate, or in other words performing " +1 " in 2's complement). For the least significant bit, a Lsb_ctrl_sub signal is used.
- Ctrl_sub_bar - The complement of Ctrl_sub. Also has a corresponding Lsb_ctrl_sub_bar for the least significant bit.


## Definition of ports:

- Rdy - The 'ready' signal that starts the asynchronous operation of the unit.
- A - Operand input A.
- B - Operand input B.
- Gv/Pv/Rv - Vertical group signals for carry generate, carry propagate and reset, respectively. They form the vertical lines as shown in Figure 4.1 on page 57.
- Gh/Ph/Rh - Horizontal group signals for carry generate, carry propagate and reset, respectively. They form the diagonal lines as shown in Figure 4.1 on page 57.
- pi - Bitwise carry propagate signal. It is calculated during the Initialization stage and is buffered through the remaining stages of the unit until the Summation stage where it is used to calculate the final sum.


Figure 4.2: INIT blocks which can be logically interchanged to obtain either an ALU (a) or an adder (b). These are the Red cells that reside in the Initialization stage.


Figure 4.3: Logical schematics for the prefix tree and summation blocks. The Green and Black cells of the Prefix Tree are built using CM blocks (a). The Gray and Blue cells are built using CM_BUFF blocks (b). The Orange cells in the Summation stage are built using SUM blocks (c).
Table 4.3: Instructions decoded into the control signals for the ALU.

| ALU Operation | Ctrl_sub | Ctrl_sub_bar | Ctrl_add | Ctrl_xor | Inv_a | Inv_b | Lsb ctrl sub |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NOP | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| SET1S | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 |
| XOR A, B | 0 | 1 | 0 | 1 | 0/1 | 0/1 | 0 | 1 |
| XNOR A, B | 0 | 1 | 0 | 1 | 0/1 | 1/0 | 0 | 1 |
| AND A, B | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| AND A, 7 B | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| AND $\urcorner$ A, B | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 |
| NOR A, B | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 |
| OR A, B | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| OR A, $\urcorner$ B | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| OR $\urcorner$ A, B | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 |
| NAND A, B | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 |
| ADD A, B | 0 | 1 | 1 | X | 0 | 0 | 0 | 1 |
| ADD A, $\urcorner$ B | 0 | 1 | 1 | X | 0 | 1 | 0 | 1 |
| ADD $\urcorner$ A, B | 0 | 1 | 1 | X | 1 | 0 | 0 | 1 |
| ADD $\urcorner$ A, $\urcorner$ B | 0 | 1 | 1 | X | 1 | 1 | 0 | 1 |
| INC_ADD A, B | 0 | 1 | 1 | X | 0 | 0 | 1 | 0 |
| SUB A, B | 0 | 1 | 1 | X | 0 | 1 | 1 | 0 |
| SUB B, A | 0 | 1 | 1 | X | 1 | 0 | 1 | 0 |
| INC_ADD $\urcorner$ A, $\urcorner$ B | 0 | 1 | 1 | X | 1 | 1 | 1 | 0 |

Table 4.4: Listing of PTL interconnect lengths for the 32-bit KSALU.

| Stage-to- <br> Stage | Horizontal <br> PTL Length <br> (mm) | Vertical PTL <br> Length (mm) | Total PTL <br> Length (mm) |
| :---: | :---: | :---: | :---: |
| 0 to 1 | 0.280 | 0.220 | 0.5 |
| 1 to 2 | 0.560 | 0.190 | 0.75 |
| 2 to 3 | 1.120 | 0.130 | 1.25 |
| 3 to 4 | 2.240 | 0.130 | 2.37 |
| 4 to 5 | 4.480 | 0.130 | 4.61 |
| 5 to 6 | 0.000 | 0.080 | 0.08 |
| Total <br> Length <br> (mm) | $\mathbf{8 . 6 8 0}$ | $\mathbf{0 . 8 8 0}$ | $\mathbf{9 . 5 6}$ |
| Total Delay <br> (ps) | $\mathbf{8 6 . 8 0 0}$ | $\mathbf{8 . 8 0 0}$ | $\mathbf{9 5 . 6}$ |

### 4.3.2 Simulation Results and Discussion

Using our VHDL cell library tuned to the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ process, we designed and simulated a 32-bit KSALU. The key results of the simulation are summarized in Table 4.8 on page 72 . While latency is comparable to that of the RCA, its main advantage is its high-throughput clock rate due to the Kogge-Stone structure and utilization of asynchronous hybrid wavepipelining methodologies. Its complexity and bias current is quite large however, and with its dense tree structure, it is difficult to layout for wide data widths. Chapter 5 will discuss a variation of the Kogge-Stone structure and how it is able to improve upon these challenges.

Table 4.5: Processing rate of the 32 -bit KSALU. At each processing rate, an initial set of 2000 randomized vectors mixed with worst-case tests is sent into the KSALU to obtain a first-pass sweep of the processing rate. At the maximum passing rate, a second set of 10,000 vectors is sent to exercise the circuit further.

| Processing Rate (GHz) | Number Failed Waves | Total Number of Waves |
| :---: | :---: | :---: |
| 20.0 | 0 | 2000 |
| 20.4 | 0 | 2000 |
| 20.8 | 0 | 2000 |
| 21.3 | 0 | 2000 |
| 21.7 | 0 | 2000 |
| 22.2 | 0 | 2000 |
| 22.7 | 0 | 2000 |
| 23.3 | 0 | 10000 |
| 23.8 | 2 | 2000 |
| 24.4 | 627 | 2000 |
| 25.0 | 1997 | 2000 |
| 25.6 | 2000 | 2000 |
| 26.3 | 2000 | 2000 |

Table 4.6: Latency distribution of the 32-bit KSALU with the average latencies calculated across all bits.

| Bit | Sum Max. (ps) | Sum Avg. (ps) | Sum Min. (ps) |
| :---: | :---: | :---: | :---: |
| 31 | 475.48 | 471.97 | 469.00 |
| 30 | 475.05 | 471.75 | 469.11 |
| 29 | 475.00 | 471.55 | 468.84 |
| 28 | 474.74 | 471.40 | 468.45 |
| 27 | 474.44 | 471.28 | 468.45 |
| 26 | 474.62 | 471.26 | 468.05 |
| 25 | 474.52 | 471.24 | 468.02 |
| 24 | 475.40 | 471.22 | 467.96 |
| 23 | 474.81 | 471.22 | 468.49 |
| 22 | 474.79 | 471.02 | 467.97 |
| 21 | 474.46 | 470.78 | 467.77 |
| 20 | 474.74 | 470.63 | 467.52 |
| 19 | 474.58 | 470.48 | 467.44 |
| 18 | 473.97 | 470.41 | 467.27 |
| 17 | 473.88 | 470.38 | 467.34 |
| 16 | 474.16 | 470.35 | 467.02 |
| 15 | 474.00 | 470.37 | 467.02 |
| 14 | 473.79 | 470.13 | 466.97 |
| 13 | 473.36 | 469.90 | 466.58 |
| 12 | 473.34 | 469.72 | 465.94 |
| 11 | 473.18 | 469.56 | 466.38 |
| 10 | 473.14 | 469.50 | 465.64 |
| 9 | 472.96 | 469.44 | 466.06 |
| 8 | 473.09 | 469.41 | 464.98 |
| 7 | 473.46 | 469.45 | 465.53 |
| 6 | 473.27 | 469.12 | 465.70 |
| 5 | 472.20 | 468.68 | 464.94 |
| 4 | 472.70 | 468.36 | 464.70 |
| 3 | 472.07 | 467.90 | 463.87 |
| 2 | 471.98 | 467.52 | 463.64 |
| 1 | 471.18 | 467.02 | 463.24 |
| 0 | 470.70 | 466.48 | 462.64 |
| Average | 473.72 | 469.98 | 466.64 |



Figure 4.4: Latency distribution of the 32-bit KSALU. The least significant bit is bit index 0 . The latency is measured from the assertion of the "ready" signal to the arrival of outputs at the "sum" port.


Total Design Complexity: 36073 JJs
(a) JJ design complexity breakdown of the 32-bit KSALU.


Total Design Bias Current: $\mathbf{4 7 6 6 . 7 1 4 8 \mathrm { mA }}$
(b) Design bias current breakdown of the 32-bit KSALU.

Figure 4.5: Cell-wise breakdown of the 32-bit KSALU for both the complexity and bias current of the logical design. The results do not include additional JJs to distribute bias current in ERSFQ logic.


Total Design Complexity: 36073 JJs
(a) Categorical JJ design complexity breakdown of the 32-bit KSALU.


Figure 4.6: Categorical breakdown of the 32-bit KSALU for both the complexity and bias current of the logical design.

Table 4.7: Breakdown of bias JJs for the 32-bit KSALU for ERSFQ logic. The raw bias JJ count assumes all cells are using non-sharing bias JJs. The adjusted (adj.) bias JJ count assumes that $20 \%$ of all Josephson transmission lines (JL cells) are connected to non-sharing bias JJs and the remaining $80 \%$ of JL cells share 1 bias JJ for every 2 JL cells.

| Cell | Cell <br> Count | Bias <br> JJs/Cell | Total <br> Raw <br> Bias <br> JJs/Cell | Total <br> Adj. <br> Bias <br> JJs/Cell | \% Raw <br> Bias <br> JJs/Cell | \% Adj. <br> Bias <br> JJs/Cell |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AAND | 64 | 1 | 64 | 64 | $0.26 \%$ | $0.33 \%$ |
| CFF | 547 | 6 | 3282 | 3282 | $13.10 \%$ | $16.80 \%$ |
| CXOR | 96 | 2 | 192 | 192 | $0.77 \%$ | $0.98 \%$ |
| D2FF | 96 | 1 | 96 | 96 | $0.38 \%$ | $0.49 \%$ |
| DFF | 318 | 2 | 636 | 636 | $2.54 \%$ | $3.26 \%$ |
| DFFC | 64 | 3 | 192 | 192 | $0.77 \%$ | $0.98 \%$ |
| JL | 13773 | $20 \%=1$, <br> $80 \%=1 / 2$ | 13773 | 8264 | $54.99 \%$ | $42.30 \%$ |
| MRG | 257 | 1 | 257 | 257 | $1.03 \%$ | $1.32 \%$ |
| RX | 1525 | 2 | 3050 | 3050 | $12.18 \%$ | $15.61 \%$ |
| SPL | 1947 | 1 | 1947 | 1947 | $7.77 \%$ | $9.97 \%$ |
| TRS | 32 | 1 | 32 | 32 | $0.13 \%$ | $0.16 \%$ |
| TX | 1525 | 1 | 1525 | 1525 | $6.09 \%$ | $7.81 \%$ |
| Total: | $\mathbf{2 0 2 4 4}$ |  | $\mathbf{2 5 0 4 6}$ | $\mathbf{1 9 5 3 7}$ | $\mathbf{1 0 0 . 0 0 \%}$ | $\mathbf{1 0 0 . 0 0 \%}$ |



Total Complexity with Raw Bias JJs: 61119 JJs
(a) Raw bias JJs breakdown.


Total Complexity with Adj. Bias JJs: 55610 JJs
(b) Adjusted bias JJs breakdown.

Figure 4.7: Breakdown comparison of both raw and adjusted bias JJ counts with respect to the total design complexity of the 32-bit KSALU implemented in ERSFQ logic.

Table 4.8: Summary of the key simulation results for the 32-bit KSALU.
(a) Overall summary of the 32 -bit KSALU.

| Data Width | 32 -bit |
| :---: | :---: |
| Bit Pitch | 0.280 mm |
| Design Complexity | $36,073 \mathrm{JJs}$ |
| Overall Avg. Latency | 470 ps |
| Max. Processing Rate | 23.3 GHz |
| Total Bias Current | 4.767 A |

(b) Power related metrics for both RSFQ and ERSFQ implementations of the 32-bit KSALU at 4.2 K temperature.

| Logic | RSFQ | ERSFQ |
| :---: | :---: | :---: |
| Bias Voltage | 2.6 mV | $46.6 \mu \mathrm{~V}$ |
| Total Power | 12.507 mW | $224.895 \mu \mathrm{~W}$ |
| Ops./Watt | $1.8463 \mathrm{TOPS} / \mathrm{W}$ | $103.604 \mathrm{TOPS} / \mathrm{W}$ |
| Energy/Op. | $0.537 \mathrm{pJ} / \mathrm{op}$. | $9.652 \mathrm{fJ} / \mathrm{op}$. |

### 4.4 Joint SBU-HYPRES Project: An 8-bit KoggeStone ALU Implementation Using the 1.5 $\mu \mathrm{m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ HYPRES Process

### 4.4.1 Design Flow

As part of the joint SBU-HYPRES project, a scaled down version of the RSFQ KSALU study is to be physically implemented and demonstrated using the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ fabrication process (Table 2.1 and Figure 2.5). A simpler ALU design (Figure 4.8 on page 74) was chosen to reduce the number of ALU opcode bits from 5 to 4, which reduced the number of signal lines per bit. Table 4.9 lists the control signals for the ALU operations. Working closely with HYPRES circuit designers, feedback was provided to ensure that the physical implementation was consistent with our VHDL models. This typically involved adjusting JTL lengths as needed in the design and making sure PTL wire lengths were chosen correctly (Table 4.10).

Table 4.10: PTL length and delay breakdown for each stage of the 8-bit ALU.

| Stage-to- <br> Stage | Horizontal <br> PTL Length <br> (mm) | Vertical PTL <br> Length (mm) | Total PTL <br> Length (mm) |
| :---: | :---: | :---: | :---: |
| 0 to 1 | 0.560 | 0.440 | 1.000 |
| 1 to 2 | 1.120 | 0.380 | 1.500 |
| 2 to 3 | 2.240 | 0.260 | 2.500 |
| 3 to 4 | 0.000 | 0.080 | 0.080 |
| Total <br> Length <br> (mm) | $\mathbf{3 . 9 2 0}$ | $\mathbf{1 . 1 6 0}$ | $\mathbf{5 . 0 8 0}$ |
| Total Delay <br> (ps) | $\mathbf{3 9 . 2 0}$ | $\mathbf{1 1 . 6 0}$ | $\mathbf{5 0 . 8 0}$ |



Figure 4.8: ALU_INIT for the 8-bit ALU with HYPRES.

Table 4.9: Instructions decoded into direct control signals for the ALU.

| ALU Operation | Ctrl_add | Ctrl_xor | Inv_A | Inv_B |
| :---: | :---: | :---: | :---: | :---: |
| ADD | 1 | x | 0 | 0 |
| ADD INVERT-A | 1 | x | 1 | 0 |
| ADD INVERT-B | 1 | x | 0 | 1 |
| ADD INVERT-AB | 1 | x | 1 | 1 |
| AND | 0 | 0 | 0 | 0 |
| NOR | 0 | 0 | 1 | 1 |
| SET1S | 0 | 0 | 1 | 1 |
| AND INVERT-A | 0 | 0 | 1 | 0 |
| AND INVERT-B | 0 | 0 | 0 | 1 |
| XOR | 0 | 1 | 0 | 0 |
| XNOR | 0 | 1 | 0 | 1 |
| NOP | 0 | 0 | 0 | 0 |

### 4.4.2 Simulation Results

All results have been obtained through our simulations of the 8-bit ALU design after post-layout verification with HYPRES.


Figure 4.9: Simulated latency results of the 8 -bit ALU design after postlayout verification.

Table 4.11: Josephson junction complexity of the 8-bit ALU design.

| Cell | Cell Count | JJs/Cell | Total JJs/Cell | \%Cells | \%JJs |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AAND | 24 | 6 | 144 | $0.50 \%$ | $1.97 \%$ |
| CFF | 75 | 16 | 1200 | $1.57 \%$ | $16.40 \%$ |
| CXOR | 32 | 9 | 288 | $0.67 \%$ | $3.93 \%$ |
| D2FF | 16 | 7 | 112 | $0.34 \%$ | $1.53 \%$ |
| DFF | 54 | 4 | 216 | $1.13 \%$ | $2.95 \%$ |
| DFFC | 16 | 10 | 160 | $0.34 \%$ | $2.19 \%$ |
| JL | 3651 | 1 | 3651 | $76.67 \%$ | $49.88 \%$ |
| MRG | 33 | 5 | 165 | $0.69 \%$ | $2.25 \%$ |
| RX | 261 | 3 | 783 | $5.48 \%$ | $10.70 \%$ |
| SPL | 339 | 1 | 339 | $7.12 \%$ | $4.63 \%$ |
| TX | 261 | 1 | 261 | $5.48 \%$ | $3.57 \%$ |
| Total Cells: | 4762 | Total JJs: | 7319 | $100.00 \%$ | $100.00 \%$ |



Figure 4.10: Simulated processing rate results of the 8-bit ALU design after post-layout verification.

Table 4.12: Categorical complexity of the 8-bit ALU design.

| Category | JJ Count | \%JJs |
| :---: | :---: | :---: |
| Logic and DFFs | 2285 | $31.22 \%$ |
| Fan-out | 339 | $4.63 \%$ |
| PTL Drivers and Receivers | 1044 | $14.26 \%$ |
| Misc. (Cell separation and delay lines) | 3651 | $49.88 \%$ |
| Total JJs: | 7319 | $100.00 \%$ |

### 4.4.3 Low-Frequency Testing

Our colleagues at HYPRES implemented the physical design and testing of two prototype chips of the 8-bit ALU. The first chip consisted of only the 8bit ALU without any additional circuits for high-speed testing therefore only low-frequency, functional testing was demonstrated for this chip (Figure 4.11 on page 78). This section summarizes the low-frequency results from [92].

Numerous low-frequency functionality tests were performed on the ALU
using the Octopux testing system [112]. The most critical operation to demonstrate is the ADD operation. Figure 4.12 on page 79 shows the ALU correctly adding two 8 -bit numbers. A logical ' 1 ' appears as a small rectangular pulse whereas a logical ' 0 ' shows an absence of this pulse. A dotted blue trace is overlaid to represent a sampled estimation of how the output would actually appear on an oscilloscope (logical ' 1 ' represented by a rising or falling edge, a logical ' 0 ' represented by no change). Data inputs are first sent into ALU and then a Ready pulse is supplied after some delay. The outputs are aligned with their associated Ready pulse on the figures.

Further testing included the demonstration of logical operations as shown in Figure 4.13 on page 80. All arithmetic and logical operations show correct functionality at low-frequency.


Figure 4.11: Microphotograph of the 8-bit ALU chip for low-frequency testing using the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ technology.


Figure 4.12: ADD operation during functional low-frequency testing [92]. © 2011 IEEE.


Figure 4.13: Low-frequency functional testing of logical operations [92]. © 2011 IEEE.

### 4.4.4 High-Frequency Testing

Our colleagues at HYPRES have also completed the physical design and testing of a second chip which includes the same 8-bit ALU integrated with additional circuits to conduct high-speed testing (Figure 4.14 on page 82 ). This section summarizes the high-frequency testing circuits and results from [93].

### 4.4.4.1 High-Speed Input/Output Interfaces

To provide data operand and control signals at high frequency, a high-speed input interface consisting of SFQ relays was designed. These SFQ relays were controlled by DC or low-frequency bias currents to toggle them on or off. If toggled on, the relay will allow an SFQ pulse to pass through. If toggled off, it will reject any incoming SFQ pulse. Each ALU_INIT bit slice has a total of 6 relays: 2 for data operands A and B , and 4 for control signals. Any set of test vectors and ALU function can be tested by programming the relays. By manipulating the relays at the kHz regime, the changes in outputs can be observed using a low-frequency oscilloscope. A total of 20 pads were needed to control the input interface consisting of $2 \times 8$-bit inputs and a 4 -bit control signal. The high-frequency clock coming from a single pad was distributed to each of the bit slices using a PTL-based splitter tree.

The output interface of the ALU was designed for bit-error rate (BER) measurement at high-frequency. The outputs of the ALU were converted to a dual-rail format so that both direct and complementary signals were available. These signals are transmitted to toggling-type SFQ-to-DC converters [40]. These SFQ-to-DC converters will toggle between 0.0 mV steady-state to 0.5 mV steady-state every time an SFQ pulse is received. When an output is producing a logical ' 1 ' at 20 GHz , a low-speed oscilloscope will display that output as the average voltage of the high-speed switching between 0.0 mV and 0.5 mV , resulting in a steady-state 0.25 mV line. When an output is producing a logical ' 0 ', the output signal appears as either a 0.0 mV or a 0.5 mV line. To measure BER, a fixed combination of control signals and data vectors were chosen so that the direct and complementary outputs were all stable lines. An error would appear as a sudden transition between the DC voltage states of the SFQ-to-DC converter.

A total of 16 pads were used to provide both direct and complementary 8 -bit outputs and an additional two pads were used to monitor the clock and decimated clock. The entire 8-bit ALU and the associated I/O interfaces were integrated onto a $1 \times 1 \mathrm{~cm}^{2}$ chip (Figure 4.15 on page 83). The ALU without I/O interfaces occupied an area of $4480 \mu \mathrm{~m} \times 5245 \mu \mathrm{~m}$.

(d) Input interface composed of SFQ relays.

Figure 4.14: Block diagram of the ALU for high-speed testing and the I/O interfaces [93].


Figure 4.15: 8-bit ALU chip with high-speed testing circuits [93].

### 4.4.4.2 High-Speed Testing Results

As previously discussed, the oscilloscope waveforms display a steady 0.25 mV line in the case of a logical ' 1 ', while a logical ' 0 ' displays a randomly selected 0.0 mV or 0.5 mV line depending on the previous state of the SFQ-to-DC converter, rendering an "eye-diagram".

Figure 4.16 on page 84 shows the demonstration of the logical AND operation functioning correctly when operand A is fixed to 255 and B is modulated between the two values of 255 and 0 at low-frequency. The operation of logical functions solely test the correctness of the ALU block residing in the Initialization stage. Logical results are routed and propagated along the vertical bitwise lines instead of the Prefix Tree thus the Carry-Merge blocks are not exercised for this case.


Figure 4.16: Correct logical operations at 20 GHz when A is fixed to 255 and B is toggled at low-speed between 255 and 0 [93].

To demonstrate operation of the Prefix Tree, two critical cases were covered for the ADD operation (Figure 4.17 on page 85). In each case, a carry is generated from the least significant bit and is propagated through all bits except the most significant (Figure 4.17a on page 85) or through all bits completely (Figure 4.17b on page 85). When a carry has to propagate through a bit, it must travel through the horizontal path associated by the stage it is currently at. Having a carry propagate through all bits requires it to travel through what is theoretically the critical path of the Prefix tree. In reality, all propagation paths are matched to the critical path to increase the processing


Figure 4.17: 20 GHz operation of two critical cases of the ADD operation where $A$ is a fixed value and $B$ is modulated between 1 and 0 . It demonstrates how the carry generated from the least significant bit propagates through most or all bits of the ALU [93].
rate of wave-pipelining. By demonstrating these cases at high-speed, we have shown that wave-pipelining has been correctly implemented.

In the previous waveforms we show the high-frequency operation of the ALU with a fixed function but with changing data values. Figure 4.18 on page 86 shows changing ALU functions but with fixed data values. All cases show correct functionality.

All logic and arithmetic operations have been confirmed to work correctly at the processing rate of 20 GHz . The measured operating margins for the DC bias currents is $\pm 5 \%$ and the bit-error rate is estimated to be $\sim 10^{-14}$.


Figure 4.18: 20 GHz operation showing correct functionality of ADD, AND, XOR and ADD for fixed values of $\mathrm{A}=101$ and $\mathrm{B}=45$ [93].
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### 5.1 Goals and Challenges

In Chapter 3, we studied the RCA structure as a design candidate for lowcomplexity at the expense of sacrificing performance. In contrast, we studied the KSALU as a design candidate for high-performance at the expense of highcomplexity and power in Chapter 4. In this chapter, our study is now focused on combining the benefits of the RCA and KSALU to develop a $20+\mathrm{GHz}$
design but at reduced complexity and power compared to the KSALU. We achieve this by adopting a parallel prefix carry look-ahead hybrid sparse-tree adder (HSTA). All of the design techniques from the KSALU study are still utilized but in the HSTA, a lot of logic has been eliminated. A sparsity-4 arrangement is used to give us a reasonable reduction in complexity without impacting performance significantly. This arrangement also required us to integrate new sub-blocks such as an in-step RCA to pre-calculate the sum for each 4-bit group and a 4-bit carry-skip adder to calculate the final summation. Since the HSTA is also a prefix carry look-ahead structure, it can use the same ALU block from the KSALU to create a hybrid sparse-tree ALU (HSTALU).

Under collaboration with our colleagues in Yokohama National University and Nagoya University, these concepts were then implemented and demonstrated using the SFQ CONNECT cell library for the ISTEC $1.0 \mu \mathrm{~m} 10$ $\mathrm{kA} / \mathrm{cm}^{2}$ ADP process in two forms: (1) an 8-bit HSTALU and (2) a 16-bit HSTA.

### 5.2 Sparse-Tree Structure

The sparse-tree structure is somewhat similar to the Kogge-Stone structure described in Chapter 4. The prefix equations generally remain the same, the only difference is how the carries are merged from stage-to-stage. The KoggeStone adder is a sparsity- 1 structure, meaning that every carry bit is generated resulting in a simple XOR operation at the final Summation stage. In the sparse-tree adder, it is common to use a sparsity-4 structure [24, 23, 113], which generates a carry for every fourth bit. This sparsity substantially reduces the number of carry merge logic cells in the adder and at the same time also reduces the wiring traffic from stage-to-stage, making it simpler to layout. Figure 5.1 on page 89 shows the typical structure of a 16 -bit sparse-tree adder.

The logic cells are the same as the Kogge-Stone cells except the orange blocks are no longer a single two-input XOR but rather a 4-bit carry-select adder. While the sparse-tree is merging carries, two sums are being simultaneously calculated for each 4-bit group: a 4-bit sum assuming there is a carry-in, and a 4 -bit sum assuming there is no carry-in. With these two pre-calculated sums arriving at the Summation stage, the true carry-in from the Prefix Tree stage chooses which 4 -bit sum to use in each 4 -bit group.


### 5.3 RSFQ Study

### 5.3.1 Design Overview

The implementation of carry select adders in traditional sparse-tree structures works fine in CMOS technology because they are typically designed to perform in a single cycle without the need for pipelining. This approach does not work very well for a high clock rate RSFQ design. It is actually quite expensive to calculate two different 4 -bit sums and wave-pipeline them. It requires more vertical stage-to-stage interconnect to transfer these two groups and more JTLs to balance delays across each stage.

Instead, a hybrid sparse-tree adder was developed which involved some modifications with the original sparse-tree adder. In Figure 5.2 on page 92, the bold lines represent prefix carry look-ahead signals, dotted lines represent a ripple carry addition within each 4-bit group, and thin lines represent bitwise signals. Note that the Summation stage is not necessarily the last stage of the adder as lower order bits can be calculated ahead of time and then buffered through the remaining stages. This implementation also reduces the worstcase horizontal PTL length by relying on the Summation block to calculate the final carry-out.

During the first four stages of the adder, we are performing 4-bit ripplecarry addition (1-bit per stage) as shown with logic cells colored with a grayhalf. This pre-calculation is akin to calculating the 4 -bit sum assuming there is no carry into the 4 -bit group and is done by integrating a CXOR gate in the gray-half cells (Figure 5.3 a and Figure 5.3 b on page 93 ). These CXORs will calculate the sum for a particular bit using only the bitwise prefix P signal and the carries generated within the group it resides in. The final summation is done as soon as a particular 4-bit group carry-in is calculated (e.g. bits 7 through 4 are calculated one stage earlier because the carry into this group is available one stage earlier) and is completed using carry-skip adders. In each 4-bit group, the second least significant bit produces a group signal called PP. The pipelining of this signal is shown as a Blue Cell with two inputs and outputs. When this PP signal is a logical ' 1 ', it means the carry into this 4-bit group will propagate through the lower-order 2-bit half and will be used as a carry into the higher-order 2-bit half. This speeds up calculation of the 4-bit sum as we do not need to wait for carry to truly propagate through the lower-order half, since the ANDing of PP and the carry-in will immediately determine the carry that goes into the higher-order half.

The vertical PTLs have been reduced compared to the KSALU because of less interconnect traffic and channels needed between the stages. The new PTL lengths are shown in Table 5.1 on page 91.

Table 5.1: Listing of PTL interconnect lengths for the 32-bit HSTALU.

| Stage-to- <br> Stage | Horizontal <br> PTL Length <br> (mm) | Vertical PTL <br> Length (mm) | Total PTL <br> Length (mm) |
| :---: | :---: | :---: | :---: |
| 0 to 1 | 0.280 | 0.060 | 0.340 |
| 1 to 2 | 0.560 | 0.060 | 0.620 |
| 2 to 3 | 1.120 | 0.060 | 1.180 |
| 3 to 4 | 2.240 | 0.060 | 2.300 |
| 4 to 5 | 3.360 | 0.060 | 3.420 |
| 5 to 6 | 0.000 | 0.280 | 0.280 |
| Total <br> Length <br> (mm) | $\mathbf{7 . 5 6 0}$ | $\mathbf{0 . 5 8 0}$ | $\mathbf{8 . 1 4 0}$ |
| Total Delay <br> (ps) | $\mathbf{7 5 . 6 0}$ | $\mathbf{5 . 8 0}$ | $\mathbf{8 1 . 4 0}$ |

The same ALU implementation discussed in Chapter 4 is re-used in this modified hybrid sparse-tree core.



Figure 5.3: Logic schematic blocks that are unique to the sparse-tree structure.

### 5.3.2 Simulation Results

Using our VHDL cell library tuned to the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ process, we designed and simulated a 32 -bit HSTALU. The results of the simulation are summarized in Table 5.5 on page 100. A detailed discussion and comparison of the HSTALU, KSALU and RCA is examined in Section 5.3.3.

Table 5.2: Processing rate of the 32 -bit HSTALU. At each processing rate, an initial set of 2000 randomized vectors mixed with worst-case tests is sent into the HSTALU to obtain a first-pass sweep of the processing rate. At the maximum passing rate, a second set of 10,000 vectors is sent to exercise the circuit further.

| Processing Rate (GHz) | Number Failed Waves | Total Number of Waves |
| :---: | :---: | :---: |
| 20.0 | 0 | 2000 |
| 20.4 | 0 | 2000 |
| 20.8 | 0 | 2000 |
| 21.3 | 0 | 2000 |
| 21.7 | 0 | 2000 |
| 22.2 | 0 | 2000 |
| 22.7 | 0 | 10000 |
| 23.3 | 3 | 2000 |
| 23.8 | 15 | 2000 |
| 24.4 | 713 | 2000 |
| 25.0 | 1999 | 2000 |
| 25.6 | 2000 | 2000 |
| 26.3 | 2000 | 2000 |



Figure 5.4: Latency distribution of the 32-bit HSTALU. The least significant bit is bit index 0 . The latency is measured from the assertion of the "ready" signal to the arrival of outputs at the "sum" port.

Table 5.3: Latency distribution of the 32-bit HSTALU with the average latencies calculated across all bits.

| Bit | Sum Max. (ps) | Sum Avg. (ps) | Sum Min. (ps) |
| :---: | :---: | :---: | :---: |
| 31 | 505.82 | 500.89 | 496.26 |
| 30 | 506.12 | 500.91 | 496.79 |
| 29 | 505.07 | 500.90 | 497.17 |
| 28 | 505.72 | 500.90 | 495.95 |
| 27 | 504.93 | 500.76 | 497.28 |
| 26 | 504.81 | 500.80 | 497.60 |
| 25 | 504.89 | 500.77 | 497.33 |
| 24 | 504.98 | 500.77 | 497.32 |
| 23 | 506.22 | 501.55 | 498.45 |
| 22 | 505.62 | 501.57 | 498.27 |
| 21 | 505.59 | 501.57 | 498.16 |
| 20 | 505.72 | 501.57 | 498.35 |
| 19 | 506.02 | 502.39 | 498.03 |
| 18 | 506.06 | 502.38 | 498.60 |
| 17 | 506.28 | 502.38 | 498.58 |
| 16 | 506.01 | 502.39 | 498.75 |
| 15 | 507.15 | 502.89 | 499.26 |
| 14 | 507.50 | 502.91 | 499.20 |
| 13 | 507.09 | 502.90 | 499.08 |
| 12 | 507.48 | 502.91 | 498.80 |
| 11 | 506.65 | 501.99 | 498.50 |
| 10 | 506.30 | 501.99 | 498.32 |
| 9 | 506.39 | 501.98 | 498.26 |
| 8 | 506.64 | 502.00 | 498.24 |
| 7 | 505.52 | 501.43 | 497.12 |
| 6 | 505.86 | 501.43 | 497.38 |
| 5 | 505.45 | 501.42 | 497.90 |
| 4 | 505.60 | 501.40 | 497.75 |
| 3 | 507.39 | 502.73 | 498.70 |
| 2 | 507.11 | 502.72 | 498.40 |
| 1 | 507.15 | 502.73 | 498.57 |
| 0 | 507.35 | 502.72 | 498.19 |
| Average | 506.14 | 501.83 | 498.02 |



Figure 5.5: Cell-wise breakdown of the 32 -bit HSTALU for both the complexity and bias current of the logical design. The results do not include additional JJs to distribute bias current in ERSFQ logic.


Total Design Complexity: 21991 JJs
(a) Categorical JJ design complexity breakdown of the 32-bit HSTALU.


Total Design Bias Current: $\mathbf{3 0 5 7 . 5 5 9 7}$ mA
(b) Categorical design bias current breakdown of the 32-bit HSTALU.

Figure 5.6: Categorical breakdown of the 32-bit HSTALU for both the complexity and bias current of the logical design.

Table 5.4: Breakdown of bias JJs for the 32-bit HSTALU for ERSFQ logic. The raw bias JJ count assumes all cells are using non-sharing bias JJs. The adjusted (adj.) bias JJ count assumes that $20 \%$ of all Josephson transmission lines (JL cells) are connected to non-sharing bias JJs and the remaining $80 \%$ of JL cells share 1 bias JJ for every 2 JL cells.

| Cell | Cell <br> Count | Bias <br> JJs/Cell | Total <br> Raw <br> Bias <br> JJs/Cell | Total <br> Adj. <br> Bias <br> JJs/Cell | \% Raw <br> Bias <br> JJs/Cell | $\%$ Adj. <br> Bias <br> JJs/Cell |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AAND | 64 | 1 | 64 | 64 | $0.40 \%$ | $0.53 \%$ |
| CFF | 129 | 6 | 774 | 774 | $4.80 \%$ | $6.46 \%$ |
| CXOR | 118 | 2 | 236 | 236 | $1.46 \%$ | $1.97 \%$ |
| D2FF | 96 | 1 | 96 | 96 | $0.60 \%$ | $0.80 \%$ |
| DFF | 282 | 2 | 564 | 564 | $3.50 \%$ | $4.71 \%$ |
| DFFC | 64 | 3 | 192 | 192 | $1.19 \%$ | $1.60 \%$ |
| JL | 10347 | $20 \%=1$, <br> $80 \%=1 / 2$ | 10347 | 6208 | $64.20 \%$ | $51.83 \%$ |
| MRG | 170 | 1 | 170 | 170 | $1.05 \%$ | $1.42 \%$ |
| RX | 818 | 2 | 1636 | 1636 | $10.15 \%$ | $13.66 \%$ |
| SPL | 1188 | 1 | 1188 | 1188 | $7.37 \%$ | $9.92 \%$ |
| TRS | 32 | 1 | 32 | 32 | $0.20 \%$ | $0.27 \%$ |
| TX | 818 | 1 | 818 | 818 | $5.08 \%$ | $6.83 \%$ |
| Total: | $\mathbf{1 4 1 2 6}$ |  | $\mathbf{1 6 1 1 7}$ | $\mathbf{1 1 9 7 8}$ | $\mathbf{1 0 0 . 0 0 \%}$ | $\mathbf{1 0 0 . 0 0 \%}$ |



Figure 5.7: Breakdown comparison of both raw and adjusted bias JJ counts with respect to the total design complexity of the 32-bit HSTALU implemented in ERSFQ logic.

Table 5.5: Summary of the key simulation results for the 32-bit HSTALU.
(a) Overall summary of the 32 -bit HSTALU.

| Data Width | 32 -bit |
| :---: | :---: |
| Bit Pitch | 0.280 mm |
| Design Complexity | $21,991 \mathrm{JJs}$ |
| Overall Avg. Latency | 502 ps |
| Max. Processing Rate | 22.7 GHz |
| Total Bias Current | 3.058 A |

(b) Power related metrics for both RSFQ and ERSFQ implementations of the 32 -bit HSTALU at 4.2 K temperature.

| Logic | RSFQ | ERSFQ |
| :---: | :---: | :---: |
| Bias Voltage | 2.6 mV | $45.4 \mu \mathrm{~V}$ |
| Total Power | 8.033 mW | $141.508 \mu \mathrm{~W}$ |
| Ops./Watt | $2.826 \mathrm{TOPS} / \mathrm{W}$ | $160.415 \mathrm{TOPS} / \mathrm{W}$ |
| Energy/Op. | $0.354 \mathrm{pJ} / \mathrm{op}$. | $6.234 \mathrm{fJ} / \mathrm{op}$. |

### 5.3.3 Discussion

We have conducted design studies for an RCA, KSALU and HSTALU designed for a data width of 32 -bits using RSFQ/ERSFQ logic. Table 5.6 on page 102 summarizes the key results of the three design studies conducted in this research. The extremely simple design of the RCA gives it a tremendous advantage in energy efficiency resulting in 2418 TOPS/W, roughly 15-23 times better than the HSTALU and KSALU respectively. However, its processing rate of only 2 GHz is not sufficient for high-performance computing.

The KSALU and HSTALU both have $20+\mathrm{GHz}$ processing rates due to the use of a high-speed prefix carry look-ahead structure. However, the HSTALU takes on a hybrid approach of combining RCA-like structures within a sparsetree design resulting in a $\sim 55 \%$ improvement in energy efficiency over the KSALU, while only seeing a $\sim 2.6 \%$ decrease in processing rate and a $\sim 6.3 \%$ increase in latency. In terms of latency, a breakdown of where the KSALU gained advantages is shown in Figure 5.8 on page 103. Table 5.7 on page 104 shows a more detailed analysis of the latency breakdown between these two designs with the corresponding comments below:

1. KSALU gained an additional 2 ps delay because its vertical length is 0.220 mm versus the 0.060 mm in the HSTALU.
2. KSALU gained an additional 2 ps delay because its vertical length is 0.190 mm versus the 0.060 mm in the HSTALU.
3. KSALU lost 2 ps of delay because it lacks the additional splitter that HSTALU needs.
4. KSALU has an additional horizontal PTL length of 1.12 mm (11.2 ps delay) because HSTALU's horizontal interconnect does not need to cross an additional 4-bits. However, HSTALU still requires an additional splitter resulting in a net $\sim 9 \mathrm{ps}$ increase in delay for the KSALU.
5. KSALU does not need the extra 7 ps delay to improve timing and processing rate of the more complex Summation blocks of the HSTALU.
6. KSALU has a much simpler Summation block compared to the 4-bit carry-skip block of the HSTALU resulting in a net loss of 36 ps in delay for the KSALU.

In Figure 5.9 on page 103, we compare the KSALU and HSTALU to a highperformance 9 GHz 65 nm CMOS ALU developed by Intel [114]. Because Intel's ALU contains two 32 -bit cores and other peripheral circuits, only $20 \%$ of the reported power is compared. Furthermore, the power consumption of the KSALU and HSTALU are multiplied by a factor of 1000 to take into account

Table 5.6: Summary of the 3 design studies.

| Units | RCA | KSALU | HSTALU |
| :---: | :---: | :---: | :---: |
| Data Width | 32 | 32 | 32 |
| Bit Pitch (mm) | 0.12 | 0.28 | 0.28 |
| Design Complexity (JJs) | 952 | 36073 | 21991 |
| Overall Avg. Latency (ps) | 520 | 470 | 502 |
| Max. Processing Rate <br> $(\mathrm{GHz})$ | 2.0 | 23.3 | 22.7 |
| Total Bias Current (A) | 0.109 | 4.767 | 3.058 |
| ERSFQ Power at 4.2 K <br> $(\mu \mathrm{W})$ | 0.827 | 224.895 | 141.508 |
| ERSFQ Energy Efficiency <br> at 4.2 K (TOPS/W) | 2418.380 | 103.604 | 160.415 |

a cryostat efficiency of $1000 \mathrm{~W} / \mathrm{W}$ to cool the circuits to 4.2 K . Taking all this into consideration, the KSALU and HSTALU are both $\sim 2.5$ times faster than Intel's ALU while still consuming 9 to 14.5 times less power respectively (Table 5.8 on page 105).


Figure 5.8: Latency breakdown of the KSALU and HSTALU.


Figure 5.9: Processing rate and power consumption comparison.
Table 5.7: Stage-by-stage latency breakdown analysis of the KSALU and HSTALU.

| Stage | Substage | $\begin{gathered} \text { KSALU } \\ \text { Delay (ps) } \end{gathered}$ | $\begin{aligned} & \hline \text { HSTALU } \\ & \text { Delay (ps) } \end{aligned}$ | \% KSALU <br> Delay | $\%$ HSTALU Delay | Diff (KSALU <br> - HSTALU, <br> ps) | Comment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N/A | Splitter Tree | 59 | 59 | 12.55\% | 11.75\% | 0 |  |
| 0 - Initialization | Logic | 115 | 115 | 24.47\% | 22.91\% | 0 |  |
|  | Interconnect | 16 | 14 | 3.40\% | 2.79\% | 2 | 1 |
| 1 - Prefix | Logic | 23 | 23 | 4.89\% | 4.58\% | 0 |  |
|  | Interconnect | 18 | 16 | 3.83\% | 3.19\% | 2 | 2 |
| 2 - Prefix | Logic | 23 | 23 | 4.89\% | 4.58\% | 0 |  |
|  | Interconnect | 23 | 23 | 4.89\% | 4.58\% | 0 |  |
| 3 - Prefix | Logic | 23 | 23 | 4.89\% | 4.58\% | 0 |  |
|  | Interconnect | 34 | 36 | 7.23\% | 7.17\% | -2 | 3 |
| 4 - Prefix | Logic | 23 | 23 | 4.89\% | 4.58\% | 0 |  |
|  | Interconnect | 57 | 48 | 12.13\% | 9.56\% | 9 |  |
| 5 - Prefix | Logic | 23 | 23 | 4.89\% | 4.58\% | 0 |  |
|  | Interconnect | 9 | 16 | 1.91\% | 3.19\% | -7 | 4 |
| 6 - Summation | Logic | 24 | 60 | 5.11\% | 11.95\% | -36 | 5 |
| Total |  | 470 | 502 | 100.00\% | 100.00\% | -32 |  |

Table 5.8: Comparison of power and rate of the KSALU, HSTALU and an Intel Pentium 4 ALU [114]. For the KSALU and HSTALU, a cryostat efficiency of $1000 \mathrm{~W} / \mathrm{W}$ is assumed. The total power consumption of the Intel Pentium 4 ALU is actually 10.36 W but it contains $2 \times 32$-bit cores and additional circuitry so $20 \%$ of the total power is compared.

| Unit | KSALU | HSTALU | Intel Pentium 4 Integer ALU [114] |
| :---: | :---: | :---: | :---: |
| Technology | ERSFQ | ERSFQ | 65 nm CMOS |
| Data Width | 32 -bit | 32 -bit | 32 -bit |
| Clock Rate | 23.3 GHz | 22.7 GHz | 9 GHz |
| Power | 225 mW | 142 mW | 2.07 W |

### 5.4 Adder and ALU Design Implemented Using the CONNECT Cell Library for the $1.0 \mu \mathrm{~m} 10 \mathrm{kA} / \mathrm{cm}^{2}$ Process

### 5.4.1 Goals and Challenges

Using the CONNECT cell library developed by our colleagues at Yokohama National University and Nagoya University, we designed the following units:

1. 16-bit HSTA
(a) Chip for functional, low-frequency testing (August 2011)
(b) Chip for high-frequency testing (Eagle chip, August 2012)
2. 8-bit HSTALU for functional, low-frequency testing (Delta chip, March 2012)

Both designs were implemented for the ISTEC $1.0 \mu \mathrm{~m} 10 \mathrm{kA} / \mathrm{cm}^{2}$ ADP process. The goal is to achieve a 30 GHz processing rate for these units and to gain first hand experience in the full flow of taking a design concept from implementation all the way to tape-out and testing. With respect to the 16bit HSTA, we wanted to achieve a new milestone for SFQ circuits by being the first to demonstrate the largest datapath width for parallel adders in this technology. A total of 5 tape-outs were completed for this research but for this dissertation we will only focus on the 3 chip designs mentioned above.


Figure 5.10: HSTA/HSTALU sub-blocks re-designed using the CONNECT cell library.

The microarchitecture of the 16 -bit HSTA is exactly as described in Section 5.3 with three major differences. First, the GPR_INIT block (Figure 5.10a on page 106) that creates the bitwise prefix signals at the Initialization stage is simplified slightly as the CONNECT cell library has a convenient CAND (clocked AND) gate. This eliminates the need to generate the prefix G signal using a CFF gate connected to a DFF as it was done in the design study as shown in Figure 4.2b on page 62.

Second, the SUM blocks residing in the Summation stage had to be redesigned. The original 4-bit carry-skip block (Figure 5.3d on page 93) was too slow for a $30+\mathrm{GHz}$ design and the large amount of logic, particularly the CFFs, made the layout too difficult. Instead, we opted to use a hybrid design of CXORs and T1s (Figure 5.10b on page 106) in a similar arrangement used for the RCA design study in Chapter 3. In the CONNECT cell library, the T1 layout is optimized to connect its carry output to an adjacent CXOR gate resulting in a compact structure. It eliminates the use of multiple CFF gates and required only a single CAND gate to facilitate the carry-skip function. To improve the processing rate of this block, we split the calculation of the 4 -bit sum into two stages. The first stage calculates the sum of the lower two bits while preparing the carry going into the upper two bits. The second stage completes the calculation of the upper two bits.

Lastly, the 16 -bit HSTA uses a bit pitch of $150 \mu \mathrm{~m}$ since it was designed to be a standalone adder, allowing its pitch to be kept to a minimum without having to match any other units' bit pitch.

To perform high-frequency testing of the 16-bit HSTA, a second chip was developed to include the following 3 supplemental circuits:

1. Clock Generator: To run the adder at high speed, an on-chip clock source was designed. It is a straightforward 16 pulse-train design where a single SFQ pulse is sequentially split 16 times and are all merged together through a sequential chain of MRG gates as shown in Figure 5.12a on page 110. In other words, a single SFQ input pulse will provide a high speed train consisting of 16 SFQ pulses at the output ( 16 cycles). Each pulse is separated by the same designed delay to obtain the desired clock frequency. The clock generator has 3 modes:
(a) Low frequency 1-input pulse, 1-output pulse mode which is especially useful for checking results one at a time on the oscilloscope.
(b) 15 GHz to 25.5 GHz mode $(\mathrm{Clk}<1>)$ depending on the supplied bias voltage (Figure 5.11 on page 109).
(c) 23.5 GHz to 41 GHz mode ( $\mathrm{Clk}<2>$ ) depending on the supplied bias voltage (Figure 5.11 on page 109).
2. High-Speed Input Shift Register: To supply changing input operands at high-frequency, a fast input shifter register was designed for inputs A and B (Figure 5.12b on page 110). It is a 16 -bit parallel-load/parallel-output shift register which on each cycle will supply two 16 -bit parallel inputs into the adder using the present contents of the register while shifting the contents to the right by 1-bit. The shift register will provide a pair of 16 different 16 -bit inputs before it needs to be initialized again with new data.
3. Output Compressor: In order to capture the high-speed waves of the 16bit outputs, we designed an output compressor which creates an XOR signature of the output (Figure 5.12c on page 110). It is simply a T1 gate for each bit. If an odd number of pulses arrived at a given bit then its corresponding T1 gate will have a logical ' 1 ' state, otherwise it will have a logical ' 0 ' state. Based on the initial inputs of the input shift register, we can determine the expected XOR signature of the output and compare it with the XOR signature read out from the chip. This simplified the design and testing substantially because we did not need to design a set of output registers to capture each of the 16 waves.

The 8-bit HSTALU also adopted the new SUM sub-block design but the remainder of the microarchitecture is largely the same as it was developed in Section 5.3. The primary difference is that it uses a bit pitch of $300 \mu \mathrm{~m}$ to

Table 5.9: Clock generator high-frequency characteristics obtained from numerical simulation.

| Margin | Bias <br> Voltage <br> (mV) | Clk<2> <br> Cycle <br> Time <br> $(\mathbf{p s})$ | Clk<1> <br> Cycle <br> Time <br> $(\mathbf{p s})$ | Clk<2> <br> $(\mathbf{G H z})$ | Clk<1> <br> $(\mathbf{G H z})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $20.00 \%$ | 3.00 | 24.2 | 39.2 | 41.32 | 25.51 |
| $18.00 \%$ | 2.95 | 24.7 | 40.0 | 40.49 | 25.00 |
| $16.00 \%$ | 2.90 | 25.0 | 40.7 | 40.00 | 24.57 |
| $14.00 \%$ | 2.85 | 25.9 | 41.7 | 38.61 | 23.98 |
| $12.00 \%$ | 2.80 | 26.7 | 42.9 | 37.45 | 23.31 |
| $10.00 \%$ | 2.75 | 27.5 | 44.1 | 36.36 | 22.68 |
| $8.00 \%$ | 2.70 | 28.3 | 45.3 | 35.34 | 22.08 |
| $6.00 \%$ | 2.65 | 29.0 | 46.4 | 34.48 | 21.55 |
| $4.00 \%$ | 2.60 | 29.7 | 47.5 | 33.67 | 21.05 |
| $\mathbf{2 . 0 0 \%}$ | $\mathbf{2 . 5 5}$ | $\mathbf{3 0 . 5}$ | 48.5 | $\mathbf{3 2 . 7 9}$ | $\mathbf{2 0 . 6 2}$ |
| $0.00 \%$ | 2.50 | 31.1 | 49.5 | 32.15 | 20.20 |
| $-2.00 \%$ | 2.45 | 32.2 | 51.1 | 31.06 | 19.57 |
| $-4.00 \%$ | 2.40 | 33.2 | 52.7 | 30.12 | 18.98 |
| $-6.00 \%$ | 2.35 | 34.1 | 54.2 | 29.33 | 18.45 |
| $-8.00 \%$ | 2.30 | 35.1 | 55.5 | 28.49 | 18.02 |
| $-10.00 \%$ | 2.25 | 36.1 | 56.9 | 27.70 | 17.57 |
| $-12.00 \%$ | 2.20 | 37.5 | 58.9 | 26.67 | 16.98 |
| $-14.00 \%$ | 2.15 | 38.9 | 60.9 | 25.71 | 16.42 |
| $-16.00 \%$ | 2.10 | 40.1 | 62.8 | 24.94 | 15.92 |
| $-18.00 \%$ | 2.05 | 41.3 | 64.6 | 24.21 | 15.48 |
| $-20.00 \%$ | 2.00 | 42.6 | 66.4 | 23.47 | 15.06 |



Figure 5.11: Simulation of the clock generator at different bias voltages.
accommodate the logical complexity of the ALU_INIT blocks in the Initialization stage. The larger bit pitch also allowed us to reserve a channel for a return line to propagate the result into a register file unit if the HSTALU was to be integrated into a datapath.

(a) Concept of the clock generator.

(b) 4-bit example of the input shift register.


Figure 5.12: Schematics of the supplemental circuits to facilitate high-speed testing of the 16 -bit HSTA.

(b) Microphotograph
Figure 5.13: Layout and microphotograph of the 16-bit HSTA chip for low-frequency testing.


[^0]Figure 5.14: Layout and microphotograph of the 8-bit HSTALU chip for low-frequency testing (Delta chip).
circuits (Eagle

(b) Microphotograph
6-bit HSTA with on-chip high-frequency te
tes


Figure 5.15:
chip).

### 5.4.2 Simulation Results

The CONNECT cell library allowed us to easily evaluate our designs with respect to complexity, bias current, area, latency and performance. An important benchmark for our circuits is the frequency dependent DC bias margins which reveal how robust our designs are to changing bias voltages at different clock rates, a capability that is also provided by the CONNECT cell library. This section summarizes the simulation results of the 16 -bit HSTA and 8 -bit HSTALU.

### 5.4.2.1 16-bit HSTA Results

Since the core of the 16 -bit HSTA is the same for both the low- and highfrequency test chips, only the results of the latter are summarized here. The breakdown of complexity is detailed in Table 5.10 on page 115 and an overall summary of the design is shown in Table 5.11 on page 115. Figure 5.16 on page 114 illustrates the DC bias margins at different clock rates. At the target clock rate of 30 GHz , we have $+20 \% /-16 \%$ margins which is relatively wide for a circuit of this scale.


Figure 5.16: DC bias margins for the 16-bit HSTA (Eagle chip).

Table 5.10: Breakdown of complexity for the 16-bit HSTA with on-chip high-speed testing circuits.

| Component | Complexity (JJs) | Bias Current (mA) |
| :---: | :---: | :---: |
| Clock Generator | 828 | 113.718 |
| Input Shift Register | 1072 | 131.365 |
| Adder - Island 0 | 3679 | 430.279 |
| Adder - Island 1 | 3176 | 410.307 |
| Adder - Island 2 | 3086 | 419.967 |
| Output Compression | 584 | 60.195 |
| DC-to-SFQ | 180 | 14.625 |
| SFQ-to-DC | 180 | 29.622 |
| Total | $\mathbf{1 2 7 8 5}$ | $\mathbf{1 6 1 0 . 0 7 8}$ |

Table 5.11: Summary of the 16 -bit HSTA.

| Adder Datapath Width | 16 bits |
| :---: | :---: |
| Peak Processing Rate | 38.5 GHz (simulated) |
| Latency (2.5 mV bias) | 352 ps (simulated) |
| Complexity (core) | 9941 JJs |
| Complexity (total) | 12785 JJs |
| Bias Current (total) | 1.61 A |
| Area (core) | $8.5 \mathrm{~mm}^{2}$ |

### 5.4.2.2 8-bit HSTALU Results

The breakdown of complexity is detailed in Table 5.10 on page 115 and an overall summary of the design is shown in Table 5.11 on page 115. Figure 5.16 on page 114 shows the DC bias margins at different clock rates. At the target clock rate of 30 GHz , we have $+20 \% /-16 \%$ margins.


Figure 5.17: DC bias margins for the 8-bit HSTALU (Delta chip).

Table 5.12: Breakdown of complexity for the 8-bit HSTALU.

| Component | Complexity (JJs) | Bias Current (mA) |
| :---: | :---: | :---: |
| DC-to-SFQ | 125 | 10.16 |
| Main circuit | 8832 | 1098.48 |
| SFQ-to-DC | 99 | 16.29 |
| Total | $\mathbf{9 0 5 6}$ | $\mathbf{1 1 2 4 . 9 3}$ |

Table 5.13: Summary of the 8-bit HSTALU.

| ALU Datapath Width | 8 bits |
| :---: | :---: |
| \# of Arithmetic Operations | 8 |
| \# of Logical Operations | 12 |
| Peak Processing Rate | 42 GHz (simulated) |
| Latency (2.5 mV bias) | 374 ps (simulated) |
| Complexity (core) | 8832 JJs |
| Bias Current | 1.13 A |
| Area (core) | $7.2 \mathrm{~mm}^{2}$ |

### 5.4.3 Experimental Testing

We conducted testing at Yokohama National University in Japan where the Yoshikawa Laboratory provided an assortment of equipment to verify the functionality of superconducting chips and measure the operating margins (Table 5.14 on page 118). Chips are wire-bonded onto a chip holder where it will be seated inside the chamber of a chip probe. A multimeter is used to check for wire continuity to ensure that all pads have a connection through the probe. To screen out the external magnetic field, two layers of Mu-metal magnetic shields surround the chamber of the chip probe. Next, the probe is pre-cooled to $\mathrm{T}=77 \mathrm{~K}$ using liquid Nitrogen. This process is necessary to avoid the rapid temperature change it would experience if the chip was to go directly to $\mathrm{T}=4.2 \mathrm{~K}$ in liquid Helium, which may create unwanted flux trapping and disturb the operation of the circuit. After pre-cooling, the chip probe is once again tested for wire continuity before it is slowly lowered into the Helium Dewar, a process that can take 20-30 minutes to gradually bring the circuit to 4.2 K where the temperature is low enough to enter the superconductive critical temperature of Niobium $(T=9.2 \mathrm{~K})$ [115]. Once the chip is sufficiently cooled, the wire connections are checked one last time and then the probe is connected to the testing equipment as shown on Figure 5.18 on page 120 .

The circuit is powered on in a specific order. First the SFQ-to-DC circuits are slowly biased up to their expected nominal currents, followed by the main circuit and finally the DC-to-SFQ circuits. Test patterns prepared on the data generator beforehand are transmitted to the circuit and a resulting waveform of the outputs are displayed on oscilloscopes. Due to parameter variations in fabrication, samples of the same chip will most likely not behave the same way. It is sometimes necessary to fine tune the bias supplies to get a stable

Table 5.14: List of testing equipment.

| Equipment | Manufacturer and <br> Model | Description |
| :---: | :---: | :--- |
| Data <br> generator | Tektronix DG2020A |  |
| Input |  |  |
| attenuator | Tamagawa <br> Electronics <br> VBA-641A <br> chip. |  |
| Power supply | Kikusui <br> PMR18-2.5DU | Lowers the voltage of the incom- <br> ing input from the data generator <br> to mV levels for superconductor cir- <br> cuits. |
| Low-pass <br> filter | Provides DC bias current to the <br> chip. |  |
| Custom made | Minimizes noise across the DC bias <br> current supplies. |  |
| amplifier | Stanford Research <br> Systems SR560 | Amplifies output of the supercon- <br> ductor circuit for viewing on oscil- <br> loscopes. |
| Oscilloscope | Agilent Technologies <br> DSO5014A, and <br> others | Displays the output of the chip. |
| Probe <br> connection <br> box | Custom made | Connects all inputs, outputs, power <br> and ground lines between testing <br> equipment and the chip probe. |
| Chip probe | Custom made <br> Links the connection box with the <br> chip to be placed at superconduct- <br> ing temperatures. |  |
| Helium <br> Dewar | Cryofab Inc. CMSH <br> 88 | Cools down the test chip to T = 4.2 <br> K |
| Magnetic <br> shield | Standard Mu-metal <br> shield | Shields the test chip from external <br> magnetic fields which can disturb <br> the circuit's operation. |

output waveform. Too much bias will create an oscillating waveform whereas too little bias will create either no output or an unstable waveform. A logical ' 1 ' is represented by a rising or falling edge on the waveforms and a logical ' 0 ' is a steady voltage level.

Once a stable output waveform is achieved for a particular test pattern, the DC bias margins can be measured. It is the process of adjusting the bias supply to the absolute maximum and minimum before the stable waveform becomes disturbed either through oscillation or dropped outputs. The maximum and minimum bias current values are then recorded for the present test pattern. We repeat this process for each test case prepared on the data generator and find what are the overlapped margins across all test cases. Where these margins intersect is ultimately the operating margins of the circuit.

It is not always possible to get a stable output waveform on the very first try. Flux trapping is a common problem with superconductor circuits and it is often necessary to deflux or warm-up the chip out of the superconductive state to remove the trapped flux that is hindering operation of the circuit. If a chip is not operating as expected, we try to deflux the chip, slowly cool it again and repeat the test. As a general rule of thumb, we would repeat this cycle at least 2 to 3 times before we deem a chip sample as non-functional and move on to the next one.


Figure 5.18: Block diagram of the testing environment.


Figure 5.19: Equipment used for experimental testing: (A) data generator, (B) input attenuators, (C) power supplies, (D) low-pass filters, (E) probe connection box, (F) oscilloscopes, (G) differential amplifiers, (H) chip probe, (I) Helium Dewar with chip probe inserted, (J) magnetic shields, and (K) magnetic shields attached to chip probe.

### 5.4.4 Chip Testing Results

### 5.4.4.1 16-bit HSTA



Figure 5.20: 16-bit HSTA chip for low-frequency testing wire-bonded to a chip holder.

As previously mentioned the 16-bit HSTA design underwent two chip designs, the first for low-frequency functional testing (August 2011) and the second for high-speed testing (August 2012). To test the first chip, each data pattern was set with 16-bit input data for both operands A and B followed by Ready after some time delay. The test is sent twice to produce an even number of transitions on the waveform so the oscilloscope can lock onto the output signal. This chip showed excellent results, passing all test cases including the critical case of carry propagating through all bits (all 1's plus 1). Four random cases are shown on Figures 5.21 thru 5.24. The measured DC bias margins intersecting across all cases were $+9.81 \% /-10.68 \%$.

To test the second chip containing additional circuits for high-speed testing, we loaded 16-bit data in parallel to each of the input shifter registers. After sufficient delay, we supply a trigger pulse into the clock generator to start the 16 -pulse high-frequency clock, sending 16 waves of data into the adder with each subsequent wave being the same as the previous but shifted to the right by 1 bit. The output compression circuits create an XOR signature of the 16 outputs generated from the adder. Afterwards, we supply a pulse to read out the states for each compressed output bit. Using a Perl program, we calculate the expected states for each bit and compare them to the output waveform.

Unfortunately, the second chip did not fare so well. In the low frequency operation of this chip, the input shift register for operand A showed a few missing bits in the serial output after supplying all 1's to the register (Figure 5.25 on page 128). The same test for operand B showed no output at all. Running a single-stepping test through each of the 16 test vectors revealed mostly incorrect or unstable output and when running at high-frequency, we observed similar results as expected from our initial low-frequency experiments of this chip.

Based on data and measurements of the fabrication run (named ADP627) for this chip by our colleagues, almost all other circuits also showed malfunction and it was generally agreed that the quality of this fabrication run was at a lower standard of quality than usual [116].

Figure 5.21: Low-frequency random test $\# 1, \mathrm{~A}=56811, \mathrm{~B}=14643$, and $\mathrm{Sum}=71454$.

Figure 5.22: Low-frequency random test $\# 2, A=8724, B=50892$, and $\operatorname{Sum}=59616$.

Figure 5.23: Low-frequency random test $\# 3, \mathrm{~A}=13982$, $\mathrm{B}=64973$, and $\mathrm{Sum}=78955$.

Figure 5.24: Low-frequency random test $\# 4, \mathrm{~A}=44636, \mathrm{~B}=9199$, and $\operatorname{Sum}=53835$.

Figure 5.25: Low-frequency serial output of the shifter for input A (blue trace) and B (yellow trace) on the 16-bit HSTA chip designed for high-speed testing. Both input shifters were initialized to all logical 1's (16-bit) so we expected to see 16 transitions each yet we only observed 13 for input A and none for input B.

### 5.4.4.2 8-bit HSTALU

The 8-bit HSTALU had one chip design capable of only low-frequency functional testing. To test this chip, two 8 -bit input operands A and B , along with a 6-bit control signal and an additional 2-bit control signal for the least significant bit were sent by the data pattern generator followed by the Ready signal to start the operation. Table 5.15 on page 131 shows a list of test vectors supplied by the data generator and Figure 5.26 on page 130 shows the resulting output on the oscilloscope.

All operations in the table produced correct results except for XNOR which had difficulty in demonstrating correctness across the 8 -bit output simultaneously. We traced the problem to the unstable operation of the XOR gate used to selectively invert operands (Figure 4.2a on page 62). When it receives a pulse in both inputs (i.e. the operand is ' 1 ' and the control signal to invert is also ' 1 '), the output incorrectly shows as ' 1 ' for most bits. Therefore, we decided to demonstrate the XNOR operation on bit 3 which was the only bit that did not exhibit this problem.

Another malfunction we encountered in this chip is the lack of generating the prefix signal G, a vital signal for arithmetic operations as well as logical operations based on AND and OR. We were able to determine this problem when none of the AND/OR-based logical functions worked and when handpicked vectors for ADD did not flip bits where a carry was expected. The test vectors on Table 5.15 were selected to avoid the generation of G. We attribute this malfunction to the small operating margins of the TRS gate and combined with the low overall yield of the wafers containing the HSTALU chip samples, the probability of confirming full functionality was low. Despite this, we still showed several operations functioning correctly and we measured the overlapped DC bias margins across these working cases to be $\pm 1.8 \%$.

Figure 5.26: Waveforms demonstrating various operations of the 8 -bit ALU. Refer to the upper section of Table 5.15 on page 131 to see the test vectors for (a) and the lower section for (b).

Table 5.15: Test vectors supplied to the 8-bit HSTALU with waveform outputs shown on Figure 5.26 on page 130.

| Operation | Operand A | Operand B | Output |
| :---: | :---: | :---: | :---: |
| XOR | $0 b 11001100$ | $0 b 10101010$ | $0 b 01100110$ |
| ADD | $0 b 00000000$ | $0 b 11111111$ | $0 b 11111111$ |
| INC_ADD | $0 b 00000000$ | $0 b 00000000$ | $0 b 00000001$ |
| XNOR | $0 b 00000000$ | $0 b 00000000$ | $0 b 11111111$ |
| XNOR | $0 b 00000000$ | $0 b 00001000$ | $0 b 11110111$ |
| XNOR | $0 b 00001000$ | $0 b 00000000$ | $0 b 11110111$ |
| XNOR | $0 b 00001000$ | $0 b 00001000$ | $0 b 11111111$ |
| ADD | $0 b 11111111$ | $0 b 00000000$ | $0 b 11111111$ |
| ADD | $0 b 01010101$ | $0 b 00000000$ | $0 b 01010101$ |
| ADD | $0 b 10101010$ | $0 b 00000000$ | $0 b 10101010$ |
| ADD | $0 b 00000000$ | $0 b 11111111$ | $0 b 11111111$ |
| ADD | $0 b 00000000$ | $0 b 01010101$ | $0 b 01010101$ |
| ADD | $0 b 00000000$ | $0 b 10101010$ | $0 b 10101010$ |
| ADD | $0 b 01010101$ | $0 b 10101010$ | $0 b 11111111$ |
| ADD | $0 b 10101010$ | $0 b 01010101$ | $0 b 11111111$ |
| ADD | $0 b 00001111$ | $0 b 11110000$ | $0 b 11111111$ |
| ADD | $0 b 11110000$ | $0 b 00001111$ | $0 b 11111111$ |
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### 6.1 Completed Work

The goal of this research is to establish a new frontier in the development of high-complexity, high-performance designs using energy-efficient superconductor logic. To this end, we have conducted superconductor design studies on three different types of structures, namely: a ripple-carry adder, a KoggeStone ALU and a hybrid sparse-tree ALU. All three candidates were designed for a 32-bit data width and simulated using our VHDL cell library tuned to the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ technology for both RSFQ and ERSFQ superconductor logic. Metrics such as latency, maximum processing rate, complexity, bias current and total power were obtained for each design.

The 32-bit superconductor ripple-carry adder has a design complexity of 952 JJs and an average latency of 520 ps . Its maximum processing rate is only 2 GHz but it is a very energy efficient design as it is capable of producing 2,418 TOPS/W at 4.2 K temperature in ERSFQ logic, consuming only 827 nW . Unfortunately, the ripple-carry adder is not very scalable for wide datapath, high-performance architectures. Its concept, however, would prove to be very useful in small ripple-carry adder chains found in the hybrid sparse-tree adder. Furthermore, its use of the T1 gate as a fast counting circuit is applicable for high-speed compressors used in multipliers [110].

On the other end of the design spectrum, a 32-bit Kogge-Stone ALU presents a structure that can easily exploit the advantages of asynchronous
hybrid wave-pipelining techniques for a scalable, high-performance unit. It has a design complexity of $36,073 \mathrm{JJs}$ and an average latency of 470 ps . Its maximum processing rate is 23.3 GHz . The large complexity resulted in a power consumption of $225 \mu \mathrm{~W}$ yielding an energy efficiency of 104 TOPS/W at 4.2 K in ERSFQ logic.

A scaled down 8-bit version of the Kogge-Stone ALU has been physically implemented in RSFQ using the HYPRES $1.5 \mu \mathrm{~m} 4.5 \mathrm{kA} / \mathrm{cm}^{2}$ technology, as a joint effort between SBU and HYPRES. The chip fully operates at the processing rate of 20 GHz , demonstrating that our asynchronous hybrid wavepipelining techniques is a suitable approach for designing high-performance circuits.

The Kogge-Stone structure required a very dense tree of carry-merge logic cells and it has a complex stage-to-stage interconnect that is difficult to layout at higher data widths. The 32-bit hybrid sparse-tree ALU resolved these two challenges by incorporating a sparse-tree to generate carries into each 4 -bit group while integrating some of the low-complexity techniques of the ripple-carry adder. With this approach, there is an increase in complexity in calculating the final sum as it is necessary to serially pre-calculate the 4-bit sum of each group during the first four stages of the adder and use 4-bit carryskip adders to produce the final result. Despite these complications, the hybrid structure still resulted in a $\sim 55 \%$ improvement in energy efficiency over the Kogge-Stone ALU, while sacrificing only $\sim 2.6 \%$ in processing rate and $\sim 6.3 \%$ in latency. Overall, the ERSFQ hybrid sparse-tree ALU has a design complexity of $21,991 \mathrm{JJs}$, an average latency of 502 ps , a maximum processing rate of 22.7 GHz while consuming $142 \mu \mathrm{~W}$ of power resulting in an energy efficiency of 160 TOPS/W at 4.2 K . When compared to a 9 GHz Intel ALU [114], the hybrid sparse-tree ALU is $\sim 2.5$ times faster and consumes $\sim 14.5$ times less power after taking into account the additional power to cool the circuit to 4.2 K.

Using SFQ CAD tools developed by our colleagues in Yokohama National University and Nagoya University, we implemented and tested an 8-bit ALU and a 16-bit adder based on the hybrid sparse-tree structure using RSFQ logic in the ISTEC $1.0 \mu \mathrm{~m} 10 \mathrm{kA} / \mathrm{cm}^{2}$ technology. The target clock rate for both designs is 30 GHz . The 16 -bit adder passed all low-frequency tests with a DC bias margin of $+9.81 \% /-10.68 \%$ whereas the 8 -bit ALU demonstrated several operations at low-frequency with a DC bias margin of $\pm 1.8 \%$.

### 6.2 Future Work

Due to the recently volatile foundry conditions in Japan, it would be worthwhile to have a second fabrication run of the hybrid sparse-tree 8-bit ALU and 16 -bit adder. Since the TRS gate of the CONNECT cell library had relatively low margins, it would be interesting to re-design the ALU_INIT block of the 8 -bit ALU so that the TRS-based data pulse counter is replaced with a T1based counter. To preset the T1, we simply include an additional MRG gate at the input to create an extra port to preset. This can also eliminate the Ctrl_sub_bar signal since there would be no need to reset the T1 counter; it is in fact naturally reset when the gate is read out. It also eliminates a D2FF gate to store the preliminary P signal because of the built-in storage of T 1 . Since the T1 gate has been successfully demonstrated in the Summation blocks of the adder as well as an 8 x 8 carry-save multiplier [110], this modification will most likely improve the chances of fully demonstrating the ALU, at least for low-frequency testing. The only difficulty is integrating the extra MRG within the already compact ALU_INIT block, but with the elimination of the D2FF gate, extra room in the layout should be available.

In this research, all of the ERSFQ work was only done as a design study to estimate the energy efficiency of our units, and scaled down physical implementations were done in RSFQ. It would be beneficial to see the work physically implemented and tested in ERSFQ to see how well the measured power consumption aligns with our simulations. Also fascinating are the other emerging energy-efficient superconductor logic families such as Reciprocal Quantum Logic (RQL) [117, 118, 119] and Adiabatic Quantum-Flux Parametron (AQFP) logic [120, 121]. Both families have very limited CAD support and it would be interesting to research new approaches on how to efficiently implement large-scale designs in these logic families and perhaps set new benchmarks in low-power computing.
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