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Abstract of the Dissertation

Multidimensional Simulations of Type Ia Supernovae
and Classical Novae

by

Brendan Kurt Krueger

Doctor of Philosophy
in
Physics
Stony Brook University

2012

Explosive astrophysical phenomena have historically played a significant role in
understanding the universe and our place within it. Stellar explosions are impor-
tant distance indicators, allowing exploration of the structure and evolution of the
universe. They also form and disperse heavy elements that are recycled into new
astrophysical objects. Stellar explosions are not a uniform group; the progenitors
and mechanisms of stellar explosions vary tremendously. I used multidimensional
simulations to study two distinct types of explosions that are believed to result
from similar progenitor systems: compact white dwarf stars that accrete mat-
ter from stellar companions. The two types of explosions I studied are type la
supernovae and classical novae.

Type la supernovae are thought to arise from a thermonuclear explosion originat-
ing in the core of an accreting white dwarf and leave no remnant. These events
are the premier distance indicators in cosmological studies, but questions remain
about systematic biases and intrinsic scatter. My investigation centered on the
systematic impact of the central density of the progenitor on the brightness of
the supernova. Relating the progenitor’s central density to its age provided a
theoretical explanation of the observed trend that type Ia supernovae from older
stars are dimmer. I also demonstrated the importance of a statistical study of
such problems, due to the strongly nonlinear evolution during the explosion.

(Classical novae are important for the study of circumstellar dust formation and
are significant contributors of specific isotopes found in our galaxy. They result
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from a thermonuclear runaway occurring in the accreted envelope on a white
dwarf. Only the envelope is consumed, so the white dwarf remains and the event
may recur on time scales of 10* to 10° years. My study made use of a new
simulation code specialized for low-Mach number flows, such as convection just
prior to the explosion. I developed hydrostatic initial models and physics modules
necessary for simulations of classical novae. This problem provided unexpected
challenges, but preliminary simulations of convection-driven mixing between the
accreted envelope and the underlying white dwarf are underway. Future results
will explore the effects of convection, particularly the quantity and mechanisms
of mixing.

My research into stellar explosions provided important insight into their mecha-
nisms and required considerable development work, which improved our models
and will allow more realistic simulations in the future.
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Chapter 1

Introduction

In this dissertation I explore two distinct, but related, topics: type Ia supernovae (SNela,
discussed in Part I), and classical novae (CNe, discussed in Part II). Both are explosive
astrophysical phenomena involving thermonuclear reactions in or on the surface of a com-
pact stellar object that is accreting matter from a companion star. Stellar explosions are
scientifically interesting for many reasons; for example, they synthesize and distribute heavy
elements, which strongly impacts galactic chemical evolution, and they can be used as dis-
tance indicators, which has led to ground-breaking discoveries in cosmology. My research
involves the use of numerical simulations of these explosions, with the goal of understanding
the mechanisms which drive them and the processes involved.

1.1 Progenitor Systems

Despite significant differences in their mechanisms, SNela and CNe result from similar
progenitor systems: a binary star system with one compact star and one non-compact star’.
The non-compact star, referred to as the companion star, is typically assumed to be either
a red giant or a star on the main sequence. In both cases, the compact star is a white
dwarf (WD). White dwarfs are the endpoint of stellar evolution of stars with zero-age main-
sequence masses (Mzays) less than approximately 8 Mg, (Nomoto, 1984). Once such a star
has consumed its fuel, it contracts due to the loss of pressure support in the core. This
contraction continues until the pressure from electron degeneracy becomes sufficient to halt
the collapse?. The composition of the resulting WD will primarily be helium for the lowest
Mgzams, a carbon-oxygen mixture for intermediate Myayg, or an oxygen-neon mixture for
the highest Mzanms; both CNe and SNela are believed to result from carbon-oxygen WDs.
Due to the properties of electron-degenerate material, WDs have an upper mass limit that
depends on properties of the particular WD (e.g., the electron-to-baryon ratio and the spin
period); this upper limit is known as the Chandrasekhar mass (Mcy,) and is typically around

LOther models exist for SNela; see Section 2.2.

2Electron degeneracy pressure is a quantum mechanical phenomenon that arises when fermions are com-
pressed to the point where the Pauli exclusion principle forces a fermion to move to a higher energy state in
order to compress further, which manifests as a pressure (Fowler, 1926).



1.4 M, (Chandrasekhar, 1931a,b, 1935). To give a sense of scale, a WD with a mass near
1 Mg, will have a radius comparable to that of the Earth.

In binary systems, it is possible to transfer mass between stars. For the systems that I
am considering, several mechanisms exist to transfer mass from the non-compact companion
onto the surface of the WD: primarily Roche-lobe overflow, in which the companion’s outer
layers are no longer gravitationally bound to the core of the companion due to the proximity
of the WD, and stellar wind. A variety of phenomena may result from such mass transfer,
including an assortment of cataclysmic variables (of which CNe are a subset) and SNela.

1.2 Numerical Simulations

My research is based on numerical simulations of these two phenomena. I do not simulate
any stellar evolution or mass transfer, only the explosion itself. I use progenitor models
informed by stellar evolution research to capture the state of the star immediately prior to
the explosion. Therefore my simulations do not include the entire binary system, but only
the WD (all or part of the WD, depending on the simulation).

I use two different simulation tools for my simulations: FLASH and MAESTRO. Both codes
solve modified versions of the Euler equations for inviscid flow (Euler, 1757a,b,c, 1761) on a
discretized grid of control volumes; that is, they are finite-volume Eulerian hydrodynamics
codes. Modifications to the underlying hydrodynamics equations include the ability to handle
multi-scale flows (e.g., through adaptive mesh refinement), gravity, nuclear reactions, and
non-ideal equations of state. Further discussion of these two codes will be deferred until later;
for a discussion of FLASH see Section 2.5, and for a discussion of MAESTRO see Section 6.4.

These computational tools are modern research tools designed to run on the largest com-
puting platforms available. The challenge of including all the significant physical processes,
spanning the diverse scales that are important to the phenomena being studied, and scaling
well to get maximum use of the computational resources available makes these problems
interesting from the perspective of computational science as well.



Part 1

Type Ia Supernovae



Chapter 2

Overview

Type Ia supernovae have long provided a source of surprising discoveries about the struc-
ture of our universe and our place within it. Tycho Brahe’s publication of De Nowva Stella in
1573 signalled the end of Aristotelian cosmology: the unchanging heavens had changed, and
with them our view of the universe we inhabit (Chaisson & McMillan, 2001). More recently,
the Supernova Cosmology Project (Perlmutter et al., 1999) and the High-z Supernova Search
Team (Riess et al., 1998) found evidence that the expansion of the universe is accelerating
in violation of prior expectations of the structure of the universe, suggesting the existence
of dark energy and revolutionizing our understanding of cosmology (Nobelprize.org, 2011).
SNela continue to be the premier distance indicators for probing the structure and expansion
history of the universe, but their intrinsic scatter in brightness and the inherent uncertainty
in measuring and calibrating them are becoming dominant sources of uncertainty in mea-
surements of cosmological parameters. A better understanding of the mechanism of SNela
could potentially lower these uncertainties and allow a deeper test of cosmology.

2.1 Historical Overview

The oldest known stellar explosion is recorded in the 5th century Chinese book The
Book of the Later Han, which discusses the appearance of a “guest star” in the year 185
(Fan Ye, 5th century; see also Stothers, 1977). The modern study of stellar explosions
began with Tycho Brahe’s De Nova Stella (“On the New Star”; Brahe, 1573), describing
the appearance of a new star. From Tycho’s work we derive the modern name “novae” for
these phenomena. In the early twentieth century, studies of novae began to distinguish a
category that were significantly more luminous than other novae, which were termed “super-
novae” by Baade and Zwicky (1934; see also Osterbrock, 2001). In 1941 Minkowski began
the spectral system to distinguish between classes of supernovae, proposing two types: type
I, which lacks evidence of hydrogen in their spectrum, and type II, which have hydrogen
present (Minkowski, 1941). Type I supernovae were further divided into types Ia, Ib, and
eventually Ic (Bertola, 1964; Porter & Filippenko, 1987).

Hoyle & Fowler (1960) first proposed the idea of a thermonuclear runaway in the core
of a star supported by electron degeneracy as the mechanism for SNela. Whelan & Iben
(1973) further refined this model by proposing what is now known as the single-degenerate
paradigm: a carbon-oxygen WD), supported by electron degeneracy, approaches M¢y, through



accretion from a binary companion and undergoes an explosion as an SNela. Truran et al.
(1967) and Colgate & McKee (1969) developed the idea that the source of energy for the
light curve of SNela is the radioactive decay of **Ni produced in the explosion.

Over the next few decades, theoretical models of SNela were refined. It was shown that
prompt detonations (in which the burning front propagates supersonically) do not reproduce
the observational signatures of SNela (Nomoto et al., 1976; Woosley & Weaver, 1986), while
the W7 model of Nomoto et al. (1984) showed that, in one dimension, a deflagration (in
which the burning front propagates subsonically) is able to reproduce many observations.
However, even the deflagration model suffers from some shortcomings, and Khokhlov (1991a)
introduced the delayed-detonation model, in which the explosion begins as a deflagration and
transitions to a detonation later in the supernovae outburst. This delayed-detonation model
is still the favored model in modern simulations of the single-degenerate paradigm of SNela.

2.2 Current Theory

The single-degenerate paradigm is not the only commonly-studied model for SNela. The
double-degenerate paradigm, introduced by Webbink (1984) and Iben & Tutukov (1984), is
the primary competing model to explain SNela. As with the single-degenerate paradigm,
the double-degenerate paradigm assumes that a progenitor system is a binary star system.
However, instead of one WD approaching M¢y, by accretion from a non-degenerate compan-
ion, the double-degenerate paradigm assumes that both stars are WDs and the explosion is
initiated by a merger as the two WDs spiral together. My research focuses on the single-
degenerate paradigm, so the double-degenerate paradigm will not be discussed further.

Even within the single-degenerate paradigm, there are a variety of mechanisms. Since
Khokhlov (1991a), most simulations of SNela have used the delayed detonation model, but
the details of how the detonation is initiated are as yet unknown. Various mechanisms
exist, including the gravitationally-confined detonation first proposed by Plewa et al. (2004).
My research focuses on the mechanism known as the deflagration-to-detonation transition
(DDT), introduced in Khokhlov (1991a), in which the explosion begins as a deflagration
within the core of the WD, and eventually some critical set of conditions is reached that
causes a transition to a detonation mode. The details of this transition are actively being
studied in both terrestrial and astrophysical contexts. The method used in my research
is a simple model that assumes the transition occurs when the flame front reaches some
characteristic density, the details of which will be explained below.

2.3 Width-Luminosity Relation

Phillips (1993) showed that the width and luminosity of the peak of SNIa light curves
(brightness as a function of time) are correlated. In other words, knowing how fast the
brightness declines from maximum specifies the intrinsic maximum brightness of the SNIa.
This relation, known as the Phillips relation or the width-luminosity relation (WLR), can
be calibrated against other methods in the astronomical distance ladder and used as a
“standardizable candle”: knowing how bright a supernova actually is and how bright it



appears to be determines how far away it is. Using SNela as standardizable candles enables
studies of cosmological structure and expansion history, and was instrumental in determining
that the expansion of the universe is accelerating (Riess et al., 1998; Perlmutter et al., 1999).

The use of SNela to determine cosmological parameters has benefited from the rapidly-
growing quantity of data available. The number of SNIa observations has decreased the
statistical uncertainty to the point where the systematics, such as variations of SNIa light
curves with galaxy properties, will soon be the dominant source of uncertainty (Sullivan
et al., 2011). In order to reduce the systematic uncertainty, it is necessary to gain a better
understanding of the mechanism that underlies SNela. Recent work has begun to account
for correlations of the brightness and light curve of an SNIa with properties of the host
galaxy (Conley et al., 2011). Improvements in our understanding of the mechanism of SNela
may shed light on these host galaxy correlations, and lower the systematic uncertainty in
cosmological parameters.

2.4 Goals of Research in SNela

The vast majority of SNela obey this WLR, but an important question remains: What
is the intrinsic scatter of these events? Or, to put it differently, how well does the WLR
hold? Observations of SNela make use of a parameter known as the Hubble residual, which
is the difference between the distance inferred from a SNIa based on its light curve properties
and the WLR and the distance inferred from its redshift and the expansion of the universe.
This expansion was originally described by the Hubble Law (Lemaitre, 1927; Hubble, 1929),
hence the term Hubble residual. To quote from Kelly et al. (2010): “Correlations between
Hubble residuals and progenitor properties have the potential to introduce bias into SN Ia
cosmological measurements |...]. If correlations are identified, host measurements such as size,
mass, or metallicity could be combined with light curve parameters |...] to improve luminosity
distance estimates to SNe Ia and control systematics in cosmological measurements.”

As a prelude to addressing the Hubble residual, Townsley et al. (2009) presented a method
to investigate how certain properties of a progenitor WD impact the outcome of the associ-
ated SNIa explosion, particularly the brightness of the SNIa. This collaborative study is an
ongoing research program, with several aspects presented in Townsley et al. (2009), Jackson
et al. (2010), Krueger et al. (2010), and Krueger et al. (2012). My research has focused
on the influence of the central density of the progenitor WD immediately prior to the for-
mation of the deflagration front. Lesaffre et al. (2006) showed that two progenitors that
differ only in the time elapsed between the formation of the WD and the onset of accretion
from the companion (known as the cooling time) will have different central densities at the
point where the conditions for the formation of a deflagration front are met, with longer
cooling times resulting in higher central densities. Thus the central density at the formation
of the deflagration front is a proxy for the age of the progenitor star!. I investigated how
the brightness of an SNIa depends on this density, seeking a theoretical explanation of the
observed trend that older stars are systematically dimmer (Gallagher et al., 2008; Howell

1See Section 4.5.2 for clarification on the measurements of “age” for SNela



et al., 2009; Neill et al., 2009; Brandt et al., 2010).

2.5 The FLASH Code

This research was done by performing a suite of multidimensional full-star simulations
of SNela. My simulations were performed using a customized version of the FLASH code.
FLASH is a hydrodynamics code designed to simulate nuclear-powered astrophysical flashes
(Fryxell et al., 2000; Calder et al., 2002b). It solves a modified version of the Euler equations
for inviscid flow that accounts for reactions. We may write these compressible reactive
hydrodynamics equations as:

%:_v.(u@)pu)—vp—pg (2.1b)
0
%Z—V(U(p€+P))+penuc+pUgu (21C)

where p is the mass density, X} is the mass fraction for species k, u is the fluid velocity,
wy is the rate of change of species k, P is the pressure, g is the acceleration of gravity, e is
the total energy density, and ® is a dyadic product?. The mass fraction of a species is the
ratio of the partial mass density to the total mass density (X = pi/p); for a given control
volume, it is also the ratio of the mass of all nuclei of species k to the total mass in the
control volume. It follows from this definition that

Yw=p and > Xp=1 (2.2)
k k

Due to conservation of mass®,

> dp=0. (2.3)

2The dyadic product is also known as an outer product or tensor product. The dyadic product of
two vectors creates a tensor of order two; the statements P = v ® w and F;; = v;w; are equivalent.
Equation (2.1b) may be clearer in component form:

Opu; ‘ oP _
6t - V- (ulpu) al‘l PYis

where this is a set of equations: one for each spatial dimension.

3In actual fact, mass is not conserved due to nuclear reactions converting mass to energy. The quantities
X}, and @y, are not equivalent because X}, are fractions and by definition must sum to unity so that X}, must
sum to zero, while wy may account for this mass non-conservation and will therefore not generally sum to
zero. However, even in an extreme case such as pure hydrogen converting to pure nickel, the change in mass
is less than 1%, so most hydrodynamic codes neglect this mass non-conservation and wy will sum to zero.



Given Equations (2.2) and (2.3), a summation over k of Equation (2.1a) yields

o0 _

==V (pu). (2.4)

This summed form, along with Equations (2.1b) and (2.1c), can be seen as expressions of
the conservation of mass, momentum, and energy respectively. The relationship between the
specific total energy, e, and the specific internal energy, ¢, is

ezs—i—%(u-u). (2.5)

The term é,,. represents a source term from the energy released by nuclear reactions. This
system of equations is not closed; it requires a relation between the pressure and the density.
This is given by the equation of state (EoS), which relates the thermodynamic quantities
of the system (e.g., density, pressure, energy, temperature, entropy); typically an EoS for
astrophysical simulations will require two thermodynamic quantities and the composition.

FLASH makes use of adaptive mesh refinement (AMR), which allows grid cells to be
subdivided or merged together in order to increase or decrease the resolution as needed.
This is a powerful feature, which allows high resolution to capture important details in the
“interesting” region of a simulation without wasting time computing unnecessary details
in the “uninteresting” regions. What regions of a simulation are considered “interesting”
depends on the goals of a particular simulation, and may include considerations such as
energy generation or steep gradients in fluid quantities.

The core of FLASH was developed at the Flash Center for Computational Science at
the University of Chicago, and is available directly from the Flash Center*. The details
of the variant used to perform my simulations are described in Townsley et al. (2007),
Townsley et al. (2009), and Jackson et al. (2010), with important support information on
certain components and /or implementations presented in Calder et al. (2007) and Seitenzahl
et al. (2009b). The modifications made to this custom version of the FLASH code are also
summarized in Krueger et al. (2010) and Krueger et al. (2012); see Chapters 3 and 4.

‘http://flash.uchicago.edu/



Chapter 3

Effect of the Central Density - Paper 1

This chapter is a reproduction of the first paper I published on the problem of the central
density dependence of SNela. It was originally published in the Astrophysical Journal Letters
(Krueger et al., 2010). In this paper I present the main findings of my research. Due to the
length restrictions of the Letters format, some details had to be omitted; those details, along
with a more in-depth analysis, were presented in Krueger et al. (2012); see Chapter 4. This
paper is reproduced by permission of the American Astronomical Society. The co-authors
directed and supervised the research that forms the basis for this paper.
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ABSTRACT

Recent observational studies of type Ia supernovae (SNela) suggest correlations between the peak brightness
of an event and the age of the progenitor stellar population. This trend likely follows from properties of the
progenitor white dwarf (WD), such as central density, that follow from properties of the host stellar population. We
present a statistically well-controlled, systematic study utilizing a suite of multi-dimensional SNela simulations
investigating the influence of central density of the progenitor WD on the production of Fe-group material,
particularly radioactive *°Ni, which powers the light curve. We find that on average, as the progenitor’s central
density increases, production of Fe-group material does not change but production of *Ni decreases. We attribute
this result to a higher rate of neutronization at higher density. The central density of the progenitor is determined
by the mass of the WD and the cooling time prior to the onset of mass transfer from the companion, as well as
the subsequent accretion heating and neutrino losses. The dependence of this density on cooling time, combined
with the result of our central density study, offers an explanation for the observed age—luminosity correlation: a
longer cooling time raises the central density at ignition thereby producing less **Ni and thus a dimmer event.
While our ensemble of results demonstrates a significant trend, we find considerable variation between realizations,
indicating the necessity for averaging over an ensemble of simulations to demonstrate a statistically significant result.

Key words: hydrodynamics — nuclear reactions, nucleosynthesis, abundances — supernovae: general — white dwarfs

1. INTRODUCTION

Observations targeting the environment of type la supernovae
(SNela) have exposed open questions concerning the depen-
dence of both their rates and average brightness on environment.
Mannucci et al. (2006) show that the dependence of the SNIa
rate on delay time (elapsed time between star formation and the
supernova event) is best fit by a bimodal delay time distribution
(DTD) with a prompt component less than 1 Gyr after star for-
mation and a tardy component several Gyr later. Although the
clarity of this effect is clouded by galaxy sampling (Filippenko
2009), the basic result is borne out even within galaxies (Raskin
et al. 2009). Gallagher et al. (2008) measure a correlation be-
tween the brightness of an SNIa and its delay time, which they
state is consistent with either a bimodal or a continuous DTD.
Other recent studies by Howell et al. (2009), Neill et al. (2009),
and Brandt et al. (2010) also find a correlation between the delay
time and brightness of an SNIa.

Phillips (1993) identified a linear relationship between the
maximum B-band magnitude of a light curve and its rate
of decline. This “brighter equals broader” relationship has
been extended to additional bands with templates from nearby
events, allowing SNela to be calibrated as an extension of the
astronomical distance ladder (see Jha et al. 2007 for a description
of one method). The brightness of an SNla is determined
principally by the radioactive decay of *Ni synthesized during
the explosion (Truran et al. 1967; Colgate & McKee 1969;
Arnett 1982; Pinto & Eastman 2000).

A widely accepted proposal to explain many, if not most,
events is the thermonuclear disruption of a white dwarf (WD) in
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amass-transferring binary system (for reviews from various per-
spectives see Branch et al. 1995; Filippenko 1997; Hillebrandt
& Niemeyer 2000; Livio 2000; Ropke 2006). In this paradigm,
a longer delay time suggests the possibility of a longer elapsed
time between the formation of the WD and the onset of ac-
cretion. During this period, denoted here as the WD cooling
time (Z.o01), the WD is isolated from any significant heat input
and decreases in temperature. A longer 7o results in a higher
central density when the core reaches the ignition temperature
(Lesaffre et al. 2006), due to the lower entropy at the onset of
accretion. Thus, a correlation between central density and the
peak brightness of an event suggests a correlation between delay
time and the brightness of an event. While previous work indi-
cated a correlation between central density and peak brightness,
none has averaged over a statistically significant ensemble of
realizations (Brachwitz et al. 2000; Ropke et al. 2006; Hoflich
et al. 2010). Therefore, we investigate, for the first time, a statis-
tically significant correlation between progenitor central density
and average peak brightness of SNela.

The surrounding stellar population, the metallicity and mass
of the progenitor, the thermodynamic state of the progenitor,
the cooling and accretion history of the progenitor, and other
parameters are known to affect the light curves of SNela; the
role, and even primacy, of these various parameters is the
subject of ongoing study (e.g., Ropke et al. 2006; Hoflich
et al. 2010; Jackson et al. 2010). Additionally, many of these
effects may be interconnected in complex ways (Lesaffre et al.
2006). In this study, we isolate the direct effect of varying
the progenitor central density on the production of *Ni. To
first order, this yield controls the brightness of an event;



second-order effects on the light curve are left for future
study.

2. METHOD

Once a WD forms in a binary, it is initially isolated and
slowly cools in a single-degenerate scenario. Eventually, mass
transfer begins to carry light elements from the envelope of the
companion to the surface of the WD. If the accretion rate exceeds
a threshold, the infalling material experiences steady burning
(Nomoto et al. 2007), and eventually the WD gains enough
mass to compress and heat the core. Once the temperature rises
enough to initiate carbon reactions, the core begins to convect
(or “simmer”). Our progenitor models parameterize the WD at
the end of this simmering phase, just prior to the birth of the
flame that eventually will disrupt the entire WD in an SNIa.

We constructed a series of five parameterized, hydrostatic
progenitor models that account for simmering in which we
vary the central density (o). The outer regions are isothermal,
although some temperature structure is expected (Kuhlen et al.
2006), and the cores are isentropic due to convection and have
a lower C/O ratio (Straniero et al. 2003; Piro & Bildsten 2008;
Chamulak et al. 2008; Piro & Chang 2008). Jackson et al. (2010)
explored these effects and we chose the core composition as 40%
12¢.579% 190, and 3% 2*Ne and the outer layer as 50% 12¢ 48%
160, and 2% **Ne. For our p., we chose (1-5) x 10° g cm™3
in steps of 10° g cm™>. The central temperature must be in the
range of carbon ignition, which is approximately (7-8) x 10% K
(e.g., Kuhlen et al. 2006); we selected 7 x 10® K. Based on prior
research, we chose other model parameters to produce expected
amounts of Fe-group elements in the explosion (Townsley et al.
2009; Jackson et al. 2010). The values were kept constant in all
simulations in order to isolate the central density effects.

With these five progenitor models, we utilize the statistical
framework presented in Townsley et al. (2009) for a controlled
study of the effect of varying the central density. For each
progenitor, we created 30 realizations seeded by a random
number used to generate a unique set of spherical harmonics
with power in modes 12 < ¢ < 16. The spectra are used as
initial perturbations to the spherical flame surface around the
center of the progenitor star. Each progenitor uses the same
seed values, resulting in the same 30 perturbations. This choice
allows us to check for systematic biases in the realizations across
different progenitors.

We performed a suite of 150 two-dimensional, axisymmetric
simulations of the deflagration-to-detonation transition (DDT)
model of SNela with a customized version of FLASH, a
compressible, Eulerian, adaptive-mesh, hydrodynamics code.
The modifications to this code are (1) the burning model, (2) the
flame speed computations, (3) the mesh refinement criteria, and
(4) the DDT criterion. Our simulation methods are described
in detail in previous publications (Calder et al. 2007; Townsley
et al. 2007, 2009) and continue to be improved (Jackson et al.
2010; D. M. Townsley et al. 2010, in preparation). We should
note that the DDT criterion is based on a characteristic density at
which we ignite detonations, which we select to be 107 g cm™3,
Following the procedures described in Calder et al. (2007)
and Seitenzahl et al. (2009) for calculating the neutronization
rate in material in nuclear statistical equilibrium (NSE), we
utilize weak rates from Fuller et al. (1985), Oda et al. (1994),
and Langanke & Martinez-Pinedo (2001), with newer rates
superseding earlier ones. The reaction networks for calculating
the energetics and timescales of the deflagration and detonation
phases included the same 200 nuclides, and the NSE calculation
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Figure 1. Plot of the >°Ni-to-NSE mass ratio vs. duration of deflagration. Small
crosses are single simulations and are colored to indicate p.. Large black crosses
show the average values for a given p. with error bars showing the standard
deviation and the standard error of the mean.

of tables included 443 nuclides. The supernova simulations use
a three-stage burning model in which the timescale to burn
to NSE is calibrated to reproduce the correct yield of Fe-group
elements. The weak reaction rate is negligible at a density where
Si burning to SONi is incomplete; therefore, we estimate the
Ni yield from the total NSE yield and its associated electron
fraction. We performed nuclear post-processing of Lagrangian
tracer particles using a network of 200 nuclides on a subset of
simulations. Comparison demonstrates that our burning model
matches the energetics and final composition of important nuclei
such as “°Ni (D. M. Townsley et al. 2010, in preparation; see
also studies by Travaglio et al. 2004; Seitenzahl et al. 2010). We
utilize the adaptive-mesh capability, with a highest resolution of
4 km, which demonstrates a converged result (Townsley et al.
2009).

3. RESULTS AND DISCUSSION

The °Ni yield is determined partly by neutronization occur-
ring during the thermonuclear burning. Neutronization pushes
the nucleosynthetic yield away from balanced nuclei such as
5Ni to more neutron-rich, stable isotopes like **Ni. Thus, the
amount of neutronization influences the brightness of an event
and, all else being constant, more neutronization results in a
dimmer event. The degree of neutronization depends on the
density and temperature evolution of burned material. Gener-
ally, thermonuclear burning occurring at higher densities will
neutronize faster. In an explosive event like a supernova, the
longer material remains in NSE at high densities, the more neu-
tronization occurs (Nomoto et al. 1984; Khokhlov 1991; Calder
etal. 2007). Accordingly, for SNela, both the central density and
the duration of the deflagration phase influence the brightness
of an event.

Figure 1 presents the mass fraction of NSE material that is
5Ni as a function of deflagration duration, with points colored
to indicate p.. The duration of the deflagration phase is the
time elapsed between the formation of a flame front and the
ignition of the first detonation point. We consider this elapsed
time because there is little contribution to neutronization after
the first DDT. The mass of NSE material produced increases
during the course of the SNIa and eventually plateaus; we
find the point where the NSE yield changes by less than
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Figure 2. Plot of mass of °Ni produced vs. p. for five different realizations
(colored curves), demonstrating the variety of trends seen for a single realization.
These include non-monotonic trends, which could suggest an increase of J°Ni
with increasing p. instead of the decrease seen in the ensemble. In black are the
average values for each density, along with the standard deviation, the standard
error of the mean, and a regression fit to the average values.

0.01% over 0.01 s and use that mass as the final yield of
the SNIa. The results have considerable scatter but show two
trends. First, at a given p., simulations with longer deflagration
periods tend to have a greater degree of neutronization. Next,
simulations from progenitors with higher central densities tend
to have a greater degree of neutronization despite having shorter
deflagration periods. This result shows that the increased rate
of neutronization at higher densities, which can be seen by
the steeper slopes of the higher density trend lines, more than
compensates for the decrease in time for neutronization to occur.
Accordingly, our results qualitatively agree with previous work
(e.g., Iwamoto et al. 1999; Brachwitz et al. 2000; Hoflich et al.
2010). We also note that the yield of NSE material is, within the
error of the slope, independent of p.. As seen in Woosley et al.
(2007), if the NSE yield remains constant but the amount of %°Ni
varies, then the results should lie along the Phillips relation.
The greater degree of neutronization seen in Figure 1 leads
directly to lower *°Ni yields with increasing p.. This result
can be seen in Figure 2, which presents the °Ni yield of
each simulation plotted against p. with color used to classify
the simulations by realization. The scatter among different
realizations at the same p, is greater than the variation across
the p. range, indicating the need for analysis of an ensemble
of realizations. This scatter can result in a single realization
showing a trend unlike the statistical trend; for example,
by considering only realization 2 and p. of 2 x 10° and
3 x 10° g cm™> (Figure 2, green curve), we would conclude that
increasing p, causes an increase in **Ni production, instead of a
decrease as seen in the overall ensemble. The scatter follows
from a strong dependence on the morphology of the flame
surface during the early deflagration, which varies the duration
of the deflagration and the production of **Ni. Changing p. can
cause a local change in the plume dynamics that overrides the
general trend. By fitting the averages, we find the relation

Msen; = A,OC+B, (D
where
Mo
0°gecm—3
B =0.959 £ 0.009 M.

A = —0.047 £0.003
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Figure 3. Plot of brightness vs. #.o in terms of My (upper panel), s (central
panel), and Am5(B) (lower panel). Plotted are the average values for each
pe along with the standard deviation, the standard error of the mean, and a
regression fit to the average values.

We use data from Lesaffre et al. (2006) to correlate p. to
fc0ol, ONe component of the delay time, specifically the results
for a WD with a pre-accretion mass of 1 Mq. Thus, if we
imagine a collection of stars forming with the same zero-age
main-sequence mass but with different companions and binary
separations, the delay time would be dominated by 7o, . There
are large uncertainties in the relationship between p. and fcqol;
accordingly, we neglect error derived from this large uncertainty
in our analysis. We note that the work of Lesaffre et al. (2006)
suggests that a WD with a central density of 10° g cm™3 will not
ignite; further accretion is necessary to reach ignition conditions.
Therefore, we cannot use Lesaffre et al. (2006) to compute a 7401
for our lowest-p. simulations, and so we omit such simulations.

We convert our “°Ni mass to stretch (s) (Howell et al. 2009),
the magnitude difference in the B band between maximum light
and 15 days after maximum light (Am;5(B); Goldhaber et al.
2001), and absolute magnitude in the V band at maximum light
(My; Phillips et al. 1999) in order to compare with observa-
tional findings, shown in Figure 3. A detailed comparison of our
models to these observables requires radiative transport calcula-
tions of synthetic spectra and light curves, but our results drawn
from the °Ni mass are sufficient for the basic properties we
consider here. Woosley et al. (2007) showed that the brightness
of an event depends on the mass of *°Ni when it is distributed
through a large fraction of the star as in our simulations. Addi-
tionally, Stritzinger et al. (2006) showed that late-time nebular
spectroscopy finds “°Ni yields consistent with those found from
peak luminosity using the inverse of the relations we use.

We find that the best-fit relations follow the form

Tcool
)<

yr

q = aq logg ( 2

where ¢ is one of Am5(B), s, or My. The values for o, and B,
are shown in Table 1.
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mean, and a best-fit trend line following the form of Equation (2). In blue are
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the Neill et al. (2009) data is shifted upward for comparison to our results (black
line). The overall offset to larger stretch in the simulations is due to the choice
of DDT density. The approximate agreement of the overall trend indicates that
the variation of p. is an important contributor to the observed trend, but that
other factors are also important.
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Table 1
Best-fit Parameters for Brightness—Age Relations
q Y By
My 0.078 £ 0.006 —20.05 £ 0.05
s —0.064 £ 0.005 1.74 £0.04
Am5(B) 0.120 £ 0.009 —0.26 +0.08

To highlight the comparison with observations, in Figure 4
we plot an expansion of the center panel from Figure 3 with the
binned results from Figure 5 of Neill et al. (2009). While an
absolute comparison is not possible, the similarity of the overall
trend indicates that variation of p, is an important contribution
to the observed dependence. Our choice of initial conditions
and DDT density results in an effective calibration that yields
higher than expected 3°Ni masses. Accordingly, our results are
systematically too bright, giving abnormally high values of
stretch. Future studies will correct for this effect. A more subtle
point comes in the usage of “age”: Neill et al. (2009) measures
the luminosity-weighted stellar age, while for the theory we have
simply used 7.0 directly, which for late times is the dominant
portion of the time elapsed since star formation. Such offsets,
either vertical or horizontal, are less important than the overall
trend and the range that can be attributed to variation of p,. For
comparison, the black line in Figure 4 shifts the best-fit line
from the data of Neill et al. (2009) up to align it with our results.
The trend due to p. is weaker than in observations, suggesting
that p. contributes to the observed trend but that other effects
also play a part.

4. CONCLUSIONS AND FUTURE WORK

We simulated a suite of 150 SNIa models with a range of
p. to study the trends for a population of SNela. We find
that on average progenitors with higher p. produce less °Ni.
Hoflich et al. (2010) argue that Ni in the central regions of
the exploding WD does not contribute to the light curve at
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maximum, and therefore they do not see a significant trend
with central density in the maximum V-band magnitude, but
rather in late-time brightness. The pure-deflagration models of
Ropke et al. (2006) exhibit a shallow increase of produced *°Ni
as central density increases, in contradiction of our findings.
Iwamoto et al. (1999) find that the trend with central density
depends on the DDT transition density; extrapolating from their
results, our value of pppr should yield an increasing SON yield
as central density increases. We find that small perturbations
of the initial flame surface not only influence the final °Ni
yield, but also its dependence on central density through
variations in the duration of the deflagration phase caused by
differences in plume development. The variation that follows
from perturbations on the initial conditions is a critical aspect of
multi-dimensional modeling. Only after many realizations with
different perturbations of the initial flame surface are simulated
does a statistically significant trend with central density emerge.
This result, illustrated by Figure 2, demonstrates the need for an
ensemble of simulations to explore systematic effects in SNela.

By relating p. to f.oo and SNj to Am,s(B), our results
support the observational finding that SNela from older stellar
populations are systematically dimmer. While a degeneracy
between age and metallicity in the integrated light of stellar
populations exists, the observed dependence of mean brightness
of SNela on mean stellar age is apparently the stronger effect
(Gallagher et al. 2008; Howell et al. 2009). Accordingly, our
choice to neglect metallicity effects and to consider only the
effect of central density on °Ni yield allows us to offer a
theoretical explanation for this observed trend. If we additionally
consider the effect of metallicity, we may see a slightly stronger
trend of decreasing brightness with increasing age as has
been previously suggested (Timmes et al. 2003). Other effects
besides progenitor central density and metallicity, such as
progenitor main sequence mass, may also contribute to this
trend.

The insensitivity of the overall Fe-group yield to central
density, and therefore delay time, along with the dependence
of the °Ni yield on central density, implies that SNela of
similar brightnesses (and therefore similar *°Ni yield) from
progenitors of different ages will not have the same total Fe-
group yield. Those from older populations will, on average,
have larger masses of stable species. This may argue for a slight
non-uniformity in the Phillips relation based on environment
(Woosley et al. 2007; Hoflich et al. 2010). The resulting closely
related family of brightness—decline time relations also provides
a physical motivation for intrinsic scatter in the Phillips relation
as a result of combining populations with different mean stellar
ages. In this picture, the primary parameter is the degree of
expansion at DDT, determined by the morphology of the early
flame (and the DDT density, which we hold constant), and
the age acts a weaker secondary parameter. In any case, the
possibility of such an effect motivates further exploration of the
impact of central density on the light curve itself.
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Chapter 4

Effect of the Central Density - Paper
I1

This chapter is a reproduction of the second paper I wrote on the problem of the central
density dependence of SNela, and is a follow-up to Krueger et al. (2010); see Chapter 3.
This paper has been accepted by the Astrophysical Journal (Krueger et al., 2012). In this
paper I present additional details of the models and analysis that had to be omitted from
Krueger et al. (2010) due to length restrictions of the Letters format. Additionally, I present
new analysis of those results and extend the conclusions based on the new analysis. This
paper is reproduced by permission of the American Astronomical Society. The co-authors
directed and supervised the research that forms the basis for this paper.
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ABSTRACT

We present a study exploring a systematic effect on the brightness of type Ia supernovae using numerical
models that assume the single-degenerate paradigm. Our investigation varied the central density of the progen-
itor white dwarf at flame ignition, and considered its impact on the explosion yield, particularly the production
and distribution of radioactive **Ni, which powers the light curve. We performed a suite of two-dimensional
simulations with randomized initial conditions, allowing us to characterize the statistical trends that we present.
The simulations indicate that production of Fe-group material is statistically independent of progenitor central
density, but the mass of stable Fe-group isotopes is tightly correlated with central density, with a decrease in
the production of *°Ni at higher central densities. These results imply progenitors with higher central densities
produce dimmer events. We provide details of the post-explosion distribution of *Ni in the models, including
the lack of a consistent centrally-located deficit of *Ni, which may be compared to observed remnants. By
performing a self-consistent extrapolation of our model yields and considering the main-sequence lifetime of
the progenitor star and the elapsed time between the formation of the white dwarf and the onset of accretion,
we develop a brightness-age relation that improves our prediction of the expected trend for single degenerates
and we compare this relation with observations.

Subject headings: hydrodynamics — nuclear reactions, nucleosynthesis, abundances — supernovae: general

— white dwarfs

1. INTRODUCTION

Type la supernovae (SNela; singular SNIa) are bright, tran-
sient astronomical events identified by a peak-light spectrum
showing no evidence of hydrogen but absorption lines of
singly-ionized silicon (Minkowski 1941; Filippenko 1997).
These events follow from explosive thermonuclear burning of
degenerate stellar material composed principally of C and O,
which synthesizes ~0.6M, of radioactive *°*Ni. The decay of
this °Ni powers the light curve (Truran et al. 1967; Colgate
& McKee 1969; Arnett 1982; Pinto & Eastman 2000).

The progenitor systems of these explosions remain the sub-
ject of considerable debate and active research. Observa-
tions, however, indicate these events largely form a homo-
geneous class. Phillips (1993) identified a relationship be-
tween the maximum B-band magnitude of an event and its
rate of decline. This “brighter equals broader” relationship
has been extended to additional bands with templates from
nearby events, allowing these events to be calibrated as an
extension of the astronomical distance ladder (see Jha et al.
2007 for a description). This property, along with the bright-
ness of SNela, which makes them visible over great distances,
enables the use of SNela to probe the structure and expan-
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sion history of the universe, allowing studies of various cos-
mological models’ parameters (Riess et al. 1998; Perlmutter
et al. 1999; Albrecht et al. 2006; Kirshner 2010), with recent
work constraining cosmological parameters to within a few
percent (Riess et al. 2011; Sullivan et al. 2011). Recent ob-
servational studies of SNela have begun to correct for cor-
relations of the brightness of a SNla with properties of the
host galaxy (Conley et al. 2011). Many SNIa observations
are restricted to broadband photometry, so knowledge of host
galaxy properties is correlated. The inability to deconvolve
these properties from each other is among the larger sources
of uncertainty in cosmological constraints from SNela, so ad-
vancing the understanding of how brightness correlates with
host galaxy properties may contribute significantly to reduc-
ing the uncertainties of cosmological parameters.

The brightness, and therefore “broadness”, of a SNIa is de-
termined principally by the amount of **Ni synthesized dur-
ing the explosion. Observations report that SNela appear to
have an intrinsic scatter of a few tenths of a magnitude after
calibration, forcing a minimum uncertainty in any distances
measured by using SNela as standardizable candles (Jacoby
et al. 1992; Kirshner 2010). An important goal of theoreti-
cal research into SNela, from the standpoint of cosmology, is
to understand the sources of scatter and to identify potential
systematic biases by studying the effects of various proper-
ties on the mechanism and nucleosynthetic yield of the SNIa.
The surrounding stellar population, the metallicity and mass
of the progenitor, the thermodynamic state of the progenitor,
the cooling and accretion history of the progenitor, and other
parameters are known to affect the lightcurves of SNela; the
role of these “secondary” parameters is the subject of con-
siderable study (e.g., Ropke et al. 2006; Hoflich et al. 2010).
Additionally, many of these effects may be interconnected in
complex ways (Dominguez et al. 2001; Lesaffre et al. 2006;
Townsley et al. 2009).



Observational campaigns are gathering information about
SNela at an unprecedented rate. Scannapieco & Bildsten
(2005) and Mannucci et al. (2006) showed that the delay
time (elapsed time between star formation and the supernova
event) data are best fit by a bimodal delay time distribution
(DTD) with a prompt component that tracks less than 1 Gyr
after star formation and a tardy component that occurs sev-
cral Gyr later. Gallagher et al. (2008) demonstrate a correla-
tion between brighter SNela and shorter delay times, which
they state is consistent with the bimodality described by Man-
nucci et al., but also with a continuous relation. Howell et al.
(2009), Neill et al. (2009) and Brandt et al. (2010) also find
such a correlation between the delay time and brightness of a
SNIa. While the degeneracy of age and metallicity in obser-
vations could obscure these correlations, Howell et al. (2009)
note that the scatter in brightness of this observed relation is
unlikely to be explained by the effect of metallicity.

For this theoretical study, we adopt the model known as
the single-degenerate paradigm. This model assumes that a
SNIa is the result of a thermonuclear disruption of a white
dwarf (WD) in a mass-transferring binary system with either a
main-sequence or red-giant companion star (see Branch et al.
1995; Filippenko 1997; Hillebrandt & Niemeyer 2000; Livio
2000; Ropke 2006; Li et al. 2011; Nugent et al. 2011; Bloom
et al. 2012, and references therein). Recent observational evi-
dence, however, suggests other progenitors such as the merg-
ing of two white dwarfs may explain many events (Scalzo
et al. 2010; Yuan et al. 2010). In the single-degenerate sce-
nario, the WD is formed when the primary star goes through
a giant phase and expels a planetary nebula. Once the pri-
mary becomes a WD, it is initially not in contact with the
companion star, and it slowly cools as thermal energy is ra-
diated away. Once the companion star evolves and fills its
Roche lobe, mass-transfer begins to carry low-mass elements
from the envelope of the companion to the surface of the WD.
If the accretion rate exceeds ~10~" M, yr~!, the H-rich mate-
rial can steadily burn (Nomoto et al. 2007) and the WD gains
mass, which heats and compresses the WD, driving up both
the temperature and density in the core. Once the temperature
rises enough for carbon burning to begin, the core of the WD
begins to convect; this is known as the “simmering” phase.
This simmering phase lasts on order of 10° yr, and ends when
a flame is ignited, which occurs approximately when the eddy
turnover time becomes shorter than the local nuclear runaway
time. Our initial models attempt to parameterize the WD at
the end of the simmering phase, just at the beginning of the
thermonuclear deflagration, which will in turn cause an ex-
plosion that will disrupt the entire WD in a SNIa.

The explosion mechanism we use (within the single-
degenerate paradigm) is that of a deflagration to detonation
transition (DDT). After ignition, the flame propagates as a
subsonic deflagration for a while and then transitions to a su-
personic detonation that rapidly consumes the star (Blinnikov
& Khokhlov 1986; Woosley 1990; Khokhlov 1991; Hoflich
et al. 1995; Hoflich & Khokhlov 1996; Khokhlov et al. 1997;
Niemeyer & Woosley 1997; Hoeflich et al. 1998; Niemeyer
1999). We describe the details of our implementation of this
explosion mechanism below.

In the single-degenerate paradigm, a longer delay time can
be explained by a longer elapsed time between the formation
of the WD and the onset of accretion. During this period,
the WD is in isolation and cools, hence the moniker the “WD
cooling time” (7co01). Following the cooling time is a period
of accretion, during which the WD is compressed and heats,
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approaching the conditions for ignition of the thermonuclear
runaway. The decrease in temperature during the cooling
time, which is determined by 7.0, influences the density
structure of the WD just prior to ignition, with a longer 7¢
resulting in a higher central density when the core reaches the
ignition temperature (Lesaffre et al. 2006). Thus, a correlation
between central density and the brightness of an event would
suggest a correlation between delay time and the brightness
of an event.

In this manuscript, we expand on our ecarlier investiga-
tion on the effect of 7.0, on the brightness of the explosion.
In Krueger et al. (2010) we reported that as the central density
of the progenitor WD increases, the production of radioactive
Ni decreases due to increased neutronization rates, produc-
ing a dimmer event. Using the results of Lesaffre et al. (2006),
we related the WD central density to 7., and were able to
compare our results to the observations of Neill et al. (2009).
Here we present additional details of our models; a statisti-
cal analysis of the results including the assessment of intrin-
sic scatter; the distribution of Fe-group elements within the
remnant; and a potentially-observable effect to demonstrate
the connection between age, progenitor central density, and
brightness. We also revised our previously-reported trend in
brightness with age to account for the main sequence evolu-
tion of the WD progenitor.

In Section 2 we discuss the methodology of our suite of
simulations, followed by details of the code we used to per-
form our simulations in Section 3. We present the results of
our simulations in Section 4, and discuss how these results
compare with previous studies in Section 5. Section 6 con-
tains a brief summary and final conclusions.

2. METHODOLOGY

As described above, our explosion models assume the DDT
mechanism in which a flame ignited in the core propagates as
a subsonic deflagration and then transitions to a detonation.
We simulate an explosion from ignition through the detona-
tion phase until burning effectively ceases. Our models are by
necessity incomplete, however, in that we do not produce light
curves and spectra with which we could compare to actual ob-
servations. Instead, we rely on the mass of *®Ni synthesized
in our models and compare this result from our simulations to
6Ni masses inferred from observations (Howell et al. 2009).

For the study, we adopted the theoretical framework first
applied in Townsley et al. (2009) for a statistical study of a
suite of simulations performed with randomized initial condi-
tions. We constructed a set of five progenitor models with dif-
ferent central densities (p. ), and therefore slightly different
masses, and from these performed suites of two-dimensional
simulations. For each progenitor model we applied thirty sets
of initial conditions consisting of randomized perturbations
on an initially-burned region. We refer to each of these thirty
as a realization, each of which is seeded by a random number
used to generate a unique power spectrum of spherical har-
monics (see Appendix A for details of the realizations). The
spectra are used as initial perturbations to a spherical “match
head” in the center of the progenitor star. Each progenitor
WD had the same seed values applied, resulting in the same
thirty perturbations. This procedure allows us to characterize
the intrinsic scatter in the models and check for systematic
biases in the realizations across different progenitors, such as
how the morphology of the initial conditions may influence
the final result.

Complete details of our models and simulations follow, but



we preface the description by mentioning that one limitation
of our study is the use of two-dimensional models and the
parameterization of inherently three-dimensional phenomena.
In particular, two-dimensional models lack any meaningful
consideration of turbulence and its effect on the flame because
the turbulence found in the interior of a simmering white
dwarf and its interaction with the flame are inherently three-
dimensional. The problem is compounded by the fact that this
interaction occurs partially on unresolvable scales, necessitat-
ing use of sub-grid-scale models (see Schmidt et al. 2006a,
for an example).

There are two critical ways that omitting consideration of
turbulence influences this work. The first is in the calcula-
tion of flame speeds during the deflagration phase. The burn-
ing model (described below) relies on an input flame speed
to propagate a model flame during the deflagration. Turbu-
lence will interact with this flame, stretching it and thereby
boosting the burning rate (see Schmidt et al. 2006a,b, and ref-
erenced therein). Our present models boost the input flame
speed from tabulated laminar values to compensate for buoy-
ancy effects (Townsley et al. 2009) but do not include the
effect of turbulence-flame interactions for reasons discussed
above. Effectively, we assume the increase in flame surface
(and hence the burning rate) is dominated by stretching due to
buoyancy rather than turbulence.

The second critical way that omitting consideration of tur-
bulence influences this work is in the criteria for the DDT (see
Seitenzahl et al. 2011, and references therein). For this study,
we parameterized the DDT criterion as a threshold density,
ppopr, With a detonation initiated when the top of a rising
plume of burned material reaches this density. As we de-
scribe below, this threshold density determines the duration
of the deflagration and thus strongly influences the outcome
of an explosion. Our a priori choice for this parameter led
to higher than expected yields of radioactive *°Ni, necessitat-
ing a rescaling of our results for comparison to observations.
Confirmation of the trends we present from extrapolated re-
sults awaits a future study with a more consistent treatment of
these issues.

2.1. Initial White Dwarf Models

As demonstrated by Lesaffre et al. (2006), for a given zero-
age main-sequence mass, the properties of a progenitor WD
such as central temperature and density at ignition of the de-
flagration can be constructed as functions of 7.,,. We take the
leading-order effect from varying 7c,01; that is, vary p. o while
holding all other parameters constant. This choice allows us
to disentangle the effects of p. ¢ from the effects of other pa-

rameters. For our .., we chose 1 -5 x 10° g cm™ in steps of

1 x 10° g cm™. We then constructed a series of five parame-
terized WD progenitor models in hydrostatic equilibrium.
Figure 1 presents the profiles of the progenitor WDs in the
p-T plane. The core of each WD is isentropic due to convec-
tion, the intermediate (“envelope”) region is isothermal due to
the high conductivity of degenerate matter, and the outer (“at-
mosphere”) region has a power-law temperature dependence
that was chosen to mimic a radiative atmosphere. For a model
to explode, the central temperature must be in the range where
the carbon burning begins a runaway, which is approximately
7-8 x 10% K. Varying the isothermal envelope temperature
would have a relatively insignificant effect on the mass, as the
envelope contains only a small fraction of the mass; primarily
the mass is set by p.o. Thus we have chosen a central tem-
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TABLE 1: Central densities, masses, and radii of progenitor
WDs.

peo (gem™) Mot Me)  Meore M) R (km)
1x10° 1.345 1.180 2500
2% 10° 1.368 1.162 2076
3% 107 1.379 1.144 1852
4% 10° 1.385 1.131 1716
5% 107 1.389 1.121 1604

TABLE 2: Composition of the progenitor WDs.

mass fraction

isotope
core  cnvelope
2C 4%  50%
%0 57%  48%
2Ne 3% 2%

perature at the low end of the carbon ignition range and allow
the total mass to vary as a function of p. . Table 1 shows the
total mass (M) and mass of the isentropic core (M) for
each progenitor.

The core of each WD has a lower C/O ratio than the en-
velope; this is primarily due to the composition of different
regions of the star at the end of the asymptotic giant branch
(AGB) phase and the subsequent mixing of these regions, with
additional contributions from the consumption of C during
the simmering phase (Straniero et al. 2003; Piro & Bildsten
2008; Chamulak et al. 2008; Piro & Chang 2008). Our pa-
rameterized models for this study assume a fixed carbon abun-
dance. As we plan to also study the dependence on central
carbon abundance, we have maintained a clear separation be-
tween the central-density and the carbon-abundance studies
by varying only central density and not the core carbon frac-
tion. The composition discontinuity between the core and the
envelope causes a temperature discontinuity (Piro & Chang
2008), shown by the short vertical line segments between the
core and the envelope in Figure 1. The composition is listed
in Table 2. We use **Ne as a placeholder to represent the
neutron-rich isotopes present in a SNIa. The abundance of
22Ne is calibrated to achieve the electron-to-baryon ratio of
the material present in a SNIa, but sedimentation effects are
not included. See Jackson et al. (2010), specifically Section 2,
for a more detailed discussion.

2.2. Ensemble of Simulations

The thirty unique realizations for each of our five progenitor
models, consisting of a set of perturbations on the initially-
burned region, allowed us to perform a suite of 150 two-
dimensional, axisymmetric simulations of SNela. A simu-
lation begins with a region of burned material at the center of
the star with the perturbation from sphericity given as spher-
ical harmonics with a prescribed range of 12 < ¢ < 16 and
random amplitudes; the amplitudes for each realization are
shown in Appendix A. Each realization has a unique seed
(for the random number generator), allowing each realization
to be applied to the five progenitor models. Figure 2a shows
two example perturbations that span the space of the random
perturbations. Realization 21, on the left, is representative
of the “spikiest” initial conditions; i.e., the greatest deviation
from the mean radius. Realization 10, on the right, is repre-
sentative of the “smoothest” initial conditions; i.e., the small-
est deviation from the mean radius.
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FiG. 1.—: The structure of our progenitor WDs in p-T" space.
Below ~10* g cm™ is the power-law atmosphere. In the cen-
ter of the figure is the isothermal envelope, with the same tem-
perature for all progenitors. In the upper right region of the
figure is the adiabatic core; all 5 progenitors are isentropic in
this region, but the value of the entropy varies between pro-
genitors.

3. THE SIMULATION CODE

The simulations were performed using a customized
version of the FLASH code’, an Eulerian adaptive-
mesh compressible hydrodynamics code developed by the
ASC/Alliances Center for Astrophysical Thermonuclear
Flashes at the University of Chicago (Fryxell et al. 2000;
Calder et al. 2002). The equation of state (EoS) that we use is
the fully-ionized electron-ion plasma EoS (Timmes & Swesty
2000; Fryxell et al. 2000). The version of FLASH used here is
the same as that used in Jackson et al. (2010). Customizations
perform two main functions: First to implement the energy
release due to explosive carbon-oxygen fusion, in both defla-
gration and detonation propagation modes, as well as a provi-
sion for a transition from deflagration to detonation. Second,
criteria for mesh refinement that capture the important physics
with a suitable degree of efficiency. Details of various com-
ponents are given by Townsley et al. (2007), Townsley et al.
(2009), and Jackson et al. (2010), with important additional
and supporting information on implementation of some pieces
of physics in Calder et al. (2007) and Seitenzahl et al. (2009b).

As mentioned in the introductory material, the simulations
implement a multi-dimensional version of the deflagration-
to-detonation transition model, in which the flame is born as
a subsonic deflagration and later transitions to a supersonic
detonation (Blinnikov & Khokhlov 1986; Woosley 1990;
Khokhlov 1991; Hoflich et al. 1995; Hoflich & Khokhlov
1996; Khokhlov et al. 1997; Niemeyer & Woosley 1997; Hoe-
flich et al. 1998; Niemeyer 1999). The initial conditions pre-
scribe the deflagration at the start of a simulation. As the de-
flagration proceeds, the flame is subject to fluid instabilities
(Figure 2b), and when the top of a rising bubble reaches the
threshold density, it is assumed to transition into a supersonic
detonation (Figures 2¢ and 2d; see Section 3.1.2 for details
of the transition). See Townsley et al. (2009), Maeda et al.
(2010), Jackson et al. (2010), Ropke et al. (2011), Seitenzahl
et al. (2011), and references therein for examples of recent
work assuming this explosion mechanism.

9 available from http:/flash.uchicago.edu
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3.1. Burning Model

Since the carbon-oxygen fusion occurring in SNela pro-
ceeds to nuclear statistical equilibrium (NSE), in which all
reactions among all nuclides are, to good approximation, fast
relative to the hydrodynamic timescales, the nuclear process-
ing necessarily involves a large number of reactions and nu-
clides. This is especially true when calculating e~ capture on
Fe-group elements (IGEs), as the overall effective e™ capture
rate is a combination of contributions from captures on a wide
variety of nuclides with comparable individual rates. As ex-
plored in our earlier work (Calder et al. 2007; Townsley et al.
2007; see also Khokhlov 2000), it is possible to abstract the
burning process from hundreds of nuclides to just a few fluid
state variables with appropriately chosen reaction dynamics
and energetics computed using a large set of nuclides. This
enables tremendous gains in computational efficiency, mak-
ing 3-d simulations and extensive 2-d studies such as this fea-
sible.

Our burning model consists of three reaction progress vari-
ables that describe conversion between four states. The first
state is the initial, unburned mixture of '*C, '°0, and **Ne
(representing general neutron excess, as described in section
2.1), which we call fuel. The second state is the result of
the '2C fusing to roughly Si-group elements, which we call
ash. The third state is the result of the remaining '°O burning
to Si-group elements, which we call nuclear statistical quasi-
equilibrium (NSQE) material. The fourth and final state is the
result of NSQE material relaxing to nuclear statistical equi-
librium (NSE), containing mostly IGEs. The three reaction
progress variables are

¢ra  Carbon consumption, fuel to ash
aq  Oxygen consumption, ash to NSQE
¢gn  Conversion of Si-group to Fe-group, NSQE to NSE.

Each variable evolves from 0 (unburned) to 1 (fully burned).
We also require that ¢, > ¢ug > ¢4y to enforce the time-
ordering of the four states. A given cell will have mass frac-
tions 1 — ¢y, of fuel, ¢, — @4y of ash, ¢y — Pg, of NSQE ma-
terial, and ¢, of NSE material.

While a large portion of the energy release occurs in the
consumption of '?C, the final NSE state is not, during the ex-
plosion, energetically inert. The NSE state is one in which the
distribution of nuclides in the fluid, and therefore the average
nuclear binding energy, is determined by the fluid state. That
is, it participates in the EoS of the fluid, releasing or absorbing
energy as the pressure and density of the fluid change. As a re-
sult, a significant portion of the energy release for some fluid
elements occurs well after the “fully burned” NSE state has
been reached. The reaction kinetics used are given in Jackson
et al. (2010). We track several material properties in the fully
burned material, including the electron-to-baryon ratio (¥,),
ion-to-baryon ratio (Y, ), and average nuclear binding energy
per baryon (g).

Our treatment of matter in NSE allows for the effects of
weak reactions, specifically electron captures, which serve to
deleptonize the material. Weak processes (e.g. electron cap-
ture) are included in the calculation of the energy input rate,
as are neutrino losses, which are calculated by convolving
the NSE distribution with the weak interaction cross sections.
Both the NSE state and the electron capture rates were cal-
culated with a set of 443 nuclides (Seitenzahl et al. 2009b).
Weak cross sections were taken from Fuller et al. (1985), Oda
et al. (1994), and Langanke & Martinez-Pinedo (2001), with
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FiG. 2.—: Illustrations of the phases of the DDT model of a SNIa; each panel displays two of our realizations: 21 (left) and 10
(right). Panel 2a shows the initial flame surfaces; realization 21 has the greatest deviation from the mean radius, and realization

10 has the least deviation from the mean radius. Panels 2b — 2d are snapshots from our simulations, with p.o =3 x 10° g cm™,;
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Panel 2b shows the early deflagration phase, Panel 2c¢ shows the first DDT events, and Panel 2d shows the later detonation
phase. The colors represent the four stages of the burning model discussed in Section 3.1: cream represents unburned fuel,
gold represents ash from carbon burning, red represents material in NSQE, and black represents material in NSE. Only in the
detonation stage do the three burning processes separate out spatially; they are co-located during the deflagration. Our simulations
extend to ~ 6.5 x 10® km, but these images show only the inner regions; the spatial scale varies between panels, with only
panels 2b and 2¢ having the same spatial extent in order to illustrate the expansion that occurs during the deflagration phase.
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newer rates superseding carlier ones.

The treatment of electron capture is critical to the dynamics
for three reasons. First, NSE is a dynamic equilibrium and
the composition of material in NSE evolves as the thermody-
namic state evolves and/or Y, changes. Binding energy can be
released if the equilibrium evolves toward more tightly bound
nuclei, which changes the local temperature. Second, the re-
duction in Y, lowers the Fermi energy, reducing the primary
pressure support of this highly degenerate material and hav-
ing an impact on the buoyancy of the neutronized material.
Finally, neutrinos are emitted (since the star is transparent to
them) so that some energy is lost from the system.

By using the progress variables defined above and the local
Y,, we can derive a local estimate for the abundance of “°Ni.
As was done in Townsley et al. (2009), we estimate the °Ni
abundance by assuming that the first IGE material made as
neutronization occurs is equal parts by mass 3*Fe and ®Ni.
The local mass fraction of “°Ni is estimated by

y, = Ye—(l _¢qn)Y€7f

en

’ Dgn

Y., —0.48212 (1)
0.5-0.48212° ’

where Y, r is the electron fraction in the unburned fuel and
0.48212 is the electron fraction of material that is equal parts
by mass *Fe and *Ni. This should be a modestly accurate
estimate of the “*Ni production because the dynamics of the
progress variable ¢4, have been calibrated to reproduce, in
hydrodynamics, the production of IGEs during incomplete
silicon burning seen in direct calculations (Zeldovich, Von
Neumann, Doring; ZND; ¢.g. Khokhlov 1989) of steady-state
detonations. When realization 2 from Jackson et al. (2010)
with pppr = 107! g em™ is post-processed with a nuclear net-
work, the *Ni yield from Equation (1) is within 2% of that
determined by the post-processing. More detailed study of
the accuracy of computed yields under various conditions is
the subject of separate, ongoing work.

Xsoni =Max | dgn

3.1.1. Deflagration

Even at our highest resolution (4 km), the flame front is
unresolved. To handle this we use an artificial, resolved reac-
tion front that is governed by the advection-diffusion-reaction
(ADR) equation (Khokhlov 1995; Vladimirova et al. 2006),
with special features to ensure that the front is stable and
acoustically quiet (Townsley et al. 2007). Our ADR front is
chosen to be resolved over about 4 computational cells in or-
der to obtain acceptably low acoustic noise as it propagates
across the grid and releases energy. This creates an extended
“partially burned” region that requires some specialized treat-
ment. In such regions, particularly at high density, we say that
the material is well-separated into unburned and fully-burned
material divided by a thin flame. However the spatial resolu-
tion cannot capture this and the average over a mixture of fully
burned and unburned results a “partially-burned” state. Thus
we have to make estimates of the correct thermodynamic state
of the two cases (unburned and fully burned) mixed together
within the region.

Additionally, we enforce a minimum flame speed in order
to prevent the flame from being torn apart by Rayleigh-Taylor-
induced turbulence. The minimum flame speed is

Smin = 0.5y/AgmA, )

where 4 is the Atwood number, g is the local acceleration of
gravity, A is the width of the grid cell, and m is an adjustable
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parameter, set to 0.04 for these simulations. The flame speed
is set by
3

The Atwood number and the laminar flame speed, Sjam, are
both functions of the local, unburned density estimate and the
composition. The Atwood number varies by less than 0.01%
due to the amount of ?Ne present so it is tabulated for a rep-
resentative, constant 2>Ne fraction.

S= maX(Smin ) Slam) :

3.1.2. DDT

At present, the physical mechanism by which a DDT in
degenerate supernova material occurs is an area of current
research (see Ropke 2007; Seitenzahl et al. 2009a; Woosley
et al. 2009; Schmidt et al. 2010; Poludnenko et al. 2011,
and references therein). Simulations of supernovae involv-
ing a DDT assume it occurs via the Zeldovich-gradient mech-
anism (Khokhlov et al. 1997, but see also Niemeyer 1999),
in which a gradient in reactivity leads to a series of explo-
sions that are in phase with the velocity of a steadily propa-
gating detonation wave. Many authors suggest that when the
flame reaches a state of distributed burning, which is when
turbulence on scales at or below the laminar flame width are
fast enough to dominate transport processes (see, €.g., Pope
1987), fuel and ash are mixed and the temperature of the fuel
is raised and "prepared" in such a way to produce the re-
quired reactivity gradient. A requirement for distributed burn-
ing is that the ratio of turbulent intensity to the laminar flame
speed must exceed some unknown threshold, which is still
actively researched (Niemeyer & Woosley 1997; Khokhlov
et al. 1997; Golombek & Niemeyer 2005; Ropke & Hille-
brandt 2005; Aspden et al. 2008, 2010; Poludnenko & Oran
2011a,b). Entrance into the distributed burning regime does
not guarantee such a reactivity gradient to form. Woosley
(2007) and Woosley et al. (2009) studied incorporating more
stringent requirements for these conditions to be met.

In the context of supernova models, the ratio of turbulent in-
tensity to laminar flame speed changes most rapidly due to the
change in laminar flame properties, which are strongly depen-
dent on fuel density. Therefore, DDT is assumed to occur at a
range of densities that vary somewhat but generally lie in the
range of 10%7 to 1077 g cm™ (Khokhlov et al. 1997; Lisewski
et al. 2000; Woosley 2007; Ropke & Niemeyer 2007; Bravo
& Garcia-Senz 2008; Maeda et al. 2010; Jackson et al. 2010).
We choose to ignite detonations where the flame reaches a
specific density, pppr= 107! g cm™, which puts us some-
where in the middle of that range, consistent with a number
of studies on this subject. We note that while parameterizing
the DDT criteria by only density omits effects such as back-
ground turbulent intensity and density gradients, our choice
of one threshold is intended to keep such variables constant
so that we can isolate and investigate the effect of varying the
central density.

The choice of pppr increases or decreases the duration
of the deflagration phase, which increases or decreases the
amount of expansion prior to the detonation and hence the
yield of IGEs. A companion study of the effects of varying
pppr as a proxy for metallicity under the same statistical en-
semble we use here indicated a slight over-production of *Ni
at this choice of pppr (Jackson et al. 2010), a result borne
out by this study. The DDT transition is implemented by
burning small regions ahead of rising plumes. When a plume
reaches pppr, a circular region with a radius of 12 km is se-
lected 32 km radially outward from the point where the rising



plume reaches the transition density. The reaction progress
variables in this region are then instantly increased to a fully-
burned state. This method conserves energy, as the detonation
is initiated by the sudden release of energy from the conver-
sion of fuel to NSE, not by an unphysical addition of extra
energy. Each plume is limited to ignite no more than 2 — 3
detonations, with a minimum separation distance of 200 km
imposed between detonation points. The full details of this
algorithm are given in Section 3.2 of Jackson et al. (2010).
Previous studies using this DDT mechanism found that
DDT points with a 12 km radius successfully generated det-
onations in all simulations performed. However, our simula-
tions showed that this size DDT point is not as robust for this
study. One of our simulations (p.o = 1.0 x 10° g cm™, real-
ization 8) deviated from the behavior of the other 149 simula-
tions and inspection showed that the first plume to reach pppr
ignited several DDT points that did not propagate as detona-
tions; the first detonation to actually propagate ignited when
the second plume reached pppy significantly after (and be-
neath) the first plume to reach pppy. The failure of the det-
onation of the first plume to reach pppr led to significantly
more expansion of the WD prior to the subsequent detona-
tion, which led to some or all of the material burning at a
lower density than it should have, and the corresponding sus-
pect yields. Thus we removed this simulation from our suite
and performed the analysis on the remaining 149 points. Even
if this “failed DDT” simulation is included, the results pre-
sented in this paper change by no more than a few percent.

3.2. Mesh Refinement

Refinement is based on gradients in p and ¢/, subject to
the limits imposed below. We define three types of regions,
subject to different refinement limits:

1. fluff (f): regions with p < pgus

2. star (*): non-energy-generating stellar material, p >
PAluft

3. energy generation (eg):
regions with €yc > €eg OF Oy > P g

where ¢g, 1s the reaction progress variable from the
ADR equation, and €., and ¢g, ¢, are parameters equal to

10'® erg g7! s7! and 0.2 s™! respectively. These limits are
chosen so that all actively propagating flames or detonation
fronts are at the highest resolution. We establish a mini-
mum cell size for refinement of each type of region such that
Ar>Ap > Ag. Weuse Ay =4 km, A, =16 km and Ay
to be as large as allowable. FLASH only allows adjacent sub-
domains of the mesh to be of fixed size (we use 16x16 cells)
and to differ by a single refinement level (a factor of 2 in
resolution). These were found to be the lowest resolutions
which gave converged results in 1-d simulations (Townsley
et al. 2009).

Fluff is the low-density area outside of the star; we choose
pue = 10> g cm™. The FLASH code cannot properly handle
empty (zero-density) regions, so these regions are set to some
low, but non-zero, density so that they will not affect the dy-
namics of the star. To avoid rapidly cycling the refinement-
derefinement of a region, a small amount of hysteresis is in-
troduced near the limits for refinement changes, so that, for
example, a refinement of grid resolution is not immediately
derefined as a result of slight changes due to the necessary
interpolation.
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4. RESULTS

The results presented here build on the initial results pre-
sented in Krueger et al. (2010) and extend the analysis be-
yond what was shown there. The explosions occur in two
main phases, the deflagration phase (from ignition until the
first DDT occurs) and the subsequent detonation phase. The
principal difference is that during the deflagration phase, the
star has time to react to the energy release. Accordingly, the
evolution is naturally divided by the time at which the first
DDT event occurs, which we define as fppr; this duration also
describes the time spent in the deflagration-dominated phase
of the SNIa evolution. We also define #;g as the time when the
production of IGEs ceases. This is the time at which burning
ceases, and by this time the NSE state is no longer evolving
due to freezeout; thus energy release has effectively ceased
by tigs. However, our models have not yet entered into free
expansion by this time. For the purpose of our simulations,
tige also measures the duration of the entire SNIa event. We
found that the duration of the deflagration phase (fppr) de-
creases with increasing density and is less sensitive to density
as the density increases, while the duration of the detonation
phase (equal to #,gx —fppr) is very nearly constant for all sim-
ulations, with a mean of 0.476 s and a standard deviation of
0.065 s.

The table in Appendix C presents the masses of **Ni and
IGEs at tppt and tige. Recall from Table 1 that the total mass
and the mass of the convective core both change with den-
sity, but the variations are only of a few percent. Thus, we
believe that effects from variations in the total or convective
core masses are negligible. The results and trends we describe
follow from variations in the central density and the variations
in initial conditions from realization to realization. Also, as
discussed in Section 3 of Krueger et al. (2010), the choice of
the DDT transition density in our simulations led to an over-
production of *°Ni. Essentially, our models are systematically
too bright, but we believe that our trends are valid. Jackson
et al. (2010) investigated the role of DDT density in our mod-
els and found that the production of *Ni is very sensitive to
the choice of DDT density. This choice determines the dura-
tion of the deflagration phase, which determines the amount
of expansion and, accordingly, the density profile of the star
during the detonation and the yield. Future studies will be
better calibrated based on these results.

4.1. Evolution

Figure 3 shows the evolution of the gravitational binding
energy and the mass of IGEs for the five simulations per-
formed using realization 5, each with a different p. 9. During
the deflagration-dominated phase, higher-p. o progenitors ex-
perience faster burning, thus expanding the star faster due to
the faster energy release. This effect can be seen by the rapid
drop of the binding energy for the higher-density simulations
around 0.5 s in the upper panel. The transition to a detonation
in higher-p. ¢ progenitors occurs sooner. Once the first DDT
event occurs, the production of IGEs proceeds much faster
than in the deflagration phase, as may be seen by the sudden
increase of the slope in the lower panel after the detonation
occurs.

During the detonation phase the drop in binding energy is
similar for all densities. During this same period the curves
of the IGE mass stay ordered, with the differences between
them following principally from the difference in fppr. The
nonlinear morphological dependencies come into play as the
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FiG. 3.—: Sample curves showing the evolution of the gravita-
tional binding energy and the mass of IGEs over the duration
of a simulation. These curves all use realization 5. Curves
are colored by p.o: 1.0 x 10° g cm™ (red), 2.0 x 10° g cm™
(green), 3.0 x 10° g cm™ (blue), 4.0 x 10° g cm™ (magenta),
5.0 x 10° g cm™ (cyan). The times tppr and #gg are marked
by black circles and black diamonds respectively.

detonation slows and then stops; the total IGE yield plateaus
to a constant value, but that value is not (for a single real-
ization) correlated with the central density of the progenitor.
The leveling off of the mass of IGEs, due to the cessation of
burning, is apparent in the lower panel. The time #gz was
calculated for each simulation by finding the point at which
the IGE mass changes by less than 0.01% over the preceding
0.01s.

4.2. Statistics

We showed in Krueger et al. (2010) (see especially Figure
2) that a single initial morphology is, in general, insufficient
to capture trends in SNela due to the nonlinearities involved
in the explosion process. This observation invites the ques-
tion of how many initial morphologies are necessary to obtain
statistically-meaningful trends from the simulations. Figure 4
presents the standard deviation of *°Ni yield as a function
of the number of realizations, with the realizations added in
the order presented in Appendix A. Shown are the standard
deviations for each of the five central densities of the study.
The obvious evolution of the standard deviation until approx-
imately 15 realizations are included in the average shows that
a statistically meaningful average requires approximately 15
realizations. From this result, we conclude that our our sam-
ple of 30 realizations per central density is sufficient to fully
characterize the statistical trends we present. The choice of
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Fi1G. 4—: Plot of the standard deviation of **Ni yield as
a function of the number of realizations, added in the order
listed in Appendix A, for each of the five central densities of
the study. The standard deviation of the **Ni mass converges
around 15 total realizations.

30 realizations allows us to go somewhat beyond character-
izing the variation in the sample, allowing us to reduce our
uncertainty on the sample mean.

This result, the need for an average over an ensemble of
simulations for determining statistically-meaningful trends, is
critical to the analysis of our study. Because the results dis-
cussed in this paper come from a statistical analysis of our
simulations, the results presented here generally cannot be ap-
plied predictively to individual SNela, but only apply statis-
tically to large sets of SNela. Exceptions to this rule will be
noted explicitly.

4.3. Initial Morphology Correlations

We explored whether properties of the initial flame mor-
phology correlate with the final result. We find that “spikier”
initial flame surfaces, that is initial morphologies that appear
to have a small number of large amplitude perturbations, give
rise to faster plume growth and less expansion, and, therefore,
a higher yield of IGEs and *°Ni. Several quantities were tested
as measures of the morphology of “spikiness”, and each gave
the same qualitative result. For example, Figure 5 plots the
final yield of IGEs as a function of the maximum radius of the
initial flame surface and standard deviation of the initial flame
radius.

As illustrative cases, consider Figure 2. The right pan-
els shows realization 10, p.o =3 x 10° g cm™, which is a
very smooth initial flame surface; this same realization is out-
lined by a black square in Figure 5. The smooth configura-
tion results in several rising plumes approaching pppr, and
these multiple plumes burn a larger fraction of the star and
release more energy than a single plume would during its rise
to pppr. The net effect is an increase in both fppr and in
the amount of expansion at #ppr, leaving less mass at densi-
ties high enough to burn to IGEs during the detonation phase.
Contrast this with the left panels of Figure 2, showing real-
ization 21, p.o =3 x 10° g cm™, which is a very spiky initial
flame surface; this same realization is outlined by a black cir-
cle in Figure 5. For this case, a single plume is dominant over
all other features of the initial flame surface and rapidly ac-
celerates towards pppr with little competition. This gives a
short deflagration phase, and burns a lower fraction of the star
prior to the detonation (see especially Figure 2c). These two



effects result in less expansion at fppr, leaving more mass at
a density high enough to burn to IGEs during the detonation,
resulting in a greater yield of IGEs and *°Ni.

In the center of each panel of Figure 5, the trend is not
so clear. Realization 24 (outlined by black diamonds) is a
good example of the lack of a clear trend in this intermediate
range. The initial flame surface for realization 24 has multi-
ple large spikes, so that it has a larger than average maximum
radius and radial standard deviation, and would be considered
a spiky case. However, most of these spikes are of compa-
rable maximum radius, and none of these features develops
into a dominant plume, as is typical of the spiky cases; in-
stead, the plumes grow together and the behavior is like that
of the smooth cases. Thus realization 24 leads to high values
of tppr and low yields of IGEs and *®Ni relative to simula-
tions of similar spikiness. Thus the intermediate range does
not show a strong trend, while the extreme ranges (multiple
competing plumes starting from a smooth initial surface, or a
single dominant plume with no significant competition) show
the trend more clearly.

4.4. Yields

Figure 6 shows the masses of IGEs and “°Ni produced in
the 149 simulations that were analyzed, along with the *Ni-
to-IGE mass ratio. The figures plot yield vs. central density
and also show average yields and standard deviations at each
central density, with best-fit trend lines. The mass of IGEs is
consistent with a flat line; i.e., it is independent of p.o. How-

ever, the mass of *°Ni decreases with increasing p.o. The
significant scatter in the two masses is readily apparent; the
mean standard deviations for the IGEs and *°Ni masses are
0.108 M and 0.105 M, respectively. As discussed in Maz-
zali & Podsiadlowski (2006) and Woosley et al. (2007), as-
suming a constant IGE mass and varying the *°Ni mass pro-
duces SNela that lie approximately along the observed width-
luminosity relationship, while the width of the relationship
allows the IGE mass to vary somewhat (c.f. Figures 15 and 20
of Woosley et al. 2007). We note that the masses of IGEs and
in particular the masses of *Ni from our simulations are on
average higher than accepted results for masses synthesized
in actual SNIa events (see Woosley et al. 2007, and references
therein).

The *Ni-to-IGE mass ratio decreases with increasing p..o,
as would be expected from a constant IGE mass and a de-
creasing mass of **Ni. However, unlike the constant stan-
dard deviations of these two masses, the standard deviation of
the *Ni-to-IGE mass ratio increases with Peo. The variation
in the °Ni-to-IGE ratio is dominated by variation related to
neutronization: because neutronization can exaggerate differ-
ences that arise in the hydrodynamics, we find that the stan-
dard deviation (variation) increases with the total mass of sta-
ble IGEs synthesized

Additionally, we found that the yield from burning during
the deflagration phase is substantially different from the yield
during the detonation phase. Figure 7 shows the yields of
stable IGEs and “°Ni during the deflagration and detonation
phases. The trend of increasing stable IGE yield and decreas-
ing *°Ni yield with increasing central density is most obvi-
ous in the deflagration phase yield. We interpret this result
as following from the fact that the detonation phase involves
burning at densities that are typically lower than those of the
deflagration phase due to expansion of the star during the de-
flagration phase. The neutronization rate increases with den-
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Fi6. 5.—: Plots of the mass of IGEs as functions of the maxi-
mum initial flame radius and the standard deviation of the ini-
tial flame radius, both being treated as measures of how spiky
the initial flame surface is, with simulations colored by p. .
The black square marks realization 10 and the black circle
marks realization 21, both with p.o =3 x 10° g cm™. These
two simulations are shown in Figures 2a — 2d, and are exam-
ples of extreme cases: very smooth (realization 10) and very
spiky (realization 21). Black diamonds mark realization 24,
an example which runs counter to the general trend, and a
good illustration of the ambiguity of the intermediate regions
of these plots.

sity, so it shows up most strongly in the deflagration phase
before significant expansion occurs.

4.5. Distribution of >Ni

The principal result from a simulation is the mass of **Ni
synthesized in the explosion, which directly sets the bright-
ness of an event. The synthesized **Ni masses are listed in
Appendix C. The next question to be answered in the analy-
sis concerns the distribution of *Ni in the remnant. Figure 8
presents radially-averaged profiles of >*Ni for three of the five
central densities (p.o =1 x 10%, 3 x 10%, and 5 x 10°%). Also
shown are representative results from realizations 4, 12, 13,
and 29 for comparison. The radial profile of **Ni mass frac-
tion varies between simulations, but certain details are consis-
tent across the ensemble. The inner 0.8 — 1.0 M, has a high
SSNi mass fraction; we refer to this region as the “plateau”,
although there can be significant variation within this region.
Outside of the plateau, there is a smooth decrease to a **Ni
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Fi6. 6.—: Final yields (at #igg) of our simulations plotted
against p.o. The black lines are the best-fit trend lines, with
the averages and standard deviations marked by the circles
and the vertical error bars.

mass fraction at or near zero at the surface of the WD; we re-
fer to this as the “decline” region. It appears that this decline
region may not be fully relaxed to the final profile at time
hce, but may experience some steepening prior to entering
the free-expansion phase. Lower-p. simulations have less
neutronization and therefore generate more “*Ni. For these
simulations the **Ni mass fraction in the plateau tends to clus-
ter near the maximum value (~ 0.9), with some deviations
down as far as ~0.6. The higher-p. o simulations have more
neutronization and therefore generate less *°Ni, so the typical
Ni mass fraction in the plateau shows more variation and
there exist larger deviations from the mean (down to ~0.2).
The representative realizations presented in Figure 8
demonstrate the deviation from mean behavior. In partic-
ular, the representative realizations show “typical” behavior
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FiG. 7.—: Plots of the masses of stable IGEs (red pluses),
N1 (blue asterisks), and total IGEs (green crosses) produced
during the deflagration phase (top panel) and the detonation
phase (bottom panel). The symbols for each mass have been
horizontally shifted slightly so the symbols do not overlap.

(the *°Ni profile nearly matches the mean profile), over- and
under-luminous models, and **Ni holes (patches within the
plateau with significantly less °Ni than the surrounding re-
gions). Previous studies have reported the presence of a *Ni
hole in the inner region (Hoflich et al. 2010). The green and
red curves in the bottom panel of Figure 8 (realization 4) il-
lustrate such a *°Ni deficit, although the deficit is offset from
the center of the WD in the case of the red curve. Most of our
simulations do not show evidence of this **Ni hole in the inner
region. Only a few simulations have such a feature, with 3°Ni
holes being more common in simulations with a higher p,.
Turbulent mixing caused by the burning processes breaks the
symmetries that give rise to a consistent central **Ni hole in
1-d simulations.

Figure 9 shows the distributions of *°Ni, stable IGEs, and
non-IGE material for the four sample cases shown in Fig-
ure 8¢ (pe.0 =5 x 10%). For our results, the mass of stable IGEs
is approximated by any IGE material that is not “*Ni. The fig-
ures present the inner 6000 km of the domain, and for all cases
the bulk of IGEs appears in the plotted region. The distribu-
tions indicate that “®*Ni holes can be caused by incompletely-
burned regions (for example, on the axis of Figure 9c just be-
low the equator) or by neutronized regions (for example, ad-
joining the previously-mentioned incompletely-burned region
of Figure 9c, or the band at a radius of ~2000 km in Fig-
ure 9a). The plume rise, velocity fields, and neutronization
may be asymmetric, which is seen especially in Figures 9a
and 9d. The degree of asymmetry observed in our models
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Fi6. 8.—: Radially-averaged profiles of **Ni mass fraction
at three central densities (1 x 10%, 3 x 10%, 5 x 10’ g cm™ in
Panels 8a, 8b, and 8c respectively). The black curves show
the mean profile of all simulations at a given p.o, with the
grey band showing the standard deviation. The four colored
curves represent four different realizations: 4 (red), 12 (blue),
13 (green), and 29 (brown).

suggests that there may be noticeable line-of-sight effects for
SNela.

4.6. Distinguishing Age Among SNela of Equal Brightness

Can we extract from our results insight into the age of

a progenitor WD given the brightness of the SNIa? From 9%

our results, one might conclude that the mass of stable IGEs
(Mjtaple) should increase with increasing p. o, and that the re-
lation should have a large scatter (akin to the scatter in the
6Ni and IGE relations). Figure 10 illustrates the relationship
between p o and Mpie, along with the best-fit trend and the
scatter (the shaded region shows two standard deviations in
each direction around the best fit curve through the data). The
data show an increasing trend as expected, with the best fit
being

) Mapie \ M.
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10° g cm Mg Mg
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Unlike the *°Ni and IGE relations, however, there is a very
small scatter in this relation for My, with a standard devi-
ation of only 0.167 x 10° g cm™. This result is the tightest
relation in our data, to the point where this relation can be
meaningfully applied to a single event. This tight relationship
is unlike all of our other relations, which only apply to the
statistics of large ensembles.

Given observations of multiple SNela of the same bright-
ness and a reliable measure of the mass of stable IGEs from
the observations, our models predict that we can use Equation
(4) to determine the relative ages of the progenitors. The re-
lation provides the central density from observed masses of
stable IGEs. Lesaffre et al. (2006) presents relations between
the cooling time of the progenitor and the central density of
the progenitor at the ignition of the thermonuclear runaway.
Applying the relations of Lesaffre et al. (2006) to the central
densities, our result allows determination of the cooling times
the progenitor WDs experienced. Assuming the progenitors
had the same main sequence mass, we thus obtain a measure
of the relative ages of the progenitors. Because this result
is derived from varying the central density of the progenitor,
we are implicitly assuming that such a variation of p. g is the
dominant effect on the mass of stable IGEs. Future work in
three dimensions will consider central density variation com-
bined with other effects that may be related to age.

Our models, specifically the distribution of IGEs in the ex-
panding remnant, offer insight into what would be required
for observing the mass of stable IGEs. While our models ex-
hibit a mild degree of asymmetry, we find systematic behavior
of the distribution of heavy nuclei for events of a given bright-
ness (or given mass of *°Ni). Figure 11 shows profiles of *°Ni
and IGE mass fractions in three sets. Each set has a simulation
at each of the five central densities, but the simulations within
a set are chosen to have approximately the same integrated
6Ni mass. Accordingly, the simulations within a set may not
be from the same realization. These profiles are generated at
tige, when the burning has essentially ceased, but not yet into
the free-expansion phase.

The plateau (central region) exhibits a slight systematic be-
havior in Figure 11. Considering both the curves of *°Ni and
IGEs, we note a tendency of a less-well-defined plateau in the
lowest->*Ni-mass set (top panel). The start of the decline re-
gion occurs at a higher enclosed mass for simulations with a
higher mass of °Ni; the plateau extends farther out. Also,
there appears to be a mild trend in the plateau region of simu-
lations within a set: the higher p. ¢ simulations (magenta and
cyan curves) tend to show a wider plateau in the IGE mass
fraction. In addition, we note that within these results, some
simulations exhibit the **Ni hole while some do not. The hole
may be observed in the drastic decreases of some curves at
the lowest enclosed masses.
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F16. 9.—: Plots of the inner 6,000 km of four simulations at #;Gg, showing mass fractions of °Ni (red), stable IGEs (blue), and
non-IGE material (white). These are the same simulations plotted in Figure 8c, with p. =5 x 10° g cm™; from left to right, the
panels show a non-central **Ni hole (realization 4), an overluminous case (realization 12), an underluminous case with a central
°%Ni hole (realization 13), and a typical case (realization 29). The off-center *°Ni deficit in realization 4 is due to a band of
neutronized, stable isotopes caused by multiple plumes that have reached a common radius. The central *°Ni hole in realization
13 is partially due to a neutronized region around the equator, and partially due to an incompletely-burned region near the axis,

below the equator.
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F1G. 10.—: Plot of p. o vs. Mubie. The shaded region displays
two standard deviations around the model (Equation (4)).

We also may consider the distribution of the synthesized
heavy elements within the models. Figure 12 shows the dis-
tribution of **Ni vs. stable IGEs for 3 of the simulations from
Figure 11a. The densities of the three simulations (p.o =
1 x 10% 3 x 10%, and 5 x 10° g cm™) span the range of cen-
tral density. The trend for more stable IGEs at higher p. ¢ can
clearly be seen by the more extensive regions colored in blue,
indicating higher mass fractions of stable IGEs. These 2-d
plots also show that as p, ¢ increases, the *Ni and stable IGEs
are more sharply segregated; there are more mixed regions (in
shades of purple) in the lowest-p. o simulation (Figure 12a).

5. DISCUSSION

The results presented above in Section 4 follow directly
from our simulations and are as rigorous as can be within
the limitations of our models (as described in Section 2). We
may extend our results some in order to investigate the impli-
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cations of our trends, particularly the decreasing proportion
of *Ni with increasing central density. The principle result
from one of our simulations is the mass of *°Ni, and there
are well-established relationships between the brightness of
an observed thermonuclear supernova and the mass of *°Ni
synthesized during the explosion (see Woosley et al. 2007,
and references therein). Thus our trends may have implica-
tions for the brightness of events. In this section, we explore
these connections by comparing our trends in *®Ni mass to
SNi masses inferred from observations.

In Krueger et al. (2010) (see especially Figure 4 of Krueger
et al. (2010), an updated version of which is shown in Fig-
ure 14 of this paper), we showed that our results agree with
the general trend of dimmer SNela from older stellar popula-
tions by comparing with observations from Neill et al. (2009).
We improve upon that result with two additions: recalibra-
tion of the **Ni mass produced by our models and clarifying
the definition of “age” by including a range of main sequence
lifetimes. Additionally, this section discusses how our results
compare to other studies considering the effect of p,. o on **Ni.

5.1. Recalibration of *°Ni Yield

As discussed above, on average our suite of simulations ex-
hibited an overproduction of IGEs and **Ni when compared
to masses estimated from observations of remnants (Woosley
et al. 2007). We estimate a correction to our *°Ni masses,
the details of which are given in Appendix B but which we
summarize here, that allows us to more directly compare our
results to *°Ni masses inferred from observations.

The recalibration is based on relationships between model
parameters and explosion yields found in previous studies.
Jackson et al. (2010) found that higher values of pppr led to
increased yields due to less expansion of the star during the
deflagration phase. Townsley et al. (2009) found a correspon-
dence between the mass at densities above 2 x 107 g cm™ at
tppr and the mass of IGEs synthesized in the yield (Figure 5).
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FiG. 11.—: Comparisons of radial profiles of **Ni and IGE
mass fractions for models with nearly the same total mass of
N1, but different values of p,o. The upper set of profiles has
a mass of 0.689 +0.003 M, the central set of profiles has a
mass of 0.763 +0.003 M, and the lower set of profiles has a
mass of 0.889+0.005 M. Lines are colored by p.o: 1.0 x
10° g cm™ (red), 2.0 x 10° g ecm™ (green), 3.0 x 10° g cm™
(blue), 4.0 x 10° g cm™ (magenta), 5.0 x 10° g cm™ (cyan).
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Although the correspondence found by Townsley et al. (2009)
was not perfect, these two relationships form the basis for our
re-scaling. We note that the rescaling assumes that even for
lower values of pppr, the mass of IGEs is independent of p,o;
this assumption is discussed in greater detail in Appendix B
based on the expansion characteristics present in our simu-
lations. However, this is a critical assumption in our anal-
ysis and is based on a somewhat restricted parameter space
and therefore is subject to future investigation to confirm it.
Recent work by Seitenzahl et al. (2011), who performed full
three-dimensional simulations covering the range of observed
S6Ni masses, suggests that this assumption does not hold. See
section Section 5.3.

Performing this recalibration lowers the “*Ni masses (see
Figure 13), giving yields that are consistent with yields in-
ferred from observations. A similar trend of decreasing *Ni
mass with increasing central density is also found in these
extrapolated results. Future models will extend to three di-
mensions and may include more physically-motivated initial
conditions or more detailed burning models that capture in-
teractions between the turbulent velocity field and the flame
structure. Such changes will require that we re-evaluate our
choice of model parameters, such as pppr.

5.2. Comparison to Observations

One of the principal metrics that we extract from each sim-
ulation is the mass of **Ni produced, which is directly related
to the brightness of an event. Using the method outlined in
Howell et al. (2009), we converted stretch reported in obser-
vational results to *°Ni masses to compare to the **Ni masses
(derived in Section 5.1) obtained from our simulations. We
then combined our central density values with the results of
Lesaffre et al. (2006), which correlate the central density at
the time of the ignition of the flame front to the cooling time
of the progenitor WD, allowing us to express our results as
ages. The results of Lesaffre et al. (2006) suggest that a WD
with a central density of 1 x 10° g cm™ will not ignite with-
out further accretion, so for this comparison we neglect our
simulations with that value of p.o. Our “age” was previously
defined as the delay time (7¢001), While the observational re-
sults used the delay time, which includes the main-sequence
lifetime (7vis). We can improve our comparison by applying
a shift to our data to account for mys. We assume that our
progenitors differ solely in their cooling times in order to sep-
arate out other effects; therefore we take mys to be constant
across our results. Our best-fit line would now become

Mo = aloglo (Tcool+TMS)+67 (5)

where o and [ are fitting parameters. Because the addition
of 7ys is inside the logarithm, this corresponds not only to
a shift but also an increasing slope. We have selected two
estimated limiting values for mys (0.05 and 1.0 Gyr, corre-
sponding to main-sequence masses of approximately 8.0 and
1.5 Mgrespectively; see Hansen et al. 2004) and included
them with the original myg = 0 result in Figure 14. Adding
in a 7ys consistent with our C/O progenitors brings our re-
sults into better agreement with the two right-most points of
Neill et al. (2009).

As seen in Figure 14, our theoretical results are not in com-
plete agreement with the observed data. Observationally, the
age-brightness correlation may flatten at young ages, while
our data do not, resulting in our data being overluminous rel-
ative to young SNela. This study isolated the effects of cen-
tral density and related that to age assuming a constant main-
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F1G. 12.—: Comparison of 56N and stable IGE distributions at #gg for simulations with the same total *°Ni mass. These
images are generated from the same simulations used in Figure 11a. From left to right, the central densities are 1.0, 3.0, and
5.0 x10° g cm™. Red represents the mass fraction of *Ni, blue represents stable IGEs, and white represents non-IGEs. Axes
are in kilometers. As p, increases (with constant ®Ni), more IGEs are produced and less material is mixed (seen by the purple

regions).

sequence mass, but there are other effects that may be cor-
related. Examples of such potentially correlated effects are:
main-sequence mass and it’s correlation with central density,
metallicity of the progenitor, core '*C fraction prior to igni-
tion of the deflagration, sedimentation, and others. Inclusion
of such effects may modify the results presented here and are
the subjects of future work.

5.3. Comparison to Other Theoretical Efforts

Recent theoretical work by other research groups also ad-
dresses the role of central density in the single-degenerate pic-
ture of SNela. Fisher et al. (2010) note that in the gravitation-
ally confined detonation model (GCD; Plewa et al. 2004), a
higher central density leads to increased energy release dur-
ing the deflagration phase, which leads to increased expansion
of the star and an increase in the production of intermediate-
mass elements and the corresponding decrease in IGEs. These
results are consistent with our findings concerning the choice
of pppr influencing the production of IGEs discussed above
in Section 3.1.2. These results are also consistent with some
of our realizations, but Fisher et al. (2010) do not consider the
role of neutronization, preventing comparison to our princi-
pal result that the relative proportion of *Ni decreases with
higher central density, producing a dimmer event.

Seitenzahl et al. (2011) performed a study of the DDT sce-
nario with three-dimensional simulations and a description of
the flame energetics that accounts for neutronization. Seiten-
zahl et al. (2011) similarly find that the °Ni fraction of IGEs
decreases in WD models with higher central densities, but
they also find that the mass of IGEs increases at higher den-
sities. The net effect is a roughly constant mass of *°Ni syn-
thesized during the explosion, implying that central density
influences the brightness of an event only as a secondary pa-
rameter. Seitenzahl et al. (2011) comment on differences be-
tween their results and our earlier results (Krueger et al. 2010)
and, likewise, we offer discussion here.

First, we note that our results are more similar than they
might at first appear. Our trend of decreasing *Ni follows
from the increased rate of neutronization at high densities of
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a roughly constant mass of IGEs synthesized during the ex-
plosion. In a sense, our trend is consistent with that of Seiten-
zahl et al. (2011). For a given mass of IGEs, the fraction
that is *°Ni is lower in WD models with a high central den-
sity. The difference between our results and Seitenzahl et al.
(2011) follows from the the increase in the mass of IGEs syn-
thesized in their models. If our explosions produced more
IGEs for higher central density progenitors, then we may well
see a roughly constant mass of “*Ni. This observation should
be readily apparent by considering Figure 6. If the flat slope
of the IGE yield were instead rising enough, the decreasing
slope of the *°Ni yield would be instead rising. Accordingly,
the key to the differences in our results is understanding the
reason for the difference in the production of IGEs.

While there are many differences between the methodol-
ogy of Seitenzahl et al. (2011) and ours, including (as they
mention) differences in the flame model (level set vs. ADR),
differences in the energy release scheme, and structure of the
computational mesh, perhaps the most substantive difference
is the dimensionality of the simulations. Three-dimensional
simulations meaningfully describe turbulent flow, which en-
ables use of turbulence-flame interaction (TFI) models. Tur-
bulence in two-dimensional simulations, however, has very
different properties; particularly, it has an inverse-cascade of
energy from small to large scales (see Chapter 10 of Davidson
2004, and references therein). Because of the large scope of
this study, only two-dimensional simulations were possible.
As described above, our models use a flame speed that com-
pensates for buoyancy effects to prevent the flame from being
torn apart by Rayleigh-Taylor-induced turbulence. Because
of the issue of turbulence in two-dimensional simulations, we
chose not to include models for unresolved turbulence and the
turbulence-flame interaction in our models for this study.

In their three-dimensional simulations, Seitenzahl et al.
(2011) similarly account for buoyancy effects, but also im-
plement a method for accounting for turbulent energy on un-
resolved scales and the corresponding enhancement to the
flame speed. Originally proposed by Niemeyer & Hillebrandt
(1995) and developed in detail by Schmidt et al. (2006a,b),
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F16. 13.—: Final yields of our simulations after recalibration
using Equations (B2) and (B3), the parameter values given
in Table B2, and the time shifts given in Table B3. The black
lines are the best-fit trend lines, with the averages and standard
deviations marked by the circles and the vertical error bars.
These plots are directly analogous to those shown in Figure 6.

the method consists of a dynamic measure of the local tur-
bulent energy on sub-grid scales and sets the flame speed to

s=4/s7+Cq?, where g is a velocity that characterizes the

sub-grid turbulence energy content and C, is a constant taken
to be 4/3. This addition should boost the burning rate during
the deflagration phase, which will change the density profile
of the star when the detonation occurs and thus change the
final yield. It may be our omission of turbulence and flame-
turbulence interaction models that accounts for the systematic
difference we see in the yield of IGEs compared to Seitenzahl
ctal. (2011). While the difference in treatment of the turbulent
flame is a very important one, it is difficult to decouple from
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FiG. 14.—: Plot of Msey; vs. age comparing the scaled results
of this study to the **Ni masses inferred from the observations
of Neill et al. (2009). In red are the points from this study
with no shift (i.e., nys = 0 Gyr), along with the standard error
of the mean and a best-fit trend line following the form of
Equation (5). The green shaded region shows our best-fit line
with 7ys =0.05—1.0 Gyr. In blue are the binned and averaged
points from Figure 5 of Neill et al. (2009), along with their
best-fit trend line.

the dimensionality of the simulations performed. The dimen-
sionality appears to influence the expansion rate, which may
or may not be related to the turbulent flame model. Future
three-dimensional simulations with different turbulent flame
models will be able to address these uncertainties.

Seitenzahl et al. (2011) also mention the choice of pppr as a
possible source of the difference between their study and our
carlier results. As they describe, Seitenzahl et al. (2011) use
a dynamic measure that calculates the probability of a DDT
based on the turbulent intensity, density, and fraction of fuel.
As they note, this prescription is significantly different from
just fixing pppr and results in fewer DDTs. Considering Ta-
ble 1 of Seitenzahl et al. (2011), we can see that the density at
which the DDT occurred appears to be a function of central
density due to their DDT criteria: other than their three mod-
els with only five DDT points, their effective DDT density
increases with central density. A higher DDT density implies
an earlier detonation, which means that the star has expanded
less prior to the detonation, allowing the detonation to burn a
larger fraction of the star. So it may be possible that the trend
of'increasing IGEs seen in Seitenzahl et al. (2011) comes from
the change in their effective DDT density, instead of directly
from the changing p. . Regardless of whether this difference
in methodology fully explains the difference in results, we can
state that the differences in methodologies make direct com-
parison between the two results difficult.

Finally, the relatively small number of simulations per-
formed by Seitenzahl et al. (2011) may not allow them to de-
termine statistically meaningful trends. Unfortunately, the ex-
pense of three-dimensional simulations make extensive stud-
ies difficult. The twelve simulations they performed are a re-
markable achievement, but our results suggest that it is nec-
essary to have a distribution of ignition conditions that repro-
duces the distribution of observed yields. Our statistical en-
semble does this in two dimensions, but demonstrating such
a distribution in three dimensions would require significant
computational resources.

As Seitenzahl et al. (2011) mention, Meakin et al. (2009)



explored the effect of varying the offset from the center of
the initially burned region (what we call the “match head”)
in the GCD scenario. Their Figure 12 plots mass of NSE el-
ements (which we have been referring to as IGEs), mass at
p > 107 g cm™, and mass of °Ni as functions of central den-
sity at the time of the detonation; all of their models have the
same central density at the ignition of the deflagration. We
note that the GCD scenario is significantly different from the
DDT scenario that we and Seitenzahl et al. (2011) investi-
gated, with the principal difference arising in the expansion
of the star during the deflagration phase of the evolution. In
the GCD scenario, the star expands during the deflagration as
the bubbles rise because the displaced mass softens the gravi-
tational potential. The effect is that GCD models typically ex-
perience considerably less expansion than DDT models. Also,
unlike central ignitions, there is very little material burned
until the detonation occurs. A direct comparison, therefore,
between the results of Meakin et al. (2009), with yields pre-
sented as functions of the central density at the ignition of
the detonation, and our work, considering yields as a function
of central density at the initial ignition of the deflagration, is
at best uncertain, especially given that our results show that
the effect of neutronization is greatest during the deflagration
phase as illustrated in Figure 7.

Ropke et al. (2006) performed a set of simulations of SNela
assuming the pure deflagration model. They found that as
the central density of the progenitor is increased, the mass of
%Ni produced also increases. Their discussion of why they
produce more iron-group material also applies to our results.
The yields during the deflagration and detonation phases were
presented in Figure 7. We find the yield of IGEs increases
with central density during the deflagration phase. We do not,
however, find the same increase in °Ni mass due to increased
neutronization. On this point our results disagree with the
pure deflagration model as studied by Ropke et al. (20006).
Bravo et al. (1990), however, studied the effects of neutron-
ization and found that at higher central densities the yield of
6Ni decreases, in agreement with our results.

Similarly to the Seitenzahl et al. (2011) work, Ropke et al.
(2006) and Bravo et al. (1990) only performed a modest num-
ber of simulations. In light of our findings in Section 4.2, we
note that it may be difficult to draw statistically significant re-
sults from a single realization. Ropke et al. (2006) and Bravo
et al. (1990) both appear to use only a single morphology for
cach parameter set, which our results suggest could result in
deriving an incorrect trend.

6. SUMMARY AND CONCLUSIONS

This paper builds on the results presented in Krueger et al.
(2010), giving more detail of the study and extending the anal-
ysis. In that paper we showed that, in our 2-d simulations, a
higher central density of the progenitor star does not impact
the production of IGEs, but leads to greater neutronization,
resulting in the production of less *Ni. We also discussed the
relation between the age of the progenitor and the central den-
sity (see, e.g., Lesaffre et al. 20006), and the relation between
the brightness and the mass of *°Ni produced. Thus the state-
ment that a higher density leads to less *°Ni is equivalent to
the statement that an older progenitor will produce a dimmer
SNIa. In this work we expand on the discussion of Krueger
et al. (2010) to give more detail of our models and to improve
upon the age-brightness relation predicted by our simulations.
In particular, we show that by adding a main-sequence life-
time to the cooling time our brightness-age relation is steeper,

more closely matching the observed behavior of older SNela.

In comparing with other theoretical work, we see that the
variation of *®Ni mass with progenitor central density is not a
settled question. In this paper we further developed the idea
that, due to the strong nonlinearities of the processes in SNela,
a statistical study of an ensemble of SNIa simulations may be
necessary to determine the true trends. For our simulations,
we find that 15 realizations (morphologies of the initial flame
surface) are sufficient to characterize the mean trends from
our models.

We find that the inner region (out to an enclosed mass of
0.8 — 1.0 M) of the remnant is dominated by “*Ni. However,
the stable (non->°Ni) IGEs tend to be in “clumps”, instead of
well-mixed throughout this region. This may give rise to °Ni
holes with little or no *Ni, depending on the line of sight
through a SNIa remnant. The outer region of the remnant will
have more intermediate- and low-mass elements, as the burn-
ing becomes less efficient for lower densities. As the central
density increases, the mean **Ni mass fraction in the inner re-
gion drops (roughly 0.8 for p.o=1x 10° g cm™ to roughly
0.6 for p.o =5 x 10° g cm™). However, the extent of this re-
gion (in enclosed-mass space) does not significantly change.
Variations in the central density affect the sharpness of the
edges of the stable IGE clumps: a higher central density leads
to clumps of stable elements that are more sharply defined, as
well as less mixing between the *°Ni and the stable IGEs.

To better connect to observations, we discussed how to dis-
tinguish the relative ages of SNela with the same brightness
(in other words, the relative initial central densities of SNela
that produce the same mass of *°Ni). We found that, in our
models, the best measure of the central density is the mass of
stable IGEs, where higher central density progenitors produce
more stable IGEs due to their greater rate of neutronization
during the subsonic deflagration phase.

We found that a higher central density leads to a shorter
deflagration phase. Since the rate of neutronization is signif-
icantly boosted, the total neutronization is greater at a higher
central density despite there being less time to neutronize.
The time between the ignition of the first detonation and the
cessation of burning is independent of central density.

As noted in Krueger et al. (2010) and described above, our
choice for the DDT transition density led to an overproduc-
tion of **Ni. In Section 5.1 we provided a recalibration of
this overall brightness normalization to extrapolate our results
to an expected average brightness. Future work will be im-
proved by a better choice of DDT density and we will report
any quantitative changes to the trends reported here. Due to
the fundamentally 3-d nature of some of the phenomena in
a SNIa (such as the turbulent velocities), we plan to extend
this work by performing 3-d simulations. Because 3-d sim-
ulations are much more computationally expensive than the
corresponding 2-d simulations, a study with 3-d simulations
will by necessity be constrained to a smaller number of simu-
lations. The choices will be motivated by this work and seek
to span the parameter space explored here.
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APPENDIX
A. RANDOMIZED INITTAL CONDITIONS

The initial flame surfaces for each realization are determined by spherical harmonics. The formula used is:

r=150km+Y " 4,Y}", (A1)
4

where Y;" are the spherical harmonics and the coefficients 4, are given in Table Al. A reference implementation is available
online at http://astronomy.ua.edu/townsley/code/. This suite of simulations used an initial seed value of 1866936915.

B. RECALIBRATION OF *Ni YIELDS

As discussed above near the beginning of Section 4, on average our suite of simulations exhibited an overproduction of IGEs
and “°Ni. The yields of IGEs and *°Ni are related to the expansion of the WD prior to the ignition of the detonation: as the star
expands during the deflagration phase, the density decreases and, therefore, less fuel (C and O) remains at sufficiently high density
to burn to IGEs during the detonation. Thus, the amount of expansion of the WD prior to the DDT principally determines the yield
of IGEs and *°Ni (Nomoto et al. 1984; Khokhlov 1991). The amount of expansion is determined by DDT conditions (Jackson
et al. 2010) along with the energy deposition history, which depends on initial conditions, dimensionality, and the burning model.

Given our models and the simulations we have performed, the most straightforward way to systematically correct the over-
production of IGEs is to modify the DDT conditions and repeat the simulations. The value of pppy should be determined by
the physics of the DDT, but, as the physics of DDTs is incompletely understood and most likely could not be resolved in these
simulations, we treat pppr as a parameter. The DDT transition is implemented by burning small regions ahead of rising plumes,
when the tip of the plume reaches pppr. As demonstrated in Jackson et al. (2010), lowering the value of pppr is tantamount to
increasing fppy because the material that undergoes a DDT is at a higher radius and the time required for a rising bubble of burn-
ing material to reach that radius is longer. This longer #py1 results in more expansion of the WD prior to detonation and, because
the amount of material at higher density decreases, the detonation produces a lower yield of IGEs. In order to address the impact
of pppr on our results, the ideal solution would be to repeat our simulations with pppy set to a lower value and therefore obtain
a longer #ppy, more expansion, and more realistic yields. Using the data available from this study and the study of Jackson et al.
(2010), we can estimate the results of performing a new suite of simulations using a different value of pppt and use these findings
to inform future studies. We consider two issues here. First we attempt to extrapolate to lower pppr based on the expansion
characteristics of our models to confirm that for a single value of pppr, the Migg appears to continue to be independent of p,.o.
Second, we use this justified assumption to extrapolate our yields based on a delay of the DDT transition.

First we consider how we expect Mg might change if a lower pppr were assumed. Townsley et al. (2009) demonstrates a
correlation between Mig, at #igr and the mass of all material with a density greater than 2 x 107 g cm™ at time #ppr (Which we
represent by MB[;Tz). Therefore we can choose a new value of %%DT and use this correlation to estimate the final mass of IGEs in



TABLE A1l: Amplitudes of spherical harmonic perturbations by realization.

amplitude of perturbation (km)

real. #

A1z A3 A4 A1s A16

1 -50.88  -51.22  22.23 9.979 -56.23
2 -31.03  51.57 -43.21 -55.76 -30.22
3 -39.89  -28.06 3148  6.848 -29.80
4 -48.89  -44.21 1.509 5244  29.00
5 29.67 -74.12 -53.44 13.83  -51.24
6 -26.95  5.169 -45.79 -46.34 14.93
7 12.67 -19.76  -90.22 -2.312 -20.83
8 -10.23 1.206 -43.74 -25.57 10.26
9 30.25 6991 -29.37 -74.17 -29.50
10 -15.76  -4.818 14.53 1.979 -15.23
11 -55.91 47.08 -15.86 -34.44 -43.00
12 1.021 -0.685 -33.13 -4832 -22.22
13 -10.41  -3227 5236 27.06 -12.46
14 -73.60 -38.16 -22.76  41.81 25.76
15 -74.20 -3.179 -30.20 -36.56 -21.16
16 -86.84 16.28 19.75 1443 4924
17 12.87 4439 -12.17 -3434 -67.18
18 -13.88 -62.62 -3593 -41.57 -81.32
19 -31.09  -4991 2953 57.76 -5.397
20 5143 -4430 -41.00 2683 -42.83
21 -28.15 11.27 -37.43 85.20 -46.84
22 53.67 4730 -52.71 -46.66 -65.99
23 -21.66  -12.31 53.21 14,14 -34.18
24 -16.25 -68.30 -43.63 111.6 -33.86
25 -56.50 -31.25  44.51 0.098 -40.66
26 -98.62 -31.80 -19.40 45.75 -3.815

27 -39.29 2525 -3295 27.10 -14.95
28 2924 79.73  -30.80 -19.18 -96.98
29 -14.08 4698 -89.82 -11.95 2821
30 -2491 3312 -46.75 -1040 -3.940
order to verify that changing pppr does not change the fact that the mass of IGEs is independent of p. . In order to refine the

relation between Mg and MPPT . we make use of data from this study and data from the study presented in Jackson et al. (2010),

p1>2°
which varied pppy. This will enable us to calibrate the relationship between M|gx and M ngTz for differences in p. o and pppr.
The relationship between Migr and M2} appears to be approximately linear, so we assume that Mige =m M%) +b. As can be

seen in Figure B1, the relationship between MngE and Mg depends on p. o and pppr, so the slope and intercept are allowed to

be functions of p.o and pppr. We test polynomials of varying degree and find that the best functions are quadratic in p.o and
popr for both the slope and the intercept. The equations for this fitting are

Mige =m(peo, poo1) M2 +b(peo, popr) (Bla)
m(pe0, PODT) = M0 +71Pe.0+ 7207 0 +01ppDT + 2Py (B1b)
b(pe.0, poo1) = bo+E1pc0+E20% 0+ C1 pp0T + C2PDDT- (Blc)

Fitting this 10-parameter function to the data from this study and the study of Jackson et al. (2010) yields the parameters given

in Table B1. As a check, we use this relation at the same pppr as was used in our simulations (107" g cm™) and compare the
estimated values of Mg to the actual values. This is shown in Figure B2.

With this function, we can extract M ngTz assuming different values of pppy. Based on the data available, we cannot choose a
value of pppr lower than what used in this study, but we can test higher values of pppr. Figure B3 shows that for three sample
values of pppr, Mige 1s still independent of p.o; formally, we say that Migg is independent of p.o when the magnitude of the
slope of the line relating these two quantities is less than the uncertainty in the slope. We therefore assume that, even for lower
values of pppr, MiGr is independent of p. o. This allows us to apply a uniform shift in Migg(constant for all simulations) to correct
for the overproduction of IGEs. Observations tell us that the mass of IGEs should lie approximately in the range 0of 0.7—-0.9 Mg,
(see, e.g., Woosley et al. 2007), so we can choose to force our mean mass of IGEs to be in the center of this range (0.8 My).

Now that we have established a reasonable expectation that Migg will continue to be independent of p. o even at other pppr
values, we proceed to extrapolate our yields based around this premise. We can relate this change in Mg to a change in the mass
of *°Ni through adjustments to #pp1. The value of 75y, which depends on pppr, is not a free parameter that can be independently
adjusted in our models; however, in order to correct the mass of *°Ni we can treat fppr as a parameter. Figure B4 shows the
masses of IGEs and *°Ni plotted as functions of fppr, where each point is a single simulation colored by p.o. Also shown is a
trend line based on Equation (B2), explained below. Each of these quantities shows five separate trends, one for each value of
peo- Performing independent linear fits for each p.o gives lines that appear to be correlated: the five lines intersect each other
near tppr = 0, and the slopes appear to be a function of p. o. Based on these correlations, we derived a new fit using the function

Mpe,0;fpDT) =gﬁ+s(pc,0) fpDT, (B2)
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FiG. B1.—: Relationship between MngT2 and Mg, demonstrating the dependence of this relationship on p. o and pppr. The data
in the left panel comes from the study of Jackson et al. (2010), which varied pppr with a constant p, o; data points and trend lines
are colored by pppr. The data in the right panel comes from this study; data points and trend lines are colored by p. .

TABLE B1: Fit parameters for Equation (B1). These values assume that p. ¢ is in 10° g cm™, pppr is in 107 g cm™, and both
masses are in Mg .

parameter value
my 9.099 x 107!
7 1.453 x 107!
7 —2.429 x 1072
5 —4.225 x 107!
5 8.555 x 1072
bo 8.358 x 1073
€1 —1.847 x 107!
€ 2.869 x 1072
G 6.231x 107!
G —-1.196 x 107!
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F16. B2.—: Demonstration of the results of Equation (B1), showing the comparison of the actual M| data from simulations to
the values of Mg estimated from this relation (assuming pppr = 107! g cm™). Data points are colored by the study they were
taken from: blue from this study, red from Jackson et al. (2010). The dotted line shows a perfect correspondence between the
two measures of MiGg.

where y is the mass of either IGEs or **Ni. We found that the best form for the slope s(p.o) is:
s(pe0) =a plo+b peote. (B3)

Minimizing the x?2, for this 4-parameter function results in the parameter values shown in Table B2.
Given the shift in the mass of IGEs, we can then use the MiGg(pc,0,fppt) relation from Equations (B2) and (B3) to compute a
corresponding change in fppt. However, since the relation (in p§r5ticular the slope) depends on p. o, the time shift will also depend
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F16. B3.—: Demonstration of the results of Equation (B1), showing the trend of Mige with p., using data from this study.
The values of Mg from the simulations are shown in red, with green, blue, and magenta showing the estimated Mg assuming
popr = 1071, 1072, and 107 g cm™ respectively. The data points are slightly offset horizontally for clarity. This shows that Mg
is independent of p. o even if pppr varies. This figure also demonstrates that a lower value of pppr leads to a lower mean value
OfMIGE.
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Fic. B4.—: Yield of IGEs (left panel) and *°Ni (right panel) as functions of tppr for the 149 simulations. Also shown are the
best-fit trend lines in the form given by Equations (B2) and (B3). Lines and data points are colored by p.o: 1.0 x 10° g cm™

(red), 2.0 x 10° g cm™ (green), 3.0 x 10° g cm™ (blue), 4.0 x 10° g cm™ (magenta), 5.0 x 10° g cm™ (cyan).

TABLE B2: Fit parameters for Equations (B2) and (B3). These values assume that fppr is in seconds, pc is in 10° g cm™, and
mass is in Mg,.

parameter MiGe Moy
Yo 1.813 1.550
a 1.716 x 1072 1.422x 1072
b -1.859 x 1071 —2.007 x 107!
¢ -3.180x 1071 —2.114 x 107!

on pc; i.e., we will have Atppr(pco). The five values of Afppy are given in Table B3. Using this density-dependent time shift
and the Mseni(pe.0,tppr) relation, we can then derive a consistent adjustment to the mass of *Ni. This adjusted mass of *°Ni is
used in Section 5.1.

C. SIMULATION RESULTS

The structure and composition of the progenitor models are discussed in detail in Section 2.1, along with the creation of a
statistical ensemble. The simulations and the code are discussed in Section 2. As we have stressed, the principal result from
our simulations is a mass of **Ni. Our models reproduce the qualitative description given in Woosley et al. (2007) that produces
a type la supernova light curve. The ideal solution for comparing our results to observed light would be for us to post-process
our results with a radiation transfer method to actually calculate light curves. In the absence of that technology, we may infer
observed properties of supernova events suggested by our resuI?t)sG. We report some of those here, including stretch, the scaling of



TABLE B3: Time shifts for the recalibration of the 7°Ni and IGE masses.
pep (@em™)  Appr (s)

1x10° 0.4850
2% 10° 0.3800
3x10° 0.3273
4x10° 0.2999
5% 10° 0.2884

brightness with rapidity of decline that is reported in observational results (Howell et al. 2009; Jha et al. 2007). The tabulated
data are

1. p.o: central density of pre-supernova white dwarf (g cm™);

. r: realization number!'?;

. tppr: time of the first deflagration-to-detonation transition (s);

. Mige(tppr): mass of Fe-group elements synthesized by time ftppr (Mo);
. Mssni(tppr): mass of *°Ni synthesized by time tppr (Mg);

. tige: time that production of Fe-group elements ceases (s);

. Mige(tige): mass of Fe-group elements synthesized by time #,Gg (Mo);

. Mseni(tige): mass of *°Ni synthesized by time #ge (Mg);

. thpy recalibrated!! value of ppr (s);

S O 0 N AN W»nm B~ WwWN

[u—

. M5, (t75,): recalibrated'! value of Mige(fir) (Me);

[a—
[a—

Sni(tiGe): recalibrated!! value of Msayi(fige) (Mo);
12. s: recalibrated!! value of stretch!?;
13. Teool: cooling time!? (yr).

The initial composition for the progenitor is shown in Table 2. The total mass of the star and the total mass of the initial convective,
isentropic core are both shown for each progenitor in Table 1. Both of these tables are shown in Section 2.1.

TABLE C1: Data extracted from simulations.

Peo r DDT Mige(ippr)  Msoni(iopr)  tige Mige(ice)  Msoni(iGe)  thpr Mige(hae) Mg, (hge) s Teool
(gem™) (s) Moe) Mp) (s) Mop) Mop) () M) Mp) (yr)
1¢t9 1 1.439 1.256¢-1 7.744¢-2 2.046 1.143¢+0 1.011¢+0 1.924 9.067¢-1 8.177¢-1 1.203 b
1¢t9 2 1.608 1.756¢-1 1.210¢-1 2.040 1.026¢+0 9.042¢-1 2.093 7.900¢-1 7.112¢-1 1.138 b
1et9 3 1.809 1.773¢-1 1.229¢-1 2.203 9.113¢-1 7.991¢-1 2.294 6.752¢-1 6.061¢-1 1.066 ...
let9 4 1.696 1.766¢-1 1.256¢-1 2.083 1.014¢+0 8.972¢-1 2.181 7.783¢-1 7.042¢-1 1.134 ...
1et9 5 1.504 1.490¢-1 9.677¢-2 2.039 1.041¢+0 9.166¢-1 1.989 8.052¢-1 7.237e-1 1.146 .0
1et9 6 1.456 1.176¢-1 7.158¢-2 1.959 1.146¢+0 1.015¢+0 1.941 9.102¢-1 8.217¢-1 1.205 b
1et9 7 1.474 1.313¢-1 8.181¢-2 2.008 1.094¢+0 9.659¢-1 1.959 8.575¢-1 7.729¢-1 1.177 b
1et9 8 1.477 1.164¢-1 6.855¢-2 2.400 8.780¢-1 7.687¢-1 e LB LB I LB
1et9 9 1.682 1.637¢-1 1.110e-1 2.095 9.935¢-1 8.751e-1 2.167 7.575¢-1 6.822¢-1 1.119 b
let+9 10 2.017 2.081¢-1 1.495¢-1 2.430 8.95%¢-1 7.837¢-1 2.502 6.599¢-1 5.907¢-1 1.054 b
1et9 11 1.457 1.310¢-1 8.431¢-2 1.878 1.138¢+0 1.008¢+0 1.942 9.016¢-1 8.155¢-1 1.202 ...
1et9 12 1.556 1.099¢-1 6.654¢-2 2.025 1.146¢+0 1.016¢+0 2.041 9.098¢-1 8.227¢-1 1.206 ...

Continued on Next Page. ..

10 See Appendix A and Section 2 for more details.
11 See Appendix B and Section 5.1 for details of the recalibration.
12 See Section 5.2 for details of the derivation of s and 7ol
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TABLE C1 — Continued

P r {DDT Mge(topr)  Msoni(ioor) e Migelice)  Msoni(ice) it Mige(tiGe) Moy, (hGe) s Teool
(gem™) (s) Mo) Mp) (s) Mp) Mp) (s) Mp) Mp) (yr)
1let9 13 2.048 2.017¢-1 1.429¢-1 2.473 7.969¢-1 6.920¢-1 2.533 5.608¢-1 4.990¢-1 0.980 b
1let+9 14 1.600 1.616¢-1 1.135¢-1 2.015 1.061¢+0 9.410¢-1 2.085 8.246¢-1 7.480¢-1 1.161 b
let+9 15 1.441 1.169¢-1 7.452¢-2 1.863 1.121¢+0 9.955¢-1 1.927 8.850¢-1 8.026¢-1 1.194 b
let+9 16 1.629 1.756¢-1 1.198¢-1 2.106 1.028¢+0 9.049¢-1 2.114 7.923¢-1 7.120¢-1 1.139 b
let9 17 1.721 1.701¢-1 1.204¢-1 2.136 1.012¢+0 8.951¢-1 2.206 7.757¢-1 7.021¢-1 1.132 b
1let+9 18 1.407 1.160¢-1 7.173¢-2 1.906 1.154¢+0 1.022¢+0 1.892 9.175¢-1 8.295¢-1 1.210 b
1let+9 19 1.691 1.690¢-1 1.157¢-1 2.068 9.690¢-1 8.524¢-1 2.176 7.330e-1 6.59%4¢-1 1.103 b
1let+9 20 1.643 1.910¢-1 1.341e-1 2.166 9.528¢-1 8.358¢-1 2.128 7.168¢-1 6.428¢-1 1.092 b
let+9 21 1.299 9.447¢-2 5.357¢-2 1.824 1.187¢+0 1.052¢+0 1.784 9.513¢-1 8.589¢-1 1.226 b
1et9 22 1.535 1.459¢-1 9.739¢-2 2.032 9.850¢-1 8.697¢-1 2.020 7.489¢-1 6.767¢c-1 1.115 b
let9 23 1.759 1.648¢-1 1.131¢-1 2.234 9.643¢-1 8.498¢-1 2.244 7.283¢-1 6.568¢-1 1.102 b
1let9 24 1.666 1.851e-1 1.265¢-1 2.179 8.789%¢-1 7.662¢-1 2.151 6.428¢-1 5.732¢-1 1.041 b
1let9 25 1.789 1.865¢-1 1.315¢-1 2.243 8.950¢-1 7.846¢-1 2.274 6.590¢-1 5.916¢-1 1.055 b
1let9 26 1.446 1.348¢-1 9.107¢-2 1.844 1.112¢+0 9.889¢-1 1.931 8.758¢-1 7.959¢-1 1.190 b
let+9 27 1.392 9.724¢-2 6.110¢-2 1.845 1.175¢+0 1.046¢10 1.877 9.387¢-1 8.530¢-1 1.223 b
let+9 28 1.342 1.132¢-1 7.015¢-2 1.828 1.096¢+0 9.702¢-1 1.827 8.598¢-1 7.772¢-1 1.179 b
let+9 29 1.624 1.738¢-1 1.169¢-1 2.176 1.014¢+0 8.911¢-1 2.109 7.783¢-1 6.981c-1 1.130 b
1let+9 30 1.571 1.277e-1 8.167¢-2 2.000 1.119¢+0 9.920¢-1 2.056 8.828¢-1 7.990¢-1 1.192 .0
2¢t+9 1 1.274 2.186¢-1 1.056¢-1 1.772 9.744¢-1 7.991¢-1 1.654 7.384¢-1 5.879¢-1 1.052  7.908¢+7
2¢t+9 2 1.338 2.363¢-1 1.183¢-1 1.827 8.956¢-1 7.246¢-1 1.718 6.596¢-1 5.133e-1 0.992 7.908¢+7
2¢t+9 3 1.373 2.242¢-1 1.122¢-1 1.867 9.631¢-1 7.917¢-1 1.753 7.270e-1 5.804¢-1 1.046  7.908¢+7
2¢t+9 4 1.231 2.044¢-1 9.844¢-2 1.722 1.120e+0 9.398¢-1 1.611 8.838¢-1 7.285¢-1 1.149  7.908¢+7
2¢t+9 5 1.164 2.030¢-1 9.237¢-2 1.672 1.053¢+0 8.705¢-1 1.544 8.166¢-1 6.592¢-1 1.103  7.908¢+7
2¢t+9 6 1.278 1.909¢-1 8.627¢c-2 1.779 1.054¢+0 8.780¢-1 1.658 8.180¢-1 6.668¢c-1 1.109  7.908¢+7
2¢t+9 7 1.237 1.942¢-1 8.247¢-2 1.628 1.090¢+0 9.049¢-1 1.617 8.541¢-1 6.936¢-1 1.127  7.908¢+7
2¢t+9 8 1.196 1.727¢-1 6.563¢-2 1.789 1.094¢+0 9.092¢-1 1.576 8.577¢-1 6.979¢-1 1.129  7.908¢+7
2¢t+9 9 1.281 2.196¢-1 1.018¢-1 1.742 1.004¢+0 8.231¢-1 1.661 7.678¢-1 6.118¢-1 1.070  7.908¢+7
2¢t+9 10 1.600 2.540¢-1 1.408¢-1 2.141 8.565¢-1 6.948¢-1 1.980 6.205¢-1 4.835¢-1 0.967 7.908¢+7
2¢t+9 11 1.195 1.883¢-1 8.399¢-2 1.598 1.096¢+0 9.183¢-1 1.575 8.598¢-1 7.070e-1 1.135 7.908¢+7
2¢t+9 12 1.134 1.356¢-1 4.169¢-2 1.604 1.194¢+0 1.007¢+0 1.514 9.575¢-1 7.957e-1 1.190 7.908¢+7
2¢t+9 13 1.524 2.363¢-1 1.168¢-1 1.957 8.689%¢-1 6.994¢-1 1.904 6.328¢-1 4.882¢-1 0971 7.908¢+7
2¢t+9 14 1.242 2.062¢-1 1.029¢-1 1.727 1.016¢+0 8.468¢-1 1.622 7.795¢-1 6.356¢-1 1.087 7.908¢+7
2¢t+9 15 1.024 1.429¢-1 5.202¢-2 1.569 1.170e+0 9.880¢c-1 1.404 9.340¢-1 7.768e-1 1.179  7.908¢+7
2¢t+9 16 1.347 2.412e-1 1.257¢-1 1.816 9.349¢-1 7.629¢-1 1.727 6.988¢-1 5.516e-1 1.024  7.908¢+7
2¢t+9 17 1.275 2.046¢-1 9.945¢-2 1.704 1.058¢+0 8.838¢-1 1.655 8.223¢-1 6.726¢-1 1.112  7.908¢+7
2¢t+9 18 1.019 1.490¢-1 5.379¢-2 1.586 1.189¢+0 1.003¢+0 1.399 9.533¢-1 7.921¢-1 1.188  7.908¢+7
2¢t+9 19 1.206 1.913¢-1 8.005¢-2 1.619 1.105¢+0 9.195¢-1 1.586 8.685¢-1 7.083¢-1 1.136  7.908¢+7
2¢t+9 20 1.298 2.323¢-1 1.153¢-1 1.716 1.013¢+0 8.333¢-1 1.678 7.774¢-1 6.220¢c-1 1.077  7.908¢+7
2¢t+9 21 0.994 1.383¢-1 4,546¢-2 1.503 1.225¢+0 1.034¢+0 1.374 9.892¢-1 8.231¢-1 1.206  7.908¢+7
2¢t+9 22 1.197 1.861¢-1 8.048¢-2 1.792 1.043¢+0 8.660¢-1 1.577 8.065¢-1 6.548¢-1 1.100  7.908¢+7
2¢t+9 23 1.337 2.027¢-1 9.030¢-2 1.780 9.984¢-1 8.230¢-1 1.717 7.624¢-1 6.117¢-1 1.070  7.908¢+7
2¢t+9 24 1.237 2.299¢-1 1.069¢-1 1.870 8.652¢-1 6.905¢-1 1.617 6.291e-1 4.792¢-1 0.963 7.908¢+7
2¢t+9 25 1.338 2.190e-1 1.059¢-1 1.736 9.844¢-1 8.099¢-1 1.718 7.484¢-1 5.986¢-1 1.060 7.908¢+7
2¢t+9 26 1.135 1.792¢-1 7.881¢-2 1.557 1.107¢+0 9.315¢-1 1.515 8.714e-1 7.202¢-1 1.144  7.908¢+7
2¢t+9 27 1.112 1.329¢-1 4.918¢-2 1.539 1.181¢+0 1.008¢+0 1.492 9.448e-1 7.970e-1 1.191 7.908¢+7
2¢t+9 28 1.014 1.529¢-1 5.527¢-2 1.451 1.142¢+0 9.583¢-1 1.394 9.059¢-1 7.471e-1 1.161 7.908¢+7
2¢t+9 29 1.193 2.064¢-1 8.958¢-2 1.766 1.021e+0 8.368¢-1 1.573 7.845¢-1 6.255¢-1 1.080 7.908¢+7
2¢t+9 30 1.081 1.509¢-1 5.572¢-2 1.529 1.196¢+0 1.008¢+0 1.461 9.596¢-1 7.971e-1 1.191 7.908¢+7
3¢t9 1 1.111 2.392¢-1 8.266¢-2 1.533 1.026¢+0 7.969¢-1 1.438 7.899¢-1 5.726¢-1 1.040 2.879¢+8
3¢t9 2 1.064 2.459¢-1 8.436¢-2 1.503 1.058¢+0 8.240¢-1 1.391 8.217¢-1 5.997¢-1 1.061  2.879¢+8
3¢t9 3 1.285 2.507¢-1 8.898¢-2 1.723 8.638¢-1 6.488¢-1 1.612 6.278¢-1 4.244¢-1 0911 2.879¢+8

Continued on Next Page. ..
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TABLE C1 — Continued

P r {DDT Mge(topr)  Msoni(ioor) e Migelice)  Msoni(ice) it Mige(tiGe) Moy, (hGe) s Teool
(gem™) (s) Mop) Mop) (s) Mop) Mop) (s) Mop) Mop) (yr)

3et9 4 1.174 2.375¢-1 8.843¢-2 1.751 9.808¢-1 7.627¢-1 1.501 7.448¢-1 5.383e¢-1 1.013  2.879¢+8
3¢t9 5 1.022 2.249¢-1 7.251¢-2 1.556 1.032¢+0 8.054¢-1 1.349 7.958¢-1 5.810e-1 1.047 2.879¢+8
3¢t9 6 1.024 1.950¢-1 4.817¢-2 1.531 1.110e+0 8.787¢-1 1.351 8.73%¢-1 6.544¢-1 1.100  2.879¢+8
3¢t9 7 0.998 2.130e-1 5.642¢-2 1.414 1.120e+0 8.818¢-1 1.325 8.841¢-1 6.575¢-1 1.102  2.879¢+8
3¢t9 8 1.039 2.016¢-1 5.049¢-2 1.538 1.104¢+0 8.693¢-1 1.367 8.67%-1 6.449¢-1 1.093  2.879¢+8
3¢t9 9 1.141 2.510¢-1 8.595¢-2 1.652 9.048¢-1 6.815¢-1 1.469 6.687¢-1 4.571¢-1 0.943  2.879¢+8
3¢t9 10 1.401 2.650¢-1 1.099¢-1 1.881 8.474¢-1 6.409¢-1 1.728 6.114¢-1 4.165¢-1 0.903 2.879¢+8
3¢t9 11 1.046 2.204¢-1 6.880¢-2 1.484 1.054¢+0 8.297¢-1 1.373 8.182¢-1 6.054¢-1 1.065 2.879¢+8
3¢t9 12 0.965 1.622¢-1 3.069¢-2 1.478 1.216¢+0 9.813¢-1 1.292 9.799¢-1 7.569¢-1 1.167 2.879¢+8
3¢t9 13 1.341 2.612¢-1 9.459¢-2 1.777 7.783¢-1 5.657¢-1 1.669 5.423¢-1 3.414¢-1 0.821  2.879¢+8
3¢t9 14 1.076 2.186¢-1 7.401¢-2 1.578 1.005¢+0 7.881¢-1 1.403 7.688¢-1 5.637¢-1 1.033  2.879¢+8
3¢t9 15 0.947 1.748e-1 4.569¢-2 1.413 1.159¢+0 9.341¢-1 1.274 9.226¢-1 7.097¢-1 1.137  2.879¢+8
3¢t9 16 1.129 2.631e-1 9.851¢-2 1.664 8.836¢-1 6.622¢-1 1.456 6.475¢-1 4.378¢-1 0.924 2.879¢+8
3¢t9 17 1.129 2.272e-1 7.756¢-2 1.589 1.020¢+0 8.019¢-1 1.456 7.843¢-1 5.775¢-1 1.044  2.879¢+8
3¢t9 18 0.890 1.738e-1 4.342¢-2 1.426 1.180¢+0 9.478¢-1 1.217 9.438e-1 7.235¢-1 1.146  2.879¢+8
3¢t9 19 1.204 2.529¢-1 8.665¢-2 1.639 9.155¢-1 6.899¢-1 1.531 6.79%e¢-1 4.655¢-1 0.950 2.879¢+8
3¢t9 20 1.176 2.544¢-1 9.120¢-2 1.608 9.708¢-1 7.453¢-1 1.503 7.347¢-1 5.210e-1 0.999 2.879¢+8
3¢t9 21 0.895 1.713¢-1 4.005¢-2 1.403 1.195¢+0 9.655¢-1 1.222 9.59%4¢-1 7.411¢-1 1.157  2.879¢+8
3¢t9 22 1.028 2.095¢-1 6.057¢-2 1.509 1.058¢+0 8.335¢-1 1.355 8.223¢-1 6.092¢-1 1.068 2.879¢+8
3¢t9 23 1.213 2.392¢-1 7.568¢-2 1.626 9.500¢-1 7.260¢-1 1.540 7.139¢-1 5.017¢-1 0.982  2.879¢+8
3¢t9 24 1.038 2.525¢-1 8.053¢-2 1.647 8.788¢-1 6.479¢-1 1.365 6.428¢-1 4.236¢-1 0.910 2.879¢+8
3¢t9 25 1.203 2.463¢-1 9.050¢-2 1.629 9.745¢-1 7.522¢-1 1.530 7.384¢-1 5.278¢-1 1.004 2.879¢+8
3¢t9 26 0.984 2.020¢-1 5.757¢-2 1.385 1.109¢+0 8.828¢-1 1.312 8.728¢-1 6.584¢-1 1.103  2.879¢+8
3¢t9 27 1.003 1.638¢-1 3.844¢-2 1.433 1.172¢+0 9.547¢-1 1.331 9.360¢-1 7.304¢-1 1.150  2.879¢+8
3¢t9 28 0.921 1.909¢-1 5.010e-2 1.375 1.123¢+0 8.973¢-1 1.249 8.866¢-1 6.729¢-1 1.113  2.879¢+8
3¢t9 29 1.011 2.293e-1 6.818¢-2 1.490 1.025¢+0 7.908¢-1 1.339 7.89%4¢-1 5.665¢-1 1.036 2.879¢+8
3¢t9 30 1.038 1.857¢-1 4.406¢-2 1.473 1.137¢+0 9.113¢-1 1.366 9.013e-1 6.869¢-1 1.122  2.879¢+8
4e+9 1 0.996 2.532e¢-1 6.652¢-2 1.449 1.050¢+0 7.802¢-1 1.295 8.138¢-1 5.443¢-1 1.018 5.682¢+8
4e+9 2 0.958 2.501e-1 5.462¢-2 1.376 1.083¢+0 8.002¢-1 1.258 8.465¢-1 5.642¢-1 1.034 5.682¢+8
4e+9 3 1.182 2.528e-1 5.884¢-2 1.581 9.215¢-1 6.633¢-1 1.482 6.855¢-1 4.274¢-1 0.914 5.682¢+8
4et+9 4 1.092 2.416¢-1 6.524¢-2 1.683 9.218¢-1 6.719¢-1 1.392 6.857¢-1 4.359¢-1 0.922 5.682¢+8
4et+9 5 0.898 2.296¢-1 4.362¢-2 1.344 1.095¢+0 8.208¢-1 1.198 8.58%¢-1 5.848¢-1 1.050 5.682¢+8
4¢t+9 6 0.935 2.141¢-1 3.618¢-2 1.436 1.109¢+0 8.331¢-1 1.235 8.732¢-1 5.972¢-1 1.059  5.682¢+8
4¢t+9 7 0.943 2.383¢-1 4.479¢-2 1.390 1.111¢+0 8.314¢-1 1.243 8.749¢-1 5.954¢-1 1.058  5.682¢+8
4et+9 8 1.041 2.287¢-1 3.968¢-2 1.524 1.029¢+0 7.590¢-1 1.341 7.930¢-1 5.231e-1 1.001  5.682¢+8
4¢t+9 9 1.009 2.551e-1 5.758¢-2 1.513 9.731¢-1 7.033¢-1 1.309 7.370¢-1 4.673¢-1 0.952  5.682¢+8
4¢t+9 10 1.306 2.604¢-1 6.975¢-2 1.739 8.840¢-1 6.309¢-1 1.606 6.479¢-1 3.950¢-1 0.881 5.682¢+8
4e+9 11 0.966 2.429¢-1 5.893¢-2 1.385 1.078¢+0 8.134¢-1 1.266 8.423¢-1 5.775¢-1 1.044 5.682¢+8
4e+9 12 0911 1.863¢-1 2.445¢-2 1.411 1.202¢+0 9.346¢-1 1.211 9.661¢-1 6.986¢-1 1.130 5.682¢+8
4e+9 13 1.243 2.776¢-1 7.328¢-2 1.693 8.450¢-1 5.828¢-1 1.543 6.090¢-1 3.468¢-1 0.828 5.682¢+8
4e+9 14 0.991 2.307e-1 5.550¢-2 1.432 1.040¢+0 7.836¢-1 1.291 8.035¢-1 5.477e-1 1.021 5.682¢+8
4e+9 15 0.857 1.973e-1 3.404¢-2 1.295 1.174¢+0 9.107¢-1 1.157 9.383¢-1 6.747¢-1 1.114 5.682¢+8
4e+9 16 1.072 2.842¢-1 8.135¢-2 1.520 9.316¢-1 6.651¢-1 1.372 6.956¢-1 4.291e-1 0.916 5.682¢+8
4et+9 17 0.982 2.230¢-1 5.106¢-2 1.475 1.068¢+0 8.094¢-1 1.282 8.320¢-1 5.735¢-1 1.041  5.682¢+8
4et+9 18 0.761 1.836¢-1 3.043¢-2 1.272 1.224¢+0 9.556¢-1 1.061 9.875¢-1 7.196¢-1 1.143  5.682¢+8
4¢t+9 19 1.103 2.649¢-1 6.228¢-2 1.518 9.185¢-1 6.502¢-1 1.403 6.824¢-1 4.142¢-1 0.901 5.682¢+8
4¢t9 20 1.087 2.577¢-1 6.216¢-2 1.549 9.537¢-1 6.863¢-1 1.387 7.177¢-1 4.504¢-1 0.936  5.682¢+8
4¢t+9 21 0.780 1.877¢-1 2.909¢-2 1.286 1.228¢+0 9.640¢-1 1.080 9.919¢-1 7.281¢-1 1.149  5.682¢+8
4¢t+9 22 0.954 2.283¢-1 4.964¢-2 1.456 1.019¢+0 7.587¢-1 1.254 7.827¢-1 5.227¢-1 1.000 5.682¢+8
4e+9 23 1.130 2.532¢-1 5.409¢-2 1.637 8.991¢-1 6.326¢-1 1.430 6.631c-1 3.966¢-1 0.883 5.682¢t+8
4e+9 24 0.941 2.751e-1 5.869¢-2 1.506 8.969¢-1 6.151¢-1 1.241 6.608¢-1 3.791e-1 0.864 5.682¢+8
4e+9 25 1.073 2.644¢-1 6.909¢-2 1.538 9.503¢-1 6.829¢-1 1.373 7.142¢-1 4.470e-1 0.933 5.682¢t+8
4e+9 26 0.922 2.217e-1 4.436¢-2 1.397 1.097¢+0 8.284¢-1 1.222 8.612¢-1 5.924¢-1 1.055 5.682¢+8

Continued on Next Page. ..
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TABLE C1 — Continued
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4et+9 27 0.909 1.905¢-1 3.106¢-2 1.348 1.167¢+0 9.091¢-1 1.209 9.308¢-1 6.731e-1 1.113  5.682¢+8
4et+9 28 0.873 2.169¢-1 4.070¢-2 1.321 1.121¢+0 8.550¢-1 1.173 8.848¢-1 6.191e-1 1.075 5.682¢+8
4e+9 29 0.953 2.442¢-1 4.582¢-2 1.522 9.938¢-1 7.150¢-1 1.253 7.577e-1 4.790¢-1 0.963 5.682¢+8
4e+9 30 0.912 1.922¢-1 2.870¢-2 1.418 1.164¢+0 8.932¢-1 1.212 9.284e¢-1 6.573¢-1 1.102  5.682¢+8
5¢+9 1 0.993 2.659¢-1 5.307¢-2 1.441 9.871¢-1 6.823¢-1 1.282 7.510e-1 4.344¢-1 0921 9.625¢+8
S¢t9 2 0.964 2.683¢-1 4.278¢-2 1.357 1.040¢+0 7.268¢-1 1.252 8.037¢-1 4.789¢-1 0.962 9.625¢+8
S¢t9 3 1.151 2.732¢-1 4.979¢-2 1.593 8.698¢-1 5.775¢-1 1.439 6.338¢-1 3.296¢-1 0.807 9.625¢+8
S¢t9 4 1.010 2.522¢-1 4.409¢-2 1.589 9.855¢-1 6.843¢-1 1.298 7.495¢-1 4.364¢-1 0.923  9.625¢+8
S¢t9 5 0.835 2.397¢-1 3.034¢-2 1.303 1.073¢+0 7.673¢-1 1.123 8.366¢-1 5.195¢-1 0.998 9.625¢+8
S¢t9 6 0.919 2.352¢-1 3.124¢-2 1.425 1.094¢+0 7.911¢-1 1.207 8.575¢-1 5.432¢-1 1.017  9.625¢+8
S¢t9 7 0.871 2.459¢-1 3.091¢-2 1.368 1.071¢+0 7.635¢-1 1.159 8.346¢-1 5.157¢-1 0.994  9.625¢+8
5¢+9 8 1.079 2.583e-1 4.057¢-2 1.553 9.488¢-1 6.520¢-1 1.367 7.127¢-1 4.042¢-1 0.891 9.625¢+8
5¢+9 9 1.028 2.723e-1 3.992¢-2 1.438 9.257¢-1 6.253¢-1 1.316 6.897¢-1 3.775¢-1 0.862 9.625¢+8
5¢+9 10 1.321 2.654¢-1 3.999¢-2 1.744 8.197¢-1 5.304¢-1 1.609 5.836¢-1 2.825¢-1 0.746  9.625¢+8
5¢+9 11 0.945 2.598e-1 4.614¢-2 1.369 1.020e+0 7.213¢-1 1.234 7.844¢-1 4.735¢-1 0.958 9.625¢+8
5¢+9 12 0.893 2.114e-1 2.626¢-2 1.402 1.186¢+0 8.934¢-1 1.181 9.502¢-1 6.455¢-1 1.094  9.625¢+8
5¢+9 13 1.168 2.718e-1 4.903¢-2 1.658 8.762¢-1 5.797¢-1 1.457 6.401¢-1 3.318e-1 0.810 9.625¢+8
5¢t+9 14 0.957 2.477¢-1 4.220¢-2 1.356 1.051¢+0 7.527¢-1 1.246 8.148¢-1 5.048¢-1 0.985 9.625¢+8
S¢t9 15 0.816 2.211e-1 3.014¢-2 1.230 1.168¢+0 8.686¢-1 1.104 9.317¢-1 6.207¢-1 1.076  9.625¢+8
S¢t9 16 0.962 2.841¢-1 5.486¢-2 1.476 9.264¢-1 6.173¢-1 1.250 6.903¢-1 3.694¢-1 0.854 9.625¢+8
S¢t9 17 0.952 2.412¢-1 3.602¢-2 1.394 1.017¢+0 7.242¢-1 1.240 7.806¢-1 4.764¢-1 0.960 9.625¢+8
S¢t9 18 0.708 1.996¢-1 2.283¢-2 1.240 1.231¢+0 9.288¢-1 0.996 9.945¢-1 6.809¢-1 1.118  9.625¢+8
S¢t9 19 1.056 2.749¢-1 4.684¢-2 1.514 9.454¢-1 6.377¢-1 1.345 7.093¢-1 3.898¢-1 0.876  9.625¢+8
S¢t9 20 1.017 2.628¢-1 3.967¢-2 1.450 9.610¢-1 6.549¢-1 1.305 7.250¢-1 4.070¢-1 0.894  9.625¢+8
5¢+9 21 0.738 2.054¢-1 2.201e-2 1.248 1.230e+0 9.25%¢-1 1.026 9.936¢-1 6.781e-1 1.116  9.625¢+8
5¢+9 22 0.872 2.439¢-1 4.205¢-2 1.420 1.057¢+0 7.587¢-1 1.160 8.213¢e-1 5.108e-1 0.990 9.625¢+8
5¢+9 23 1.090 2.600e-1 3.872¢-2 1.487 9.235¢-1 6.318¢-1 1.379 6.874¢-1 3.839¢-1 0.869 9.625¢+8
5¢+9 24 0.877 2.843¢-1 4.293¢-2 1.417 9.215¢-1 6.055¢-1 1.165 6.854¢-1 3.577e-1 0.840 9.625¢+8
5¢+9 25 1.034 2.672¢-1 4.927¢-2 1.469 9.410¢-1 6.431¢-1 1.323 7.050e-1 3.952¢-1 0.881 9.625¢+8
5¢+9 26 0.898 2.510e-1 4.255¢-2 1.344 1.098¢+0 7.913¢-1 1.186 8.615¢-1 5.435¢-1 1.017 9.625¢+8
S¢t9 27 0.985 2.265¢-1 3.279¢-2 1.413 1.094¢+0 8.063¢-1 1.274 8.583¢-1 5.584¢-1 1.029  9.625¢+8
S5¢t9 28 0.795 2.264¢-1 2.744¢-2 1.272 1.146¢+0 8.445¢-1 1.084 9.096¢-1 5.966¢-1 1.059  9.625¢+8
S¢t9 29 0.891 2.486¢-1 3.129¢-2 1.406 1.027¢+0 7.174¢-1 1.180 7.907¢-1 4.695¢-1 0.954  9.625¢+8
S¢t9 30 0.868 2.162¢-1 2.560¢-2 1.343 1.160¢+0 8.600¢-1 1.156 9.239¢-1 6.122¢-1 1.070  9.625¢+8

4 As discussed in Section 3.1.2, the results of p.g = 1.0 x 10° g cm3, realization 8 were excluded from the analysis.
b As discussed in Section 5.2, the results of Lesaffre et al. (2006) do not 31102]:?\/ us to generate cooling times for results with p. o = 1.0 x 10° g cm™.



Chapter 5

Conclusions and Future Work

5.1 Summary and Conclusions

My research into SNela used a customized version of the FLASH code to perform a suite
of two-dimensional simulations. Applying the statistical method of Townsley et al. (2009), I
generated five different progenitor WDs, each with a different initial central density, and per-
formed thirty different simulations of each progenitor with randomized initial lame surfaces.
Based on analysis of these simulations, I provided a theoretical explanation of the observed
trend that SNela from older stellar populations are systematically dimmer. I showed that,
due to the strongly non-linear processes involved, a statistical study of many simulations
is important to capturing the true trends in SNela. For the initial conditions that I used,
15—20 different initial flame surfaces are necessary to capture statistically significant trends.

Additionally, I find that SNela from my simulations match the qualitiative requirements
to fall along the observed WLR: the mass of *Ni varies, correlating approximately to moving
along the WLR;; the mass of IGEs is statistically constant, but has some small variation,
which correlates approximately to the width of the WLR; the *°Ni is well-mixed out to a
high enclosed mass. Despite being well-mixed, the **Ni does show some clumpiness, which
could potentially give rise to observable line-of-sight variations in observations of SNela.

Using the results of Lesaffre et al. (2006), I connected the central density of the progenitor
immediately prior to the ignition of the deflagration to the age of the progenitor, allowing
my research on the question of the central density to shed light on the question of variations
of SNela with the age of the host stellar population, a question which observers have been
studying in order to control for systematic biases in cosmological studies. I presented a
potentially-observable trend that could determine the relative ages of the progenitors of two
SNela with the same brightness. The mass of stable IGEs is tightly correlated with the
central density, and therefore the age.

5.2 Future Work

The collaboration that I worked with on this research is currently investigating several
aspects of this problem, and is seeking to improve our models. Turbulence is inherently dif-
ferent in three dimensions than it is in two dimensions, so a current goal of the collaboration
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is to develop three-dimensional models. This includes modifying the method for randomiz-
ing the initial conditions, and also includes a model for the interactions between turbulence
and the flame front. The collaboration is also pursuing post-processing of tracer particles
to verify the energetics and nucleosynthesis of our simulations, and present greater detail of
the nucleosynthetic yield.

The next step for my own research within this collaboration is a study of the influence
of the carbon fraction in the core of the progenitor WD. At this stage, it will first require a
literature search to understand previous work on this topic, as well as to determine believable
initial conditions for progenitor WD models. This carbon fraction study will be performed
analagously to the central density study presented in Krueger et al. (2010) and Krueger et al.
(2012), using a suite of two-dimensional simulations.
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Part 11

Classical Novae
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Chapter 6

Overview

Classical novae are scientifically interesting for numerous reasons:

They are potentially very important to the theory of SNela, as they may be the mech-
anism by which the massive WDs that are needed as SNIla progenitors are made.
However, this connection is still being debated.

While CNe are not as bright as SNela, and are therefore not visible from such great
distances, they can be calibrated through a relationship between their maximum mag-
nitude and their rate of decline, and used as distance indicators (della Valle & Livio,
1995).

Novae have a strong impact on the interstellar medium: though they eject less matter
per event than supernovae, novae are more numerous and likely contribute a compara-
ble amount of matter to the interstellar medium. Due to the difference in nucleosyn-
thesis between novae and supernovae, novae likely produce more intermediate-mass
elements, and may be the dominant sources of certain isotopes, possibly including “Li,
130, N, 170, %Na, and 2°Al

Because nova nucleosynthesis proceeds at temperatures and densities obtainable in
a laboratory, they may be valuable tests for laboratory astrophysics (José & Iliadis,
2011).

Novae provide an opportunity to study circumstellar dust formation in real time.

Most close binaries may go through a nova phase, so understanding novae may be
significant for binary stellar evolution.

Novae pose many open questions related to light curves and spectra, and provide an
excellent opportunity to study non-steady-state radiation transport.

For recent compilations that review CNe observations and theory, see Hernanz & José (2002)
and Bode & Evans (2008).

My study of CNe is still a work in progress. The next few chapters will detail the work
I have done and my plans for future work to complete, and potentially extend, the project.
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6.1 Historical Overview

Many phenomena can result from mass transfer onto a WD from a non-degenerate com-
panion. Some are observed to brighten and dim (this can be periodic or aperiodic); such
systems are referred to as cataclysmic variables (CVs). There are many CV subtypes, includ-
ing classical novae, recurrent novae, dwarf novae, and a number of others that are typically
named after a prototype system representative of that class (Downes et al., 2001).

Theories about novae date back at least as far as Newton’s Principia Mathematica (New-
ton, 1687; see also José & Iliadis, 2011): “So fixed stars, that have been gradually wasted by
the light and vapors emitted from them for a long time, may be recruited by comets that fall
upon them; and from this fresh supply of new fuel those old stars, acquiring new splendor,
may pass for new stars.” The study of novae also includes one of the most concise research
papers ever written (Hartmann, 1925), which reads in its entirety, “Nova problem solved.
Star inflates, bursts.” However, the modern theory of CVs could be argued to begin with Joy
(1943), who first deduced the binary nature of a CV (specifically the AE Aquarii system).
Walker (1954) showed that one of the two stars in the DQ Herculis system must be com-
pact due to the short period, which implied very small separation of the two stars. Struve
(1955) generalized these two findings and proposed that all CVs are close binary systems.
Crawford & Kraft (1956) presented a model for AE Aquarii that serves as a prototype for
all CV systems: one star overflowing its Roche lobe and transferring mass onto a compact
companion; this model was shown to apply to ten nova systems by Kraft (1964).

Because of the high thermal conductivity of degenerate matter, it was initially believed
that heat would be transported away from the energy-generation region too rapidly for the
temperature to rise sufficiently to ignite a thermonuclear runaway. Giannone & Weigert
(1967) show that the matter is not fully degenerate, therefore the thermal conductivity is
low enough that the temperature is able to rise and ignite a thermonuclear runaway. Sparks
(1969) performed simulations of shocks in the envelope of a star and showed that the resulting
light curves resemble novae.

6.2 Enrichment

Starrfield et al. (1972) determined that the fraction of carbon, nitrogen, and oxygen in
the WD’s accreted envelope prior to the explosion must be greater than the fraction present
in the sun in order to generate sufficent energy for a nova outburst; this is referred to as
enrichment. Without enrichment, expansion quenches the burning before enough energy has
been released for an outburst. Carbon, nitrogen, and oxygen catalyze hydrogen burning
through the CNO cycle (see Section 9.1), so the burning proceeds fast enough to generate
sufficient energy for an outburst before expansion can quench the burning. This theoretical
prediction was supported by observations that showed the abundances of nova remmnants
could only result if the pre-outburst abundances were enriched (Gehrz et al., 1998).

The source of the enrichment is believed to be some sort of mixing between the accreted
envelope (primarily hydrogen and helium) and the underlying core (in the case of CNe,
believed to be primarily carbon and oxygen). The mechanism(s) of this mixing are unknown,
with suggestions including
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e diffusion across the boundary, which builds a mixed layer that heats and induces con-
vection (Prialnik & Kovetz, 1984; Kovetz & Prialnik, 1985; Iben & MacDonald, 1985;
Iben et al., 1991, 1992; Fujimoto & Iben, 1992);

e shear instabilities along the boundary, particularly as caused by differential rotation
during the accretion phase (Durisen, 1977; Kippenhahn & Thomas, 1978; MacDonald,
1983; Livio & Truran, 1987; Kutter & Sparks, 1987; Sparks & Kutter, 1987; Kutter &
Sparks, 1989; Fujimoto, 1988);

e convection-induced shear instabilities, particularly breaking gravity waves on the core-
envelope boundary (Rosner et al., 2001; Alexakis et al., 2002; Calder et al., 2002a;
Alexakis et al., 2004);

e convective undershoot, where convective motions induced in the envelope begin to
penetrate into the core and dredge up core material (Woosley, 1986; Glasner & Livne,
1995; Glasner et al., 1997; Kercek et al., 1998, 1999; Glasner et al., 2011).

This question of enrichment and mixing is the focus of my research into CNe, with the goal
being an understanding of how this mixing occurs, how fast it takes place, and how much
material is mixed across the core-envelope boundary.

6.3 The State of Modern Simulations

The majority of simulation work on nova explosions has been one-dimensional, with con-
vection described by mixing-length theory (see Starrfield, 2002, Glasner et al., 2011, and José
& Tliadis, 2011 for reviews). However, most of the proposed mechanisms for enrichment are
inherently multidimensional. Most multidimensional studies suggest that convective under-
shoot may play a significant role in enrichment (Glasner et al., 1997, 2007; Casanova et al.,
2010). However, some have seen qualitatively different behavior (Kercek et al., 1998, 1999).
Algorithmic differences and the dimensionality of the simulations may play a significant
role in the results (Kercek et al., 1999; Glasner et al., 2005; Casanova et al., 2011b). The
current uncertainty in the field strongly suggests that multidimensional (especially three-
dimensional) simulations may be necessary.

6.4 The MAESTRO Code

For this research I used MAESTRO, a new hydrodynamics tool designed for low-Mach-
number astrophysical flows (Nonaka et al., 2010). Grid based codes are subject to the
Courant-Friedrichs-Lewy (CFL) condition, which limits the time step such that information
cannot propagate more than a single cell in a single time step (Courant et al., 1928). For
a traditional compressible code (e.g., FLASH), the speed at which information propagates is
equal to the fluid speed plus the sound speed. MAESTRO filters out acoustic waves as described
below, so that information propagates at the fluid speed. In the low-Mach regime in which
MAESTRO is valid (Mach number much less than unity, M < 1), this allows MAESTRO to
take time steps longer than those of a traditional compressible code, typically by a factor
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of approximately 1/M. Unlike other algorithms for low-Mach flow (e.g., incompressible or
anelastic), MAESTRO captures important compressibility effects, including local heating (such
as from nuclear reactions) and movement through a stratified background. MAESTRO has been
tested extensively against compressible algorithms in order to demonstrate the validity of the
MAESTRO approximation for flows with Mach number less than approximately 0.3 (Almgren
et al., 2006a,b, 2008).

In order to achieve this low-Mach approximation, MAESTRO assumes a one-dimensional
base state that is in hydrostatic equilibrium (HSE), and uses a variation of the Euler equa-
tions® to compute the multidimensional perturbations to this hydrostatic base state:

VPy=—pog (6.1a)
X
0 (gt 3 ==V (pXpu) + puy (6.1Db)
d(ua) 1 P —Po
5 =W (Vaou) - ;Vﬂ - g (6.1c)
0 (ph) _ DRy
e V - (phu) + o T P Poe (6.1d)
1 8P0 fvd PO - PEOS
. — = — = .1
V- () = o (5 - o S - L Bk, (.10

where quantities marked by a bar (e.g., S) are averaged over a horizontal layer (i.e., an aver-
age over all cells with the same radial coordinate), quantities marked with a subscript “EoS”
are the result of a call to the EoS with the full-state quantities (e.g., Pgos = Pros(p, T, X)),
and quantities marked with a subscript zero refer to the hydrostatic base state.

The first two equations are straightforward: Equation (6.1a) is the equation of hydrostatic
equilibrium and defines the base state, while Equation (6.1b) is the same as Equation (2.4)
from the usual Euler equations.

Equation (6.1c) corresponds to Equation (2.1b), with two changes. First, the equation
for HSE has been added in to change the pressure gradient to a gradient of the pressure
perturbation (1 = P — Fy, also known as the dynamic pressure). Second, the density has
been factored out of the J (pu) /Ot term to cast this as an equation for velocity instead of
momentum density.

Equation (6.1d) corresponds to Equation (2.1c¢) except for two changes. First, the equa-
tion has been reformulated to use specific enthalpy (h) instead of specific total energy (e) or
specific internal energy (¢). This change (using some algebra, and substitution from Equa-
tion (6.1c)) allows the pressure term to be recast using a notation referred to as a Lagrangian
(or “material”) derivative:

DP, 0P,

Accordingly, the energy source has been recast as an enthalpy source. Second, the pressure
has been changed from the full-state pressure (P) to the base-state pressure (Fp). This is

1See Equation (2.1) for the typical Eulerian equations for compressible reactive hydrodynamics.
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the only explicit reference to the full-state pressure (other equations in this set use either the
base-state pressure or the pressure perturbation). This change decouples the pressure from
the density, filtering out acoustic waves. However, because of this change, it is necessary
that the pressure perturbation be small; formally, the requirement is that |7| /Py be of order
M2 leading to the requirement that the Mach number be small.

Equation (6.1e) is an implicit constraint on the velocity field, and is an expression of
the EoS. The quantity [y is a density-like variable derived in Almgren et al. (2006a), S is
a generic source term, I'y is the logarithmic derivative of pressure with respect to density
at constant entropy (I'y = (dlog P/dlog p)s), At is the time step, and f,q is known as the
“volume discrepancy factor” (a dimensionless constant between zero and unity). Because
this constraint equation is a linearization of a non-linear constraint, it is possible for the
pressure to drift away from the pressure given by the EoS. The volume discrepancy term

is included to counteract this drift and push the pressure into thermodynamic equilibrium
(Pember et al., 1998).

48



Chapter 7
Initial Models

The initial models that I used in my CNe research were provided by Ami Glasner, and
match some of the models used in Glasner et al. (2007). The models are a time sequence
of one-dimensional CN models from a Lagrangian stellar evolution code, and are named by
the peak temperature in the domain (in 107 K); the models supplied by Ami Glasner are
T3, T3.5, T5, T7, and T9, with T3 being the earliest and T9 the latest as the base of the
accreted envelope heats up. Due to differences between a one-dimensional, Lagrangian stellar
evolution code and a multidimensional, Eulerian hydrodynamics code, these initial models
needed to be modified through a series of steps to be appropriate for use in MAESTRO. More
detail of these differences will be discusses in Section 7.1.1.

Figure 7.1 shows a sample profile based on Ami Glasner’s T5 model. The model extends
to a higher radius than is shown; beyond the radial limits of the plot the temperature and
composition are constant, with the density determined as described in Section 7.1.2. The
upper panel shows the density profile, which clearly shows the sharp density gradient around
the core-envelope boundary. The central panel shows the temperature profile. The core is not
fully isothermal, but approaches isothermal as the radius goes to zero. Immediately above
the core-envelope boundary there is a nearly-isentropic region due to convection (additional
discussion of this region is in Section 7.2), and above the convective region the envelope is
isothermal. The lower panel shows the composition: the core is an even mixture by mass of
12C and 190, while the envelope is approximately solar composition.

7.1 Outline of the Initial Model Builder

The goal of my simulations is to study mixing of carbon and oxygen from the core
into the envelope. This mixing is expected to be related to convective velocities, which
are caused by nuclear energy generation. The peak energy-generation region is where there
is a large concentration of hydrogen (the fuel for the reactions) mixed with a significant
quantity of carbon (the catalyst) at a high temperature (the reactions are extemely sensitive
to temperature). All of these processes are focused on the base of the accreted layer, where
the mixing is occurring and the temperature is highest. Therefore, it is necessary to identify
the base of the accreted layer, 7,.¢, as that location will be significant throughout the initial
model building process.
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Figure 7.1: This figure shows a sample profile based on Ami Glasner’s T5 model. The T5
model has been the basis of all preliminary simulations to date. The model extends to a
higher radius than is shown here; the extension is at a constant composition and temperature.

7.1.1 Uniform Grid Interpolation

Hydrodynamics may be described in two frames of reference. The Lagrangian frame is
bound to the material: a grid point tracks a parcel of material, and the grid points are
allowed to move. The Eulerian frame is bound to space: the grid is stationary in space, and
material is allowed to move between grid points. Thus the input models from Ami Glasner’s
Lagrangian stellar evolution code have arbitrary grid point locations, while MAESTRO requires
fixed locations on a uniform grid!. Figure 7.2 shows a comparison between the Lagrangian
input model and a uniform grid model by plotting the density of grid points. Therefore, the
first step of converting the initial model is to change the grid structure from the Lagrangian
input model by interpolating to a uniform grid. A simple linear interpolation is sufficient;
the following steps will modify the profiles and ensure that the correct conditions are met,
so it is not necessary to go beyond the simplest interpolation method.

Due to the temperature sensitivity of the nuclear reactions, it is important to capture
the peak temperature correctly. Depending on how the cell centers of the uniform grid align
with the grid points of the input model, the peak temperature may be “clipped” off: if
the uniform grid cell center does not lie precisely at the peak, the interpolation scheme will

!Because MAESTRO uses adaptive mesh refinement, the grid points are not absolute, but may change in a
prescribed way. However, MAESTRO initial models need to be defined on the finest grid, assuming that the
entire domain will be at the finest resolution. MAESTRO will coarsen the initial model as appropriate based
on the criteria controlling the adaptive mesh.
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Figure 7.2: This plot shows the density of grid points for the T5 model from Ami Glasner,
as well as the same model after interpolation to a uniform grid. By definition, the uniform
grid will have a constant grid density, while the variable grid spacing of a Lagrangian code
can be seen in the high grid density near the core-envelope interface.

average the peak with the next point down, lowering the peak value. Certain alignments
may even cause the true peak to be lowered below the neighboring point, artificially moving
the peak and creating a different profile in the vicinity of the new peak; this is shown in
Figure 7.3. Therefore the initial model builder shifts the uniform grid slightly in order to
place the peak temperature in the center of a cell.

7.1.2 Hydrostatic Equilibrium Integration — First Pass

Because MAESTRO uses a hydrostatic base state, it is important to ensure that the initial
model is in HSE. Due to differences in numerical methods and the included physics, HSE
can vary from one code to the next due to, e.g., gridding, the EoS, or gravity. Even if the
input model was in HSE, we must recompute the structure by integrating the HSE equation:

oP
o 1

The acceleration of gravity, g, depends on assumptions made about the way that gravity is
calculated; for example, common gravity methods include constant gravity, enclosed-mass
gravity, and self-gravity. In the case of my simulations, I use a point-source inverse-squared
gravity to match the gravity derived for MAESTRO in Section 8.1. The entire initial domain
is assumed to be in HSE, so that P = Py and p = pg at t = 0s.

In practice, the integration becomes a pair of coupled equations: HSE and the EoS. If we
take the superscripts “c” and “p” to refer respectively to the current grid cell we are solving

o1



55 T T T

50

45 -

35

temperature (106 K)

25

no clipping ——
cllipping
4550 4555 4560 4565 4570

radius (km)

20 1 1

Figure 7.3: A comparison of the temperature peak of the interpolated T5 model. The
only difference between the two profiles is that the temperature peak is aligned to the cell
center (red profile) or cell edge (blue profile). Notice how the blue profile has “clipped”
off the temperature peak, resulting in (a) a lower peak, (b) the peak moving to a higher
radius, and (c) a shallower gradient immediately below the peak. The problem becomes
more exaggerated as the resolution decreases.
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for and the previous cell already solved for,

c p
Pe= PP — Ar (p ;rp )g (7.2a)
P° = Paos(p°, T¢, X9), (7.2b)

where ¢ is evaluated between the current and previous grid cells. A Newton-Raphson loop
solves this pair of equations by iterating on p¢ in order to bring these two expressions for
the pressure into agreement. The temperature and composition profiles given by the inter-
polation from the input model are unchanged, so 7 and X are known for all cells. This
integration also requires a boundary condition: due to the importance of the base of the
accreted layer, the density at 1. is taken as the boundary condition, with the pressure
at rpase given by an EoS call. Integration proceeds in two sweeps: one integration sweep
upwards from the base and one downward from the base. At the upper end of the domain,
as the density falls off, a tunable parameter determines a cutoff density below which the star
is said to be in the “fluff”: a region of such low density as to be essentially irrelevant to the
dynamics of the mixing. When the model falls into this region, the density is set to be equal
to this cutoff density and the temperature is set to a constant value. The HSE integration
core was adopted from previous initial model builders developed by the MAESTRO team.

7.1.3 Smoothing

Due to the conceptual differences between a Lagrangian fluid dynamics code and an
Eulerian fluid dynamics code, the two methods have different capabilities. A Lagrangian
code is capable of having boundaries as thin as the spacing between two grid points, while
Eulerian codes often have difficulties with sharp discontinuities and will tend to smooth them
out. The input models supplied by Ami Glasner contain such a thin discontinuity: one grid
point is a hot, low-density mixture dominated by hydrogen and helium, while the adjacent
grid point below it is a cool, high-density mixture of carbon and oxygen. This discontinuity
is not expected to be so narrow in a real CN progenitor, so both for reasons of the physics
of the situation and the ability of the numerics, it is necessary to smooth out this interface
across a wider radial range. I implemented and tested a variety of smoothing methods.

Kernel Smoothing

Kernel smoothing takes all data points around the current grid point and performs a
weighted average according to some smoothing kernel; essentially, this is a convolution of
the original profile with the smoothing kernel function. The smoothing kernel function is
typically symmetric and peaks in the center; for my implementation, I used a Gaussian.
Unfortunately, the kernel smoothing method modifies the entire domain and does not pre-
serve all of the important features of the initial model (e.g., the temperature peak), so it was
rejected.
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Figure 7.4: Demonstration of the transition smoothing method on the temperature profile.
The solid black profile shows the unsmoothed profile, while the dotted line shows where the
transition was cut out. The colored profiles show the new transition shape being added
in: green is the Gaussian, blue is the exponential, and red is the hyperbolic tangent. The
smoothing length has been exaggerated to clearly show the transition shapes.

Transition Smoothing

Transition smoothing erases the transition region immediately below the base of the
accreted layer and replaces it with a specified transition shape. Centering the new transition
shape on 7,,¢ leads to changes in the thermodynamics of the base of the accreted envelope,
hence only the region below the base is modified. The temperature and the composition are
typically the only two quantities smoothed by this method; the density and pressure will be
updated in the next step. This smoothing method requires the specification of a transition
shape and a smoothing length (/s,) which determines the width of the transition. The
method of performing this smoothing is to mark the base of the accreted layer and the point
one smoothing length below the base (call this the cut point; reyy = Tpase—fsm ), then erase the
the region between the cut point and the base and replace it with a straight line at the same
level as the cut point; i.e., for a quantity ¢, ¢(Teus < 7 < rpase) = ¢(Teur). Then the selected
transition shape is added to the profile below the base, leaving the profile above the base
unchanged during the entire smoothing step. This is demonstrated in Figure 7.4: the solid
black profile shows the temperature profile prior to smoothing, then the dotted line shows
where the transition was removed. The colored profiles show various new transition shapes
added in to create a new transition. The three transition shapes intersect at both 7. and
Thase, SPlitting the profile below the base into two regions: the upper core (rey < 7 < Thase)
and the inner core (r < rey)-
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Gaussian: The first transition shape is a half-Gaussian, centered at the base and extending
to lower radii. The standard deviation of the Gaussian is set to £y, and the height is scaled
to connect at ry.s. This profile has the advantage of being smooth at 1, and rapidly falls
to the original profile away from the base. However, it changes the input model immediately
below the base (the upper core) more than is desired.

Exponential: The second transition shape is an exponential decay of the form exp(r/fyy ),
scaled to connect at r,s. This transition shape changes the upper core less than the Gaussian
profile, but still has a relatively sharp edge between the base of the accreted layer and the
top of the core. This shape also has more significant impact than the Gaussian in the inner
core.

Hyperbolic tangent: The third transition shape is a hyperbolic tangent centered half a
smoothing length below 7.5 and scaled to connect at 7y.. This transition shape has a
smoother connection at 7, than the exponential and falls away rapidly as the distance
increases from .. This transition shape appears to balance the need for a smooth connec-
tion at myase (to avoid too sharp of a change between 7,5 and the next grid cell below) and
not changing the input model too much in the upper core. The hyperbolic tangent transition
shape is the smoothing technique that I am currently using, with some testing remaining to
determine if this is acceptible or if a better smoothing method is necessary.

Lowering the Composition Boundary

My research included brief testing of a new variation on the transition smoothing method
that separates the composition transition and the hottest zone. One-dimensional stellar evo-
lution codes cannot simulate convection, so convection must be approximated (often through
mixing-length theory). Depending on the choice and implementation of the boundary con-
ditions for convection, the boundaries of the convective zone may or may not migrate. It is
possible that the convection has not migrated downward to abut the composition gradient.
In addition, since Lagrangian codes are able to maintain arbitrarily thin discontinuities, it is
possible that a wider and smoother composition transition may result in a temperature peak
farther from the center of the transition. Therefore, the relative locations of the temperature
peak, the composition transition, and the lower edge of the convective zone may not be cap-
tured correctly. In particular, the temperature peak and lower edge of the convective zone
might be separated from the composition transition. If the composition transition were wider
and farther-separated from the temperature peak, the catalysis of the nuclear reactions could
be different, which would change the heating, and therefore the convection, which would in
turn feed back on the mixing across the composition transition. Based on these arguments,
there may be a physical motivation to force a separation between the temperature peak and
the composition boundary. The simplest way to mock up this separation is to simply lower
the composition boundary, which is what this new smoothing method was implemented to
do. This method is only in preliminary testing stages, and requires some research on initial
conditions in order to determine a more physically realistic implementation.
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7.1.4 Hydrostatic Equilibrium Integration — Second Pass

The smoothing step changes the temperature and composition profiles, and both of these
feed into the EoS and therefore impact the HSE through Equation (7.2b). This necessitates
a second pass of the HSE integrator in order to correct the density and pressure profiles.
Running a single sweep of the integrator after both the interpolation and smoothing have
been performed may lead to unexpected interactions between the interpolation and smooth-
ing processes, so it is important to have two passes of HSE integration, one immediately
after the interpolation and one immediately after the smoothing.

7.1.5 Hydrostatic Equilibrium Verification

The final step is to verify the HSE conditions by comparing dP/dr to —pg and computing
the maximum error. This checks that the Newton-Raphson loop in the HSE integration
routine converges and no unexpected errors have arisen. This also mimics the HSE check
that MAESTRO itself will perform on importing the model, which tells you if MAESTRO will
have issues with the model.

7.2 Correction of Entropy Discontinuity

Early simulations with these initial models generated velocities in a region where there is
no physical reason for such velocities to appear. I traced the problem back to a discontinuity
in the initial model. A portion of the accreted envelope is nearly isentropic due to convection,
except for a small discontinuity (in both entropy and temperature) in the middle of this
region. See Figure 7.5: the upper panel shows the entropy profile, where the discontinuity is
more pronounced, but the lower panel shows the temperature profile, which also exhibits this
discontinuity. The discontinuity occurs when the temperature is approximately 2.5x 107 K,
which is the temperature when the pp II and pp III branches of the proton-proton reaction
chain are equally important (see Figure 7.6). Above this temperature pp III is the dominant
energy source, and below it pp II dominates (with another critical temperature around
1.7x 10" K, below which the pp I branch takes over). While it is possible for some feature
to appear here due to the change in reaction chains at this temperature, both the pp II and
pp III reaction rates are continuous and smooth so a discontinuity is not expected. While
the discontinuity is somewhat small, it is still sufficient to cause two problems. The first
is that this convective region, which should mix thoroughly as a single region, is artificially
split into two disjoint convective zones that mix independently of each other. The second is
the appearance of the unphysical velocities which were problematic in early simulations.

In order to fix the problem, I had to correct for the discontinuity in entropy and tem-
perature. The convection causes the region to be nearly, but not fully, isentropic. Changing
it to a truly isentropic profile could change the dynamics by pushing part of the domain
across the boundary to being convective when it should not be or vice-versa. I found that a
cubic polynomial fit the profile very well when an arbitrary shift was permitted on one side
of the discontinuity. Using this cubic polynomial as a guide, I corrected the temperature
profile between the discontinuity and the top of the convective region. Above the convective
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Figure 7.5: Illustration of the discontinuity in the initial model. The top panel shows
the specific entropy profile, while the lower panel shows the temperature profile. The red
curve is the profile with the discontinuity, which can be seen clearly in the entropy (upper
panel) around 4700 km. The blue curve is the corrected version without the discontinuity.
The shape of the entropy is unchanged, except for the vertical shift for radii greater than
4700 km.

region the temperature profile is isothermal, which made it simple to connect the corrected
profile to the profile above the convective region. This correction was applied just prior to
the interpolation to a uniform grid.
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Figure 7.6: Relative contributions of the three branches of the proton-proton chain of nuclear
reactions. The critical temperature where the pp II branch gives way to the pp III branch
can be see to be around 2.5x 107 K. This image is reprinted from http://cococubed.asu.
edu/code_pages/burn_hydrogen.shtml by permission of Frank X. Timmes.
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Chapter 8

Modifications to the MAESTRO Code

MAESTRO has been used to simulate multiple astrophysical phenomena (e.g., Malone et al.,
2011; Zingale et al., 2011; Nonaka et al., 2012a), but my work is the first time that it has been
applied to CNe. Therefore, it was necessary for me to implement a few new routines to include
the physics that is needed for CNe but was not needed for previous simulations performed
with MAESTRO. In particular, the plane-parallel geometry that I used for my simulations
needed a point-source inverse-squared gravity routine, and I needed a new reaction network
designed to capture the nucleosynthesis and nuclear energetics involved in CNe.

8.1 Gravity

As CNe occur in a thin accreted layer on the surface of a WD and the core of the WD
plays no part in the dynamics of the outburst, it is natural to perform simulations in a plane-
parallel mode in order to eliminate the core of the WD from the simulation. In this domain
the gravity is dominated by the mass of the WD, with the contributions of the mass in the
accreted layer being negligible, so that a full self-gravity or an enclosed-mass gravity is not
necessary. However, a constant gravity is not sufficient: the radial extent is large enough that
the difference in gravity between the top and bottom of the domain is non-negligible. Thus
it was necessary to implement an inverse-squared gravity mode in MAESTRO, which modifies
the constraint equation from Equation (6.1e). Instead of using Equation (6.1e) directly, I
will use an alternate form that constrains the base-state expansion velocity (wy = (u - e,)),
which is derived in the MAESTRO Users’ Guide (Lawrence Berkeley National Laboratory &
Stony Brook University, 2012):

— 1 DF Py — Pgo
V‘(U)Oer):s 0_ f 0 ES.

— = = 8.1
R Dt TR Al (81)

In the plane-parallel geometry, V - (wpe,) = Jwy/dr. This equation can be simplified by
splitting wy into wy and dwy such that

Wy — Py — Pgo
aU)():S_ / 0 EoS |

= 8.2
or TP At (82)
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this leaves behind

or T \at "o

The next step is to multiply through by I'y P, differentiate by r, and swap the order of a
mixed partial derivative:

0
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ot or  or
Almgren et al. (2008) (Equation (30)) defines

1p(r) = ((p = po) W), (8.5)
where 1 = (u — wpe,) - €,, and shows that (Equation (29))

9o
ot

Substitute the HSE equation for the base state (Equation (6.1a)) and Equation (8.6) into
Equation (8.4):

= =V (powoer) = V- (nper) . (8.6)
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Recall that the gravitational acceleration for a point source is ¢ = Gmr~2, and m is constant

as we are neglecting the gravitational contributions of mass within the domain. Therefore,
Dg Gm
Dt Dt

—Gm(i(l)+wo%(%))

_0— 2Gmuwy

— — : (8.8)
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Combining Equations (8.7) and (8.8), then splitting wy into wy and dwy, yields the final
expression for the constraint equation for point-source gravity in plane-parallel geometry:

o -
— |I'1 F,
a[

8(51110)} n 2pog dwg _ 2pog Wy g%. (8.9)
or r r or

Although I derived this equation, the discretization and implementation of it was handled
by the designers of MAESTRO, especially Michael Zingale. Details of the discretization (for
both uniform and adaptive grids) are given in Chapter 26 of the MAESTRO Users’ Guide.

To complete this constraint, it is necessary to specify a boundary condition. The expan-
sion, which is constrained by the equation derived here, is driven by heating, which occurs
at the base of the accreted envelope. As the heat is predominantly carried to higher radii,
the expansion should be contained in the region above the heating layer; therefore, there
should be no expansion velocity at the base of the accreted layer. This gives the boundary
condition wy(rpase) = 0.

8.2 Initial Convective Field

A one-dimensional stellar evolution code, such as the one Ami Glasner used to generate
the input models that I used, can estimate the results of convection through mixing length
theory. While mixing length theory can generate a mean radial velocity, it is unable to
generate a multidimensional convective velocity field that captures the turnover of convective
eddies. Therefore, when I start my simulations in MAESTRO I have no initial velocities. This
turns out to be a significant issue: without convective velocities, there is no way for energy
generated at the base of the accreted layer (the region of maximum energy generation) to
be transported away as it would be in a real CN. This leads to isolated zones going into
thermonuclear runaway, causing spikes in the temperature and energy generation. These
small runaways are completely unphysical. The convective velocity field would have long
since been established before temperatures reached the point where such runaways could
happen, and would diffuse the energy generated by temperature spikes into the surrounding
material. Thus it is necessary to mock up an initial convective velocity field.

The method developed by Michael Zingale was to start by inhibiting (but not forbidding)
the runaway. This inhibition is done by passing the mean temperature of a layer (T') to the
EoS instead of the local temperature so that an entire layer must heat up in order to run
away, which slows the runaways. Thus there is still energy generation at the base of the
convective layer to drive the convective velocities, but the small regions do not run away as
rapidly. Running with this modification allows a convective velocity field to develop that
is consistent with the initial model. Once the convective velocity field has stabilized, the
thermodynamics and composition details are thrown out and the initial model is mapped
back in, but now with a multidimensional velocity field. Then the simulation is restarted.
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Chapter 9

Nuclear Reactions

Fundamentally important to the CN problem is the energy release from nuclear reactions.
These reactions generate heat at the base of the envelope, creating a convective layer that is
believed to cause mixing across the core-envelope boundary. This mixing in turn catalyzes the
reactions, increasing the rate of heating and leading to a feedback loop that will culminate in
a CN outburst. Over the course of this project, I have applied several methods to estimate
the heating from nuclear reactions. Each of these tools focuses on reactions that convert
hydrogen to helium.

9.1 Hydrogen Burning Chains

The important reaction processes are split into the pp chains, so named because they
begin by fusing a pair of protons, and the CNO cycles, so named because they rely on looping
through various isotopes of carbon, nitrogen, and oxygen. For a review of these processes,
see the introduction to Wiescher et al. (2010) and references therein. Additionally, it is
possible for the reactions to escape the CNO cycle and begin forming heavier elements; this
is known as rp breakout, as it is based on the rapid proton process.

9.1.1 The pp Chains

The pp reaction chains begin by fusing a pair of protons, with a weak reaction converting
one into a neutron, leaving behind a deuterium nucleus. A third proton is added to this,
yielding *He. From this point, there are three branches. The pp I branch fuses two 3He
nuclei to form a *He nucleus and 2 protons, while the pp II and pp III branches merge a *He
and a *He, and eventually add an additional proton to create a pair of “He nuclei. The pp
chains are illustrated in Figure 9.1.
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Figure 9.1: The three branches of the pp chain, which fuse protons to form nuclei of *He. This image is reprinted from
http://cococubed.asu.edu/code_pages/burn_hydrogen.shtml by permission of Frank X. Timmes.
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Figure 9.2: The four branches of the cold CNO cycle, which use carbon, oxygen, and nitrogen
as catalysts for conversion of four protons to a *He nucleus. This image is reprinted from
http://cococubed.asu.edu/code_pages/burn_hydrogen.shtml by permission of Frank
X. Timmes.

9.1.2 The CNO Cycles

The CNO reaction cycles require the presence of carbon, nitrogen, and/or oxygen, which
serve as catalysts for the conversion of hydrogen to helium by enabling new reaction pathways
that are faster than those of the pp chains. There are a number of branches of the CNO cycle,
but the common feature is adding four protons to a heavier nucleus (e.g., a 2C nucleus),
interleaved with weak reactions that convert two of the protons to neutrons. The cycle is
closed by the emission of a “He nucleus, returning to the original catalyst nucleus. The
four branches of the cold CNO cycle are illustrated in Figure 9.2. Figure 9.3 adds several
branches of the hot CNO cycle.

9.1.3 Rapid Proton Breakout

In the rapid proton (rp) process, a seed nucleus captures protons in quick succession,
building to a large, proton-rich nucleus. A high temperatures is necessary for protons to
overcome the Coulomb barrier of the seed nucleus, and a high concentration of protons
is necessary to capture multiple protons before weak processes begin to convert the excess
protons into neutrons and return the nucleus to stability. This process escapes the CNO cycle
and forms heavier elements (Wallace & Woosley, 1981). Figure 9.3 shows some channels of
rp breakout from the CNO cycle.
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Figure 9.3: In addition to the four branches of the cold CNO cycle (shown in Figure 9.2), this
figure adds branches of the hot CNO cycle, which are important at higher temperature, and
rp breakout, which leaves the CNO cycle. This image is reprinted from http://cococubed.
asu.edu/code_pages/burn_hydrogen.shtml by permission of Frank X. Timmes.

9.2 Decoupling of Reactions and Hydrodynamics

For a hydrodynamics code, fully coupling the reactions would involve adding the equa-
tions for reactions to the hydrodynamics equation set (given by Equation (6.1) for MAESTRO).
However, reactions have a very different natural timescale from hydrodynamics; coupling
these equations would require much smaller time steps than the hydrodynamics allow, which
would severely limit the types of phenomena that could be simulated with such a code. In
order to avoid this problem, the hydrodynamics and reactions are decoupled. Such a decou-
pling allows the hydrodynamics to proceed with a much longer time step than the reactions,
which cycle through numerous smaller time steps to build up to a single hydrodynamics time
step. In MAESTRO, this is done by holding the hydrodynamics constant and reacting for half of
a hydrodynamics time step, then holding the reactions constant while performing a full time
step for the hydrodynamics, then finally reacting for the second half of the hydrodynamics
time step. Splitting the reactions into two half steps enables the method to be second-order
accurate in time.

One issue that arises from this decoupling is the question of how the thermodynamic
variables (especially the density and temperature) evolve during the reaction step. There
exist a number of approximations for how the thermodynamic variables should evolve dur-
ing reactions. All of these methods are only approximations, and do not exactly match the
evolution that would result from a fully couple set of hydrodynamics and reaction equations.
Decoupling is common, as the differences between a decoupled method and a coupled method
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are considered to be negligible, especially for small hydrodynamics time steps. Recent re-
search has explored ways to decouple the equations, but eliminate the resulting changes (see
Section 9.5.5). I detail a few of these approximations for the evolution of the thermodynamic
variables.

Isochoric: For a grid-based code, a common approximation to the thermodynamic evo-
lution is to assume that the reaction step is an isochoric (constant density) process. This
assumption is made in order to conserve mass: because the hydrodynamics are not acting
during a reaction step, no matter is flowing in or out of a cell, so the mass in a cell cannot
change; combining this with the constant volume of the cell gives a constant density. One
caveat is that mass is not truly conserved; the nuclear reactions convert some fraction of the
mass into energy, so density should actually change. However, even in an extreme case such
as pure hydrogen converting to pure nickel, the change in mass is less than 1%. Therefore,
this mass loss is typically neglected.

Isobaric: For MAESTRO, it is important to carefully monitor the pressure due to the restric-
tion that the ratio of the pressure perturbation to the base-state pressure (|7| /Fy) be small.
This suggests that MAESTRO should assume that reactions are an isobaric (constant pressure)
process. Having an isobaric reaction network forces a choice between three different incon-
sistencies in the density. In the first case, the density would be evolved in a way that is
thermodynamically consistent with the energy release. Doing so means that the density of a
given cell changes without any flow across the boundary, breaking conservation of mass. The
second case similarly evolves the density, but then neglects the density evolution from the
reaction network in order to conserve mass, resulting in the hydrodynamics and the reactions
having two different densities. The third choice is to hold the density constant, which brings
the density out of thermodynamic consistency with the energy release.

Hydrostatic: A simple method is to assume that the thermodynamic variables do not
evolve. This approximation has a variety of names, including “hydrostatic” and “pure net-
work”. This does not account for the feedback of temperature-sensitive reaction rates, effec-
tively slowing the reactions from the speed at which they should proceed. However, this is
the simplest form of the network to implement.

I make use of the isobaric and hydrostatic approximations in the reaction network described
in Section 9.5. Details of my implementations of these approximations are presented below.

9.3 Analytic CNO

The first attempt at capturing the energy release from nuclear reactions, primarily ex-
isting as a preliminary testing tool, was an analytic expression to approximate the energy
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release of the CNO cycle (Kippenhahn & Weigert, 1996):

e =8.67x10% (1 427X 1073 T — 7.78x 103 T2/ — 1.49% 10~ T6>

% p Xeno Xig T 2 exp(—1.5228 %102 T6‘1/3> , 9.1)

where T§ is the temperature divided by 10° K, and p and € are assumed to be in cgs units.
The symbol X¢no represents the combined mass fraction of all carbon, oxygen, and nitrogen
isotopes. This only accounts for energy release without evolving the composition, density,
or temperature, and acts as a source term to Equation (6.1d). When a full network was
subsequently implemented, this approximation was found to be a poor representation of
CNO energy generation for the conditions in a CN.

9.4 Frank X. Timmes’s pphotcno Network

The next step was to implement a nuclear reaction network. We chose to port Frank
Timmes’s pphotcno network! into MAESTRO. This network is designed to capture all of the
nuclear processes described in Section 9.1. The core code of pphotcno was included essen-
tially as it was provided by Frank Timmes (with minor modifications to integrate with the
MAESTRO EoS), and I wrote new interface routines to connect MAESTRO and pphotcno.

The primary design decision for this process was which approximation to use. As dis-
cussed in Section 9.2, MAESTRO typically uses isobaric reaction networks. However, when
porting pphotcno into MAESTRO, the isobaric mode presented some unexpected issues. As
a temporary solution, I instead chose to run pphotcno in a hydrostatic mode. This was
sufficient for preliminary simulations, but needed to be corrected for publishable results.

9.5 Rebuilt Network

The next implementation of nuclear reactions for my simulations involved rebuilding
pphotcno. I did this for several reasons:

1. better integration with MAESTRO,
2. improved performance,
3. implementation of the isobaric assumption,

4. a code update to MAESTRO that implemented a technique known as spectral deferred
corrections (SDC; Nonaka et al., 2012b), which works to resolve the issues that arise
from decoupling the reactions from the hydrodynamics.

! Available at http://cococubed.asu.edu/code_pages/burn_hydrogen.shtml.
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The original pphotcno network included subroutines to compute the reaction rates and
neutrino losses. I stripped these subroutines out of the code and reused them with minimal
changes (primarily for style consistency, tighter integration with MAESTRO, and elimination
of redundant code such as the EoS that was already included in MAESTRO). The rest of the
code was rebuilt, including the removal of the integration method built around the MA28
linear system solver and replacing it with the VODE integrator.

9.5.1 Notes on Composition

Reaction networks in MAESTRO store the following information for each species: Ay, the
number of nucleons in a nucleus of species k; Z;, the number of protons in a nucleus of
species k; and By, the binding energy of a nucleus of species k (given as a positive value).
From these, the mass of a particle of species k is given by

mp — kap + (Ak — Zk) my — Bk/Cz,

where m,, and m,, are the masses of protons and neutrons respectively. We can also compute
the mass of a mole of particles of species k:

Wi = Namy,

where N4 is Avogadro’s number. An important caution: pphotcno makes a common ap-
proximation: Wy = A,. This assumes that mass is being measured in grams, and makes two
further simplifying assumptions: (1) the mass of the proton and the mass of the neutron are
both approximately (1/N4)g, and (2) the binding energy is negligible. These assumptions
are not always appropriate, so at times it is necessary to use N4 my in place of Wy. I also
define NNy, to be the number of species in the reaction network.

Nuclear reaction networks often work in terms of the molar abundance (Y}), which is the
ratio of the number of moles of species k to the total mass, and therefore has units of one
over mass. This is given as follows:

V. — (number of moles),  (molar density), nx/Na 1 pp  Xj
ke (mass), ~ (mass density),, p = mxNap Wy

where n,, is the number density of nuclei of species k. The last form will be used frequently
to convert betweeen molar abundance and mass fraction, which is the form used in the
hydrodynamics and the EoS.

9.5.2 Equation Outline

Reaction networks are often framed as a set of coupled ordinary differential equations of
the form

ﬂi = fz (ul, ey uNeq) s l = 1--Neq7

where N, is the number of equations. The first Ny, equations are the composition variables,
and one or more thermodynamic quantities are also evolved. The f; function set is often
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referred to as the “right-hand side” function. The choice of how many and which thermo-
dynamic variables are evolved depends on the assumptions and design decisions that go into
the reaction network. I will demonstrate three different choices: a simple isobaric network,
an isobaric network that attempts to gain an improvement in run time, and MAESTRQ’s SDC
method.

9.5.3 A Simple Isobaric Network

The simplest method for an isobaric network is to evolve the composition and the energy,
then use a call to the EoS to update the other quantities as necessary. The evolution of the
thermodynamics is driven by energy release from nuclear reactions, so the energy is the most
obvious choice of which thermodynamic quantity to evolve. Coupling the energy with the
quantity that does not evolve (in this case pressure) uniquely defines the thermodynamic
state through the EoS.

Evolution of the Composition

The fundamental job of the reaction network is to evolve the composition; networks that
use the hydrostatic approximation merely evolve composition without allowing any feedback
to the thermodynamics, and non-hydrostatic reaction networks evolve the thermodynamics
based on energy released by the changing composition. Evolution of the composition is
done by defining a set of reactions between the species present and constructing the rates
of these reactions. In the pphotcno network, the reaction rates are functions of the density
and temperature, and in some cases also the electron-to-baryon ratio (Y, derivable from
the composition). Using these reaction rates, we can compute the rate of change of the
composition:

Yi= 3 (i e Vall Bi(o, T Yan,)) (9.2)

where the summation over j includes the reactions that consume (negative sign) or form
(positive sign) species i, R, is the rate for reaction j, and Y}, are the reactant species for
reaction j. There may be 1, 2, or 3 reactants (hence why Y;, and Y} 3 are in brackets: they
may or may not be present for all reactions), and they may be the same species or different
species. For example, the triple-a reaction has three reactants (all of which are “He), proton
capture has two reactants (*H and the capturing nucleus), and electron capture only has one
reactant (the nucleus that captures the electron).

Evolution of the Energy

The root of the changing thermodynamics lies in the release of energy from the nuclear
reactions. The rate of change of energy is simply a summation of the nuclear energy release
with an additional term for neutrino cooling. The easiest form of energy to construct is the
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specific internal energy:

Enuck: .
= — : - Cv ’ T7 Y .
< g Moy ) e L)
M, ? .
_ Z ]\; ) —&(p, T, Y1.N,,)
& tot
Xy My 2
= — Z Tho %) &v(p, T, Y1.n,,)
A Mtot

= - Z <Yk Wi 02) —&(p, T, Yl..Nsp)
k

—-Nae® Y (Vi) = £(p. T Vi), (9.3)
k

where Enuc,k is the nuclear energy release from species k, M, is the total mass of all species,
and &, encapsulates the energy losses due to the generation of neutrinos (this term is com-
puted by subroutines included in Frank Timmes’s network). In the final step it is necessary
to use Wy, = Namy: the source of the energy release is the nuclear binding energy, and the
typical approximation (W, = Aj) neglects this binding energy, so using Nam; in place of
W) ensures that this expression is correct, regardless of whether or not W, is approximated.
Both terms in this expression have negative signs. The nuclear binding energy summation is
actually the sum of the mass lost from nuclei, which is the opposite of the energy gained from
this mass loss. The neutrino term is actually the energy lost to neutrinos, so it is subtracted
out of the energy source.

9.5.4 A Faster Isobaric Network

The previous method, although simple in concept and execution, requires a call to the
EoS inside of each call to the right-hand side routine. For a simple EoS, such as the ideal
gas law, this may be acceptable. For a complex EoS, such as a realistic electron-ion plasma,
this can result in a significant amount of time being spent in the EoS. Avoiding an EoS call
could result in a faster execution time for the reaction network.

This section attempts to derive the equations for an isobaric network in such a way as
to avoid a call to the EoS. However, the derivation below is incomplete, in that it neglects
the evolution of thermodynamic derivatives such as cp or Oh/0Y}. It may be acceptable to
consider some of these as constant over the course of the integration, but which may be held
constant would require testing. Preliminary testing has shown that assuming a constant
value for cp gives noticeably incorrect results over long durations, but it is necessary to
evaluate this approximation on the time scale of a hydrodynamic time step, which is the
duration that a reaction network would run while coupled to MAESTRO. In order to make use
of these equations, it would be necessary to evaluate which of the thermodynamic derivatives
must be evolved and then to augment the equation set to evolve the important quantities.

70



Coupled Evolution of Enthalpy, Temperature, and Density

Since the reaction rates are functions of the density and temperature, it makes the most
sense to evolve these two quantities. For faster execution, it is best to minimize the number of
variables to be evolved. Also derived in this section is the evolution equation for the specific
enthalpy; as will be discussed later, this may be an important quantity and its evolution is
coupled with that of the temperature and density.

The first expression comes from the relationship between specific enthalpy and specific
internal energy: h = ¢ 4+ P/p. Taking the time derivative of this expression and rearranging
slightly gives

. p
ho b =< (9.4)

This equation couples the evolution of density and specific enthalpy together, with the evo-
lution of the energy (given by Equation (9.3) above) as a source term.

The second expression comes from the total differential of the specific enthalpy. In
MAESTRO the EoS supplies the partial derivatives of specific enthalpy with respect to the
mass fraction, assuming that pressure and temperature are held constant. However, since
the reaction rates available from Frank Timmes’s network are in terms of molar abundances,
we will simply convert the derivatives according to

on
Yy

oh

= W
pr 0X;

PT

Now we can say that specific enthalpy should be a function of pressure, temperature, and
composition and take the total differential:
dYi | .
PT

Since we are in the isobaric assumption, dP is zero. We can also identify the derivative with
respect to temperature as the isobaric specific heat capacity. If we divide this expression by
dt and rearrange slightly, we get our second equation:

h_cpfzgkj(g_éyk). (9.5)

This equation couples the evolution of the temperature and the specific enthalpy together,
with the summation over the composition evolution expressions (given by Equation (9.2)
above) as a source term.

The third expression comes from the total differential of the pressure. In MAESTRO the
EoS supplies the partial derivatives of pressure with respect to mass fraction, assuming that
density and temperature are held constant. As with the previous expression, we convert
derivatives with respect to mass fraction to derivatives with respect to molar abundances by

_ o
9P

oh

dh +8_T

dP

T\Y1..Ngp

oh
dT+Z (8_Yk

PY1. Nep k
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multiplying by W;. The total differential of pressure therefore is

OP
dT +) (8_5@

Y1 Nep k

_op oP

ip =2 dp+
ap T.)Y1. Nep

PTar

dYy | .
p, T

Since we are in the isobaric assumption, dP is zero. Dividing by dt and rearranging slightly

gives us our third equation:
oP oP . opP
—p+=T=- — Y. 9.6

op P T aT ;(ayk ’“) (9:6)

This equation couples the evolution of the density and the temperature together, with the
summation over the composition evolution expressions (given by Equation (9.2) above) as a
source term.

The final expressions are simply the result of solving these coupled equations. In order
to simplify these expressions, let us define some shorthands:

oh :
A=) (a_Xk Wi Yk> , (9.7a)
k

Ap = Xk: (G_Xk Wi, Yk) , (9.7b)

and .
oP P OP\
A= e . 9.8
(CP o  p? 3T) 58)
With these we can summarize the equation set as
14 0 h é
1 O —Cp p = Ah
0 0P/0p OP/OT T —Ap

Solving this system of equations yields our final, decoupled equations:

: P oprP PoP

h=A (CPEAP—I—CP a—pE—;a—TAh) (993)
. oP OP .

p:A(a_TAh_CPAP_a_Te) (99b)
: P oP oP

T=A (rhOQ Ap+a—p8+a—pAh) (990)

Quasi-Isochoric Approximation

In some cases it may be useful to assume that the change in density is negligible, which
I refer to as the quasi-isochoric approximation. As discussed in Section 9.2, the isobaric
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assumption forces a choice between different inconsistencies. Given a choice between mass
non-conservation, two different densities, or thermodynamic inconsistency, it may be that
thermodynamic inconsistency is the “least-bad” option.

In this case, we can simplify the expressions derived in the previous section. Firstly,
Equation (9.6) can be replaced by a statement of the quasi-isochoric approximation: p = 0.
Equation (9.4) simplifies to the equivalence h = g, eliminating the need to consider the
evolution of enthalpy separately from the evolution of energy. Using this equivalence, we
can simplify Equation (9.5) and solve for the temperature evolution?:

T:i(é—%(j—%%ﬁ)). (9.10)

Using this approximation we eliminate the need to evolve density or enthalpy and arrive at
a simpler expression for the evolution of the temperature.

Energy Release

One of the important outputs from a reaction network is the energy release, although in
MAESTRO the enthalpy release is the desired quantity. There are several possible methods for
computing the final energy release.

The simplest is to call the EoS using the initial and final states of the integration. This
only adds two EoS calls to the reaction network (one at the beginning of the integration and
one at the end of the integration), instead of an EoS call to each iteration of the reaction
network’s sub-cycling (as the method outlined in Section (9.5.3) does).

The second method is to evolve the energy (or the enthalpy) directly. If the desired
quantity is not already being evolved to track the thermodynamic evolution, this adds an
extra variable to the reaction network, which increases the execution time of each iteration of
the network’s sub-cycling. Whether this is faster or slower than adding starting and ending
EoS calls would have to be the subject of testing, and may depend on the duration over
which the network needs to be evolved.

A third method is to use an integrated form of one of the evolution equations (Equa-
tions (9.4) — (9.6) or Equations (9.9a) — (9.9¢)) to deconvolve the total change in energy
or enthalpy from the total change in the density, temperature, and composition. However,
this method suffers from the problem discussed above regarding the assumption that cp and
other thermodynamic derivatives are constant, and therefore it would have to be modified
consistently with any other modifications implemented to address this issue.

2The MAESTRO Users’ Guide (Lawrence Berkeley National Laboratory & Stony Brook University, 2012)
gives an alternate derivation that achieves this same result. See Chapter 19, “Notes on Prediction Types”,
particularly Section 3, “Energy Evolution”.
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9.5.5 The SDC Method

In the SDC version of the reaction network, there is no need to approximate the thermo-
dynamic evolution (e.g., the isobaric approximation); the SDC method is intended to evolve
the reaction network consistently with the hydrodynamics by reducing the error that arises
from decoupling. The SDC method is an iterative process that applies a set of corrections
to reduce the decoupling error, which maintains the efficiency of a decoupled method while
providing the accuracy of a fully coupled method. For complete details of the SDC method,
see Nonaka et al. (2012b). I did not implement the SDC method, but only implemented a
variation of the reaction network that is consistent with the requirements of the SDC method.
Here I detail how the equations for the reaction network are modified to integrate with the
SDC method. Borrowing from the SDC documentation in the MAESTRO User’s Guide, the
two key equations are

d(pX

(p ):pwk—i—Ax 9.11a
dt PAE

d(ph .

_<5t ) e + Ay, (9.11b)

where A,x, and A, come from the hydrodynamics. They are defined as

Ax, = =V - (pX i) (9.12a)
DPy

(9.12b)
While the form of these equations comes from the Euler equations, we can make a loose
correspondence with product rules for derivatives to give ourselves a mental aid in under-
standing the relationships involved in these equations. For Equation (9.11a), the pwy term
is akin to p Xy, and the A,x, term is akin to p Xj. For Equation (9.11b), we need to recall
the relationship between enthalpy density and internal energy density (ph = pe + P), and
we can see that the p Ay term is akin to pé, and the Ay term is akin to pe + P. This also
helps identify the fact that Poe 1S equivalent to €. The true derivation of these equations
comes from the Euler equations, so these product rules are merely a guide and not a true
equivalence. It should be noted, however, that the Pe term appears in both the energy and
the enthalpy equations, so that it can be identified with € formally.

The equations for X}, (except for a factor of W) and ¢ are given in Section (9.5.3).
The SDC method evolves the partial densities instead of the mass fractions or molar abun-
dances (which accounts for mass non-conservation as discussed previously when explaining
the isochoric approximation for reaction networks) and the enthalpy density instead of the
specific enthalpy. The density comes from a summation of the partial densities. All other
thermodynamics come from a call to the EoS in p-h mode.
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Chapter 10

Conclusions and Future Work

10.1 Preliminary Results

This project is still a work in progress. Here I present results to date, which demonstrate
the current status and suggest possible conclusions that may result from this study.

Figure 10.1 shows the evolution of the peak Mach number (the largest value of M in
the domain) over the course of a simulation of convection in the hydrogen-rich envelope of
a classical nova progenitor. For the first roughly 800s, the value of the peak Mach number
varies, but on average remains approximately constant around 0.04. After the 800s mark,
the scatter around the mean trend increases in frequency, and the mean trend begins to
rise. While I have not yet determined the reason(s) for these changes, this plot suggests
that around 800 s the nuclear burning changes from some sort of steady-state burning to a
runaway, leading towards a nova outburst.

Figure 10.2 shows a snapshot of another simulation just over 270s after the start. The
region shown is only a part of the simulation domain, focusing on the core-envelope interface
(at approximately 4550km as shown by the radial coordinate along the left side of the
image) and the convective region immediately above the interface. The central panel shows
a region immediately above the interface (up to approximately 4600 — 4700km) that is
enhanced in 2C, as evidenced by the greener color in this region in contrast to the more
cyan color at a higher radius. By comparison with the right panel, this ?C-enhanced region
approximately correlates with the region of nuclear energy release. The ripples on the core-
envelope interface, while not fully understood as of yet, are reminiscent of breaking waves
such as those discussed in Alexakis et al. (2004), although there is concern that these ripples
may be an artifact due to boundary condition effects. While more analysis, and possibly
further simulations (perhaps at higher resolution), will be necessary for confirmation, these
results suggest that breaking waves may play a significant role in the metallicity enrichment
of the envelope.

10.2 Summary and Conclusions

While I have done extensive background work to develop the tools necessary for simula-
tions of CNe, this is an ongoing project. My work has primarily divided into two categories.
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Figure 10.1: The evolution of the peak Mach number in a preliminary simulation of a classical
novae in MAESTRO. Note the change in behavior around 800 s.

The first category is developing appropriate initial conditions for a multidimensional Eu-
lerian code based on a one-dimensional Lagrangian code. As shown by Zingale et al. (2002),
transferring between two such codes is not as trivial as copying the output of the Lagrangian
code into the Eulerian code. Many issues, both physical and numerical, must be addressed
in transferring a model between two such codes: e.g., the sharpness of discontinuities, hy-
drostatic equilibrium, the grid underlying the simulation, and convective velocities. Each
much be carefully considered, not only independently, but in conjunction with the other is-
sues; for example, interpolation to a new grid and smoothing of discontinuities may interact
in unexpected ways if care is not taken to ensure hydrostatic equilibrium after each such
transformation of a model.

The second category is implementing an appropriate method for capturing the nucle-
osynthesis and nuclear energetics of CNe. Prior research has shown that the appropriate
reactions include the proton-proton chains and the carbon-nitrogen-oxygen cycles, along
with rapid-proton breakout. I found that an analytic approximation to the CNO cycle is a
poor representation of the energy release; in addition, it gives no information about the nu-
cleosynthesis that occurs during a CNe. Due to time step considerations, reactions are often
decoupled from hydrodynamics, which introduces errors from the approximations that are
needed to close the decoupled sets of equations. However, new methods are being developed
to address these errors, including spectral-deferred corrections.

The study of CNe has proven more challenging than I initially expected. This is an
ongoing project, but promises to have the potential to explore new aspects of CNe and
improve our understanding of these complex astrophysical phenomena.
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Figure 10.2: A snapshot of the core-envelope interface and convective region during a prelim-
inary simulation of a classical nova in MAESTRO. Evidence of envelope enrichment by breaking
waves is suggested by this simulation, but further analysis will be necessary to confirm such
a tentative result.
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10.3 Future Work

The current work on the CNe project is continued code development. This includes
verification and validation (V&V) of both the initial model builder and the rebuilt nuclear
reaction network. Preliminary V&V has been done, but is not yet extensive enough to ensure
that these codes are ready for use in publishable work.

[ am preparing a suite of two-dimensional simulations designed to test the code compo-
nents and begin clarifying the computational needs of the CN problem. The most physically-
realistic simulations must be performed in three dimensions in order to accurately model
convection, but three-dimensional simulations are very computationally expensive. Hence a
suite of two-dimensional problems will help to map out the optimal use of computational
resources for three-dimensional simulations. I intend to investigate questions of:

e spatial resolution necessary to capture the processes in a CN outburst,

e boundary conditions (e.g., see Glasner et al. 2005),

e simulation domain size and its interaction with side boundary conditions,

e the possibility of a smaller reaction network that minimizes pp chain processes.

Once the code components under development have undergone rigorous V&V and the planned
two-dimensional preliminary suite has been performed, I can begin to move forward with
explorations of the physics of CNe. The intended goal of this project has been to study
the mixing processes across the core-envelope boundary in a CN outburst. With my com-
putational tools, I can match the published literature on the subject for comparison and
validation, then begin to expand on the current understanding of these mixing processes.

Classical novae present a challenging computational problem, particularly if results are to
be connected to observations. Although convection in the accreted envelope is not directly
observable, the result of simulating convection-induced mixing in the burning region at the
base of the accreted envelope could potentially link to observations in several ways. First,
any inhomogeneities following from the structure of the turbulent convective flow could seed
inhomogeneities in the ejecta (see, e.g., Casanova et al., 2011b). Next, following the evolution
of a CN through the outburst would allow me to determine ejecta velocities. Simulating the
outburst is a significant computational challenge because the envelope will expand through
orders of magnitude in radius and a complete simulation would require interactions of the
expanding envelope with the accretion disk and possibly even the binary companion.

The nuclear burning and mixing processes that occur during my simulations will also
provide information about the quantity and distribution of certain nucleosynthesis products.
The models and simulations presented in this dissertation assume simplified reactions for
the thermonuclear burning because of the expense (in computating power and memory) of
including variables for all participating nuclei. Greater fidelity and detail of the nucleosyn-
thesis products would be achievable through post-processing of advected tracer particles
based on their thermodynamic histories during a simulation. This information about nucle-
osynthesis could be compared to studies of the ejecta (see, e.g., Gehrz et al., 1998). The
use of radiation transport would allow even more observationally-oriented information, such
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as calculating light curves and spectra from the simulations. For all of these issues, the
most informative results would only be achievable by the difficult process of continuing my
simulations beyond the mixing phase to the outburst phase, and perhaps even beyond to
following the evolution of ejecta. These different phases will require different computational
tools, which may require significant development.

With the computational tools I have been developing for my CN simulations, I will be
able to pursue a variety of questions in addition to mixing across the core-envelope boundary.
This includes:

e Studying the complete evolution of a CN outburst, including mixing and explosion.
This could allow me to develop observable signatures for comparison with my simula-
tions. This could also potentially allow an exploration of how much mass is ejected in
an outburst, which is an important question in evaluating whether or not CNe could
be a phase in the evolution of a SNIa progenitor.

e Studying the effect of the mass of the underlying WD, which sets the gravity and
therefore will be a significant factor in the pressure and density of the burning layer
as well as the energy necessary to eject matter during an outburst. Through both of
these effects, the mass of the WD may be important in determining whether or not a
CNe accretes more matter between outbursts than it ejects during an outburst. This
study would require the use of a stellar evolution code, such as the new open-source
code MESA, to generate realistic initial models with different WD masses.

e Studying the effect of the composition of the accreted material, which will impact
the nucleosynthesis pathways favored during an outburst, which will in turn change
the rate of energy release and the total energy release before expansion quenches the
burning.

e Performing a comparison of one-dimensional and multidimensional evolution. Due to
the time scales involved, it is not currently possible for a multidimensional hydrody-
namics code to follow the evolution of a nova from the onset of accretion through the
first outburst or between outbursts. Many studies of novae must therefore rely on one-
dimensional, Lagrangian, stellar evolution codes. I could perform an important check
on some aspects of such codes by running an early-time model from the time-sequence
provided by Ami Glasner until it matches a late-time model and comparing the evolu-
tion between a one-dimensional stellar evolution code and a multidimensional reactive
hydrodynamics code.

e Studying differences in novae on carbon-oxygen WDs and oxygen-neon WDs, exploring
how the resulting outbursts compare to classical vs. recurrent novae and searching for
potentially-observable signatures. The common assumption in nova theory is that
recurrent novae occur on oxygen-neon WDs, while classical novae occur on carbon-
oxygen novae, but this has not been conclusively confirmed. This could additionally
shed light on the question of whether these two different classes of novae gain or lose
mass over long time scales.
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e Evaluating the impact of varying uncertain reaction rates. This could shed light on
potential constraints on reaction rates that are currently not well known by comparing
the results of my simulations with observations.

Several of these points will require new computational tools, and some of them may not be
possible with current technology. However, as long-term goals, they serve to focus my effort
towards exploring the important open questions in the field of CNe.
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