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Abstract of the Dissertation

Modeling of Parachute Dynamics with Front
Tracking Method

by

Joung-Dong Kim

Doctor of Philosophy

in

Applied Mathematics and Statistics

Stony Brook University

2012

We use the front tracking method on a spring system to model the dy-

namic evolution of parachute canopies. The canopy surface of a parachute is

represented by a triangulated surface mesh with preset equilibrium length on

each side of the simplices. The stretching and wrinkling of the canopy and

its supporting string chords (risers) are modeled by the spring system. The

spring constants of the canopy and the risers are chosen based on the analysis

of Young’s modulus for fabric surface and string chord. The mass-spring sys-

tem is a nonlinear ODE system. Added by the numerical and computational

analysis, we show that the spring system has an upper bound of the eigen
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frequency. We analyzed the system by considering three spring models and we

proved in one case that all eigenvalues are imaginary and there exists an upper

bound for eigen-frequency. Based on this analysis, we analyzed the numerical

accuracy and stability of the nonlinear spring mass system for fabric surface

and its tangential and normal motion. We used the fourth order Runge-Kutta

method to solve the ODE system and showed that the time step is linearly

dependent on the mesh size for the system. And also high order method

helps to control amplification of system. Damping is added to dissipate the

excessive spring internal energy. The current model does not have radial re-

inforcement cables and has not taken into account the canopy porosity. This

mechanical structure is coupled with the incompressible Navier-Stokes solver

through the ”Impulse method” which computes the velocity of the point mass

by superposition of momentum. We analyzed the numerical stability of the

spring system and used this computational module to simulate the flow pat-

tern around a static parachute canopy and the dynamic evolution during the

parachute inflation process. The numerical solutions have been compared with

the available experimental data and there are good agreements in the terminal

descent velocity and breathing frequency of the parachute.

Key Words: front tracking, spring model, eigen frequency, parachute

inflation
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Chapter 1

Introduction

1.1 Overview and Motivation

Simulation of parachute inflation via computational method has attracted

attention of scientists at Laboratories of Department of Defense and academic

alike. Some of the most successful studies include those by Stein, Benney,

et al.[56, 55, 52, 57, 53, 54] using the finite element method for the fluid and

structure dynamics. The study of Tezduyar et al.[65, 64, 60, 59, 66] focused

on the fluid structure interaction of the parachute system. By applying the

Deforming-Spatial-Domain/Stabilized Space-Time (DSD/SST) method, they

have successfully addressed the computational challenges in handling the geo-

metric complexities and the contact between parachutes in a cluster. Kim

and Peskin et al.used the immersed boundary method to study the semi-

opened parachute in both two and three dimensions [44, 45], their simulations

are for small Reynold number (about 300) and applied payload with several

grams. Yu and Min [71] studied the transient aerodynamic characteristics of

the parachute opening process. Karagiozis used the large-eddy simulation to
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study parachute in Mach 2 supersonic flow [41]. Purvis [48, 49] used springs

to represent the structures of forebody, suspension lines, canopy, etc. In these

papers, the author used cylindrical coordinate with the center line as the

axis. In a paper by Strickland et al.[58], the authors developed an algorithm

called PURL to couple the structure dynamics (PRESTO) and fluid mechanics

(CURL), in which mass is added to each structure node based on the diago-

nally added mass matrix and a pseudo is computed from the fluid code which

is the sum of the actual pressure and the pressure associated with the diago-

nally added mass. Tutt and Taylor [68, 67] simulated the parachute through

the LS-DYNA code. They used an Eulerian-Lagrangian penalty coupling al-

gorithm and multi-material ALE capabilities with LS-DYNA to replicate the

inflation of small round canopies in a water tunnel.

Fabric material belongs to flexible objects and is more difficult to model

than rigid objects. However, modeling of its dynamic motion is demanded

in both animation industry and engineering science. A fabric surface can be

considered as a membrane which is an idealized two dimensional manifold

for which forces needed to bend it are negligible when compared with forces

needed to stretch and compress it. For such surface, the spring model on a

triangulated mesh is a good mathematical approximation. Simulation of fabric

dynamics through computational method has applications in both computer

graphics and engineering. The textile and fashion industry invites computer

tools that can realistically generate the shape of a cloth dressing. Scientific

applications include modeling of cell skin and soft tissues.

Many authors have contributed to the modeling of cloth and fabric sur-
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face. Terzopoulos and Fleischer [63, 61, 62] proposed continuous model for the

deformable objects. Aono et al.[2, 3] used the Tchebychev net cloth model

to simulate a sheet of woven cloth composites in which they presented two

algorithms, a finite difference method for the Tchebychev net and the algo-

rithm for fitting a given 2D broadcloth composite ply to a given 3D curved

surface represented by a NURBS surface. Late in 1990’s and 2000’s parti-

cle method gained popularity due to its intuitiveness and simplicity. Breen

et al.[11, 12], presented a particle-based model capable of being tuned to re-

produce the static draping behavior of specific kinds of woven cloth. Eberhardt

et al.[26, 25] extended the model and introduced techniques to model measured

force data exactly and thus cloth-specific properties. They also extended the

particle system to model air resistance. Choi and Ko [17] also used particle

spring model, our model is base on their work. On the physics based model-

ing, Platt and Barr[36] showed how to use mathematical constraint methods

based on physics and on optimization theory to create controlled, realistic an-

imation of physically-based flexible models. Carignan et al.[16] discussed the

use of physics-based models for animating clothes on synthetic actors in mo-

tion. Provot [47] described a physics-based model for animating cloth objects,

derived from elastically deformable models, and improved order to take into

account the non-elastic properties of woven fabrics. Volino et al.[70] presented

an efficient set of techniques that simulates any kind of deformable surface in

various mechanical situations. Hsiao and Chen [35] used the spring model to

draw the cloth pattern. They found that cloth shows different appearance with

different values of the spring constant. Aileni et al.[1] applied the mass-spring
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model for a three dimensional simulation of apparel products using virtual

mannequins. Their model supports different types of human bodies created

in the virtual environment. Ji [37] used the mass-spring model to describe

the dynamic draping behavior of the selected five types of fabric materials

including woven and knitted fabrics. In his paper, the material properties are

measured through the Kawabata Evaluation System (KES) [42].

1.2 Front Tracking Methods

Front Tracking is a numerical algorithm which assigns special degrees of

freedom to a surface, moving dynamically through a background grid. This

method, when coupled with underlying PDE solvers, can provide high res-

olution to the geometry and physical variables across the interface. Front

Tracking is a Lagrangian interface method; it can deliver solutions superior

to Eulerian methods, including the level set and the volume of fluid methods

[21].

1.3 Fabric Dynamics

We follow the general idea of the particle and spring mass method for the

modeling and simulation of the cloth stretching and draping. Our main focus

is on the numerical aspect of the ODE system, its accuracy and stability. For

this purpose, we will analyze the oscillatory and non-oscillatory behaviors of

the spring system and for the oscillatory motion, we will give a numerically

added proof for the upper bound of the eigen frequency. Based on the analysis
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of eigen frequencies, we studied the numerical stability criterion and accuracy

of the numerical schemes for solving such a system.

1.4 Parachute Dynamics

We report a computational study of parachute inflation through appli-

cation of the front tracking method, a method which has been successfully

applied to many other problems in physics and engineering [24, 33, 46, 51].

The front tracking method has been coded in a software library named Fron

Tier . We modify the data structure to allow the application of the FronTier

library to the dynamic motion of fabric surface driven by the gravitational

force of payload and the fluid pressure. We discretize the fabric surface in a

homogeneously triangulated surface mesh. One of the important properties of

a fabric surface is that such a surface has finite stretchability. This property is

mathematically realized by modeling the surface as a spring system using the

vertices as mass points and the triangle sides as springs. A finite friction force

is added to dissipate the spring internal energy and to prevent over-excitation

of the system. The spring system is coupled with a finite difference solver for

the incompressible Navier-Stokes equation. Our simulations extend to the field

range of parachute dimensions and are compared with the realistic payload of

certain types of parachutes.

5



1.5 Dissertation Organization

In Chapter 2, we will introduce the mathematical models and the numeri-

cal method in detail and discuss some of the major modifications we have made

to both the FronTier functionalities and its coupling with the incompressible

fluid solver. Chapter 3 presents the motion of spring system, especially eigen-

frequency will be discussed. Chapter 4 discusses the numerical accuracy and

stability in the computation of the spring system. In Chapter 5, we present

several benchmark test cases on the modeling of fabric surface through the

front tracking method and in Sec. 5.6, we report the simulation on dynamic

motion of three types of parachutes: the T-10 personnel parachute, the G-11

cargo parachute, and the cross parachute. The mathematical model we used

in this paper has certain simplifications, to make more realistic simulation

of the parachute system, some additional physical and numerical components

must be added. In Chapter 6 the numerical solutions have been compared the

available experimental data for validation. Chapter 7 will discuss some of the

on-going work and amendment to our current computational method for the

parachute system.
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Chapter 2

Mathematical Model and Numerical Method

2.1 Navier-Stokes equations

Since the focus of this study is on incompressible flow, the fluid equations

we use to model the air flow as a continuum medium are the incompressible

Navier-Stokes equations, which in vector form can be written as

ρ
Du

Dt
+∇p = µ∇2u+ g, (2.1)

where D
Dt

=
∂

∂t
+u ·∇ is the total derivative of the fluid. The incompressibility

is described by the divergence-free condition:

∇ · u = 0. (2.2)

For the parachute system, this equation is solved through the projection

method [15] with special treatment at the canopy surface.
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2.2 Projection method

Projection method is an effective means of numerically solving time-

dependent incompressible fluid flow problems. The advantage of the projection

method is that the computation of velocity and the pressure fields are decou-

pled. Some approximation to the momentum Eq. (2.1) is used to determine

the velocity u or a provisional velocity, and then an elliptic equation is solved

that enforces the divergence constraint Eq. (2.2) and determines the pressure.

In some variations, the viscous term in Eq. (2.1) is advanced in a separate step

from the advective terms. The original projection method is that the velocity

field is forced to satisfy a discrete divergence constraint at the end of each time

step. Projection methods which enforce a discrete divergence constraint, or

exact projection methods, have often been replaced with approximate projec-

tion methods. Approximate projection methods are used because of observed

weak instabilities in exact methods and the desire to use more complicated

or adaptive finite difference meshes on which exact projections are difficult or

mathematically impossible to implement. Additionally, as with all fractional

step methods, a crucial issue is how boundary conditions are determined for

some or all of the intermediate variables.

Projection method pioneered by Chorin [18, 19] for numerically integrat-

ing Eqs. (2.1) and (2.2) is based on the observation that the left-hand side of

equation Eq. (2.1) is a Hodge decomposition. Hence an equivalent projection

formulation is given by

ut = P [−(u · ∇)u+ ν∇2u], (2.3)
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where P is the operator which projects a vector field onto the space of divergence-

free vector fields with appropriate boundary conditions. In the 1980s, several

papers appeared in which second-order accurate versions of the projection

method were proposed. Those of Goda [34], Bell et al.[8], Kim and Moin

[43], and Van Kan [69] are motivated by the second-order, time-discrete semi-

implicit forms of Eqs. (2.1) and (2.2),

un+1 − un

∆t
+∇pn+1/2 = −[(u · ∇)u]n+1/2 +

ν

2
∇2(un+1 + un) (2.4)

∇ · un+1 = 0, (2.5)

where [(u · ∇)u]n+1/2 represents a second-order approximation to the convec-

tive derivative term at time level tn+1/2 which is usually computed explicitly.

Spatially discretized versions of the coupled Eqs. (2.4) and (2.5) are cumber-

some to solve directly. Therefore, a fractional step procedure can be used to

approximate the solution of the coupled system by first solving an analog to

Eq. (2.4) for an intermediate quantity u∗, and then projecting this quantity

onto the space of divergence-free fields to yield un+1. In general this procedure

is given by

Step 1: Solve for the intermediate field u∗

u∗ − un

∆t
+∇q = −[(u · ∇)u]n+1/2 +

ν

2
∇2(u∗ + un), (2.6)

B(u∗) = 0, (2.7)

where q represents an approximation to pn+1/2 and B(u∗) a boundary
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condition for u∗ which must be specified as part of the method.

Step 2: Perform the projection

u∗ = un+1 +∆t∇φn+1 (2.8)

∇ · un+1 = 0, (2.9)

using boundary conditions consistent with B(u∗) = 0 and un+1|∂Ω =

un+1
b .

Step 3: Update the pressure

pn+1/2 = q + L(φn+1), (2.10)

where the function L represents the dependence of pn+1/2 on φn+1. Once

the time step is completed, the predicted velocity u∗ is discarded, not to

be used again at that or later time steps. There are three choices that

need to be made in the design of such a method. They are the pres-

sure approximation q, the boundary condition B(u∗), and the function

L(φn+1) in the pressure-update equation. An important issue is that the

boundary condition for u∗ must be consistent with Eq. (2.8) although at

the time the boundary conditions are applied the function φn+1 is not

yet known and hence must be approximated.

In the first step of the method, if q is a good approximation to pn+1/2,

the field u∗ may not differ significantly from the fluid velocity and thus

a reasonable choice for the boundary condition B(u∗) = 0 may be (u∗ −

ub)|∂Ω = 0. On the other hand, one may not be interested in computing

10



the pressure at every time step and would like to choose q = 0 and obviate

the third step in the method. In this case u∗ may differ significantly from

the fluid velocity, requiring the boundary condition B(u∗) to include a

nontrivial approximation of ∇φn+1 in Eq. (2.8). Regarding the third

step of the method, substituting Eq. (2.8) into Eq. (2.6), eliminating u∗,

and comparing with Eq. (2.4) yield a formula for the pressure-update

pn+1/2 = q + φn+1 − ν∆t

2
∇2φn+1. (2.11)

The last term of this equation plays an important role in computing the

correct pressure gradient and allows the pressure to retain second-order

accuracy up to the boundary. Without this term, the pressure gradient

may have zeroth-order accuracy at the boundary even if the pressure

itself is high-order accurate.

2.3 Structure Component

The non-fluid material in the parachute simulation is called the structure

component whose motion is governed by the Newton’s second law subject to

certain internal constraints. Both the canopy surface and the string chords (or

the risers) which connect the canopy and the payload are flexible structures

and they too, are continuum systems. In many literatures, the motion of the

structure is described by the quasi-ordinary equation

ρi
d2xi

dt2
= fi − ν

dxi

dt
+∇ · σi, (2.12)
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where at position xi, ρi is the density, fi is the external force density (for

example, due to gravity and fluid pressure), σi is the stress tensor, and ν is

the damping coefficient. In general, all derivatives in Eq. (2.12) should be

considered as partial derivatives. However, very few have attempted to solve

Eq. (2.12) exactly. Like the fluid, discretization of Eq. (2.12) is also needed.

In the model we use for this paper, we seek to approximate Eq. (2.12) through

physical intuition, that is, we approximate each discretized element as a mass

point while the stress tensor σi is approximated by a set of springs connect-

ing to the neighboring points. The spring system has only the restoring force

against stretching and compression, therefore it may not exactly describe the

structure system, especially when the structure’s stress tensor may include

restoring force against bending and twisting. Since the structure involved

in the parachute study contains only fabric surface and string chord, we be-

lieve such approximation is good enough and can capture the most important

properties of the structure dynamics in the parachute system. The details of

such system will be described in the following section. To correctly model

the parachute system, an accurate coupling between the Navier-Stokes equa-

tion and the structure dynamics must be carefully considered near the canopy

surface. The method we designed for the simulations in this paper uses the

superposition of impulse on every mass point. Each mass point in the spring

system acts as an elastic boundary point and exerts an impulse to the fluid

in its normal direction. Our algorithm ensures that the action and reaction

between the spring mass point and the fluid solver are equal in magnitude and

opposite in directions, a requirement of Newton’s third law. The numerical
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detail of the algorithm is described in Sec. 2.9.

2.4 Numerical Methods

The computational procedures for the parachute system are demonstrated

by the flow-chart in Fig. 2.1. The numerical method we have used in this

paper for the simulation of parachute system contains several components.

The data structures and many functionalities are based on the FronTier library

developed for the front tracking method. The parachute canopy is modeled

by the spring system on a homogeneously triangulated mesh while the string

chords connecting the payload. A finite damping coefficient is added to both

the canopy and the riser spring chains in order to dissipate the kinetic energy

of oscillatory motion. The fluid flow is computed by solving the incompressible

Navier-Stokes equation using finite difference method with high order coupling

at the boundary and interior interface. To simplify the interaction between

the canopy and the fluid and to avoid harmful damping to the external driving

force, we design a special method which separates the impulse from external

sources such as gravity and fluid pressure, and the impulse from internal force

each point mass receives from its neighboring points under the spring model.

Most of the components in the numerical model are formally in at least the

second order, but due to its geometrical complexity, the overall system cannot

achieve global second order due to splitting computation over each system.

The resulting equation for the spring mass model is an ODE system. To

accurately and efficiently solve this system, it is important to understand the

characteristic motion of the mass points. In particular, we need to understand
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the eigen frequencies of the oscillatory modes and estimate the upper bound

of the eigen frequencies. The choice of numerical scheme and the criterion for

choosing time step will affect the stability and accuracy of the solution. In

this paper, We use the fourth order Runge-Kutta method to solve the spring

system. In the following sections, we will show that with appropriate choosing

of the time step based on the upper bound of the eigen frequencies, the explicit

scheme is not only stable, but also efficiently and accurately solves the ODE

system.

Due to the lack of understanding on the numerical stability of the non-

linear ODE system, many researchers have tried to use implicit method. For

example, Baraff et al.[6] described a cloth simulation system that can stably

take large time steps. It introduces an implicit integration method and applies

on a triangular mesh. The resulting large sparse systems of linear equations are

solved by a modified preconditioned conjugate gradient (MPCG) algorithm.

Ascher et al.[4] improved the robustness and efficiency of the MPCG algorithm

[5]. They also proved convergence, which leads to a correction in the initiation

stage of the original algorithm with improved efficiency. Although implicit

methods can take relatively large step while maintaining numerical stability

of the ODE system, a carefully designed high order explicit method is more

accurate.

2.5 Representation of Fabric Structure

Using a spring-mass system to model a fabric surface has been explored by

computer scientists and applied mathematicians. This spring system provides
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Figure 2.1: The flow chart of the computation for the parachute system using
FronTier as the base library. The spring system is a new module built on
the FronTier data structure and functions. The system is coupled with a high
order incompressible solver for the Navier-Stokes equation.

good model for the simulation of thin surfaces such as skin, soft tissue, paper

and textile. It has also become a natural choice for the modeling of leaves and

parachute canopy. We followed the work by Choi and Ko [17] and applied to

the triangular mesh from the front tracking library. Although the basic idea

is similar, there are several marked differences in our application.

Front tracking method treats a hyper-surface as a topologically linked

set of marker points. The front tracking library contains data structure and
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functionalities to optimize and resolve the hyper-surface mesh with topological

consistency. This method has been used for the simulations of fluid interface

instabilities [24, 23, 29, 28], diesel jet droplet formation [10], and plasma pel-

let injection process [50, 51]. In these problems, the hyper-surface is used

to model the interior discontinuities of materials and such manifold surface

may undergo complicated changes in geometry and topology. The modeling

of fabric surface is simpler in topological handling due to the fact that a fabric

surface cannot bifurcate. However the fabric system has certain constraints

and poses new challenges to the front tracking data structure and some asso-

ciated functionalities.

The first new requirement is that the hyper-surface area must be con-

served. This requirement prompts us to add an equilibrium state of the mesh

and treat the marker points of the hyper-surface as a set of spring vertices.

The general property of a fabric surface is that it is a non-stretchable surface.

However, it is very difficult to numerically maintain a meshed surface with

constant area with non-deformable simplexes. Since there is always a finite

elasticity of a fabric material, therefore to approximate the fabric surface as a

highly stiffened spring system is not only convenient, but also realistic. One

of the major revisions of the data structure is to add the equilibrium length

for each side of the simplexes (which are triangles for 3D hyper-surface). This

variable is computed after the initial mesh optimization and stored in mem-

ory throughout the computation. Fig. 2.2 illustrates the spring model on the

triangulated mesh using the front tracking data structure.

The second difference between the material interface and the fabric sur-
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face lies in the fact that the former is a manifold while the latter is an immersed

surface. For the manifold surface, the positive and negative sides are not con-

nected and can always be represented as a level surface with positive and

negative level function values on each side. For an immersed surface, although

one can still mark its positive and negative sides, such topological orientation

is only local. A space point with short distance away from the non-manifold

surface cannot be classified as to which side of the hyper-surface it belongs.

Such ambiguity poses difficulty in computing interpolation. We tackle this

problem by using an index coating method. This method allows us to distin-

guish which side a space point belongs to on the local basis (a few mesh blocks

away from the surface).

Front tracking method also relies on the index of the side to check the

topological consistency of the interface. For an immersed interface, there is

no topological bifurcation, but there will still be collision of the hyper-surface

mesh points. Therefore, new functions to detect and resolve the marker point

collision are needed, especially when the fabric surface is folded. In addition,

the steady mesh triangulation throughout the computation makes the global

indexing of vertices and triangles relatively easy to implement. Such global in-

dexing makes parallel partition and communication more accurate and robust.

2.6 Spring Models

When no external driving force is applied, the fabric surface, which is

represented by the spring mass system, is a conservative system whose total
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Figure 2.2: Fabric surface is modeled by a homogeneously triangulated mesh
using the FronTier data structure. The edges of each triangle have preset
equilibrium length. The dynamic motion such as stretching and wrinkling of
the fabric surface is modeled by solving the system of ordinary equations for
the spring system.

energy (kinetic energy plus potential energy) is a constant. Assuming each

mesh point represents a point mass m in the spring system with position

vector xi, the kinetic energy of the point mass i is Ti =
1
2
m|ẋi|2, where ẋi is

the time derivative, or velocity vector of the point mass i.

We consider two types of spring systems. The first one, which we will

refer to as Model-I, has the potential energy between two point masses xi and

xj in the form of

Vij =
k

2
|(xi − xj)− (xi0 − xj0)|2 , (2.13)

where k is the spring constant and xi0 is the equilibrium position of mass
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point i. This potential energy does not match the properties of fabric, but it

is easy to analyze. We can show that a spring system with potential energy

Eq. (2.13) has pure oscillatory motion and its eigen frequencies have an upper

bound
√

2Mk/m, where M is the maximum number of neighbors a mass point

can have. This upper bound of eigen frequencies plays an important role in the

analysis of numerical stability and accuracy for schemes to solve the system.

As we mentioned in the introduction chapter, a fabric surface is consid-

ered as a membrane which is an idealized two dimensional manifold for which

forces needed to bend it are negligible. Therefore at current stage we do not

consider the bending energy. Model-I contains strong bending force and is not

suitable for fabric modeling. For a realistic spring system to model the fab-

ric surface, we have to assume that the spring force between two neighboring

mass points is only proportional to the displacement from their equilibrium

distance, the potential energy due to the relative displacement between two

neighboring point mass xi and xj is given by

Vij =
k

2
(|xi − xj | − l0ij)

2, (2.14)

where l0ij = |xi0−xj0| is the equilibrium length between the two point masses.

Here we have made a modification from the model used by Choi and Ko in

that we allow both contraction and expansion forces while in Choi and Ko’s

equation, no force is applied if |xi − xj | < l0ij . Choi and Ko’s choice does not

conserve energy and would allow a surface shrink to a point without resistance.

Such shrinking is unrealistic for a fabric surface. We call this system as Model-
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II.

The Lagrangians of the two systems are, therefore,

L = T − V =

N
∑

i=1

1

2
m|ẋi|2 −

1

4

N
∑

i=1

N
∑

j=1

k |(xi − xj)− (xi0 − xj0)|2 ηij (2.15)

for Model-I and

L = T − V =
N
∑

i=1

1

2
m|ẋi|2 −

1

4

N
∑

i=1

N
∑

j=1

k(|xi − xj| − l0ij)
2ηij (2.16)

for Model-II, where ηij is the adjacency coefficient between mass point i and

j, and ηij = 1 if mass points i and j are immediate neighbors, ηij = 0 if i = j

or mass points i and j are not direct neighbors.

Applying the Lagrangian equation

d

dt

(

∂L

∂q̇i

)

=
∂L

∂qi

to each mass point at xi where q = (x, t), we have

m
dẋi

dt
= m

d2xi

dt2
= −

N
∑

j=1

ηijk ((xi − xj)− (xi0 − xj0)) , (2.17)

for Model-I and

m
dẋi

dt
= m

d2xi

dt2
= −

N
∑

j=1

ηijk
(

xi − xj − l0ijeij
)

, (2.18)

for Model-II, where eij =
xi−xj

|xi−xj |
is the unit vector from xi to xj .
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2.7 The Forces in the Two Models

To see the difference between the two spring models, we rewrite the right

hand side of Eq. (2.17) as follows

m
d2xi

dt2
= −

N
∑

j=1

ηijk
(

xi − xj − l0ijeij + l0ijeij − xi0 + xj0

)

= −
N
∑

j=1

ηijk
(

(|xi − xj | − l0ij)eij + l0ij(eij − e0ij)
)

. (2.19)

We may use f si and f ri to represent the two forces in the right hand side

of Eq. (2.19), that is,

f si = −
N
∑

j=1

ηijk(|xi − xj | − l0ij)eij

and

f ri = −
N
∑

j=1

ηijkl
0
ij(eij − e0ij).

It is easy to see that f si is the restoring force due to stretching while f ri repre-

sents the restoring force due to bending. Therefore, if we introduce the third

model, or Model-III:

m
d2xi

dt2
= f ri , (2.20)

and since Model-II is

m
d2xi

dt2
= f si , (2.21)

we can then see that the force in Model-I is the superposition of the forces in
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Model-II and Model-III, that is, for Model-I

m
d2xi

dt2
= f si + f ri , (2.22)

Eq. (2.20) refers to bending only, Eq. (2.21) refers to stretching only

(fabric), while Eq. (2.22) is the combined motion of stretching and bending.

Therefore, the difference between Model-I and the fabric model (Model-II) is

that the latter has no bending energy, thus no restoring force in the direction

normal to the surface. We will show through numerical solution that for fabric

surface, the tangential motion is oscillatory while the normal motion is not.

In the next chapter, we prove that the motion of Model-I is purely oscilla-

tory and there exists an upper bound for the eigen frequencies of Model-I. The

analysis for Model-II is more difficult. We will analyze the eigen frequencies

only through the numerical simulations.

2.8 Fluid Solver

The calculation of advection of the velocity field is based on the fifth

order finite difference WENO schemes by Jiang and Shu[38] with a general

framework for the design of smoothness indicators and nonlinear weights. A

key component of the WENO scheme is the linear combination or reconstruc-

tion of lower order fluxes to obtain a higher order approximation. The WENO

schemes use the idea of adaptive stencils to automatically achieve high order

accuracy and non-oscillatory property near discontinuities. In the system case,

WENO scheme is based on local characteristic decomposition and flux split-
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ting to avoid spurious oscillation. The time discretization of WENO schemes

is implemented by a class of high order TVD Runge-Kutta methods. Assum-

ing L(u) is a discretization of the spatial advection operator, the third-order

TVD Runge-Kutta is

u(1) = un +∆t · L(un)

u(2) =
3

4
un +

1

4
u(1) +

1

4
∆t · L(u(1))

un+1 =
1

3
un +

2

3
u(2) +

2

3
∆t · L(u(2)).

The advection equation is a scalar equation but has both linear and nonlinear

flux functions (flux of Burgers equation). Using the flux version of the WENO

scheme, this can be computed robustly. This is followed by a second order

Crank-Nicolson solver for the diffusion (viscous) term. The fluid pressure is

a derived variable from the elimination of velocity divergence at each time

step. Only pressure gradient or pressure difference (across canopy) is used to

calculate the force which the fluid interacts with the structure (canopy).

2.9 The Fluid-Canopy Coupling

For incompressible Navier-Stokes equation, it is the boundary condition

that controls the dynamics of the solution. For the parachute problem, the

boundary condition consists of two parts, the external boundary and the two

interior sides of the canopy surface. In our computation, we have three dif-

ferent types of external boundary conditions, the preset Dirichlet boundary,

the flow-through boundary, and the periodic boundary. The periodic bound-
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ary does not need special treatment and always follows the order of the nu-

merical scheme. The Dirichlet boundary for the hyperbolic and parabolic

(advection-diffusion) part of the numerical scheme is also relatively easy to

specify. Normally the preset Dirichlet boundary is on the upwind side while

the flow-through boundary is on the downwind side. The only approximation

we made is to assume the downwind side of flow-through boundary is a con-

stant extrapolation. This is needed for the parabolic equation. To compute the

projection, we have used Neumann boundary for the preset Dirichlet boundary

and the constant pressure (or φ) for the flow-through boundary. Since only

the pressure gradient is physically significant, without losing generality, we set

the φ at the flow-through boundary to zero. The interaction between fluid

and the canopy is the most crucial part of the algorithm for the parachute

simulation. We noted that the immersed boundary method by Kim and Pe-

skin [44, 45] can only carry payload up to a few grams. This is not in the

realistic range of parachute payload. The T-10 personnel parachute and the

G-11 cargo parachute both carry payload ranging from hundreds to thousands

of kilograms. Aside from the fact that Kim and Peskin’s simulations are in

fluid with small Reynold number, we also think that a more accurate modeling

between the air flow and the canopy surface should be considered.

The system described by Eq. (2.17) conserves the total energy. However

in dynamic simulation of the fabric surface, the total energy may increase

and the system can be excited due to stretching and compression by external

forces. The external force not only adds to the acceleration of the macro-scale

motion of the fabric surface, it also displaces the mass points in the tangential
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directions and incites internal energy for the spring system. The restoring force

between each pair of neighboring mass points of the spring system serves as the

self-adjustment to satisfy the fabric constraint and Young’s modulus. However,

when the internal energy of the spring system is too high, the system may be

dominated by the random meso-scale motion of the mass points. Therefore

adding a damping force will help to stabilize the system. When there is an

external velocity field ve, we define the external impulse as Iei = mve
i , where

ve
i is the external driving velocity at point xi. At any given time, we can solve

the equations of the spring system and obtain the internal impulse Isi . Since

the spring force is a function of the relative position of the point mass with

respect to its neighbors, we can use the superposition principle and add to the

total impulse

Ii = Iei + Isi . (2.23)

Our method is to apply damping to the internal impulse only.

Physically, the canopy experiences three forces, the gravitational force

due to the weight of the fabric, the lift force due to the pressure difference

between the two sides of the canopy, and the internal force, which in our model

is the spring restoring force and the friction force (to prevent the spring system

becoming over-excited). The gravitational force of the payload is propagated

through the spring system from the string chord to the boundary of the canopy,

and then spread to each mass point of the canopy through the elastic sides

of simplices. Although the interaction between the fluid and canopy has the

participation of both the external and the internal forces, for each mass point

in the spring system, we can still divide the impulse into three components,
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the gravitational impulse, the fluid impulse due the pressure difference between

the two sides of the canopy, and the internal impulse due to its neighboring

mass points in the spring system, that is

Ici = Icgi + Icpi + Icsi (2.24)

Our current model has not considered the fluid interaction with the mass

point of the string chord and the payload. Therefore for these mass points,

the impulse is

Isi = Isgi + Issi. (2.25)

In our method, the external impulse (due to gravity and pressure) is time

integrated for each mass point, that is

Igi =

∫ t

0

mgdt (2.26)

for both canopy and string chord mass points and

Ipi =

∫ t

0

σ(p− − p+)ndt (2.27)

for canopy points only, where p− and p+ are the pressure on lower and upper

sides of the canopy, σ is the mass density of canopy per unit area, and n is the

unit normal vector pointing from lower to upper side of the canopy. We would

like to emphasize that the current calculation of fluid impulse has considered

only the pressure in the normal direction, we have followed Kalro and Tezduyar

[40] for using this simplification. A more accurate fluid interaction should
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include the velocity shear near the canopy surface and the stress to the surface.

We will put this as future improvement in the new papers.

The internal impulse for both canopy and string chord mass points are

solved by the damping spring system. The impulse due to payload force is

propagated through the string chords to the edge points of the canopy surface.

The interaction between the canopy and fluid is through the normal ve-

locity component of each mass point on the canopy. At every time step, the

fluid exerts an impulse to the mass points, but this part of the impulse is bal-

anced by the gravitational impulse and the restoring force of the spring. The

normal component of the superposition of the three forces feeds back to the

fluid in the following step. The result is that the momentum exchange between

the canopy and the fluid is equal in magnitude and opposite in directions, a

requirement by Newton’s third law.

To prevent the spring system getting into over-excited state, we add a

damping force to the system. Therefore, the complete system of equations is

the following

dvi

dt
= − 1

m

N
∑

j=1

ηijk
(

|xi − xj | − l0ij
)

eij + f ei − κvs
i ,

dxi

dt
= vi,

where f ei is the external force, κ is the damping coefficient and vs
i is the velocity

component due to the spring impulse vs
i = Isi/m.

We have studied two ways to implement the reacting impulse which the

canopy exerts on the fluid (or vice versa). The first method is through the
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immersed boundary method which treats the reaction of the canopy as the nor-

mal force approximated by the smoothed delta function. The second method

is to use the canopy as an internal moving boundary with a normal velocity

(after spring settlement) of the canopy as the boundary value.

In the first method, we compute the increment of the impulse at each

point on the canopy. We have followed Peskin’s delta function method, that

is, let

f(x, t) =

∫

F(s, t)δ(x−X(s, t))ds. (2.28)

The difference between our method and Kim and Peskin’s method lies in the

calculation of F. Instead of computing the tension through the derivative with

respect to the arc length, we use the impulse of the mass point as a result of

the superposition of three forces from the spring system, that is

F(xi, i) = d(Ig + Ip + Is)/dt (2.29)

Eq. (2.29) is more physically realistic, especially because Is is solved from the

spring equations. In the canopy spring system, we have observed that the

tension is high at the top of the canopy where the curvature is almost zero.

The numerical implementation of Eq. (2.29) is straight forward after we

have obtained the solution from the ODEs of the spring system. The surface

force is the product of normal component of the acceleration and mass density

at the canopy surface

F(s, t) = ρc(a · n)n, (2.30)
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where n is the unit normal vector on the canopy surface, and ρc is the mass

density of canopy per unit area. In the second method we treat the canopy as

a moving boundary rather than an immersed interface. Instead of using the

normal component of the acceleration as a singular force, we solve a Dirichlet

boundary problem on each side of the canopy, we use the normal velocity

computed from the ODEs of the spring system. Since the acceleration is the

derivative of velocity in a time step, the two methods are physically consistent

but with different truncation errors.

2.10 Collision Handling

Collision handling is a challenging work for many researchers in fabric

modeling. Recently many authors have presented their algorithms and tech-

niques on this tedious but important work. Bez et al.[9] introduced the topo-

logical mapping approach to collision detection for the drape simulation work.

Bridson et al.[14, 13] presented an algorithm to efficiently and robustly process

collisions, contact and friction in cloth simulation. Bargmann [7] presented a

new approach to collision detection and collision response of cloth onto de-

formable volumes, along with a self-collision algorithm to handle collisions of

the cloth with itself.

Our FronTier library has a set of functions for detection of collisions,

although the existing functions were designed to resolve collisions through

topological bifurcation or merging using the locally grid based method [22].

For the modeling of fabric surface, we modify the functions to reflecting the

colliding marker points in the normal direction of the surface. The detection
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uses an efficient hashing method and is of order O(nN), where n is the number

of triangles hashed by one grid block and N is the total number of triangles.

2.11 Local Index Coating Algorithm

Front tracking method has been mostly used for the study of fluid in-

terface problems such as the Rayleigh-Taylor instability [32, 30], Richtmyer-

Meshkov instability [27], and the jet problem [33, 31]. In these problems, the

fluid interface is topologically a manifold, that is, the two sides of each surface

are the boundaries of separate subdomains. Many front tracking functions

are based on this assumption. However, in the parachute system, the canopy

surface has an open boundary. In general, a space point with a finite distance

away from the canopy surface cannot distinguish to which side of the canopy

it belongs. But we may still assign the side to which a point belongs if the

point is sufficiently close to the canopy surface.

The local side information of a space point close to canopy surface plays

an important role in the calculation of pressure difference, and thus the drag

force of the air to the canopy. The pressure in one side at the canopy surface is

not continuous and therefore should be interpolated and computed using the

value from its own side. This is realized by “painting” the grid cells using the

so-called locally mesh coating algorithm.

Assuming the domain in which the canopy surface is immersed is indexed

by l, the local index coating algorithm follows three steps:

(1). For any grid point P with a distance d ≤ h away from the surface, where
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h is the grid spacing, find the nearest point on the interface (FronTier is

well equipped with these geometry functions) Ps. Using the sign of the

scalar product PPs ·ns, we can determine the side of the point. Reassign

domain index to l − 1 if the point P is on the negative side, otherwise

reassign the index to l + 1.

(2). Reassign any grid point adjacent to a point indexed l − 1 to the same;

reassign any grid point adjacent to a point indexed l + 1 to the same.

Repeat this assignment for three sweeps. The resulting landscape of the

grid indices will look like Fig. 2.3.

(3). The interpolation of side-sensitive variables will use grid points of the

same locally coated index.
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Figure 2.3: The parachute canopy is an open surface and cannot separate the
space into subdomains. But we can still coat different indices for mesh cells
close to the surface using the local geometrical information. The light and dark
shaded polygons represent the sets of mesh cells on the positive and negative
sides of the canopy respectively. An interpolation is carried out on vertices of
the same color.
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Chapter 3

The Oscillatory Motion of Spring Systems

3.1 Eigen Frequency of Model-I

We start by inspecting a system that is relatively easy to analyze. First,

we consider the following system

m
d2xi

dt2
+

N
∑

j=1

ηijk
(

(xi − xj)− (x0
i − x0

j )
)

= 0, i = 1, 2, · · · , N (3.1)

where x0
i , i = 1, 2, · · · , N are the equilibrium positions of point mass i. This

system can be simplified by the substitution x′
i = xi − x0

i , i = 1, 2, · · · , N ,

which yield

m
d2x′

i

dt2
+

N
∑

j=1

ηijk ((x
′
i − x′

j)) = 0. i = 1, 2, · · · , N (3.2)

For simplicity, we will omit the prime in Eq. (3.2). Here we will use:

• xi = (xi, yi, zi), i = 1, · · · , N ——– the coordinates of the mass points

• k ——————————————– the spring constant
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• m —————————————— the mass of a single point

• H = {ηij}N×N ————————– the adjacency matrix

It is obvious that the adjacency matrix H is symmetric, that is, ηij = ηji.

In this model we assume that no points will collide. Then we can set up the

equations which govern the system

dxi

dt
= vi

dvi

dt
= − k

m

∑

j 6=i

ηij(xi − xj) = −
∑

j 6=i

aij(xi − xj),

where vi = (ui, vi, wi) is the velocity of the mass point i. Here we can see

aij = aji ≥ 0. In matrix form we have

d

dt

































x1

...

xN

v1

...

vN

































=
d

dt







x

v






=







03N×3N I3N

R 03N×3N













x

v






,

or

du

dt
= Au (3.3)

where

u =







x

v






, A =







03N×3N I3N

R 03N×3N
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and

R =



















−
∑

j 6=1 a1jI3 a12I3 · · · a1NI3

a21I3 −
∑

j 6=2 a2jI3 · · · a2NI3
...

...
. . .

...

aN1I3 aN2I3 · · · −∑j 6=N aNjI3



















.

We can show that all the eigenvalues of A are either zero or pure imaginary.

The eigenvalues of A are the roots of equation det(A− λI6N) = 0.

35



det(A− λI6N)

=

∣

∣

∣

∣

∣

∣

∣

−λI3N I3N

R −λI3N

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

−λI3N I3N

R− λ2I3N 03N×3N

∣

∣

∣

∣

∣

∣

∣

= (−1)3N

∣

∣

∣

∣

∣

∣

∣

I3N −λI3N

03N×3N R− λ2I3N

∣

∣

∣

∣

∣

∣

∣

= (−1)3N |R− λ2I3N |

= (−1)6N |λ2I3N −R|

=

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(

λ2 +
∑

j 6=1

a1j

)

I3 −a12I3 · · · −a1NI3

−a21I3

(

λ2 +
∑

j 6=2

a2j

)

I3 · · · −a2NI3

...
...

. . .
...

−aN1I3 −aN2I3 · · ·
(

λ2 +
∑

j 6=N

aNj

)

I3

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

λ2 +
∑

j 6=1

a1j −a12 · · · −a1N

−a21 λ2 +
∑

j 6=2

a2j · · · −a2N

...
...

. . .
...

−aN1 −aN2 · · · λ2 +
∑

j 6=N

aNj

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

3

= 0
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Or equivalently

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

λ2 +
∑

j 6=1

a1j −a12 · · · −a1N

−a21 λ2 +
∑

j 6=2

a2j · · · −a2N

...
...

. . .
...

−aN1 −aN2 · · · λ2 +
∑

j 6=N

aNj

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= 0 (3.4)

Before we reach the conclusion we need to review the Levy-Desplanques

theorem.

3.2 Levy-Desplanques Theorem

If a matrix is strictly diagonally dominant, then it is nonsingular. Then

we finish the proof of our claim. Put

B =



















∑

j 6=1 a1j −a12 · · · −a1N

−a21
∑

j 6=2 a2j · · · −a2N
...

...
. . .

...

−aN1 −aN2 · · ·
∑

j 6=N aNj



















First we can see that for any eigenvalue λ ofA, it corresponds to the eigenvalue

µ of B by λ =
√−µ. Now what we want to prove is all the eigenvalues of B

are 0 or positive real numbers. Since B is symmetric, all the eigenvalues of B

are real numbers. If a real number µ < 0 is an eigenvalue of B, it must satisfy

det(B − µIN) = 0. However, considering the fact that aij ≥ 0, we can easily
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conclude that the matrix



















∑

j 6=1 a1j − µ −a12 · · · −a1N

−a21
∑

j 6=2 a2j − µ · · · −a2N
...

...
. . .

...

−aN1 −aN2 · · ·
∑

j 6=N aNj − µ



















is strictly diagonally dominant. According to Levy-Desplanques Theorem, the

matrix is nonsingular, or

det(B− µIN) 6= 0

Contradiction! That means, all eigenvalues of B are real numbers and they

are 0 or positive. Since λ =
√−µ, we come to the conclusion that all the

eigenvalues of A are either 0 or pure imaginary, and the system is neutrally

stable. We will write λ = iω, where ω =
√
µ.

3.3 Bound of Eigen Values of Model-I

Assume that every mass point has at most M neighbors, and that the dis-

placement of all points do not vary too much, we can estimate the upper bound

of the eigenvalues by estimating that of matrix B. According to Gershgorin

circle theorem, all the eigenvalues of B lie within the circles Di, i = 1, · · · , N

where

Di = {µ;
∣

∣

∣

∣

∣

µ− (−
∑

j 6=i

aij)

∣

∣

∣

∣

∣

≤
∑

j 6=i

aij}.
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Then we can see

|µ| ≤ 2

∣

∣

∣

∣

∣

∑

j 6=i

aij

∣

∣

∣

∣

∣

≈ 2Ma =
2Mk

m
. (3.5)

In other words, all the eigenvalues of A satisfy

|λ| =
√

|µ| ≤
√

2Mk

m
. (3.6)

The numerical experiments show that this upper bound is actually a little too

high. The numerical solutions suggest that the minimum upper bound should

be

ω = |λ| =
√

|µ| ≤
√

Mk

m
. (3.7)

3.4 Oscillatory Motion of Model-II

To analyze Model-II, we rewrite the Eq. (2.18) as follows

m
dẋi

dt
= −

N
∑

j=1

ηijk
(

xi − xj − l0ijeij
)

= −
N
∑

j=1

ηijk
∆lij
lij

(xi − xj) , (3.8)

where lij = |xi − xj | and ∆lij = lij − l0ij . Since ∆lij can be either positive

or negative, we cannot guarantee that all the eigen values of the system are

imaginary. We write Eq. (2.18) as

m
d2xi

dt2
= −

∑

j 6=i

aij(rij)(xi − xj), (3.9)

where

aij = ηijk

(

1− lij
rij

)

, rij = |xi − xj | .
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We linearize Eq. (3.9) and obtain

m
d2δxi

dt2
= −

∑

j 6=i

{δaij(rij)(xi − xj) + aij(δxi − δxj)} (3.10)

Using

δaij(rij) = a′(rij)δrij = ηijk
lij
r2ij

δrij

and

δrij = δ

(

∑

d

(xd
i − xd

j )
2

)1/2

=

∑

d(x
d
i − xd

j )(δx
d
i − δxd

j )
(
∑

d(x
d
i − xd

j )
2
)1/2

=
1

rij
(xi − xj) · (δxi − δxj),

we obtain

δaij(xi − xj) = ηijk

[

lij
r3ij

(xi − xj) ((xi − xj) · (δxi − δxj))

]

= ηijk

[

lij
rij

eij (eij · (δxi − δxj))

]

= ηijk

[

lij
rij

eij ⊗ eij(δxi − δxj)

]

.

(3.11)

Substituting Eq. (3.11) into Eq. (3.10), we have

m
d2δxi

dt2
= −

∑

j 6=i

ηijk

(

lij
rij

eij ⊗ eij +

(

1− lij
rij

)

I

)

(δxi − δxj) (3.12)
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The summation on right hand side of Eq. (3.12) represents the superposition

of forces due to each neighboring mass point. Using eij to make dot product

for each term, we obtain the tangential component of acceleration

f t
ij = −eij · ηijk

(

lij
rij

eij ⊗ eij +

(

1− lij
rij

)

I

)

(δxi − δxj)

= −ηijk (eij · (δxi − δxj)) (3.13)

Eq. (3.13) indicates that the force on a mass point along each direction to its

neighbors is restoring, therefore the motion is oscillatory.
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Chapter 4

Numerical Stability of Spring System

The spring system is an energy conservative system if we set the damping

coefficient equal to zero. In one dimension or for Model-I (Eq. (2.17)), the

equations of spring system can be transformed into homogeneous equation

if we redefine xi as the relative displacement from its equilibrium position.

Therefore, we will first consider the numerical stability of Eq. (3.3)

du

dt
= Au,

here we have used u = {xT
1 ,x

T
2 , · · · ,xT

N ,v
T
1 ,v

T
2 , · · · ,vT

N}T . If we can diag-

onalize the matrix A = T−1ΛT , and introduce w = Tu, we can obtain the

decoupled equation

dw

dt
= Λw (4.1)

Therefore to consider the stability of the system Eq. (4.1), we should consider

the scalar equation

dy

dt
= λy. (4.2)
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The Euler method for Eq. (4.2)

yn+1 = yn(1 + λ∆t) (4.3)

and its stability is well known if λ is real. However, for a conservative system

like the spring equations with damping coefficient equal to zero, all the eigen

values of A are imaginary. Therefore, we will need to consider the following

equation

dy

dt
= iωy, (4.4)

with ω = |λ| = √
µ. If we use the Euler forward method for Eq. (4.4), that is

yn+1 = yn(1 + iω∆t), (4.5)

since the square mode of the recursive factor χ2 = |1+iω∆t|2 = 1+ω2∆t2 > 1,

therefore the solution will be amplified after each time step by χ. To reduce

this unphysical amplification, we need to make ω∆t ≪ 1 by reducing ∆t. With

same ∆t, an increasing order of the scheme will reduce this amplification factor

effectively. For the second order predictor-corrector method

y∗ = yn(1 + iω∆t)

yn+1 = yn + 1
2
iω∆t(yn + y∗) =

(

1− 1
2
ω2∆t2 + iω∆t

)

yn (4.6)
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will have χ2 = 1 + 1
4
(ω∆t)4. In particular, for the fourth order Runge-Kutta

method, that is

yn+1 = yn +
∆t

6
(K1 + 2K2 + 2K3 +K4)

K1 = iωyn

K2 = iω

(

yn +
∆t

2
K1

)

= iωyn
(

1 +
iω∆t

2

)

K3 = iω

(

yn +
∆t

2
K2

)

= iωyn
(

1 +
iω∆t

2
+

(iω∆t)2

4

)

K4 = iω(yn +∆tK3) = iωyn
(

1 + iω∆t+
(iω∆t)2

2
+

(iω∆t)3

4

)

and we can see

yn+1 = yn +
h

6
(K1 + 2K2 + 2K3 +K4)

=

(

1 + iω∆t+
(iω∆t)2

2
+

(iω∆t)3

6
+

(iω∆t)4

24

)

yn.

=

(

1 + iω∆t− (ω∆t)2

2
− i(ω∆t)3

6
+

(ω∆t)4

24

)

yn

=

((

1− (ω∆t)2

2
+

(ω∆t)4

24

)

+ i

(

ω∆t− (ω∆t)3

6

))

yn.

The growth factor is

χ2 =

∣

∣

∣

∣

(

1− (ω∆t)2

2
+

(ω∆t)4

24

)

+ i

(

ω∆t− (ω∆t)3

6

)∣

∣

∣

∣

2

=

(

1− (ω∆t)2

2
+

(ω∆t)4

24

)2

+

(

ω∆t− (ω∆t)3

6

)2

= 1− 1

72
(ω∆t)6 +

1

576
(ω∆t)8. (4.7)
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The above calculation shows that the fourth order Runge-Kutta method for

the oscillatory system is not only stable, but also very accurate. Model-I is

not a suitable model for fabric because it includes too much bending energy

and the restoring force normal to the surface. Since Model-II is a nonlinear

system, proof similar to the one for Model-I is difficult. However, Eq. (3.13)

shows that for Model-II, the force tangential to the fabric surface follows the

homogeneous system Eq. (3.2), therefore we perform a set of numerical tests

and the results show that for the fabric system (Model-II), the motion of mass

points in the tangential direction is oscillatory whose eigen frequency is also

bounded. In the direction normal to the surface, the motion is not oscillatory

in general and its rate of change is much smaller than that in the tangential

directions. Therefore as long as the scheme is stable in the tangential direction,

it is automatically stable for the motion in the normal direction.
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Chapter 5

Numerical Results

In this chapter, we will present numerical solutions using the algorithms

we have described in the previous section. These solutions include some bench-

mark tests on the spring system alone, the solution of fabric with a prescribed

external velocity field, and the fluid-structure coupled solution on the evolution

of parachute canopies.

5.1 Young’s Modulus

The stiffness coefficient of the spring k is related to the Young’s modulus,

which is defined as

E =
σ

ǫ
=

F

A

l

∆l
(5.1)

where σ and ǫ are the stress and strain on the elastic material, A is the

cross sectional area of the elastic body, F is the force applied to the body

perpendicular to the area A, l and ∆l are the equilibrium and stretched length

of the body.
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For the fabric surface, in order to compare the Young’s modulus to the

spring constant in our model, we introduce the Young’s surface modulus. This

is to use Young’s modulus to multiply the thickness of the fabric surface. That

is

Es =
F

D

l

∆l
, (5.2)

where D is the cross sectional length of a rectangular surface. The Young’s

surface modulus Es (multiplying a unit length) should equal to the spring

constant. However we have carried out the numerical simulation by applying

a weight uniformly at the end of a plane fabric surface. The resulting shape

of the fabric is concave inward in the middle section Fig. 5.1. The computed

Young’s surface modulus Es (times a unit length) is about 1.1 times of the

spring constant. The detailed analysis is more complicated, therefore we have

used Es ≈ 1.1ks as the empirical value in our simulations. In our parachute

simulations, we have considered the Young’s modulus given by [57], that is

2.0× 105 lb/ft2 for canopy and 4.32× 106 lb/ft2 for the cable. The thickness

of the canopy is 0.0001 ft and the cross sectional area of the cables is 0.0001

ft2. When converted into MKS unit, these result in Es = 2918.7 N/m and

El = 1922.8 N . In all the simulations, we have used the spring constant 5000

for both the canopy surface and the cable. Since Hook’s law is highly nonlinear

on both the fabric and the cable, the excessive spring stiffness is justified.
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5.2 The Oscillatory Motion of Fabric Spring Model

In Chapter 3, we analyzed the oscillatory motion of Model-I and proved

that for such system, the eigen values of its coefficient matrix are pure imag-

inary and these eigen values are bounded by Eq. (3.5). The fabric model

(Model-II) is nonlinear and it is very difficult to prove the same proposition

for Model-I. However, Eq. (3.13) indicates that in the tangential directions,

the force on mass point in Model-II is the same as for Model-I, therefore we

project that in Model-II, the motion of the mass points is identical to that in

Model-I, while the motion of mass points in the normal direction is different.

To demonstrate this conjecture, we carried out the numerical simulation with

a circular fabric surface whose boundary is fixed. We perturb the surface to let

it start a drum-like motion (Fig. 5.2). We take a sample point from the surface

and recorded its relative coordinates in horizontal directions (x and y) and the

vertical direction (z). Fig. 5.3 shows the recorded motion in three directions of

the coordinate system. This figure shows that the motions along the x and y

directions (almost tangential to the fabric surface) are highly oscillatory, while

the motion along the z direction (almost normal to the fabric surface) has

much smaller frequencies. In general, the motion along the z direction does

not have to be oscillatory.

We analyzed the spectra of the oscillatory motion in the tangential di-

rection of the fabric surface and found that the frequencies of the oscillatory

modes are indeed bounded. Fig. 5.4 shows the spectra of the tangential os-

cillatory motion. The three plots in Fig. 5.4 are for runs with k = 1000,

and m = 10, 2.5, 0.625 respectively. The three vertical lines represent the
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cut-off frequency in each run. They are at νc = ωc/2π =
√

Mk/m/2π =

4.21, 8.42, 16.84 respectively. Here we have used M = 7, while the average

number of neighbors of each mass point is 6. Our simulations show that the

upper bound of the frequency is only dependent on the ratio of k/m and in-

dependent of the total number of mass points in the system. Fig. 5.4 proved

that there is indeed an upper bound for the eigen frequency of the oscillatory

motion in the spring system. However, this upper bound appears to be only

1/
√
2 of the value given by Eq. (3.7), which we derived from the Gershgorin

circle theorem. In another word, the bound given by Eq. (3.5) is not optimal.

A better proof may be needed to show the minimum upper bound given by

the numerical solutions.

5.3 First, Second and Fourth Order Schemes

From both the analysis in Chapter 4 and the numerical comparison, we

find that there is a dramatic different between using the first order scheme

and the fourth order scheme, the latter is only four times more expensive than

the former. Fig. 5.5 show the comparison between second order and fourth

order schemes on Eq. (4.4). The simulation shows that with µ∆t = 0.1, the

4th order method gives sufficiently conserved solution even after 40,000 time

steps while the second order method amplifies the motion and breaks energy

conservation very quickly. A reduction of time step does not help the second

scheme. The first order scheme is much worse due to Eq. (4.5). Our conclusion

is that the use of fourth order scheme is not only stable but also very accurate.

The comparison among first, second and fourth order methods over 400, 4000,
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Order of Scheme N=400 N=4000 N=40000
First Order 52.5 9.6× 1016 ∞
Second Order 0.01 0.105 1.7
Fourth Order −6.0× 10−6 −5.6× 10−5 −5.5 × 10−4

Table 5.1: Comparison of numerical schemes for ODE Eq. (4.4) with ω∆t = 0.1
over 400, 4000, and 40000 steps respectively. The values in the table are for
∆E
E0

, where E = 1
2
µ2x2 + 1

2
v2 is the total energy and E0 is the energy at t = 0.

and 40000 time steps are summarized by Table 5.1.

5.4 Wrinkling and Draping of Linear and Surface Spring

Mesh

To demonstrate how the spring mass system reacts to the stretching and

wrinkling when a fabric surface is driven by an external force, we presented

several simulation examples.

In the first set of solutions, we tested both linear and surface spring

system by randomly perturbing the position of each vertex (mass) point at

t = 0. The initial velocity of each vertex point is set to zero. In both linear

and surface solutions, we plotted the total spring potential energy, the total

kinetic energy of the mass points, and the total mechanical energy (potential

plus kinetic energy). Fig. 5.6 shows the exchange between potential energy

and kinetic energy for a perturbed linear spring chord. Fig. 5.7 shows the

perturbed surface mesh and the evolution of energy vs. time. In both cases,

the fourth order Runge-Kutta method is used and the energy conservation is

nearly perfect even after as many as 20,000 time steps.
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In the second numerical solution, we attached a payload to the free end of

the string and fix another end. The string is released at an initial height and

swing under the gravitational field. There is no friction force. The potential

energy in this case involves both spring potential energy and the gravitational

(external) potential energy. Fig. 5.8 shows the three positions of the swinging

string chord at t = 0, 0.5, 1.0. Again in this case, the total energy, with

gravitational potential energy included, is almost perfectly conserved, as shown

by Fig. 5.9.

In the third set of benchmark test, we tested a cloth modeled by the

spring surface mesh evolving in an external velocity field. In the first case, we

put a square cloth in a parabolic velocity field v = v0(x
2 + y2). The cloth is

driven by the external velocity, but undergoes a constrained motion due to the

spring energy. Unconstrained non-fabric surface motion in the same velocity

field results in cone shape geometry. Fig. 5.10 is the top view of the spring

mesh which shows that at later time, the cloth developed wrinkling in response

to the bending of the surface in the velocity field. The spring model does not

conserve the total area exactly, but the restoring force preserves the total area

approximately.

In another numerical experiment on fabric surface, we use a singular

velocity field

v =











v0 if x2 + y2 < a2

0 otherwise.
(5.3)

The cloth behaves as a drapery as shown by Fig. 5.11. Even though only a few

points are driven by the external velocity field, the entire fabric surface feels
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the dragging force by the moving points through the spring system. Collision

is handled by functions in the front tracking library. In the following section,

we use the same simulation to deform the parachute canopy into the initially

folded state for the inflation and drop test simulations.

5.5 Static and Rigid Body Solution

Simulations on the asymptotic steady state solution were conducted on

parachute by approximating the canopy surface as an inflated rigid body thin

surface. In this set of simulations, we treat the fabric surface as a Neumann

boundary. The lower boundary of the computational domain is set to be a

Dirichlet boundary with constant upward velocity while the upper boundary of

the computational domain is a flow-through boundary. We have used periodic

boundary for four sides of the computational domain. The test parachute

canopy has a parabolic surface described by the equation

z = a
(

(x− x0)
2 + (y − y0)

2
)

+ z0, r <
√

(x− x0)2 + (y − y0)2 < R, (5.4)

where r is the radius of the vent and R is the diameter of the canopy. Since we

are interested in the asymptotic solution after a long time of relaxation, we use

the velocity field which is uniform at t = 0 and let the Navier-Stokes equation

to adjust automatically. Since the projection method eliminates the divergence

of the velocity field after each time step, the velocity becomes divergence-free

after a couple time steps. We continued the computation until the flow around

the canopy surface and in the domain reaches a steady state (with very little
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variation). We measure the drag force by computing the pressure difference

between the lower and upper sides of the canopy surface and integrate over the

entire canopy surface. The steady state solution can be used as a benchmark

and reference to the dynamic solution. A dynamic solution can be verified

by comparing with the steady state solution for a given payload and terminal

velocity, especially after the parachute is fully inflated.

5.6 Solution of Parachutes

Parachute is a complex system. Except verifying certain basic bench-

marks on the fluid solver, the conservation of spring energy and external en-

ergy, it is difficult to set up standard problems for a benchmark comparison.

Therefore in this paper, we try to give some assessment to our numerical

model and verify and validate, at least in magnitude, that the system is phys-

ically correct. Improvements may need to be added to make the parachute

system more accurate and realistic. Among all the measurements and geom-

etry, perhaps the most important physical variable of any parachute system

is its terminal velocity as a function of payload. For the given geometry of a

parachute canopy and payload, almost all parachute system reaches 90% of the

terminal velocity in a few seconds. Without considering the buoyancy effect,

a dimensional analysis gives the following force balance between gravity and

the drag

Fnet = Mg − 1

2
ρV 2ACd, (5.5)
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where Fnet is the net force on the system, M is the total mass of the parachute

system including the mass of the system and the mass of payload, A is the

area of the canopy in its inflated state, V is the center-of-mass velocity of the

system, ρ is the fluid density around the canopy and Cd is a coefficient which

depends on the specific type of the parachute. In steady descent, we have

Fnet = 0 which gives the terminal velocity

Vt ∼
√

2Mg

ρACd
. (5.6)

We will show that in the system we have developed, this equation is qualita-

tively validated. We lack the exact value of Cd for different systems, but we

show that the terminal velocities are in the reasonable range for each parachute

system.

5.7 Dynamic Motion from Extended Canopy States

We applied the coupling of the spring system and fluid solver for the

study of the dynamic motion of three types of parachutes. These parachutes

differ in geometry and dimensions of the canopies and risers. Among these

parachutes, the T-10 parachute is used by the Army as the personnel carrier.

This type of parachute has a parabolic shape for the canopy with a vent at

the top. The G-11 parachute is a cargo parachute with no vent. Its dimension

could vary and are usually used as a multiple parachute system to deliver

supporting equipments. In this paper, we will only study the single 1/3-scale

G-11 parachute inflation. The cross parachute has four open side vents and can
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be used as a sports parachute and small cargo carrier. These three parachutes

produce different patterns of airflow around the canopy and exert different

drags to the parachute system. Table 5.2 presents the specs of these three

parachutes.

Type T-10 Personnel 1/3-scale G-11 Cross Parachute
Shape Parabolic Flat Circular Flat Cross

Diameter 10.7 m 10.1 m 1.27 m

Inflation Diameter 7.8 m - -

Number of Susp. Lines 30 30 20

Length of Susp. Lines 7.8 m 9.6 m 1.27 m

Assembly Weight 14 kg - 0.227 kg

Weight Capacity 163 kg - -

Table 5.2: Characteristic dimensions of three types of parachutes.

We first carried out the dynamic simulations starting with the canopy

surfaces in their extended states. For the T-10 parachute, it is a parabola,

and for G-11 cargo parachute and the cross parachute, they are initialized

as fully extended planes. The bond lengths (spring lengths) are all at their

equilibrium states, therefore the initial total spring potential energy is zero.

In these dynamic simulations, the canopy surface is attached by a set of string

chords at the edge of the canopy surface which are then connected to the

payload. For simplicity, we approximate the payload as a point mass. All

string chords are also initially at the equilibrium states. We start with an

uniform upward air velocity field and let it relax for 10 time steps so that

the projection method will adjust the velocity field to its divergence-free state

around the parachute. After that we let the interaction between the spring

system and the fluid solver to start. In this set of simulations, the parachute

moves in response to the gravitational force, the fluid pressure and the internal
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force of the spring system. Each entity (canopy, string chords, and payload) is

a set of mass points connected by the spring bond to its neighbor or neighbors.

The mass of each point in the parachute entities is calculated using the total

mass from its specs of the entity divided by the total number of points used

to discretize the entity.

Our simulations can be summarized as follows:

(1). The T-10 Parachute T-10 Parachute starts with a parabolic shape.

The initial extended diameter is 10.7 m. It has 30 suspension lines

which are 7.8 m in length for each. A complete assembly weight is

14 kg, the maximum weight capacity is 163 kg. The reference frame

of the simulation has an upward velocity 3 m/s. Although the initial

state of the canopy is not realistic, the numerical solution does show

some important features of the T-10 parachute. Fig. 5.12 shows T-10

personnel parachute drop test in the initial velocity field. In this figure,

there is a fast air flow through the vent at the top canopy. A hole in

the apex helped to vent some air and reduce the oscillations. We have

simulated the payload ranging from 100 kg to 600 kg and the terminal

velocity varies from approximately 3 m/s to 6 m/s.

(2). The 1/3-scale G-11 Parachute G-11 parachute is a cargo delivery

parachute with diameter of 30m and 120 cables or string chords. Diam-

eter of 1/3-scale G-11 parachute is 10.1 m with 30 cables. We are inter-

ested in comparing the difference between the flow in the T-10 parachute

and the G-11 parachute. Fig. 5.13 illustrates the fluid flow around the

parachute. For the G-11 parachute without vent, we have noticed that

56



the inflation process and the terminal descent are less stable. Through-

out inflation process, the surrounding air becomes increasingly disturbed

and the vortex flow near the top edge of the canopy is stronger in the

G-11 parachute than that of the T-10 parachute. In addition, we have

observed drifting of the parachute while reaching its terminal velocity

state. But after the canopy is fully inflated, the surrounding air flow is

stabilized in the neighborhood of terminal velocity.

(3). The Cross Parachute Cross Parachute is a test parachute. It is de-

signed for wind tunnel test [53]. A diameter of center panel of canopy is

1.27 m. It has 20 suspension lines with same length as 1.27 m. A total

weight of parachute is 0.227 kg. Cross parachute simulation results are

shown in Fig. 5.14. We also performed inflation simulation from several

folded states, and the results are shown in Fig. 5.15. This parachute will

be discussed in more details in Chapter 6 and compared with the wind

tunnel test.

(4). The Test Parachute We also initialized 2.134 m (7 ft) diameter flat

circular parachute to compare with the indoor vertical drop test [20, 67].

This parachute has 16 suspension lines and payload is 5.398 kg (11.9 lbs).

A set of comprehensive indoor vertical parachute drop tests were carried

out to collect data for validation and the study of the physics of parachute

dynamics. In these experiments, parachutes with diameter of 1.067 m

(3.5 ft), 2.134m (7.0 ft), and 2.743m (9.0 ft) were vertically dropped in

an indoor controlled environment to obtain the measurements. Because
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the reference frame in our simulation has an upward ambient velocity,

the numerical solution cannot be compared with experimental data for

the beginning time period of the simulations. But the terminal descent

velocity and breathing frequency in the parachute simulations are in good

agreement with vertical parachute test result as shown in Fig. 5.16. The

comparison will be discussed in Chapter 6.

5.8 Inflation from Folded Canopy States

For canopy inflation test, we deform the parachute geometry into several

folded states from fully extended state. For this pre-simulation, the singular

velocity field Eq. (5.3) is used. The pressures both inside and outside of the

canopy are very difficult to calculate in the folded state. The coating algorithm

described in Sec. 2.11 helps very little in getting the accurate pressure differ-

ence at points which are in contact with others. The current approximation

is to use the average pressure from the points on a given side interpolatable

from the fluid as the pressure of those points whose pressure cannot be de-

termined. The pressure difference becomes more and more accurate as the

canopy is opened. We have experimented inflation from different stages of

the folded state. Even the simulations start from different starting states, the

final velocities are converged to a range around the terminal velocity after

several seconds. Fig. 5.17, and Fig. 5.18 show the several initial states of G-11

and Cross parachutes respectively. Fig. 5.15 shows the simulation of the cross

parachute inflation process.
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Figure 5.1: Numerical simulation of Young’s modulus on surface. A force is
uniformly applied to the bottom boundary and the surface is pulled downward.
The middle part of the surface is deformed inward resulting in a concavity of
the two vertical sides. The resulting Young’s surface modulus Es is about 1.1
times of the spring constant ks.
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Figure 5.2: The plots in this figure show a fabric surface vibrating motion. The
surface is fixed at the circular boundary. An initial perturbation is applied to
the fabric surface. We use this simulation to study the motion of mass point
tangential to the surface and normal to the surface.

Figure 5.3: Relative displacement of a sample point on the fabric surface as
a function of time. The top is the displacement almost tangential to the
surface (the x-coordinate), the bottom is the displacement almost normal to
the fabric surface. The tangential motion is oscillatory whose frequency is
bounded by

√

Mk/m, with M approximately equal to 7. The normal motion
is not oscillatory in general. There is no restoring force in the normal direction
for fabric surface.
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Figure 5.4: The three plots in the figure are the Fourier transformation of
the tangential displacement function. The vertical line in each plot is the
cut-off frequency ωc =

√

Mk/m with M = 7. The spring constant in all
three cases is 1000, and the point masses for three cases from top to bottom
are 10, 2.5, 0.625 respectively. These plots prove that the tangential oscillation
frequency is bounded by ωc =

√

Mk/m.
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Figure 5.5: Comparison of the second and fourth order schemes for Eq. (4.4)
with ω∆t = 0.1 over 40,000 time steps. The plot shows the comparison of
the total energy. The numerical results show that the second order predictor–
corrector method added 1.7 time of the total energy to the initial value after
40,000 time steps while the fourth order Runge-Kutta method only changed
0.05 percent.
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Figure 5.6: The energy evolution of a perturbed string chord without external
driving force. This plot shows the exchange between spring potential energy
and kinetic energy. The total energy is conserved within 0.001 percent after
20,000 time steps.

Figure 5.7: A surface spring mesh is perturbed at t = 0 (left). The system
exchange between spring potential energy and kinetic energy. Using the fourth
order Runge-Kutta method, the total energy is almost perfectly conserved after
up to 20, 000 time steps.
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Figure 5.8: The spring model applied to a string chord with 50 mass points.
In this simulation, the spring constant is set to k = 5000, and mass of each
point is m = 0.01, together with gravity g = −9.8 and payload w = 1.

Figure 5.9: The energy of a string chord swing. This plot shows the exchange
between spring potential energy and kinetic energy with external (gravita-
tional) potential energy. The total energy is conserved.
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Figure 5.10: Top view of the evolution of a square cloth driven by a parabolic
velocity field v = v0(x

2+y2). While the cloth responds to the external velocity
field, the spring system automatically adjusts the total internal energy toward
minimum state resulting in the wrinkles at the edges of the cloth.

Figure 5.11: Simulation of a cloth with a pulling velocity at the center. The
fabric constraint automatically adjusts the parts of the cloth. The spring
model of the fabric gives a realistic motion of the cloth.
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Figure 5.12: T-10 personnel parachute is a parabolic parachute with a vent
on top of the canopy. A diameter is 10.7m, it has 30 suspension lines which
are 7.8m for each. A complete assembly weight is 14kg, the maximum weight
capacity is 163kg.
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Figure 5.13: This is a simulation on a 1/3-scale G-11 parachute. G-11
parachute is a flat-circular shape parachute. This simulation is for purpose
of comparing with T-10 parachute using the same diameter and the same
number of cables, but no vent at top. The reference frame has an upward fluid
velocity of 3 m/s and the payload of 150 kg.
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Figure 5.14: Cross parachute is used for wind tunnel experiment. The initial
shape is flat cross, a diameter is 1.27 m, it has 20 suspension lines which are
1.27 m each.

Figure 5.15: Simulation of cross parachute unfolding and inflation. The start-
ing state of the parachute is deformed from the fully extended state through
the singular velocity field Eq. (5.3). The parachute has a small horizontal drift
because the folded state is not perfect symmetric.
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Figure 5.16: The numerical result of descending velocity vs. time for a
parachute with payload of 5.398 kg (11.9 lbs) and canopy diameter 2.134 m (7
ft). For the simulation, there is an upward velocity; therefore the graph starts
from the ambient velocity. However, terminal velocity of parachute reaches
to the value at about 3.9± 0.05m/s. The experimental steady descent speed
approaches to 4.27 m/s (14 ft/s), and the terminal velocity of simulation is
4.27 ± 0.05m/s. The difference is believed due to the lack of porosity in the
current model.
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Figure 5.17: Initial folded states of 1/3-scale G-11 parachute. For this pre-sim-
ulation, the singular velocity field Eq. (5.3) is used from fully extended canopy.

70



Figure 5.18: Initial folded states of Cross parachute. For this pre-simulation,
the singular velocity field Eq. (5.3) is used from fully extended caonpy.
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Chapter 6

Validation by Comparison

There are several experiments for parachute drop test. In this paper,

we compare two data sets to verify the numerical results: wind tunnel test

with cross parachute [53] and indoor vertical parachute test, conducted at the

Space Power Facility of NASA Glenn Research Center Plum Brook Station

[20, 67]. The dimension of the cross parachute in this simulation is the same

as the parachute in the wind tunnel test, but there is no reinforcements in the

canopy along the seams and outer edges. Without reinforcements we could get

a good agreement with their experiment result. Fig. 6.1 shows fully inflated

canopy shape from FronTier .

For comparison with the indoor vertical parachute test, we initialized

the parachute with flat circular canopy of 2.134 m (7 ft) nominal diameter.

We carried out pre-step running to deform the parachute canopy and then

used the resulting geometry as the initial state for the drop test simulation.

The initial skirt diameter makes different time graph for full inflation. In this

test, there is a breathing motion or the over-inflation of the canopy. It is
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shown that the canopy progresses into an over-inflated shape, almost flat, and

then contract and over-inflates again. The breathing motion is an oscillatory

motion. The canopy appeared to expel the excess air by means of the breath-

ing. In experiment, the breathing motion was also caused by the constraint

on the parachute, imposed by the guide wire. The breathing motion in the

simulation is smaller because there is no vertical motion restriction such as

guide wire. The terminal velocity of canopy has a good agreement with the

vertical parachute test results as shown in Fig. 5.16. The experimental data

shows that the descent speed rises rapidly to a peak. It slows down while the

parachute inflates and then slowly approaches a steady descent speed at 4.27

m/s (14 ft/s). Even though the numerical solution cannot be compared with

the experimental data during the initial period of time in the simulation, we

have observed that it reaches the terminal velocity at about 3.9 m/s. The

difference between the terminal velocity in numerical simulation and the ex-

perimental data is thought due to the lack of porosity of the canopy in the

current numerical model.

We also simulated the 1/3-scale G-11 parachute with different canopy

folding level, they all converge to the terminal speed of 3 m/s in several sec-

onds. Fig. 6.2 shows the descending velocity as a function of time in these

simulations.

Parachute breathing is an oscillatory motion caused by the interaction

between the fluid force and the canopy at the skirt of the parachute. The

large difference between upper and lower side pressure causes vibration in the

projected drag area of the canopy and thus the oscillation in descent speed. Nu-
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merical study of breathing frequency is important to understand the stability

of the parachute. In our simulation, we initialized 2.124 m (7 ft) flat-circular

parachute to compare with experimental data by Tutt et al.[67]. Fig. 5.16

shows that the breathing frequency is approximately 1.6 - 2.0 Hz (0.5 s to 0.6

s period). This is in an acceptable range with experimental frequency which

is 2.0 Hz (0.5 s period). If we use parachute with larger size or lower Reynold

number, the breathing period will increase. For example, the average period

of breathing for the 10.7 m T-10 parachute is 2.3 s in experiment [39], while

it is about 2 s in our simulation. Fig. 6.3 shows the shape change of the C-9

parachute canopy during the breathing motion.

Figure 6.1: Fully inflated canopy of cross parachute from FronTier
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Figure 6.2: Descending velocities of 1/3-scale G-11 parachute with several
initial states. This figure shows descending velocities converge to safe landing
speed in several seconds, even they started from different initial folded states.
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Figure 6.3: This figure shows the breathing motion of C-9 parachute canopy.
C-9 parachute is a flat-circular personal parachute with radius of 8.53 m (28
ft). The breathing period is approximately 2 s.
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Chapter 7

Conclusion

We use the front tracking data structure and functionalities to model the

dynamic motion of fabric material and parachute inflation. Our objective is

to use this model for the computational study of the air delivery system such

as the parachute system. We established the computational platform by using

the spring mass system. We considered two spring systems, the linear system

and the fabric system, the latter has no bending energy and is a suitable model

for fabric material. For the linear system (Model-I), we have proved, through

the Levy-Desplanques Theorem and the Gershgorin circle theorem, that all the

eigen values of the coefficient matrix are imaginary and therefore the motion

is pure oscillatory, and there exists an upper bound |µ| ≤
√

2Mk/m, where

M is the maximum number of neighbors a spring mass point can have.

The nonlinear spring model is more difficult to analyze. But we found

that the force along the direction to the neighbors of a vertex is the same as

in the linear model. Numerically, we have showed that indeed, the motion of

a spring mass point is oscillatory along the tangential direction of the fabric
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surface. The motion in the direction normal to the surface is not oscillatory

in general. Fourier analysis of the tangential motion on an arbitrary sample

point showed that the frequency of the oscillation is bounded by
√

Mk/m/2π,

where M ≈ 7.

For the oscillatory motion, the first order Euler forward scheme for the

ODE system is increasing in amplitude. Higher order Runge-Kutta scheme is

a much efficient way to solve the equations. Our computation showed that the

fourth order Runge-Kutta scheme with µmax∆t ≤ 0.1 gives very stable and

accurate solution to the spring mass ODE system.

There are still two open problems. The first is that although the analysis

of Model-I through the Gershgorin circle theorem gives an upper bound of

the eigen frequency as ωc ≤
√

2Mk/m, our numerical tests suggest that this

upper bound is not a sharp bound. The minimum bound appears to be ωc ≤
√

Mk/m. The second is that we still need the analytical proof of the upper

bound for the nonlinear system of Model-II.

In our method, both the parachute canopy and the risers are modeled by

the spring system. The fabric responds to the velocity field with reasonable

wrinkling and draping. For the simulation of the dynamic motion of parachute

in air, we coupled the solution of the spring system with the Navier-Stokes

solver. We have introduced index coating algorithm for sharp interpolation

of air pressure on the two sides of the canopy. This algorithm gives accurate

pressure difference when the canopy is fully opened, but may need further

improvement in the folded state of the canopy. We studied the T-10 personnel

parachute, the G-11 cargo parachute, the cross parachute, and the 2.134 m
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(7 ft) flat-circular parachute. The cross parachute and the 2.134 m flat-

circular parachute simulations are compared with the available experimental

data. These comparisons showed similar geometric shape and good agreement

on terminal velocity and breathing frequency after inflation.

We have used the realistic payload in all simulations. We found that the

spring model gives excellent and physically reasonable response of fabric to

the stretching and tension by air pressure and the spread the force of payload

to the fabric spring system. Our coupling algorithm, namely the “Impulse

Method”, separates the impacts of the internal and the external forces and

eliminates unphysical damping.

More careful treatment on the calculation of pressure at the canopy sur-

face is needed in the folded state. In the current model, the parachute canopy

is modeled as a fabric-only structure without the radial reinforcement cables,

and without taking into account the fabric porosity. Other amendments such

as the inclusion of gore and secondary risers are needed for more accurate and

realistic simulations of the parachute system. The inclusion of gore or the

radial reinforcement structure requires changes and modifications of the data

structure and functions in the front tracking library. As an internal curve, the

gore is viewed by two adjacent surface pieces with different opposite orienta-

tion. We are revising the front tracking library to address this issue. For the

cargo parachute, we also need to implement the multi-parachute interaction.

We plan to discuss these new issues in the next paper. Our terminal descend-

ing velocity is slightly lower than that is observed in experiment; we believe

this is due to the lack of porosity in the current model. Our future study will
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include finite porosity at the canopy surface.
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