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Abstract of the Dissertation

Atoms and Molecules in Strong Midinfrared Laser
Fields

by

Cosmin Ioan Blaga

Doctor of Philosophy

in

Physics

Stony Brook University

2009

When atoms and molecules are subjected to low frequency laser fields
whose electric fields rival the atomic and molecular ones, the liberated
photoelectrons can revisit and subsequently rescatter on their parent ions
within a fraction of the laser period. In the last few years, using near-
infrared pulses it has been shown that the photoelectron momentum dis-
tribution carries the fingerprint of a diffraction pattern from which for
molecules it is possible to extract structural information. Given that the
maximum kinetic energy of the returning photoelectron wave packet in-
creases with the intensity and the square of the wavelength of the driving
field, intense mid-infrared laser pulses should be used instead, since they
create wave packets that can have an associated de Broglie wavelength
smaller than the ionic size. Coupled with the sub-cycle dynamics of the
electron wave packet, this diffraction-based mechanism can form the basis
of a molecular camera, capable of “viewing” chemical reactions.

As a first step in the development of such a camera, we recorded high
resolution momentum distributions for atoms and molecules extracting
diffraction patterns for both near-infrared and mid-infrared driving laser
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fields. In addition, a low energy structure present in the photoelectron
spectra not predicted by analytical models has been investigated.
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3.19 Laser-driven electron diffraction in xenon at 0.8 µm. Upper
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panel: the (px, py) plot in logarithmic scale. The small white region
near zero is the LES. Lower panel, left: differential cross sections for
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Chapter 1

A Brief Theoretical Incursion into Strong Field

Physics

If one is to squeeze the ∼2,400,000 years of human evolution in 24 hours, the
fire was first controlled around 6pm, agriculture emerged 6 minutes to midnight, the
industrial revolution started 11 seconds to midnight, quantum mechanics was born
around 3.6 seconds to midnight and finally, the laser was invented less than two
seconds to midnight. The purpose of this exercise is obviously not to remind the
reader when some of the most extraordinary human achievements took place from a
historical perspective. Nor was it done to calculate that on this scale a 30 seconds
commercial would take us back to Genghis Khan (despite the fact that sometime it
feels this way). Instead, it was done to depict in human terms how long it took us
to fully understand the quantum origin of light and its interaction with matter, since
it is probably a fair assessment to state that at least intuitively, the importance of
this interaction was realized from prehistoric times, given that virtually all ancient
civilizations attributed various deities to the Sun, Moon, lightning or fire.

The aim of this chapter is to provide the reader with the minimum theoretical
background required to understand the wonderful world of strong field physics. As
we will see in the next pages, a full theoretical description is not tractable and hence
approximations are required. Furthermore, since some of the results presented in this
thesis are not fully understood within the framework of these approximate theories,
special attention will be given to the limits of each theory. Since these limits stem
from the ingredients present in each theory (or the lack thereof), further theoretical
and experimental investigations are required to complete our understanding. Finally,
all the formulas presented here are given in atomic units, unless stated otherwise. For
the reader not familiar with atomic units, Appendix A provides a quick conversion
from atomic units to the International System of Units (SI).
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1.1 General Considerations

1.1.1 Ionization Regimes in External Electromagnetic Fields

To accurately describe the interaction between atoms and electromagnetic fields,
the electromagnetic field needs to be quantized (this is the realm of quantum elec-
trodynamics). However, if we are only dealing with ionization, a classical description
of the electromagnetic field via Maxwell’s equations is enough. This is not a normal
approximation, in the sense that certain ingredients are left out, but an asymptotic
treatment, similar to the use of nonrelativistic mechanics in astronomy. The only
result that will be kept from quantum electrodynamics is the useful concept of the
photon, which will only be used for energy and momentum conservation purposes, just
like Albert Einstein did for his Nobel prize winning explanation of the photoelectric
effect.

Since in their ground state atoms and molecules are bound systems, an electro-
magnetic (EM) field can ionize them only if enough energy is transfered to overcome
the ionization potential (IP ). If the angular frequency ω associated with the EM
field is larger than the ionization potential (ω > IP ), the atom can absorb a photon
and eject an electron whose kinetic energy (KE) will be the difference of the two:
KE = ω − IP . This is the essence of the photoelectric effect. Because even a single
photon with ω > IP is enough to ionize the atom, the ionization rate is large at
very low intensities. In this case, the weapon of choice to deal with this process is the
well established perturbation theory within the framework of nonrelativistic quantum
mechanics, with the atomic Hamiltonian being the unperturbed Hamiltonian and the
EM field Hamiltonian the perturbation. Since this process is usually described in
any half-decent graduate level quantum mechanics textbook for hydrogenic atoms in
monochromatic fields and no experimental results presented in this thesis apply to
this case, although instructive, no further discussion is necessary on this subject.

On the other hand, if the photon does not have enough energy to overcome the
ionization potential, ω < IP , the atom can be ionized only if it is capable of absorbing
multiple photons to fulfill the energy conservation:

KE = Nω − IP, (1.1)

where N is the minimum number of photons, so that KE < ω. In this process, all
N photons need to be absorbed all at once, since there are no real atomic states
separated by ω. There are however virtual ones, called Floquet states [1]. Because
N can be very large, to obtain a measurable (or I should say a reasonable) nonlinear
ionization rate WN it is required that many photons are simultaneously “packed”
around the atom. This condition is equivalent to saying that the intensity must be



3

large. If there are no intermediate resonances, the nonlinear ionization rate WN can
be expressed in general terms according to the perturbation theory as:

WN = σN(ω, ε)
IN

ωN
, (1.2)

where σN(ω, ε) is the generalized multiphoton cross section and I is the intensity gen-
erated by the EM field. The cross section depends only on the atomic structure, the
frequency of the field and the ellipticity of the field ε but it is intensity independent.
Obviously, the case N = 1 (single photon ionization) can be viewed as a particular
case of multiphoton ionization.

At sufficiently large intensities, Eq. (1.2) no longer applies. The reason for this is
that as the intensity increases, the perturbation theory breaks down. One indication
of the non-perturbative regime is a process called above threshold ionization (ATI),
in which the atom absorbs more photons than the minimum required [2]. Not only
that, but it is possible to have an ionization rate WN+S larger than WN , with S
being the excess number of photons absorbed. This fact is clearly in contradiction
with perturbation theory, since according to this theory the ionization rate should
decrease strongly as S increases. An exact point where perturbation theory ends
cannot be given, and even if there is one, it would depend on the atom (molecule)
and the EM field. However, we can say that in our community the regime beyond
perturbation theory is the realm of Strong Field Physics.

At even larger intensities, the EM field is so strong it starts rivaling the atomic po-
tential, opening up another mechanism: tunnel ionization. In this case, the ionization
rate is no longer a power law as a function of intensity, but:

W ∼ exp(−2(2IP )2/3/3F ), (1.3)

with F being the strength of the EM field. Since this is the regime investigated in
this document, in the following pages we will discuss this process and its predictions
in detail for both atoms and molecules.

Finally, at the highest intensities, the external field strength overcomes the atomic
potential. This can be viewed as the asymptotic case for tunnel ionization, when the
barrier is completely suppressed. For this reason, this regime is referred to us as over
the barrier ionization (OTBI). However, it is worth mentioning that while tunnel
ionization is a purely quantum mechanical process, over the barrier ionization is not,
as it can be fully understood classically.

All the above mechanisms are presented graphically in Fig. 1.1, as a function of
field strength and the photon energy.

At this point we have to answer an important question: how do we know if an
atom or molecule is ionized via multiphoton or tunneling? The obvious answer would
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Figure 1.1: Ionization regimes as a function of electric field strength. From
top to bottom: single ionization (low field strength), multiphoton ionization (moder-
ate strength), tunnel ionization (high field strength) and over the barrier ionization
(very high field strength). The atomic potential is in black, the laser field in red,
the total potential in blue and the electron wave packet in green. IP denotes the
ionization potential and GS the ground state.
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be to perform a full calculation of the ionization rates for both cases and see which
one dominates. However, this is not an easy task. In fact, it is an impossible task,
since the problem does not have an analytical solution for either case. And even if
one can live with certain approximations or numerical calculations, is there any back
of the envelope estimation available? It turns out there is, thanks to Leonid Keldysh.
According to Keldysh [3], the passage from multiphoton to tunneling is governed by
the adiabacity parameter γ (also called the Keldysh parameter) given by:

γ =
tunneling time

optical angular period
. (1.4)

If γ � 1 tunnel ionization dominates and if γ � 1 multiphoton ionization does.
As stated above, Eq. (1.4) should cause the reader who took a quantum mechanics

class to immediately object to it. Indeed, tunneling time is still an ambiguous quantity
in modern quantum mechanics. Some physicists suggest tunneling time is zero, some
finite while others even claim that is meaningless [4] (and the references therein).
What Keldysh understood by tunneling time (τ) is that it is the time that it takes
for a classical electron with a velocity v determined by the virial theorem applied to
the unperturbed ground state to pass through the barrier of thickness L (in atomic
units):

〈KE〉 =
v2

2
=

L2

2τ 2
= IP. (1.5)

Neglecting the atomic size, the barrier thickness can be approximated using the fact
that on the other side of the barrier we have F · L = IP , so we can finally write:

γ =
√

2IP
ω

F
. (1.6)

One of the most important quantities used in strong field physics and which will
be used throughout this dissertation is the ponderomotive potential. Its meaning is
very simple. When a free electron is placed in an electromagnetic field, it oscillates
with the period of the field. In this situation, the electron’s cycle-averaged kinetic
energy is the above mentioned ponderomotive potential. It is usually designed as UP
and it is given by [5]:

UP =
A2

0

4
, (1.7)

where the newly introduced quantity A0 is the magnitude of the vector potential
of the EM field. This expression is a general one, since it does not depend on the
polarization of the light. In the case of linear polarization, a more useful formula for
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calculating the ponderomotive potential is:

UP [eV ] = 9.3 · I[1014W/cm2] · λ2[µm].

Introducing Eq. (1.7) into Eq. (1.6), we obtain the following well-known expression
for the Keldysh parameter as a function of UP and IP :

γ =

√
IP

2UP
. (1.8)

1.1.2 AC Stark Shifts and the Ponderomotive Potential

Subjecting atomic and molecular systems to electromagnetic fields causes their
energy levels to shift and split through the well known AC Stark effect. The magnetic
nature of the field also produces the Zeeman effect, but since in our experiments the
relativistic regime was not reached, its magnitude is rather small and therefore its
role can be neglected. On the other hand, the magnitude of the AC Stark effect at
intensities reaching the petawatt per squared centimeter is significant and in general
it depends not only on the strength and frequency of the applied field but also on the
quantum details of each particular state as well. In this subsection I will briefly present
the consequences of these AC Stark shifts the their connection with the ponderomotive
potential.

When dealing with this issue, most authors prefer to present the AC Stark shift
in the multiphoton limit [5]. Although there are good practical reasons to do so, at
least from a pedagogical perspective this can be detrimental, since Stark shifts are
general in nature, manifesting themselves from the lowest to the highest of intensities.
As we will see later in the experimental section dedicated to the laser driven Auger
decay, the Stark effect is crucial in the tunneling regime as well.

With this warning in mind, I will describe the AC Stark shifts in the traditional
way using the perturbation theory. While not entirely accurate, since I have men-
tioned already that in the strong field limit the perturbation theory breaks down, for
the purpose of understanding this effect this will suffice. In this case, the AC Stark
shift of n-th atomic level, which I will label δEn is given by:

δEn = −1

4
χn(ω)F 2

0 , (1.9)

where I introduced the dynamical polarizability of the n-th level χn(ω), given by:

χn(ω) = 4
∑
n′

|(dx)n,n′ |2
2(En′ − En)

(En′ − En)2 − ω2
. (1.10)
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In the last equation dx is the projection of the dipole operator along the laser polar-
ization (chosen here as the x-axis). In general, the dipole matrices are complicated,
depending on the wave functions of each atomic and molecular level. Since the matrix
elements are complex numbers, the resulting polarizabilities can be either positive or
negative, resulting in so-called low field or high field seeking states. For highly excited
states, for which n is large, Eq. (1.10) has the simple asymptotic limit χn(ω) = −ω−2,
resulting in the following expression for the AC Stark shift:

δEn→∞ =
F 2
0

4ω2
. (1.11)

Noting that if we substitute the EM field strength with the vector potential in the
last equation (F0 = A0ω), the AC Stark shift in the asymptotic limit is just the
ponderomotive potential UP . The meaning is very simple. To promote an electron
into the continuum, it is not enough to supply only an amount of energy equal to
the ionization potential, but also an amount of kinetic energy, equal to UP to make
it quiver in the field. This has the effect of increasing the ionization potential from
the field-free value of IP to the field value IP + UP . As a consequence, the energy
conservation law given in Eq. (1.1) should read:

KE = Nω − (IP + UP ). (1.12)

Although strictly speaking Eq. (1.1) should be replaced with Eq. (1.12), the two
formulas are valid for two different cases if we want to compute the energy of an
electron at detection, long after the pulse is gone. The two cases stem from the
interplay between the pulse duration τ (which gives the ponderomotive shift of the
continuum during this time) and the time t it takes the ionized electron to leave the
focal volume. Despite the fact that for both cases the electron is born near the peak
of the field (in the presence of UP ), if t� τ as is the case for long pulses, it will roll
down the ponderomotive potential effectively gaining back one unit of UP . For this
reason Eq. (1.1) can be used for long pulses whereas Eq. (1.12) is used for ultrashort
pulses.

The above considerations are presented in graphical form in Fig. 1.2. In general,
the AC Stark shift of the ground state is much smaller than that of the Rydberg
states. In addition, the AC Stark shift can lift state degeneracies, if present. For
the inner shell, the AC Stark shift is not shown. To take it into account and prove
that it is insignificant a complicated multielectron computation is needed, beyond the
purpose of this dissertation. However, a classical, intuitive reasoning can be provided.
Since the valence shell (the ground state) is at least partially filled with electrons,
they form a Faraday cage around the atom, shielding the inner shell electrons from
the influence of the external field. As a consequence, the AC Stark shift of inner levels
is ignored.
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Figure 1.2: AC Stark shift of energy levels. Left panel: as intensity increases,
the energy levels suffer AC Stark shifts. The magnitude of the shift is given by
the product between the polarizability of each level and the square of the EM field
strength. Right panel: the interplay between the pulse duration and the time it takes
the ionize electron to leave the laser focus determines the energy of the electron at
the detector. (see text for details)

1.2 Single Ionization Models for Atoms and

Molecules in an Electromagnetic Field

1.2.1 Ammosov-Delone-Krainov (ADK) Theory for Tunnel
Ionization

The first of the three theories presented in this section developed over the years
to explain the behavior of atoms and molecules in strong laser fields is the Ammosov-
Delone-Krainov (ADK) approximation. While the original formulation can be found
here [6], in [7] a step by step detailed derivation can be found, perhaps more suitable
for entry-level graduate students. The major benefits of this theory are its simplicity
and a straightforward physical interpretation, which lead to its early adoption and
widespread use. The main idea is very simple: in slow varying fields (γ � 1),
the electric field changes slow enough that a static tunneling rate Wstatic can be
calculated for each instantaneous value of the electric field, with the overall tunneling
rate WADK being just the sum of all the static rates. Before we go into the details of
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this approximation, we first notice that as stated above the ADK does not describe
the ionization process in its entirety. Indeed, the propagation of the ejected electron
is completely left out, so that ADK alone cannot predict the photoelectron energy
and angular distributions as measured at the detector. Additionally, the electron
might recombine with its parent ion after ionization in a process called high harmonic
generation (HHG), which also is not included in this model. However, coupled with
rate equations to take into account ground state depletions, ADK is a great tool for
predicting or explaining experimental ionization rates from arbitrary charge states,
especially in highly elliptical laser fields (so that the restrictions listed above do not
apply). For linear polarization however, because (e,2e) processes are not included,
ADK gives good results only for single ionization.

The starting point of the theory is the so-called Landau-Dykhne adiabatic ap-
proximation, which provides the following expression for the ionization rate between
the initial and final states:

Wi→f = exp

−2Im

t0∫
0

[Ef (t)− Ei(t)]dt

 , (1.13)

where Ef and Ei are the energies of the final and initial states, respectively. The
integration limit t0 is the complex time corresponding to the tunnel exit (called the
outer classical turning point), given by:

Ei(t0) = Ef (t0). (1.14)

Before we go any further we should mention here that the Landau-Dykhne formula
can be obtained easily from the action, if we assume that the amplitude of the wave
function changes slowly (adiabatically) during the process. This link is not just a mere
computational artifact, but it has the profound meaning that it provides a connection
between ADK and the next two models to be described latter in this chapter (SFA and
TDSE). In effect, all three theories can be traced back to the principle of least action,
which in turns is at the core of Feynman’s path integral formulation of quantum
mechanics.

The validity of the ADK approximation is governed by the accuracy in deter-
mining the three quantities involved in Eq. (1.13). For Ei(t), one usually uses the
value of the unperturbed ionization potential, therefore neglecting the AC Stark effect
displacement of the ground state. This effect can be included, but because the shift
depends on the polarizability of the ground state which is atom dependent, this auto-
matically sacrifices the generality of the final result. In addition, since the only atoms
studied in this document were all noble gases their tightly bound ground states AC
Stark shift by small amounts so we can in a first approximation neglect their corre-
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sponding shifts. For other systems, with ground states close to the continuum (small
ionization potentials) such as alkali atoms, negative ions or weakly bound molecules,
ADK should be used with a cautious eye. Therefore, to obtain a general result we
will ignore the Stark effect so in practice we always have Ei(t) = −IP .

For the final energy Ef (t) we can use the general formula:

Ef (t) =
(~p− ~A)2

2
+ VC , (1.15)

where ~p is the canonical momentum, ~A is the vector potential of the EM field and VC
is the Coulomb potential of the atomic or molecular core. In its original formulation
ADK neglected the Coulomb potential in Ef (t). Far from saturation (by saturation
meaning the onset of over the barrier ionization), the barrier is thick and since the
Coulomb potential has a 1/r dependence this approximation is justified. For this
reason, if we put VC = 0 in Eq. (1.15), we have the short range formulation of ADK
(the atomic potential only matters for the inner turning point). Finally, it can be
seen from Eq. (1.13) that Wi→f is maximum at ~p = 0 if VC is zero. Therefore, as a
first step we can assume that the electron tunnels out of the barrier with ~p = 0.

In this case, for a complex atom in linearly polarized field [6]:

W linear
atom (~p = 0) = D(n∗, l,m)

(
2Z3

Fn∗3

)2n∗−|m|−1(
3Fn∗3

πZ3

)1/2

exp

(
− 2Z3

3n∗3F

)
, (1.16)

where the constant D(n∗, l,m) is given by:

D(n∗, l,m) =
(2l + 1)(l + |m|)!

2|m|(|m|)!(l − |m|)!

(
2e

n∗

)2n∗(
Z2

4πn∗

)
.

The quantities that enter in the above formulas are the atomic charge Z, the effective
principal quantum number n∗ = Z/(2EH)1/2 where EH is the ionization potential of
the hydrogen atom, the orbital and magnetic quantum numbers l and m and finally
e is the base of the natural logarithm.

The corrections to Eq. (1.16) for nonzero momenta where found by Nikishov and
Ritus [8] and Delone and Krainov [9]:

W linear
atom (p‖) = W linear

atom (~p = 0)exp

(
−
p2‖ω

2(2IP )3/2

3F 3

)
(1.17)

and respectively

W linear
atom (p⊥) = W linear

atom (~p = 0)exp

(
−p

2
⊥(2IP )1/2

F

)
. (1.18)
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Equations (1.16), (1.17) and (1.18) are the heart of short range atomic ADK
approximation. More recently, Ristic et al. [10] included a Coulombic correction in
the calculation of the outer turning point, essentially extending the validity of the
ADK approximation for long range potentials. The correction turned out to be small,
only affecting the preexponential factor, but not the exponential behavior. For m = 0
(in general all m’s have to be included, but it can be easily seen from Eq. (1.16) that
m = 0 dominates), the correction is:(

2Z3

Fn∗3

)2n∗−1

−→

(
2Z3

Fn∗3
1

1 + 2ZF
(~p2+2IP )2

+ (ZF )2

2IP (~p2+2IP )3

)2n∗−1

. (1.19)

For many years, ADK was applied exclusively for atoms, primarily because no
lasers were capable to take the molecules with their usually small ionization poten-
tial into the tunneling regime. However, using the same principles used for atoms,
recently Tong et al. [11] successfully extended ADK to molecules (the authors abbre-
viated the extended theory as MO-ADK). The main idea was to expand the radial
molecular wave function in the asymptotic region (that is near the turning points)
as a superposition of spherical harmonics generated from the individual centers. The
weight of each harmonic depends on the shape of the molecular orbital as well as
the orientation of the molecule with respect to the laser polarization. After time-
averaging over one period of the EM wave, the ionization rate as a function of the
field strength F and an arbitrary orientation angle ~R is:

W linear
molecule(F,

~R) =
∑
m′

B2(m′)

2|m′| | m′ |!

(
n∗

Z

)2n∗−1(
2Z3

Fn∗3

)2n∗−|m′|−1

×

×
(

3FZ3

πn∗3

)1/2

exp

(
− 2Z3

3n∗3F

)
.

(1.20)

The function B(m′) is given for an arbitrary orientation by:

B(m′) =
∑
l

ClD
l
m′,m(~R)Q(l,m′)

with Cl being constants that give the weight of each spherical harmonic when the
molecular axis is aligned along the laser polarization, Dl

m′,m the rotation matrix and
Q(l,m′):

Q(l,m′) = (−1)m
′

√
(2l + 1)(l+ | m′ |)!

2(l− | m′ |)!
.
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molecule Cl
or ion l = 0 l = 2 l = 4
H+

2 (σg) 4.37 0.05 0.00
D2(σg) 2.51 0.06 0.00
N2(σg) 2.02 0.78 0.04
O2(πg) − 0.62 0.03

Table 1.1: Cl coefficients for homonuclear diatomic molecules.(from [11])

The values of Cl for several diatomic molecules are given in Table 1.1, taken from [11].
The similarities between molecular ADK and atomic ADK are striking, as it can
be seen from Eqs. (1.16) and (1.20). First, the ionization rate is dominated by
the exponential factor, which is identical in both cases. This should not come as a
surprise, since it is known that in general quasi stationary states decay exponentially
in tunneling processes. Second, even some of the prefactors are identical, a testimony
of the fact that in both formulas the outer turning point was found neglecting the
Coulomb potential. Finally, even including the Coulomb potential would probably
provide similar results, since for both atoms and molecules the long range behavior
of the Coulomb potential is of the same 1/r form. To the best of my knowledge, a
generalized molecular ADK formulation that includes Coulomb corrections has not
been developed yet.

One of the major findings of molecular ADK is the fact that the ionization rate
depends rather consistently on the orientation of the molecule, presenting a maximum
if the molecular cloud is aligned parallel to the laser polarization. For example, based
on their molecular configuration, nitrogen ionizes more readily if the molecular axis
is parallel to the field while oxygen prefers to ionize when the molecule is aligned
perpendicular to the field. This prediction was tested successfully and the data is
presented in the subsequent chapters.

1.2.2 Keldysh-Faisal-Riess Strong Field
Approximation (KFR-SFA)

In quantum mechanics, the exact transition amplitude between an initial state |i〉
and a final state |f〉 can be expressed as:

Mi→f (t) = −i
∫ t

−∞
〈i|V (t′)|f〉dt′, (1.21)

where V (t) is the interaction potential and all dependencies other than time were
omitted. The usefulness of the above formula is limited for computational purposes,
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because the exact expressions for the two states involved are in general not known.
However, it can be the starting point if one can approximate the two wave functions.
In 1963, Keldysh [3] approximated the above formula by neglecting the effect of the
atomic potential on the final state. While the exact formula (1.21) is always gauge
invariant, approximate methods usually are developed sacrificing gauge invariance.
Primarily for this reason, depending on the gauge chosen, there are several formula-
tions of the KFR-SFA, each with its strengths and weaknesses. A detailed presenta-
tion of all these formulations can be found in the review article by Milošević [12]. In
the following, we will only follow Keldysh’s original formulation.

In the length gauge, V (~r, t) = ~r · ~F(t), the wave function of a ”free“ electron in
an electromagnetic field (by ”free“ meaning no Coulomb potential) is:

〈~r|fV (~p, t)〉 =
ei~r[~p+

~A(t)]

(2π)3/2
exp

{
i

∫ ∞
t

[~p + ~A(τ)]2

2
dτ

}
. (1.22)

The above wave function is called a Volkov state and it describes an electron under
the solely influence of an EM field.

Introducing the action (which provides the connection with ADK as we mentioned
before)

S(t) =
1

2

∫ 0

t

[~p + ~A(τ)]2dτ + IP t (1.23)

the transition amplitude can be expressed as:

Mdirect
~p = i

Z5/2

π
√

2

∫ kT

0

exp[iS(t)]

∂S(t)/∂t
dt, (1.24)

where T is the period of the laser pulse, Z is the atomic number and k is an integer.
The transition amplitude as expressed in Eq. (1.24) can be solved using the saddle
point method, by finding the roots in the integrand’s denominator. It turns out there
are two such points, both complex. The real part of the two saddles are the birth
times, i.e. the phase at which the electron is promoted from the ground state into
the continuum. These phases correspond to the same values of the vector potential
A(t1) = A(t2). As such, one can write the transition amplitude as a sum of two
terms and since the ionization rate is the squared of the sum, an interference term
will be present. This interference term is not present in ADK because ADK was
derived in the static case and we only integrated the ionization rate to account for
the oscillatory motion in the field. As a result, the phase information of the ADK
transition amplitude was lost. We will come back to this interference term in the last
section of the experimental chapter.
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Using the saddle point method, the final transition amplitude is in Keldysh’s
approach:

Mdirect
~p = −Z

5/2

√
2

∑
n=1,2

πexp[iS(tn)]

F (tn)(IP + p2⊥)1/2
exp

[
−(2IP + p2⊥)3/2

3F (tn)

]
, (1.25)

where the sum is obviously done over the two saddle points. From this point forward
the calculation of the ionization rate has to be performed numerically by finding the
two saddle points for each value of the electric field.

Before we end however, few remarks are in order. KFR-SFA is not only appli-
cable to tunneling, but also multiphoton since nowhere in the calculation we made
the distinction between the two regimes. For this reason KFR usually matches the
experiment better than ADK, especially in the region where γ ∼ 1. The theory is
also closely related via the S-matrix to the Born approximation. In its simplest form
described above, only the first order Born approximation was used, since we did not
include the Coulomb potential in the continuum. However, a generalization does ex-
ist which accounts for the presence of the Coulomb potential, but to my knowledge
only in the second order [25]. This means that a single electron-ion core scattering
event is permitted. To allow multiple returns, higher and higher orders are needed,
which pose significant computational challenges. However, one rescattering event is
enough to explain many features of the ionization process, such as high harmonic
generation and the existence of the plateau in the photoelectron spectrum (the latter
will be presented shortly). Although we only covered the case for an atom, KFR-SFA
models were successfully adapted to cover molecules as well. Finally, since it is a fully
quantum mechanical theory, KFR allows us to investigate interference effects in the
electron energy and angular distribution spectra (although for a quantitative analysis
KFR must take into account Coulomb effects).

1.2.3 Single Active Electron Time Dependent Schrödinger
Equation (SAE-TDSE)

The last theoretical approach that will be presented in this section is the numerical
evaluation of the time-dependent Schrödinger equation. If we are only interested in
the study of processes that involve just one electron, such as single ionization or
high harmonic generation, the single active approximation works extremely well. On
the other hand, multiple ionization and electron-electron correlations can only be
described by bringing additional electrons into the picture. For this purpose, two
electron one dimensional and three dimensional TDSE codes have been developed
( [26] and [27]). However, these multielectron calculations require a vast amount of
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computational power (especially in 3D) and in general they are only carried out on
the most powerful supercomputers. In this chapter, we will only address the case
of the single active electron (SAE), presenting only the general characteristics of the
method.

The main advantage using TDSE is the fact that we can obtain accurate results,
because all the essential ingredients are included in the calculation: the long range
Coulomb potential, the ground state and all excited states, realistic pulse shapes as
well as a full description of the electron wave packet in the continuum. Because
the method essentially provides the full time-dependent wave function at the end of
the calculation, any physically measurable quantity can be extracted, a proof of the
method’s power. There are, however, two main disadvantages.

The first disadvantage is obvious: due to the complexity of the problem, the
computational times are generally long. This problem is particularly severe at long
wavelengths because the quiver amplitude of the electron increases, requiring large
computational grids. For example, a single intensity calculation for argon near satu-
ration using 2.0 µm, 50 fs pulses takes up to 5 days even on the fastest processor.
To make matters worse, for a comparison with the experiment one has to perform
hundreds of such calculations at slightly different peak intensities to integrate over
the spatial volume in the laser focus. As a rule of thumb the number of calculations is
chosen such that between two consecutive intensities the corresponding ponderomo-
tive potentials change by less than a photon energy across the entire intensity range.
The intensity range in turn is chosen to assure the convergence of the result. For
most practical reasons, between one and two orders of magnitude have to be consid-
ered. Using argon again as an example, at 2.0·1014 W/cm2 with 2.0 µm pulses, the
number of calculations can be estimated from N = UP/λ, which gives N = 120. In
our case, computations were performed at The Ohio Supercomputer Center, allowing
us to launch as many as 50 such calculations all at once. Another problem stemming
from long computational times is the fact that tweaking physical parameters cannot
be done on the fly (for example altering the shape of the potential).

The second disadvantage is a bit more subtle and somewhat paradoxical. Be-
cause TDSE has all the ingredients, quite often it is hard to distinguish the exact
origin of certain effects found in the experiment and the computational results. In
the experimental findings chapter we will see an example of this problem when we
will discuss the appearance of a low energy feature in the photoelectron spectra in
the tunneling regime. Despite these two disadvantages, TDSE is a formidable tool.
Its accuracy in matching experimental findings is so remarkable [13] and scientists
trust this method to such an extent that 3D TDSE calculations are often used as a
benchmark for non-numerical calculations, especially when experimental results are
nonexistent or inconsistent.

The 3D TDSE calculations performed by our group were based on the propri-
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etary code developed by Professor Harm G. Muller at FOM in The Netherlands [14].
Other codes exist, mostly proprietary, with one notable exception: Professor Di-
eter Bauer’s Qprop, an open-source TDSE code available for immediate download at
http : //www.qprop.de/. In addition to the code itself, the website also provides a
lengthy manuscript with all the details, both theoretical and numerical. Professor
Muller’s TDSE was designed in late 90s, when ultrashort mid-infrared pulses were
scarce, so that the code was tweaked for 800 nm, the wavelength for the titanium
sapphire laser. Additionally, the code was designed only for few atoms (hydrogen,
helium and argon) both for numerical (finding realistic potentials eventually becomes
a trial and error search) and practical reasons (argon was and still is the main gas
used in HHG). A testimony to the fact that the code was designed for 800 nm will be
presented in the experimental section when we will uncover a limitation of the code
for mid infrared pulses.

We will end our qualitative description of TDSE here, encouraging the reader
eager to dive further into this subject to consult the references (an excellent starting
point is Qprop’s manuscript, available for free download together with the code).

1.3 Photoelectron Spectra - a Photoelectron’s

Journey from Birth to Detection

In the previous section we saw that both SFA and TDSE will provide at the end
of the calculation not only the ionization rate, but also the full photoelectron spectra.
This, however, is not the case for ADK, a theory that ends at the outer classical
turning point. In this section we will follow the motion of the “ADK photoelectron”
after tunneling. This will not only bring ADK closer to the other two methods, but
as we will see below, it will also allow us to get a clearer picture about the entire
process. In Fig. 1.3 we present a typical electron spectrum in the tunneling regime
recorded in our laboratory (argon, irradiated by 2 µm, 50 fs pulses at 200 TW/cm2)
as a function of UP . In this section, we will provide a brief explanation how the major
features of this spectrum arise.

If the ponderomotive potential is not too large, the electron motion can be de-
scribed by nonrelativistic classical mechanics:

~̈r(t) = −∇VC(~r)− ~F(t)− ~v(t)× ~B(t). (1.26)

The above expression is quite general and is valid for complex structures such as
molecules in arbitrary fields. However, except for numerical methods (such as Monte
Carlo) it is not very useful since it cannot be solved exactly. As a consequence, for
analytical purposes it is necessary to simplify it further.
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Figure 1.3: A typical photoelectron spectrum in the tunneling regime. The
red region extending up to 2UP is dominated by the direct electrons, while the blue
region extending up to 10UP , arises from rescattering (see text for details).

1.3.1 Simpleman’s Model

The Simpleman’s model was introduced by van Linden van den Heuvell and Muller
[15] in 1987. The main idea was to strip the effect of the Coulomb field in Eq. (1.26)
as well as the influence of the magnetic field. With these approximations, it can be
easily shown from the Hamilton-Jacobi equations that the generalized momentum
~P (t) is a constant of motion:

~P(t) = ~p(t)− ~A(t) ≡ C, (1.27)

where ~p(t) is the electron’s mechanical momentum and ~F(t) = −∂ ~A(t)/∂t. In the last
equation the gauge condition φ = 0 was imposed, with φ being the scalar potential.
The constant C must be found from initial conditions. By writing Eq. (1.27) from
the moment of birth tbirth and the moment of detection tdetection and assuming the
pulse is over at detection (this is a very good approximation, since we’re dealing with
femtosecond pulses and detection is usually done nanoseconds after ionization) we
have:

~p(tdetection) = ~p(tbirth)− ~A(tbirth). (1.28)
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In Eqs. (1.17) and (1.18) we have given the expression of the ionization rate as a
function of the momentum at birth. Remembering that the tunneling rate has a
maximum at ~p = 0, we can neglect the first term in Eq. (1.28) and write for the
electron’s kinetic energy at detection KE(tdetection):

KE(tdetection) =
~A(tbirth)

2

2
. (1.29)

This expression is valid for arbitrary polarizations. For linearly polarized light we can
take F (t) = F0sin(ωt) and A(t) = A0cos(ωt) with F0 = ωA0. Finally, introducing the
ponderomotive potential UP , the final energy at the detector in the case of linearly
polarized light is:

KE(tdetection) = 2UP cos2(ωtbirth). (1.30)

From the above equation we see that the maximum kinetic energy is indeed 2UP ,
in accordance with the experiment. Furthermore, the low energy electrons are born
at the peak of the field (sin(ωtbirth) = π), while those near 2UP are born near the
minimum of the field. Since the tunneling rate behaves as exp(−1/F ), the electron
energy (or momentum) spectrum is expected to have a maximum at zero and decrease
exponentially towards 2UP . This behavior was indeed observed experimentally [28].

Before we end the presentation of this simple model we should note that during an
optical cycle there are two different birth times that give the same final momentum.
These two birth times are not identical. If we consider the above equations for the
definition of ~F and take a pulse period from ωt = −π → π (if the reader is puzzled
by negative times we can simply perform a temporal translation) we have:

~A(t) = ~A(−t), while ~F(t) = −~F(−t). (1.31)

As a consequence, there are two different trajectories contributing to the same final
kinetic energy. Because we treated the electron classically, there are no immediate
effects due to this fact. The real world however is always governed by quantum
mechanics and as such the electron wave packets launched at t and −t will interfere at
detection. The two trajectories are nothing else than the two saddle points from SFA
introduced earlier. We will further discuss interference effects later in the experimental
chapter.

1.3.2 Rescattering Model

In the mid-nineties a more elusive feature was discovered in the photoelectron
spectra when atoms were ionized by linearly polarized radiation [16], [17]. It consisted
of a long plateau extending up to 10UP (Walker et al. [18]), with a height many orders
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of magnitude lower that the maximum at KE = 0, as it can be seen in Fig. 1.3. Its
explanation was provided by Schafer et al. [19] and shortly after Corkum [20], when
it was realized the connection between the 10UP cutoff in the photoelectron spectra
and the cutoff in the high harmonic generation spectra.

To explain the plateau, elastic rescattering was introduced, as an extension to
the Simpleman’s model. The basic assumption is that if an electron revisits the
atomic core (considered immobile, point-like and located at ~ra = 0) it can elastically
rescatter under an angle θ preserving its energy (and hence the magnitude of its
momentum). Without rescattering, the electron can only gain up to 2UP , but if
rescattering is allowed, the electron can gain additional energy from the field in excess
of 2UP (in essence, rescattering rephases the electron’s motion). Assuming again that
the electron is born with zero momentum, we can impose that at trescatter > tbirth the
electron is at ~ra = 0, or explicitly:

~r(trescatter) =

∫ trescatter

tbirth

~A(t)dt− ~A(tbirth)(trescatter − tbirth) = 0. (1.32)

The above equation allows us to find the time of rescattering as a function of time
of birth. It can be easily seen that if the polarization of the light is not near-linear,
the above condition cannot be satisfied and hence the electron does not revisit the
core. This fact is used in the so-called polarization gating technique used to generate
single attosecond pulses in HHG [21]. For this reason, we will restrict our discussion
to linearly polarized pulses. For a pulse given by A(t) = A0cos(ωt), it can be shown
that the above condition is satisfied only for phases from π/2 to π. We can find the
energy at rescattering:

KE(trescatter) =
1

2
[A(trescatter)− A(tbirth)]

2 . (1.33)

The maximum of this function is the well known HHG cutoff (without the IP correc-
tion) and it corresponds to 3.17UP . This maximum occurs at a phase of approximately
1.88 radians or 107◦. With the exception of this particular phase, there are at least
two birth phases in the interval [π/2, π] that give the electron the same energy at
recollision. Electrons born after 1.88 radians return first, moving along the so-called
short trajectories. Those that are born before 1.88 radians, return later along the so-
called long trajectories. It can be shown that long trajectories are from π/2 to 1.88
while the short ones are from 1.88 to π. It is even possible to have more than two
returns. For phases above 1.79 the electron returns exactly twice (with the exception
of the phase at 1.88 radians), while for phases from π/2 to 1.79 we have multiple
returns. Obviously, all multiple returns correspond to long trajectories. Finally, since
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long trajectories are born near the peak of the electric field, they usually dominate
(the ionization rate is higher for them).

The 10UP cutoff in the electron spectra can be found if we assume an elastic
backscattering event along the laser polarization (~p → −~p). In this case the final
energy (at detection) will be:

KEbackscatter(tdetection) =
1

2
[2A(trescatter)− A(tbirth)]

2 (1.34)

The maximum at this expression is 10.007UP in accordance to the experiment and it
occurs at a phase close to 1.83 which corresponds to a long trajectory.

Just as in the case for the different trajectories that give rise to two different final
energies at detection, the long and short trajectories interfere at recollision. These
effects are crucial for high harmonic generation but they will not be described here.
We should point out that only one of the two trajectories that interfere at detection
will revisit the core, while the other does not. This means that the one that does, it
is either a short or a long trajectory, but never both. Which one it is depends on the
initial birth phase. There were many HHG experiments performed with the aim of
studying these interferences between the long and short trajectories. From the above
discussion, one can readily conclude that measuring interferences at detection might
provide an alternative (perhaps complementary) way of studying these effects. Up
until now, however, the interferences at detection were never observed.

The above discussions are summarized graphically in Fig. 1.4. The figure is for
the general case since we used the phase on the coordinate and the momenta were
plotted in terms of the maximum value of the vector potential.

So far we have only discussed the first return, either long or short. If one is to
include elastic backscattering for multiple returns, it is found that each have different
cutoffs in terms of UP , all lower than 10UP [29].

1.4 Beyond Single Ionization

So far we have only dealt with a single active electron and we uncovered a mul-
titude of effects for this rather simple case. However, this is not the whole story.
When the electron revisits the core, its energy can be many times over the ionization
potential of that of the parent ion. In these cases, the electron can dislodge multiple
electrons, as it was reported by Walker at al. [22]. In Fig. 1.5 (adapted from the
above cited source) the measured single and double ionization yields are plotted in
the case of helium for 780 nm, 100 fs linearly polarized pulses.

If one is to consider the ADK rate applied sequentially (both electrons are ejected
by the field independently), it would underestimate the production of He++ by many
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Figure 1.4: Photoelectron propagation in the continuum as a function of
birth phase. The plots are for a sine, linearly polarized infinite pulse assuming a
zero kinetic energy at birth. The shaded areas correspond to the born phases for the
long and short trajectories (see text for details).

orders of magnitude (the blue region in Fig. 1.5). The reason for this gigantic
discrepancy is the neglect of the effect the first ejected electron has in the ejection of
the second. To accurately describe the process, the inelastic (e, 2e) process has to be
considered, by allowing the first electron to “donate” part of its energy upon the revisit
of the core to the second electron. This process is usually described by introducing
the Lotz ionization cross-section. Careful electron-ion coincident measurements have
been performed in the past to study this process [23]. The entire process is rather
complicated for a brief description since electron correlations play a significant role,
to such an extent that even below the classical (e, 2e) threshold (when the returning
electron does not have enough energy even to excite the ion) the process is still
efficient [24].

For now, we will only take note of this process, keeping in mind that ADK under-
estimates the rate of ionization when the Keldysh parameter γ ∼ 1, a clear signature
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Figure 1.5: Double ionization of helium. The dotted line represents the ADK
rate calculated for the single ionization, while the solid lines are the TDSE-SAE
numerical calculations. At low intensities, the ADK formula does not reproduce the
experimental results, due to the onset of multiphoton ionization. The blue shaded
area is the inelastic e, 2e enhancement which is also missing from the TDSE-SAE.
Figure taken from [22].
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of the mixed tunneling-multiphoton regime.
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Chapter 2

Experimental Setup

Nowadays, it is common knowledge that physics is an observational science. In
more colloquial terms, it is the tool we developed over the millennia to understand
how stuff works. We started with the small world around us and through both
evolutionary and revolutionary steps we expanded it from subatomic particles to the
whole universe and beyond. To achieve all, we replicated the outside world in the lab
performing clever experiments, but also developed complex theories and numerical
simulations. However, one might also argue that physics is an art in itself. Quite
often, the next breakthrough comes not by using the latest technological advances,
but by combining existing ones in a new way or viewing things from a different
perspective. In this chapter I will describe some of the experiments envisioned and
performed in our laboratory.

2.1 Laser Sources

Even before the first laser was built by Maiman [30] in 1960, Gordon Gould, the
scientist who coined the term laser, noted in his laboratory notebook that this new
tool can be used for spectrometry, interferometry, radar, and nuclear fusion. Today,
Gould’s prediction came true. The laser has become not only an extraordinary tool
for scientists, but also a daily occurrence in modern life.

It is not surprising then that the laser is an essential tool for strong field atomic
and molecular physics. Indeed, the development of this field would have been impossi-
ble without the emergence of powerful lasers, capable of generating fields comparable
to the atomic ones. Taking the hydrogen atom as an example, the electric field gen-
erated between the electron orbiting the proton is E = e/4πε0a

2
0 ∼ 5 · 109 V/cm (this

represents 1 atomic unit of field strength), where e ∼ 1.6 · 10−19 C is the electron
charge, ε0 ∼ 8.85 · 10−12 F/m is the vacuum permittivity and a0 ∼ 0.53 Å is the
first Bohr radius. To create such a field, an electromagnetic field must deliver in
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vacuum an intensity I = cε0E
2/2 ∼ 3.5 · 1016 W/cm2, where c = 3 · 108 m/s is the

speed of light. This is not an easy task. Focusing a cw Ruby (λ ∼ 694.3 nm) with
a f] = 4 lens produces a transform limited spot of 2.4 · 10−7 cm2 and hence would
require the laser to deliver 8.5 GW of power. Such a laser is not only impractical
but literally impossible to build. Instead of delivering the energy stored in the gain
medium continuously, pulsed lasers dump the stored energy in a very short amount
of time, easily achieving such a peak power. In the following I will briefly discuss the
three major breakthroughs made over the years in producing such short pulses.

Q-switching

Q-switching was the first method developed to produce short pulses. It was pro-
posed by Gould even before Maiman constructed the first laser. The first experimental
demonstration was performed in 1961 by Hellwarth and McClung [31]. It consists of
inserting a temporary attenuator inside an otherwise high Q factor laser resonator.
When the attenuator is inserted (or on), the gain medium is pumped but lasing can-
not occur. This has the effect of dramatically decreasing the Q factor (high loss).
When the attenuator is removed (or switched off), lasing takes place and due to the
high Q factor the energy stored in the gain medium is quickly released producing a
short laser pulse. Typical q-switched lasers operate at low repetition rates (single
shot to tens of kHz) and produce hundred nanosecond pulses. These lasers are widely
used, but in our experiment they are only applied as pumps for other lasers.

Mode-locking

Mode-locking [32] is a somewhat more subtle technique than q-switching. If a
laser resonator allows multiple longitudinal cavity modes that fall inside the gain
bandwidth to have fixed phases with respect to each other, then short pulses (soliton
formation) will build up. Mode-locking is the technique used to generate ultrashort,
few cycle femtosecond pulses in Ti:sapphire oscillators. For a resonator with a L =
1.9 m cavity length, the spacing between adjacent cavity modes is given by ∆f =
c/2L ∼ 80 MHz, where c is the speed of light. Given the enormous bandwidth
for Ti:sapphire (over 100 THz), over a million longitudinal modes can build and if
dispersion is properly compensated, pulses as short as 5 femtoseconds at 80 MHz
are generated. However, the pulse energy is extremely low, typically few nanojoules.
Nevertheless, the peak power is quite high (MW) but low enough to prevent damage
in the laser crystal. Using again a f] = 4 lens like we used above for Ruby, the peak
intensity that can be reached with such a laser is 3 · 1012 W/cm2. Although this
intensity is enough to study low binding energy atoms, e.g. alkali, it is not enough
for hydrogen or other atoms with high ionization potentials. However, it is the best
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Figure 2.1: A typical Chirped Pulse Amplification (CPA) system. Ultrashort
pulses from an oscillator are stretched up to a million times and are subsequently
amplified and compressed back, generating ultrashort ultra intense pulses.

method to generate the shortest laser pulses and this is extremely useful, if we can
somehow amplify them.

Chirped Pulse Amplification

Chirped Pulse Amplification (CPA) is a technique developed at the University
of Rochester by Gérard Mourou and Donna Strickland [33]. Although it is not a
method to generate ultrashort pulses in itself, it is a technique to amplify them.
The basic concept of CPA is presented in Fig. 2.1. A broadband ultrashort pulse
from an oscillator is first stretched, by making one side of the spectrum travel a
difference distance that the opposite side. After stretching, the pulses are amplified
and finally compressed back to their initial duration. With this scheme, depending
on the approach, amplification factors of 106 were achieved for high repetition (kHz)
lasers. For large scale single shot lasers, the amplification factors are much higher,
typically around 109, generating intensities well into the relativistic domain.

The crucial key in CPA is dispersion management. A complete treatment of
dispersion in CPA however, although instructive, is beyond the purpose of this thesis.
For a reader eager to study this issue in detail, two excellent review articles by Backus
et al. [37] and Walmsley et al. [38] are easily available.

2.1.1 The Tunable Infrared Source

The tunable infrared source is a complex laser system designed to generate ul-
trashort pulses centered at various mid-infrared wavelengths. Part commercial part
homebuilt, it is the workhorse used for most of the results reported in this thesis.
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Figure 2.2: Diagram of the Tunable Infrared System. It consists of a Ti:sapphire
800 nm section pumping a tunable Optical Parametric Amplifier (OPA). The 800 nm
section can also be used independently.

The laser diagram is depicted in Fig. 2.2 and it consists of a CPA Ti:sapphire system
operating at 800 nm and a tunable Optical Parametric Amplifier (OPA).

The 800 nm Section

First in the laser chain, the oscillator (Venteon by Nanolayers GmbH) is pumped
by a CW Nd:VO4 laser (Millennia by Spectra Physics) producing 8 fs pulses centered
at 800 nm. This corresponds to a bandwidth larger than 200 nm. The repetition
rate of the oscillator is 80 MHz and the pulse energy is around 25 nJ. These very
short pulses are then stretched up to 230 ps in an all reflective stretcher. A typical
stretcher, slightly different than the one used, is depicted in Fig. 2.3. In our setup
the stretcher is folded in half by inserting a flat rectangular silver mirror (6 in by 1
in) in the telescope’s focal plane, allowing the use of a single grating (Spectrogon, 110
mm by 50 mm and 1200 grooves per mm) and a single curved mirror (8 in diameter,
150 cm radius of curvature). The retro reflector is a rectangular silver mirror (4 in
by 1 in). Due to geometrical restrictions, the passing bandwidth of the stretcher is
“only” 100 nm, enough to support sub 30 fs pulses.

After stretching, the pulses are amplified in two stages. In the first stage a
titanium sapphire based regenerative amplifier, whose diagram is presented in Fig.
2.4, traps and amplifies 1 in every 80,000 pulses, effectively dropping the repetition
rate of the entire system down to 1 kHz. This so-called “pulse-picking” is done
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Figure 2.3: The Stretcher. The frequencies within an ultrashort pulse injected
into the stretcher are spatially dispersed causing them to travel different distances,
accumulating different phases. The input pulse accumulates positive dispersion, and
therefore the red part of the spectrum travels before the blue, resulting a much longer
final pulse with a much lower peak power. G1 and G2 are diffraction gratings, L1
and L2 are convex lenses (of focal length f) forming a 1:1 telescope, RR is a retro
reflector and M is the output mirror. L and i are the important stretcher parameters
denoting the stretcher length and the input angle. The two parameters determine the
stretching factor.

by manipulating the polarization of the light with the use of electrically induced
birefringence in a device called Pockels cell. The regenerative amplifier is pumped
with 120 ns, 8 mJ, 527 nm pulses generated by a flash lamp driven Nd:YLF Q-switched
laser (Falcon 527 by Quantronix). To ensure optimal contrast between the main pulse
and the pre-pulse and the post-pulse, the regenerative amplifier’s cavity length almost
matches that of the oscillator (an exact match would lead to an unwanted coupling
between the two cavities, making the oscillator unstable). This way one and only one
pulse is trapped and amplified at any given time. After the regenerative amplifier,
the 800 nm chirped pulses are amplified from the nJ level up to 1.6 mJ. Due to the
optics used inside the regenerative amplifier, primarily the Pockels Cell and the two
polarizers, but also due to gain narrowing, the final pulses have a bandwidth of 21-22
nm, enough to support 50 fs pulses.

The second amplification step takes place in a multipass amplifier, also based on
the titanium sapphire technology (Fig. 2.5). The pump is a diode driven 527 nm
Nd:YLF Q-switched laser (Darwin by Quantronix) producing 120 ns, 20 mJ pulses.
The pump pulses are split in half and each is used to pump one side of the liquid ni-
trogen cooled Ti:Sapphire crystal. Although the Ti:sapphire can be cooled effectively
with liquid water at room temperature, cryogenic cooling was chosen to suppress
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Figure 2.4: The Regenerative Amplifier Diagram. P1, P2 and P3 are polarizers,
FR is a Faraday rotator which together with P3 form an optical insulator, PC is the
Pockels Cell, EM is the end mirror, FM is the fold mirror, Ti:S is the laser rod and
the PM is a dichroic pump mirror. The 527 nm pump pulses from the Falcon 527 are
focused by the lens L and sent into the laser cavity by the steering mirrors M1 and
M2.

thermal lensing effects. To prevent condensation of atmospheric water vapors, the
crystal sits in a high vacuum chamber, whose low pressure (10−8 Torr) is kept with
a small, vibration-free ion pump (StarCell by Varian). Because only two passes are
necessary to deplete the gain medium in this design, no significant gain narrowing is
observed. Also due to the fact that only two passes are required, the dispersion accu-
mulated in the multipass is significantly lower than the one in the first stage. Beam
quality however, in general is somewhat lower in multipass amplifiers compared to
regenerative amplifiers because the first is not a cavity while the latter is. In the end,
after two stages of amplification, 6.2 mJ pulses are generated.

After amplification, the pulses have to be compressed back by flattening the spec-
tral phase. This is done in the compressor, as illustrated in Fig. 2.6.

Because the pulse has accumulated additional dispersion during the amplification,
the compressor has to compensate this extra phase as well. However, this is not
possible if the compressor is built with gratings whose groove density is the same
with the one in the stretcher. Using mismatched gratings between the stretcher
and compressor, adequate phase compensation is possible [34]. In our case the two
compressor gratings (Spectrogon, dimensions 64 mm by 64 mm and 140 mm by
120 mm) have a groove density of 1500 grooves per mm. Properly adjusting the
compressor parameters (the input angle i and the separation between the gratings
L) through an iterative process monitoring the final pulse duration as well as the
spectral phase with a frequency resolved optical gating (FROG) apparatus (citation
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Figure 2.5: The Multipass Amplifier Diagram. M1 to M11 are flat mirrors, BS
is a 50-50 beam splitter, TiS is the cryogenically cooled laser rod and L1 and L2 are
the pump focusing lenses. To assure a uniform pumping of the laser rod, the pump
is split in two, pumping symmetrically the crystal.

here), we obtain 50 fs, 4.5 mJ near transform limited pulses. The seemingly low
compressor efficiency is due to the fact that four grating bounces with around 92%
efficiency each are needed. Such grating efficiencies are typical for holographic pulse
compression gratings and they slowly degrade with time as dirt is slowly accumulated
on them. We have tried to clean old gratings with ozone (generated in air by placing
a UV lamp few inches in front of the grating) with limited success. A better method
used to clean old gratings is to pour warm distilled water and then methanol along
the grooves and at the end use high purity nitrogen to dry the methanol. Repeating
several times this procedure, we successfully recovered the original grating efficiency.

The Tunable Infrared Section

The tunable infrared section is a commercial optical parametric amplifier based
on difference frequency generation (TOPAS-HE, by Light Conversion). Difference
frequency generation (DFG) is a nonlinear optical process that takes place in crystals
that lack inversion symmetry (such as beta barium borate, commonly known as BBO).
The process takes place as follows: the most intense beam with the most energetic
photons, called the pump, is mixed (overlapped in time and space) inside the nonlinear
crystal with another beam whose photons have a longer wavelength, called the signal,
generating a third beam with even longer wavelength photons, called the idler. In
effect, the crystal splits a photon from the pump in two photons, one in the signal
and one in the idler. Conservation of energy requires that the sum of the frequencies
of the signal and idler equals the frequency of the pump:

ωsignal + ωidler = ωpump. (2.1)
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Figure 2.6: The Compressor. Essentially a stretcher in reverse, it is comprised
of two gratings and a rooftop retro reflector. The input angle i and the compressor
length L determine the phase accumulated by each individual color that contained in
the input pulse.

Because DFG is a χ(2) process (where χ is the usual susceptibility), the conversion
increases linearly with the intensity of the pump, so to be efficient, the intensities in-
volved are quite high. Additionally, it is desired to chose crystals with large nonlinear
responses (the well-known deff coefficient, quantifying the magnitude of the response,
must be as large as possible). Finally, to assure that there is no slippage between the
electric fields of the pump and the signal over the length of the crystal, the crystal is
cut and oriented in such a way that the idler photons generated at different positions
inside the crystal add coherently. This is called phase-matching condition and is given
by:

·~ksignal + ·~kidler = ~kpump, (2.2)

This condition is usually satisfied using the birefringence of the crystal, aligning the
polarizations of the three beams along the ordinary and extraordinary axes. Depend-
ing on which beams are along the ordinary and extraordinary axes, different types
of phase-matching exist. For negative uniaxial crystals, such as BBO, one can have
Type-I phase-matching (pump is along the extraordinary axis and both the signal
and the idler along the ordinary axes), Type-IIA (pump and idler along the extraor-
dinary axis and the signal along the ordinary axis) and finally Type-IIB (pump and
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signal along the extraordinary axis and the idler along the ordinary axis). In Type-
I the polarizations of the signal and idler are parallel, while in both Type-II they
are perpendicular. In the case of our tunable optical parametric amplifier, Type-IIB
phase-matching is employed. For a rigorous treatment of nonlinear processes, the
reader is encouraged to consult the numerous books readily available, such as Robert
W. Boyd’s “Nonlinear Optics” [39].

So to generate a tunable source, starting with a non-tunable pump and signal
is obviously not enough, according to Eq.2.1. So far, we only have a non-tunable
pump operating at 793 nm, which was described in the previous section. In principle
at least, due to the large bandwidth of the oscillator, one can attempt to tune the
wavelength in the regenerative amplifier by adjusting the Pockels cell (voltage and
angle of its crystal). This method is in fact used in our laboratory on a different
system, whose titanium sapphire section lases at 815 nm, on the red side of the peak
of the gain curve. An alternative method is to use a part of the pump to generate
an ultra broadband spectrum at lower frequencies. Then, one can pick the desired
portion of this newly generated light and use it as the signal.

One of such processes, capable of generating huge bandwidths, is superfluores-
cence (another is white light continuum generation). Superfluorescence is a quantum
optics process in which atoms excited by the pump start fluorescing coherently. This is
possible because the electric dipoles induced by the strong pump in all atoms become
coupled, so that when de-excitation takes place, the photons released from adjacent
atoms add coherently. Because no seeding pulse is used in this process, the superfluo-
rescence spectrum arises from quantum noise (similar to spontaneous emission). This
is the reason why the spectrum changes significantly from shot to shot, with strong
modulations. From a practical point of view, a word of caution is in order here:
because very high intensities are needed to initiate superfluorescence (otherwise we
will only have the standard fluorescence through spontaneous emission, an incoherent
process) great care is needed when this technology is deployed. For example, in the
case of BBO, superfluorescence takes place efficiently around 50-60 GW/cm2, while
the damage threshold is around 80 GW/cm2, with white light continuum generation
(WLCG) somewhere in between. At a first look, there seems to be enough slack be-
tween superfluorescence and permanent damage (good BBO crystals can easily cost
few thousand dollars), but peak to peak pulse fluctuations, mode hoping or transient
phenomena can easily cross the damage threshold. In addition, just like people, no
two crystals are the same and the damage threshold level quoted above should be
taken as an average number, not an absolute one. Since WLCG lies between super-
fluorescence and the damage threshold, after three years of extensive use we still have
the original BBO crystal intact, by carefully controlling an aperture in the pump
every time WLCG was observed (which is the case on a daily basis if the 800 nm
section works perfectly).
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After this short excursion into the realm of quantum optics, for the attentive
reader it is probably obvious how the tunable mid-infrared laser works. The 793
nm pump beam is split in two, with the first, weaker portion of it being used in a
first stage (Fig. 2.7) to generate the tunable signal by superfluorescence, while the
stronger portion of the pump is being used in a second stage (Fig. 2.8) to difference
frequency generate the tunable idler using the signal from the first stage.

Figure 2.7: Diagram of the superfluorescence section in the TOPAS. The
optics in the figure are mirrors (M1-4), beam splitter (BS), telescopes (T1, T2), beta
barium borate nonlinear crystal (BBO), motorized diffraction grating (G) and beam
dumps (BD). The 793 nm pump beam (red) is split in two. The first portion is used
to generate broadband superfluorescence. The second portion of the pump is then
used to amplify the spectral window selected by the motorized grating, generating
a strong signal. This second passage is based on difference frequency mixing, so an
idler is generated along with the signal. However, after the passage through a thick
calcite window (not shown), the signal and idler become separated in time, and only
the signal will be used in the final section of the laser.

The superfluorescence section is in practice a bit more complicated. There are
a total of five passages through the nonlinear crystal and the pump is actually split
in three. The reason for this additional complexity is not only that a single pass
is not capable to generate enough signal, but also because as mentioned before, the
superfluorescence spectrum has considerable modulation for a single pass. Therefore,
the first pass, that generates superfluorescence, is actually three passes, designed to
flatten the spectrum. Only after these three passes the superfluorescence spectrum
see the motorized diffraction grating, which selects the required color for the next two
passes, where it is amplified through, what else, DFG. After the fifth pass, around
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Figure 2.8: Diagram of the high energy section in the TOPAS. The optics in
the figure are the beta barium borate nonlinear crystal (BBO) and the beam combiner
(BC). The pump (red) and the signal (green) are overlapped in the BBO, generating
the strong idler (orange) and the strong signal. The geometry used in the original
setup was collinear, but this was later modified to a slightly non collinear geometry,
as depicted here. This allows to spatially separate the two beams approximately 4
meters after the output of the laser. Because the pump gets severely depleted, it is
no longer usable after this stage.

40 µJ of signal plus idler (remember that the last two passes are DFG, so an idler
is generated along with the amplified signal) are collinearly generated. Because the
signal and the idler are also overlapped in time, they are passed through a thick
calcite window before being sent in the second section, that separates them by 1 ps.

The first commercial OPA by Light Conversion was called TOPAS and it had only
the superfluorescence section, while our model has the second, high energy stage, and
is called TOPAS-HE. In this second stage, the part of the pump that was not used
in the first section (only 5% is used in the first stage, so most of the pump is used
in this second stage) is temporally overlapped with the signal generated in the first
section. Through DFG, not only is the signal amplified, but it also produces a very
strong idler (this idler is “fresh”, since it has nothing to do with the idler generated
in the superfluorescence section). Since the signal is tunable (by moving the grating
and the BBO angle in the first section), so is the idler generated in the last section.
The signal covers the range 1200-1600 nm, while the idler covers the range 1600-
2300 nm. The upper limit for the idler is due to the fact that BBO starts absorbing
radiation above 2300 nm. Near the degeneracy, where both the signal and the idler
have 1600 nm, their spectra overlap, and since for Type-II phase-matching the two
are orthogonal, it is not recommended to be used at this wavelength (the polarization
in the two can behave erratically from shot to shot). In the end, we obtain for the
signal pulses around 1 mJ, and for the idler around 550 µJ. In the previous sentence
the word “around” was used not because we cannot measure very well the energy of
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these pulses, but because the numbers are a function of the chosen wavelength. The
pulse durations for both the signal and the idler are very close to that of the pump
(50 fs), due to TOPAS’s low dispersion design. This was confirmed experimentally
by comparing the autocorrelation traces for the pump and the idler at 2 µm.

The Performance of the Laser Chain

To maximize, monitor and characterize the overall performance of the laser chain,
several beam measurements were performed (Fig. 2.9).

For pulse durations, depending on the wavelength, we used either a FROG tech-
nique (793 nm) or single-shot autocorrelators (793 nm and 2 µm). These are direct,
optical pulse duration measurements. However, the pulse duration was indirectly de-
termined, albeit with more uncertainty, from estimating the intensity of the focused
beams looking at photoelectron spectra. This second method should not be used to
obtain hard, quotable numbers, but since in practice pulse durations are not per-
formed on a daily basis, looking at photoelectrons allows one to determine if there
is something wrong with either the pulse duration or the beam quality (focusability)
of the pulse. According to our direct measurements, the pulse durations for all three
beams (pump, signal and idler) are within 10% at 50 fs and are determined by the
pulse duration of the pump alone.

Also depending on the wavelength, the focusability was measured with CCD
(charge-coupled device) cameras (if the energy of the photon was larger than the
energy gap in these silicon-based devices) or thermal cameras (for longer wavelengths).
By scanning the focus, we determined that the M2 for the 793 nm was below 1.1,
while for 2 µm it was around 1.5. At the focus, both beams are Gaussian (see Fig.
2.9). If hot spots would be present in the pump, this would necessarily lead to poor
performance of the OPA, not to mention the possibility of damaging the crystals, as
discussed before.

In addition to pulse durations and beam quality, we also measured peak to peak
fluctuations and beam stability in time. These are important quantities, especially
for the pump. Because six passes through two nonlinear crystals are necessary to
generate the tunable infrared pulses, it is crucial that the pump is well behaved. We
determined that the peak to peak fluctuations at the end of the titanium sapphire
chain are below 3 %, while the long term stability, once the laser is warmed up, is
better than 0.5 % RMS (relative root mean squared). For the infrared pulses, the
peak to peak fluctuations are below 6 % and the RMS is around 0.7 %. At first look,
the numbers for the infrared pulses are better than expected, since once expects peak
to peak fluctuations roughly six times worse than the ones for the pump after six
passes through the nonlinear crystal. This is not the case, however, since most of the
passes are driven into saturation.
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Figure 2.9: Performance parameters of the laser chain. Upper left panel: the
autocorrelation trace for the 793 nm pump beam. For a Gaussian beam, it corresponds
to a 44 fs pulse. Bottom left panel: the FROG trace for the same beam. The round
shape signifies a near transform limited pulse (wings are a signature of third order
dispersion). Right panel: Spatial beam quality for the pump (793 nm) and idler (2
µm). The idler image was not imaged directly, due to the large pixel size for the
thermal camera. A ×25 magnification imaging system was used instead.

In general, the entire laser chain is robust and dependable on a daily basis. Due
to its relative complexity and large size, it is fully usable after 4-5 hours of warm-up
time. In our laboratory, two other laser systems of similar complexity (of which one
is fully commercial), have comparable warm-up times. It is truly a state of the art
laser, capable of driving in saturation every atom or molecule, for any wavelength,
generating peak intensities in excess of 1015 W/cm2 using not so powerful lenses
(f] = 4).

2.1.2 Other laser sources

Two other laser systems were used to obtain some of the results presented in
this thesis. Since one is fully commercial and one closely resembles the near-infrared
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system described in detail above, I will only give a brief description of the two.
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Figure 2.10: Definition of the carrier envelope phase (CEP). The CEP is
defined as the phase offset between the maximum of the pulse envelope (dashed black
curve) and the maximum of the electric field under the envelope. For a cosine pulse
(blue) this phase is 0, while for a sine pulse (red) it is π/2. For very long pulses, with
many cycles under the envelope, this phase does not manifest itself in experiments.

The first is a commercial CPA system based on titanium sapphire (Femtopower
by Femtolasers GmbH). It consists of an ultra broadband oscillator, a stretcher, a
9-pass amplifier and a compressor. It operates at 3 kHz and it produces 0.8 mJ, 30
fs pulses at 800 nm. What makes this laser system special is the fact that it has an
active carrier envelope phase mechanism. For few-cycle pulses, the carrier envelope
phase (CEP) is an important quantity, designating the offset between the envelope
of the pulse and the instantaneous electric field (see Fig. 2.10). Since for the data
presented in this work the stabilization feedback loop was not turned on, I will not
discuss here how this is accomplished. It is worth mentioning though that in the last
few years there’s been a flurry of reports in the literature, primarily concerning high
harmonic generation, about experiments where the effect of the CEP plays a crucial
role (see the review article by Krausz and Ivanov [35]). As we will see below, other
schemes exist to stabilize the CEP, a quantity that in general fluctuates uncontrollably
from shot to shot. Finally, for long pulses, with tens of cycles under the envelope,
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this quantity basically loses its meaning as it does not manifest itself in experiments.
A more detailed description of this laser is readily available at the manufacturer’s
website.

The third and last laser system whose photons were used in the present work is
another DFG laser system. The pump is a 815 nm titanium sapphire system, virtually
identical in design with the 800 nm section of the near infrared system described
above. However, its signal is not generated using the pump, but it consists of a
synchronized Nd:YLF system, operating at its fundamental frequency (1053 nm). The
two beams are combined in a KTA crystal (potassium titanyl arsenate), generating
via different frequency mixing in a non collinear geometry 3.6 µm pulses. The mid-
infrared pulses have 120 µJ and 90 fs, with very good beam quality, producing 1.5·1014

W/cm2 with an f] = 4 lens. For an excellent description of this system the reader
is encouraged to consult the excellent dissertations of Dr. Philip Colosimo and Dr.
Anne-Marie March, two alumni of our research group.

2.1.3 Generation of Few-cycle, Phase-stabilized Mid-infrared
Pulses

If generation of few-cycle pulses is possible in carefully designed oscillators (our
Venteon is such an oscillator, producing 3 cycle pulses), amplifying them across the
entire bandwidth is almost impossible. To the best of my knowledge, no CPA laser
system to date is capable of putting back together a 3-cycle pulse after amplification.
The two reasons behind this fact are dispersion and to a lesser extent gain narrowing.
For example, a Gaussian 3-cycle pulse centered at 800 nm has a total bandwidth
(estimated roughly at three times FWHM) of 375 nm. Even propagating in air such
a pulse will suffer temporal broadening (chirping). After 10 m, its pulse duration
is more than 40 fs, an increase by a factor of 5. To make matters worse, diffraction
disperses the pulses even in vacuum, causing the center portion of the beam to become
bluer and bluer during propagation. Today, the best millijoule level CPA titanium
sapphire systems can only produce (manage) near transform limited pulses with 15-20
fs FWHM.

Immediately, it is obvious that such systems lack the necessary bandwidth to
support few cycle pulses, even with the proper phase management. To solve this
problem, nonlinear processes in self-guided filaments are used [36]. These filaments
are created when the laser is weakly focused in a gas. At some point, as the beam
is focusing down, a critical intensity is reached that prevents the beam from focusing
further. The reason behind this is plasma defocussing, and it takes place because the
beam starts to ionize the gas (typically through multiphoton ionization). The gas
at the center of the beam is ionized more that at the edge of the beam, and since
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the plasma has a smaller index of refraction than the neutral gas, in effect the beam
creates its own negative lens. However, if this would be the whole story, filaments
would not be created, as plasma defocussing would always win. Another process takes
place at the same, a process we mentioned in how mode-locking is achieved: the Kerr
effect. This effect is due to the fact that the nonlinear index of refraction depends on
the intensity. If this index is positive, the center of the beam, where the intensity is
higher sees a larger index of refraction than the edge of the beam. The net result is
a positive lens due to the Kerr effect. When the two lenses from the two processes
are compensated, the beam is not focusing nor defocussing. Instead, it moves along a
so-called self guided filament. These filaments are truly spectacular, reaching lengths
on the order of kilometers (!) in some cases [40].

But how is the bandwidth increased, since lenses usually don’t create new colors?
As it turns out, the one based on the Kerr effect does. Since the nonlinear index of
refraction also depends on time through the intensity, it necessarily generates new
colors (the reader can easily check this by taking the time derivative of the time
dependent phase). This nonlinear effect is called self-phase modulation (SPM) and
it is at the origin of spectral broadening. Because the new colors are generated by
the change in the instantaneous phase of the original colors, the phase relationship
between the new and old colors is preserved. Without preserving this relation between
the original colors and the newly generated ones filamentation would not provide a
way to generate few-cycle pulses. However, dispersion is always present (what else is
new?) and after the filament additional dispersion management is necessary, usually
using chirped mirrors. These mirrors have a specially engineered thick dielectric stack
so that different colors penetrate to different thicknesses before being reflected back,
so that these devices are in effect miniaturized stretchers or compressors. As a final
word, it is worth mentioning here what causes filamentation to end. In practice,
various mechanisms cause losses, and when these losses become large enough, the
balance between focusing though Kerr effect and plasma defocussing can no longer
be achieved and filamentation ends. Additionally, instabilities in the medium can
cause filament breakup, creating multiple filaments (which in general are unstable
since themselves were cause by transient instabilities). This is a problem usually
encountered with filaments launched over large distances in air.

A typical setup for creating and characterizing such filaments is depicted in Fig.
2.11 and it was previously used to spectrally broaden and temporally compress 800
nm pulses [41]. In our case [42], we focused the 5 mm diameter 2 µm pulse with a
weak 1 m radius of curvature silver mirror in a xenon filled glass tube at 1 to 2 bars.
For 800 nm the working gas was argon, but because the photons at 2 µm are weaker,
we were forced to use the much more expensive xenon due to its lower ionization
potential. This was necessary because the minimum number of photons required
for multiphoton ionization of xenon at 2 µm is around 20, large even compared to
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Figure 2.11: Filamentation setup for infrared pulses. Pulses from the OPA are
weakly focused with the lens L1 into a xenon filled glass tube and recollimated with
the lens L2. After the beam splitter BS1 part of the beam is sent into a Michelson
interferometer (left) and part into a f-2f spectral interferometer (right). The role
of each section is described in the text. The remaining elements are mirrors (M1-
7), various windows or notch filters (W1,2), beam combiner (BC), translation stage
(TS), photo diode (PD), beam dump (BD) and a beta barium borate nonlinear crystal
(BBO).

the minimum number required for argon at 800 nm (10). This was also the reason
why our working pressure was 2-3 times higher than in the other case. Despite all
this, enough ionization was driven to generate a filament about 5 cm in length (the
exact length depends on the pressure). Although this filament length is a far cry
from the few kilometers cited above, the spectral broadening of the pulse was truly
amazing. At the input of the tube we had invisible mid infrared light, while at
the output a bright, beautiful white spot resembling a small LED was observed. In
effect, filamentation broadened the spectrum to two octaves (!), in theory capable of
supporting a pulse with a pulse duration at the quantum limit (1 cycle). The output
energy after filamentation was 270 µJ.

To investigate the behavior of the spectrally broadened pulse, after the glass
tube the light was split in two beams, one used to measure the power spectrum and
pulse duration in a Michelson interferometer/autocorrelator, while the other was used
to measure the spectrum directly in a regular spectrometer. Additional dispersion
control is usually necessary for light coming out of filaments, but at the time due to
a lack of commercially available chirped mirrors we were limited to use thin windows
of various materials, some with positive dispersion (germanium) some with negative
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dispersion (fused silica).
As mentioned above, for the spectral measurement two different methods were

employed. The first method used was a direct spectral measurement, using a mid-
infrared spectrometer, whose linear array is made of extended InGaAs, a material
with a linear (single photon) response from 1.2 µm up to 2.5 µm. To calibrate
the spectrometer (in wavelength), several pen lamps (Hg, Kr and Xe) as well as a
red helium-neon laser (633 nm) and the green (527 nm) from the pump laser was
used, the last two diffracted in higher orders. The second method was based on an
interferometric measurement that was taken using a Michelson design and a linear
InGaAs photodiode. The result of this second method, taken from [42] is presented
in Fig. 2.12.

remaining 0.81 �m pump beam, yielding 500 �J of
2 �m light. The final amplifier’s noncollinear geom-
etry allows spatial separation of pump, signal, and
idler beams, thereby eliminating the need for spec-
tral filtering.

Our OPA scheme provides two crucial elements.
First, passive synchronization produces an intrinsi-
cally small temporal jitter between signal and pump
pulses, thus resulting in exquisite pulse-to-pulse sta-
bility. Second, since both the pump and the signal
fields originate from the same coherent source, the
CEP offset of the generated mid-IR idler field is con-
stant for consecutive pulses9–11 despite the absence of
any active stabilization of the pump laser. The 50 nm
(FWHM) OPA output spectrum at 2 �m is consistent
with the 55 fs pump pulse duration. Once focused,
the pulses can reach the threshold for self-focusing
and therefore warrant nonlinear spectral broadening
and pulse compression via filamentation.

An optical filament is produced by weakly focusing
the mid-IR light with an 0.5 m focal length spherical
mirror into a 1 m long cell filled with xenon �2.15
�105 Pa�. Filamentary propagation is verified by re-
cording the plasma fluorescence (Fig. 1) and reveals
the presence of two consecutive nonlinear focusing–
defocusing cycles within the roughly 10 cm long fila-
ment. Segments with strong fluorescence emission
(brightest regions in the photograph) imply regions
with larger ionization and therefore higher intensi-
ties. Initially, the strong self-focused beam (first sec-
tion) is mediated by the equally strong defocusing of
the plasma electrons. This results in a lowering of the
intensity and thus a reduction in fluorescence before
self-focusing starts another focusing–defocusing
cycle. Finally, diffraction terminates both nonlinear
propagation and spectral broadening. However, dur-
ing propagation through the filament the beam un-
dergoes extreme spectral broadening, emerging with
an octave of bandwidth (solid curve, Fig. 2).

In addition to the spectral broadening, the self-
guided beam undergoes significant spatial mode
shaping during filamentation. This results in an im-
provement of the intrinsically poor beam quality of
the idler, yielding better focusing for high-field appli-
cations.

Temporal characterization of the ultrabroadband
mid-IR pulses was performed using an interferomet-
ric autocorrelation (IAC) technique. 2 �m thick pel-
licle with a broadband coating at 2 �m acts as a
50/50 beam splitter in a Michelson interferometer.
As shown in the inset in Fig. 2, an interferogram was
recorded by using the linear response of an InGaAs
photodiode, and the resulting spectrum is also shown
in the figure. The pulse duration is measured by us-
ing a second-order autocorrelator based on a two-
photon-induced photocurrent12 from a saturated In-
GaAs diode and is shown in Fig. 3. The pulse is
reconstructed from the measured spectrum and
second-order autocorrelation by the PICASO
method13 with an adaptive genetic algorithm14 as our
functional minimization routine. Briefly, the PICASO
method seeks the optimum spectral phase to mini-
mize the rms error � between the measured autocor-
relation and the autocorrelation from the recon-
structed pulse. Due to shot-to-shot power
fluctuations in the OPA’s output �±5% rms�, the self-
phase-modulation-broadened spectrum is expected to
reflect the variations in power. Consequently, the
measured interferogram and autocorrelation con-
tains a source of noise that cannot be removed with
simple frequency-domain filters. To retrieve an im-
proved fit to the measured autocorrelation, we pa-
rameterized the spectral power, in addition to the
spectral phase, using the initial interferogram-
derived power spectrum as a baseline and bounding
the search space to exclude the consideration of un-
reasonable spectra. Figure 2 displays the best-fit
power spectrum and spectral phase; the fit deviates
from the measured second-order autocorrelation by
an rms error of �=0.062, as shown in Fig. 3. The in-
set in Fig. 3 shows that the retrieved pulse has a
FWHM duration of 17.9 fs, while the frequency spec-
trum supports a 12.2 fs transform-limited pulse. The
absence of any external compression elements sug-
gests that the pulse is self-compressed during fila-
mentation. In fact, the (negative) dispersion of the
cell exit window (1.5 mm thick CaF2) compensates
for the (positive) dispersion introduced by propaga-

Fig. 2. (Color online) Measured interferogram (inset), re-
sulting power spectrum (solid black), best-fit power spec-
trum (dashed blue), and best-fit spectral phase (dotted red).

Fig. 3. (Color online) Measured second-order autocorrela-
tion (solid) and best-fit second-order autocorrelation
(dashed). Inset, transform-limited intensity profile (solid)
and best-fit intensity profile (dashed). The reduced fringe
contrast ratio for the second-order autocorrelation trace is
due to beam pointing instabilities.
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Figure 2.12: Power spectrum after the 2 µm filament. (from [42]) The power
spectrum (solid black) was measured from the measured interferogram (inset), while
the best fit power spectrum (dashed blue) and the best fit spectral phase were calcu-
lated in conjunction with the autocorrelation trace by the PICASO adaptive algorithm
(see text for details).

The autocorrelator was the same Michelson interferometer, while the nonlinear
element necessary for the autocorrelation was the detector itself, the same InGaAs
photo diode. At first sight, the InGaAs photo diode could not be used to measure an
autocorrelation trace, since it has a linear response to the 2 µm photon (its band gap
is smaller than the photon energy, and hence a single photon is enough to promote
electrons from the valence band to the conduction band). However, it was shown
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before that if driven well into saturation, the photo current will have a small, but
measurable two-photon component that can be used to perform the autocorrelation
[43]. The result of the best autocorrelation trace is presented in Fig. 2.13, also
reproduced from [42].

Combining the power spectrum with the autocorrelation trace and using the PI-
CASO method, based on an adaptive genetic algorithm [44], the pulse duration was
estimated to be 17.9 fs, while the transform limited pulse based on the power spec-
trum was estimated to be 12.2 fs. Although the measured pulse duration is 50% off
from the transform limit, it is still a remarkable short pulse (less that 3 cycles), sug-
gesting that after the filament the pulses are self-compressed (one has to remember
that our few-cycle oscillator puts out 8 fs pulses centered at 800 nm, which is slightly
more that 3 cycles at this wavelength).

remaining 0.81 �m pump beam, yielding 500 �J of
2 �m light. The final amplifier’s noncollinear geom-
etry allows spatial separation of pump, signal, and
idler beams, thereby eliminating the need for spec-
tral filtering.

Our OPA scheme provides two crucial elements.
First, passive synchronization produces an intrinsi-
cally small temporal jitter between signal and pump
pulses, thus resulting in exquisite pulse-to-pulse sta-
bility. Second, since both the pump and the signal
fields originate from the same coherent source, the
CEP offset of the generated mid-IR idler field is con-
stant for consecutive pulses9–11 despite the absence of
any active stabilization of the pump laser. The 50 nm
(FWHM) OPA output spectrum at 2 �m is consistent
with the 55 fs pump pulse duration. Once focused,
the pulses can reach the threshold for self-focusing
and therefore warrant nonlinear spectral broadening
and pulse compression via filamentation.

An optical filament is produced by weakly focusing
the mid-IR light with an 0.5 m focal length spherical
mirror into a 1 m long cell filled with xenon �2.15
�105 Pa�. Filamentary propagation is verified by re-
cording the plasma fluorescence (Fig. 1) and reveals
the presence of two consecutive nonlinear focusing–
defocusing cycles within the roughly 10 cm long fila-
ment. Segments with strong fluorescence emission
(brightest regions in the photograph) imply regions
with larger ionization and therefore higher intensi-
ties. Initially, the strong self-focused beam (first sec-
tion) is mediated by the equally strong defocusing of
the plasma electrons. This results in a lowering of the
intensity and thus a reduction in fluorescence before
self-focusing starts another focusing–defocusing
cycle. Finally, diffraction terminates both nonlinear
propagation and spectral broadening. However, dur-
ing propagation through the filament the beam un-
dergoes extreme spectral broadening, emerging with
an octave of bandwidth (solid curve, Fig. 2).

In addition to the spectral broadening, the self-
guided beam undergoes significant spatial mode
shaping during filamentation. This results in an im-
provement of the intrinsically poor beam quality of
the idler, yielding better focusing for high-field appli-
cations.

Temporal characterization of the ultrabroadband
mid-IR pulses was performed using an interferomet-
ric autocorrelation (IAC) technique. 2 �m thick pel-
licle with a broadband coating at 2 �m acts as a
50/50 beam splitter in a Michelson interferometer.
As shown in the inset in Fig. 2, an interferogram was
recorded by using the linear response of an InGaAs
photodiode, and the resulting spectrum is also shown
in the figure. The pulse duration is measured by us-
ing a second-order autocorrelator based on a two-
photon-induced photocurrent12 from a saturated In-
GaAs diode and is shown in Fig. 3. The pulse is
reconstructed from the measured spectrum and
second-order autocorrelation by the PICASO
method13 with an adaptive genetic algorithm14 as our
functional minimization routine. Briefly, the PICASO
method seeks the optimum spectral phase to mini-
mize the rms error � between the measured autocor-
relation and the autocorrelation from the recon-
structed pulse. Due to shot-to-shot power
fluctuations in the OPA’s output �±5% rms�, the self-
phase-modulation-broadened spectrum is expected to
reflect the variations in power. Consequently, the
measured interferogram and autocorrelation con-
tains a source of noise that cannot be removed with
simple frequency-domain filters. To retrieve an im-
proved fit to the measured autocorrelation, we pa-
rameterized the spectral power, in addition to the
spectral phase, using the initial interferogram-
derived power spectrum as a baseline and bounding
the search space to exclude the consideration of un-
reasonable spectra. Figure 2 displays the best-fit
power spectrum and spectral phase; the fit deviates
from the measured second-order autocorrelation by
an rms error of �=0.062, as shown in Fig. 3. The in-
set in Fig. 3 shows that the retrieved pulse has a
FWHM duration of 17.9 fs, while the frequency spec-
trum supports a 12.2 fs transform-limited pulse. The
absence of any external compression elements sug-
gests that the pulse is self-compressed during fila-
mentation. In fact, the (negative) dispersion of the
cell exit window (1.5 mm thick CaF2) compensates
for the (positive) dispersion introduced by propaga-

Fig. 2. (Color online) Measured interferogram (inset), re-
sulting power spectrum (solid black), best-fit power spec-
trum (dashed blue), and best-fit spectral phase (dotted red).

Fig. 3. (Color online) Measured second-order autocorrela-
tion (solid) and best-fit second-order autocorrelation
(dashed). Inset, transform-limited intensity profile (solid)
and best-fit intensity profile (dashed). The reduced fringe
contrast ratio for the second-order autocorrelation trace is
due to beam pointing instabilities.
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Figure 2.13: Autocorrelation of the 2 µm pulse after the filament. (from [42])
The measured trace (solid black) was used in conjunction with the spectrum from
the interferogram is compared with the autocorrelation from the PICASO algorithm
(dashed blue). Inset, transform-limited intensity profile (solid black) and best-fit
intensity profile (dashed blue).

During the first few days of accomplishing filamentation at 2 µm, while literally
playing with the white light of the beam, a remarkable characteristic of the idler was
discovered: passive carrier envelope phase stabilization. In short, we put the white
light (visible) part of the spectrum into a USB spectrometer capable of seeing in the
550-1100 nm range, and to understand its behavior we inserted various optics into the
beam and look at the resulting spectrum. At first, when the white light was coupled
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in, the spectrum was smooth across the entire range of the spectrometer, testimony of
the fact that white light has all visible colors in it (as opposed of being generated by
HHG, for example). However, when a doubling crystal (BBO, 0.5 mm thick and 1 by
1 cm) was inserted and angle tuned to maximize the frequency doubling of the 2 µm
part of the spectrum (and hence generating light at 1 µm), stable modulations were
observed in the spectrum when overlapped with the 1 µm generated in the filament,
as it can be seen in Fig. 2.14. In effect, this is a f-2f spectral interferogram [45].
Quickly, it was realized that the only way possible for this phenomenon to occur is if
the fundamental light that generated the filament (the 2 µm idler from the TOPAS)
was CEP stabilized itself (the f-2f technique is a standard way to actually measure
the CEP).

Figure 2.14: Resulting spectra for the f-2f interferograms after filamentation.
Blue: the spectrum after the filament around 1 µm shows no modulations. Red:
Doubling the 2 µm portion and overlapping it with the the 1 µm portion results in
spectral fringes, an indication of CEP stabilization (see text for details). In the inset,
a series of f-2f interferograms (10 ms exposure time) taken over 6 seconds displaying
the near perfect stability of the CEP offset (estimated to less than 1 mrad).

How is this possible since our 800 nm does not have its phase stabilized? The
answer is how superfluorescence takes place. As discussed above, when the OPA
was described, a part of the pump itself is used to generate the signal in the OPA.
Because during superfluorescence the strong dipoles induced by the pump couple to
the pump itself, the superfluorescence pulse is phase-locked to the pump. When the
generated signal is difference frequency mixed to the same pump in the second BBO,



44

any random phase in the pump will also be present in the signal, so when DFG takes
place, they exactly cancel out, generating an idler free of any phase randomness. For
this reason the idler is CEP stabilized. As a proof that this is indeed the case, we
also created a filament using the signal, and the f-2f spectral interferogram showed no
modulations, as expected. However, if desired in principle it is possible to generate
CEP stabilized pulses at around 1.3 µm, if one selects using the grating in Fig. 2.7
the 2 µm portion of the superfluorescence spectrum and uses the 2 µm as the seed
in the TOPAS’s last DFG section. Finally, because the CEP stabilization is passive,
it is much more stable than any active technique used so far. In Fig. 2.14 the fringe
stability is remarkable, and it is preserved over long periods of time (probably hours
if no laser adjustment is necessary). This should allow us to perform experiments
that require long ours, such as high resolution angular distributions or photoelectron
spectra if the plateau electrons are to be studied.

2.2 Apparatus for Electron-Ion Spectrometry

In the previous section, when it was described how filamentation takes place, it
was said that plasma defocussing in gases (air) prevents the laser beam from focus-
ing very tight. If this was not enough, charged particles interact strongly with air
molecules, quickly losing their energy. It is then no surprise then that electron and
ion spectroscopy are exclusively performed in high and ultrahigh vacuum chambers.
In this section I will describe our electron and ion spectrometers and the associated
electronics.

2.2.1 Vacuum chambers

In general, the encountered contaminants in ultrahigh vacuum (UHV) systems
are water (H2O), molecular hydrogen (H2) and to a lesser degree various oils if the
pumps used to generate the vacuum are oil-based. The water is usually present from
the very beginning, being hard to pump out due to the fact that its polar molecules
like to stick to the walls of the chamber via van der Waals interactions. The source
of molecular hydrogen is a bit more subtle [46]. Atomic hydrogen is soluble in most
metals (basically protons zipping inside the metal) and as such it can pass through the
walls of the vacuum chamber. However, before desorption, these hydrogen atoms must
combine together forming molecular hydrogen on the surface. To limit the amount
of molecular hydrogen and lower the ultimate pressure in UHV systems, coating the
inside walls of these vacuum chambers with various substances successfully limited
the amount of hydrogen recombination and/or diffusion. Oils from pumping units
can be reduced using scrubbers or eliminated altogether using non-oil based pumps.
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The coincidence machine

The majority of the work presented in this dissertation was performed using the
electron-ion spectrometer (to be described in the next subsection) sitting in the so-
called coincidence machine. This name is used because the spectrometer has the
capability of detecting ions and electrons in coincidence. A top view and a side view
of this vacuum chamber are given in Figs 2.15 and 2.16, respectively. Two oil-based

Figure 2.15: Top view of the coincidence machine. The oil-based turbomolec-
ular pump mounted on the side of the chamber has a 510 liters/sec pumping speed
(TPU510 from Pfeiffer-Balzers). To focus the collimated light on the spectrometer’s
axis (the details of the spectrometer are presented in Fig. 2.17), the recessed entrance
window allows the use of lenses (green) with focal lengths 100 mm or longer.

turbomolecular pumps are used to generate the vacuum. The bigger of the two is
a double barrel 500 liters/sec Pfeiffer-Balzers, model TPU510, while the smaller is
a Leybold Turbovac TMP150 with 150 liters/sec. Both turbomolecular pumps are
backed by a single dual-stage rotary vane mechanical vacuum pump (model SD300
by Varian). The volume of the vacuum chamber is roughly 50 liters. The vacuum
pressure is measured with a nude ionization gauge (Varian, Model 580, range 1*10−3

-4*10−10 Torr, calibrated for N2). The gases to be studied are slowly leaked into
the vacuum chamber with a variable leak valve. Without baking, pumping from
atmospheric pressure (1 bar), the pressure reached by the two turbomolecular pumps
after few hours is in the 10−7 Torr range, with H2O the dominant contaminant. After



46

24-48 hours of baking at 100-130 degrees Celsius, the pressure decreases below 10−9

Torr if the chamber was exposed to air for a long period of time. To go below 10−10

Torr (an accurate number cannot be given due to the limit of the ionization gauge
used), a 15 minutes run with a titanium sublimation pump (TSP, by Varian) with
cryopanel (liquid nitrogen cooled jacket) is usually required. The sublimation pump
is also used every time the base pressure in the chamber increases after long runs due
to the water present in the gas lines.

Figure 2.16: Side view of the coincidence machine. The turbomolecular pump
on the top of the chamber has a 150 liters/sec pumping speed (Turbovac TMP150
from Leybold). The sublimation pump uses titanium filaments (50A of current) and
it’s jacket is liquid nitrogen cooled. The ionization gauge is a two filaments nude
gauge (model 580 from Varian). The details of the spectrometer (Ion and Electron
TOF) are presented in detail in Fig. 2.17)
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The alkali machine

The alkali machine is also a time of flight spectrometer, built to study metal
vapors and gases. Compared to the coincidence machine, it does not have coincident
detection capabilities. However, it’s flight tube is longer by more than a factor of
two (50 cm versus 22 cm), giving it an superior energy resolution. Because this
machine uses the same technology as the coincidence machine, a full description of
the apparatus and associated electronics is not necessary. A detailed presentation of
this machine is however available [48,49].

2.2.2 The time of flight spectrometer

The time of flight (TOF) spectrometer’s details are depicted in Fig. 2.17. It op-
erates in two modes. For ions, it is a simple mass spectrometer. After ionization, the
resulting ions are extracted from the interaction region and accelerated towards the
multichannel plate (MCP) detector using static electric fields generated between the
field plates. At first sight, a single plate to extract the ions should suffice. However,

Figure 2.17: Time of flight spectrometer for coincident ion-electron de-
tection. For electron detection, all plates are grounded. For ions, plates 1-3 are
grounded, while the rest sit at various negative voltages to satisfy the Wiley-McLaren
condition. In coincident mode, plates 2 and 4 are pulsed (see text for details). The
MCP detector is depicted in detail in Fig. 2.18.

this would lead to poor resolution, primarily due to a spread in the initial kinetic
energy of the ions as well as focal volume effects. Wiley and McLaren observed that
stepping up and/or down the electric field can compensate this unwanted effects, for
a given q/m ratio. This is the so-called Wiley-McLaren condition and in our case the
plates 3,4 and 5 serve this purpose. The plates 6,7 and 8 together with the Faraday
cage form an electrostatic lens, called the Eizel lens, whose purpose is to focus the
ions onto the MCP detector.

For electrons, the spectrometer functions in a field free mode, with all plates
grounded. Because the electrons can have very low energies, special care has to be
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taken to assure that their kinetic energy is not modified from birth to detection by
residual electric fields that might be present along the spectrometer. For this all field
plates are made of molybdenum, a paramagnetic metal, and are coated with graphite
to minimize patch effects. While magnetic fields cannot alter the kinetic energy of the
electrons, it modifies their angular distribution. To assure that this does not happen,
the entire spectrometer is surrounded with a cylinder made of mu-metal, gold and/or
graphite coated.

Figure 2.18: The multichannel plate detector. Ions and electrons are accelerated
inside the channel (inset), releasing secondary electrons in a cascade fashion, gener-
ating a measurable signal. The typical voltages for electrons (red) and ions (blue) are
shown. The role of the Au-coated kapton foil is to DC decouple the conical anode for
electron detection. Without it, in electron mode the anode would sit at 2200 V. The
angle of the conical anode is chosen for impedance matching.

The schematic of the MCP detector is presented in detail in Fig. 2.18, with the
corresponding voltages for electron and ion detection. It consists of two impedance
matched multichannel plates, aligned anti-parallel in a so-called Chevron configu-
ration. The plates are made of a special lead-based glass and are coated with a
substance developed to maximize secondary electron emission. The total resistance
of the Chevron stack is quite high, around 20 MΩ and the electrostatic voltage applied
is around 2 kV. Because the plates are quite thin (around 1 mm), the electric field
inside is large (2 MV/m). As a consequence, when a charged particle enters one of
the channels, it releases secondary electrons upon impact, which in turn are quickly
accelerated and release tertiary electrons and so on, in a cascade, chain-reaction fash-
ion. After passing through the channels, the initial particle becomes a shower of tens
or hundreds of millions of electrons that when collected generate a measurable signal.
For electrons, a grounded grid is placed right in front of the detector, to prevent the
electric field lines of the detector penetrating into the field-free region of the spectrom-
eter. Additionally, the potential on the front face of the detector in electron mode is
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kept as low as possible (+75 V as indicated in Fig. 2.18), but high enough to flatten
the detector’s response as a function of the electron’s kinetic energy, thus assuring
that the measured spectrum does not present an artificial roll-off at low energies. For
ions, this problem does not exist, and the front of the detector sits at 2.2 kV. For
this reason, the signal generated in ions mode is about twice as large as the one gen-
erated for electrons. On average, the ion signal is around 20 mV, while for electrons
is around 10 mV. The electron shower generated at the back of the MCP stack is
collected on a gold coated thin Kapton foil and dumped to the ground through a re-
sistor R, thus capacitively coupling the electron shower to the conical anode. This is
necessary because the Kapton collector sits at 2200 kV, a voltage that cannot be fed
directly into the electronics for signal processing. The Kapton foil together with the
glue that holds it in place (Thorseal) in effect form a capacitor C, which together with
the resistor R form an RC circuit. The time constant of this circuit gives the response
time of the detector, typically around few hundred picoseconds (rise time). Finally,
it worth mentioning that the MCP detector is a particle detector, and therefore two
coincident particles will be detected as one, leading to pulse pile-up (this is not true if
the MCP detector is used for imaging in conjunction with a phosphor screen, but this
configuration was not used in our experiments). To prevent this effect, the detection
count rate must be kept low, typically few hits per laser shot. For a more detailed
presentation about MCP detectors the reader is encouraged to see the review article
by Wiza [47].

The electronics setup employed to measure the time of flight signal is presented
in detail in Fig. 2.19. The main component of the setup is the time to digital (TDC)
converter, a device that as its name suggests measures the elapsed time between two
events and then converts the result from an analog form into a digital form, suitable
for subsequent computer processing. The technology employed is based on CAMAC
(Computer Automated Measurement and Control), an old but reliable technology.
To function properly, the TDC needs four inputs. One pair of signals is used to
start and stop “the clock”. Obviously, the start signal (called START) is a signal
that must be generated by the laser when ionization occurs, while the stop signal
(called COMMON) is the signal generated by a charged particle at the MCP detector
after ”flying“ a distance L along the spectrometer. Because the TDC cannot accept
for the START and COMMON the unconditioned signals generated directly by the
photodiode and the MCP detector, the last two must be preprocessed first. The MCP
signal is amplified by a fast amplifier (Model 574 by Ortec) and then sent into a pico-
timing discriminator (Model 9307 by Ortec). The discriminator produces fast negative
NIM pulses with negligible time shift as a function of the input signal (one has to
remember that MCP signals can vary considerably in amplitude from event to event).
These NIM pulses provide the COMMON for the TDC. The photodiode signal (we
use 1 ns rise time photodiodes, various models as a function of the wavelength used)



50

Figure 2.19: Detection electronics for time of flight measurements. The AF
signal triggers the delay generator, which in turn determines in which mode the TDC
is: in listening mode, the TDC measures the time elapsed between the arrival of
the laser and the arrival of the charged particle, while in communication mode the
measured time is sent to the computer for analysis.

is first inverted and then amplified by the same fast amplifier (the model 574 by Ortec
has four identical channels). In principle, the amplification is not necessary, since the
photodiode signal can be made large enough. However, the amount of light falling
on the photodiode was reduced using neutral density filters so that the photodiode
signal has the same amplitude as the average amplitude for the MCP signal (we will
see below why this is necessary when we discuss the calibration of the spectrometer).
After amplification, the photodiode signal is fed into a constant fraction discriminator
(Model 473A by Ortec), whose fast negative NIM output provides the START signal.
In addition to the START and COMMON signals, another pair of signals are necessary
to control the state of the TDC. In essence, the TDC needs to know if it should
expect to measure a time between the START and the COMMON, or to be ready
to communicate to the computer. To switch between the two states (listening or
communication), an audio frequency (AF) signal at the repetition rate of the laser is
sent prior to ionization to a delay generator (Stanford Research, model DG535). The
delay generator, triggered by the AF pulse, produces two NIM signals, separated in
time. The first, called EOW (end of window), is generated 120 µs after the trigger,
while the second, called CLR (clear) is generated 300 µs after the trigger. The EOW
signal puts the TDC in communication mode, while the CLR signal puts the TDC
in listening mode. The time delays quoted above assures that the TDC receives the
signals in the right sequence: START, COMMON, EOW and CLR. Because we want
to detect as many events per laser shot as possible, the TDCs used in the experiments
presented in this thesis all have multi-hit capabilities. The two TDC models used
were LeCroy 4208 and LeCroy 2228A, both operating in a single channel multi-hit
configuration. In this mode all eight independent channels are cascaded, with each
channel hit enabling the next one. The 4208 model is a 23+1 bit TDC, with a dynamic
range of 8.3 ms and 1 ns resolution, making it suitable for measuring the time of flight
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of slow particles (ions and slow electrons). The 2228A model has only 11 bits and
three selectable full-scale time ranges (100, 200 and 500 ns) with the corresponding
resolutions (50, 100 and 250 ps). These numbers are only approximate, and therefore
each individual TDC was calibrated by sending dummy signals from a delay generator
at controlled time intervals. Due to its reduced time ranges, the 2228A model was
only used to measure the TOF of fast electrons. Finally, the CAMAC controller, not
depicted in Fig. 2.19, is a model CC32 by Wiener.

As it was mentioned earlier when the spectrometer details were presented, for
ions only a simple isotope identification is required for calibration. If uncertainties
persist, the chamber can be fitted with a residual gas analyzer, that also functions as
a mass spectrometer. Therefore, in the subsequent discussion we will focus solely on
the electrons.

Due to the fact that the energy of the electrons produced in our experiments do
not exceed 1% of their rest mass energy (0.51 MeV), a kinematic description within
the framework of classical mechanics is enough to treat their motion. Therefore, an
electron with an energy E at the end of the pulse will arrive at the MCP detector in
a time tTOF after ”flying“ through the field-free region of the spectrometer of length
L according to the formula:

E =
m

2

(
L

tTOF

)2

, (2.3)

where m is the electron mass.
From Eq. (2.3), if one knows tTOF and L one can find the energy E (or the

momentum p). But is tTOF the time measured by the TDC between the START
and the COMMON? The answer is no, for two reasons. First, because the pulses
from the photodiode and the pulses from the MCP detector travel through different
electronics, each introducing its own delay. And second, because even if we would
use identical electronics and identical cables, the photodiode will never be able to sit
in the interaction region where the intensities reach levels many orders of magnitude
above its damage threshold. All is not lost, since this artificial delay is just a constant
that does not depend on the energy of the electron. Therefore, we can modify Eq.
(2.3) by writing tTOF = tdetection − t0, with tdetection being the measured time by the
TDC and t0 the delay we have to yet to determine:

E =
m

2

(
L

tdetection − t0

)2

, (2.4)

To determine the two unknown parameters in Eq. (2.4), we use the fact that the
ATI spectrum presents a long series of peaks each separated by a photon energy. First,
we perform a spectral measurement for our pulse, finding the central frequency. This
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Figure 2.20: Electron spectrometer calibration. Upper panel: raw time of flight
data (red) and measured t0. Lower panel: processed data, with the spectrometer
length (L) and fitted t0 so that the ATI spectrum has the correct one photon spacing
(see text for details).
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can be accomplished using a USB spectrometer (Model USB4000, by Ocean Optics),
with an accuracy of 0.2%. In the second step, we split the photodiode signal and feed
one part in the usual electronic chain for this signal, while the other is fed into the
chain for the MCP detector. In effect, this simulates the arrival of ”instantaneous“
electrons at the MCP detector. This allows us not only to measure the electronic
delay (remember, this not enough to determine t0), but also to assure that we use
the entire time range of the TDC. If these ”instantaneous“ electrons do not produce
a signal at the very beginning of the time range of the TDC, additional delay (BNC
cables) is inserted in the photodiode signal’s path.

In the upper panel of Fig. 2.20, the raw time of flight measurements for the
electronic delay (blue) and the ATI spectrum of argon at 793 nm (red) is presented,
using the 4208 TDC. The width of the electronic delay is only 2 ns, corresponding to
just 2 time bins. For the ATI spectra, for calibration purposes, no intensity estimation
is necessary. What it is desirable, however, is for the series to extend as far as possible.
In this case, at least 18 peaks are visible, providing enough data points to allow a fit
for the two parameter function from Eq. (2.4).

Naively, one can attempt to handpick (or use a peak finding program) the po-
sitions in time of the peaks in the ATI spectra and then fit the Eq. (2.4) to find
t0 and L. Although this would probably provide a result within the experimental
uncertainties, it is not a rigorous approach. The reason for this is the fact that a
correct transformation from time to energy must take into account the Jacobian of
the transformation, which up to a constant for energy is E−1.5. This constant can
be omitted since we are only dealing with a relative measurement, not an absolute
one. If, for example, absolute ionization rates are to be measured, thus taking into
account the detection efficiency of the detector, then this constant must be included.
In the lower panel of Fig. 2.20, we present the time to energy transformation of the
spectrum from the upper panel, with the correct Jacobian taken into account. The
fitted values for L = 22.6 cm and t0 = 44 ns quoted in the graph were obtained by
varying both to get the correct energy spacing for the ATI peaks. From Eq. (2.4),
we can easily find the relative error for the energy as a function of the relative error
for the two parameters:

∆E

E
= 2

∆L

L
+ 2

∆t0
tdetection − t0

(2.5)

For very low energy electrons, their time of flight tdetection is very large, and from
the above equation it can be seen that the calibration fit is mostly determined by
the relative error determining the spectrometer’s length. For very fast electrons, the
opposite is true, as the denominator of the last term on the right hand side of Eq. (2.5)
can be quite small. In addition, the relative error for energy is not a constant across
the spectrum, due to the presence of the quantity tdetection in Eq. (2.5). However,
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the contribution of the relative error coming from L is constant for all electrons and
its value is around 1%. For these reasons, when dealing with the detection of fast
electrons the choice of the right TDC is important, not only for the resolution, but
also for the relative error.

The performance of the spectrometer can be seen in Fig. 2.21. For ions (upper
panel), we measured the mass spectrum of xenon, using 2 µm, 50 fs pulses. The
isotopes are beautifully separated, for single as well double ionization, with a corre-
sponding resolving power better than 0.3 % Additionally, the integrated counts for
each peak reflect the natural abundances for all isotopes. For electrons, a zoomed in
plot for the plot given in the lower panel of Fig. 2.20 is given in the lower panel of
Fig. 2.21. The entire spectrum covers only the first ATI peak, with its corresponding
Rydberg structure. Below 0.2 eV, the transfer function of the spectrometer is decreas-
ing, reaching 0 at 0 eV, as discussed before. For the Rydberg peak indicated in the
graph, the relative energy resolution is 1.4 %, in line with the accuracy determining
the length of the spectrometer.
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Figure 2.21: Spectrometer Performance. Upper panel: for ion detection mode, a
simple isotopic identification is enough (in this case xenon). Lower panel: the first
ATI peak in argon, displaying its clear Rydberg structure. For the lowest energies
(yellow) the transfer function of the spectrometer approaches zero, a characteristic of
all field free time of flight spectrometers.
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Chapter 3

Experimental Findings

In the theoretical background chapter we briefly touched on the importance of
the ponderomotive potential UP in strong field physics. In particular, we saw that UP
governs three very important cutoffs: the 2UP cutoff for direct electrons, the 10UP
cutoff for the rescattering plateau and the 3.17UP cutoff for the return energy of an
electron when/if driven back at the core. From a fundamental, physical perspective,
it can be argued that all three cutoffs are of equal importance. From a technological
perspective however, the 3.17UP is probably the most important, primarily for its role
in high harmonic generation (HHG), molecular tomography or any other processes
that stem from the interaction of the laser-driven electron wave packet with its parent
ion.

However, we can also view the process non-energetically, from Louis de Broglie’s
point of view, if we treat the electron as a wave, rather than a particle. The two per-
spectives are, of course, fundamentally linked by de Broglie’s formula, λdB = 2π/p,
where λdB is the associated de Broglie wavelength and p is the electron’s momen-
tum. This is not just a mere exercise. In one laboratory assignment taught as a
Teaching Assistant, from the diffraction pattern created by a helium-neon laser the
students were asked to determine the thickness of their own hair. The purpose of
this laboratory work was to realize how diffraction can be used to determine the size
(structure) of a given object when a wave of comparable wavelength diffracts on it.
Can we do the same with the returning electron, essentially photographing an atom
or a molecule? The answer is yes, but why bother with very expensive lasers when
a much cheaper electron gun can do the trick? There are two main reasons to go
through all this trouble. First, unlike an electron from an electron gun, the returning
wave packet is coherent with the wave packet left in the ground state, HHG being a
direct manifestation of this fact. More, the coherence should be preserved for inner
shell electrons as well, since in an atom all electrons “know” about each other (that
is why we write the wave function as a Slater determinant and we have selection rules
for atomic transitions). And second, the dynamics of the electron wave packet is on
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a sub-cycle scale of the driving field, comparable perhaps with the orbital period of
a bound electron. This provides a “clock” for the process, which together with the
“ruler” provided by a short de Broglie wavelength would form an atomic or molecular
camera.

In this chapter, I will present some of the steps we believe are required in the
development process of such a camera. At first, a new, unexpected and not fully
understood phenomenon present in the tunneling limit will be presented. Then, we
will move towards coherent laser-driven electron diffraction on atoms, alignment of
molecules and diffraction on molecules. In the last part of the chapter, I will discuss
more from a point of view of further projects than standalone results, electron wave
packet interferences and coherent electron-driven Auger decay.

3.1 Classical or Quantum Electrons?

In the theoretical chapter we saw that treating the electron as a classical particle
gave us the possibility to explain the two cutoffs present in the photoelectron spectra
in the tunneling regime: the 2UP cutoff for the direct electrons, as well as the 10UP
cutoff for the rescattered ones. In addition, we have identified the birth phases for
those electrons that give the two cutoffs. Despite this success, a more rigorous proof
for a classical treatment is desirable. In the subsequent sections I will use extensively
the hypothesis that in the tunneling regime the electron can, indeed be described as
a point-like object for arbitrary birth phases, whose motion can be determined using
nonrelativistic classical mechanics. This will allow us not only to get an intuitive
picture of the processes involved; but more importantly, due to its deterministic
nature, the classical treatment will allow to follow back in time the motion of a
detected electron all the way to its moment of birth. In fact, we have already done
so when the origin of the 2UP and 10UP cutoffs was presented.

There are several approaches to justify the classical treatment. One would be
to compute the time-dependent electron wave function and show that the expecta-
tion values for electron’s position and momentum follow the classical trajectories. In
addition, one might want to compute the quadratic mean as well to determine the
deviation from the mean. Given that the above approach will have to start from the
Schrödinger equation employing certain approximations for computational reasons,
another approach is to solve the Schrödinger equation numerically. This would have
the advantage that at least in the single active electron approximation the effects
of excited states, realistic pulse shapes and the Coulomb potential of the atom are
properly accounted for. If the time dependent wave function Ψ(~r, t) is computed
numerically, then one can make a movie by plotting |Ψ(~r, t)|2 on a spatial grid as a
function of time and comparing the quantum and classical results. Such a compu-
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the ion core. The first return presents, in a time versus
energy diagram, two branches, often referred to as the short
(�1) and long (�2) trajectories, which coalesce at the maxi-
mum energy of 3:17Up [the physical origin of the cutoff in
Fig. 1(b)]. The time dependence of these trajectories de-
rived purely from classical mechanics are plotted as solid
lines in Fig. 3. The two branches are distinguished by the
sign of their chirp and their coherence time. However the
classical model does allow for the possibility that the
electron, rather than recombining during the first encoun-
ter, scatters from the core and returns a second (�3, �4),
third (�5, �6) or nth (�2n�1, �2n) time. Each higher-order
return originates from the ‘‘long’’ trajectory and can also
be defined by two branches. For n 
 2 they have a differ-
ent maximum kinetic energy 	 2:4Up; and a decreasing

effectiveness for HHG due to the wave packet spread is
expected [18].

One of the main results of this Letter is that the TDSE
analysis presented in Fig. 3 shows that higher-order re-
turns, n 
 2, play an unexpectedly important role in the
HHG process. Figure 3 is a plot of the intensity of the
emitted harmonics as a function of energy and time for flat-
top pulses at two different wavelengths. The plots are
generated by first calculating the full harmonic spectrum,
as illustrated in Fig. 1(b), then applying a rectangular
spectral filter to select only a small bandwidth. The filtered
region is inverse Fourier transformed to give the harmonic
intensity as a function of time; this procedure is stepped
over the entire spectrum, producing the three-dimensional
plots shown in Fig. 3. The ordinate, in scaled units, corre-
sponds to the central energy of each rectangular filter. Our
procedure is similar to that used in Ref. [19] for analyzing
the time-frequency behavior of neon exposed to a few-
cycle, 0:8 �m sech pulse. Although the TDSE gives the
photon energy directly for each harmonic order, for Fig. 3
the value of Ip is subtracted from the photon energy to
facilitate the comparison with the semiclassical electron
return energy. Note that the time axis, in optical periods,
begins 1=2 cycle into the flat part of the pulse, when
harmonic emission first becomes possible. Both the width
and shape of the spectral filter were varied to insure con-
sistent results; for Fig. 3 the rectangular filter width is
12.4 eV.

As can be seen in Fig. 3(a) the TDSE results for 2 �m
closely match the semiclassical prediction for the 1st, 2nd,
3rd, and 4th electron returns. As the emission evolves from
one 1=2 cycle to the next a complicated structure develops
due to the interference of the many contributing trajecto-
ries, but the role of the higher-order returns remains clear.
The 0:8 �m result also shows agreement with the classical
first return, but the subsequent electron dynamics are more
diffuse than in the long wavelength case and it is difficult to
identify the multiple returns. It is not surprising that the
time-dependent harmonic emission at 0:8 �m deviates
from the semiclassical expectation since the electron dis-
tribution shown in Fig. 1(a) is also inconsistent with this
picture. However, the calculations are seen to coalesce
around the classical result as the wavelength is increased,
achieving the stunning agreement shown in Fig. 3(a).
Surprisingly the harmonic emission localized on the
higher-order returns has an unexpected large amplitude.
Clearly the wave packet spread has been mitigated, possi-
bly by Coulomb focusing [20] or trapping of electron
population in excited states [21]. Although the higher-
order returns become surprisingly more important at longer
wavelengths (possibly affecting the wavelength scaling
discussed above), phase matching may alter these
conclusions.

Further analysis of Fig. 3 provides quantitative evidence
for the scaling of the attosecond chirp with longer wave-
length excitation. As described above, the absolute value of
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FIG. 3 (color online). TDSE time history of the HHG emission
energy for argon excited by (a) 2 and (b) 0:8 �m driving laser
with intensity 0:16 PW=cm2. The solid black lines are the purely
classical prediction for return energy. The numeric label corre-
sponds to the �n trajectory. The top trace shows the electric field
of the input pulse.
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Figure 3.1: TDSE history of HHG emission.(from [52]) The numerical computa-
tion was done in the case of argon, using 8-cycle flat-top pulses (with its electric field
pictured at the top) at 2.0 µm (a) and 0.8 µm (b). The two history plots were found
using the windowing technique described in [51]. The black curves are the classical
returns predicted by the Simpleman’s model. Curves 1 and 2 are the first return for
the long and short trajectory, respectively. The pair of curves (2n-1, 2n) are for the
n-th classical return.

tation was performed by Muller [50] for helium, where the evolution of the tunneled
wave packet was followed many cycles after ionization when “numerically” irradiated
by 0.8 µm radiation at 600 TW/cm2 (giving a γ ∼ 0.6). The paper dealt however with
certain resonances attributed by the author to the long range nature of the Coulomb
potential and a comparison to the classical prediction was not given. Several movies
were supplied electronically, available for download as supplemental supportive in-
formation for the print version and the reader is encouraged to see them. The third
approach is to study the TDSE time history of HHG emission as first reported by
Yakovlev and Scrinzi [51], obtained by using a windowing technique. In short, the
authors multiply the acceleration of the atomic dipole obtained from the TDSE nu-
merical computation with a Gaussian window and taking the square of the Fourier
transform of the result the harmonic spectrum emitted in the time-window can be
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found. Finally, the HHG history can be found by scanning the window along the
pulse duration.

A similar computation was performed by Tate et al. [52] adapting the recipe
form [51]. First, the HHG was obtained from the acceleration of the atomic dipole
by a direct Fourier transform. Then, selecting only a spectral window ∆ω around
the frequency ω and inverse Fourier transforming it back to the time domain the
emission history for the photons with the frequency ω was found. Finally, repeating
the procedure scanning the window for all frequencies the entire HHG history was
obtained. Their result for argon at 160 TW/cm2 with both 0.8 µm and 2.0 µm flat
top pulses is reproduced in Fig. 3.1. The corresponding Keldysh parameters for the
two wavelengths are 0.9 and 0.35, respectively.

The result from [52] was chosen for several reasons. First, although the 0.8 µm
has a sub unitary Keldysh parameter, in the vicinity of γ = 1 the ionization is
expected to be rather balanced between tunneling and multiphoton whereas in the
2.0 µm case tunnel ionization dominates. This fact gives us the opportunity to see
the differences between the two regimes, this time for HHG. Second, because the
wavelengths used in the calculation are the ones extensively used in this dissertation
(the attentive reader should not be surprised here, since the theoretical paper was a
product of a collaboration driven by our group and we did have in mind at the time
our experimental capabilities). Finally and most importantly, the classical prediction
is conveniently overlapped with the quantum calculation for an easy comparison. The
classical result is given by the black curves. The curves 1 and 2 represent the first
classical return for the long and short trajectories. Subsequent classical returns are
represented by the curves labeled 3 and 4 (second return), 5 and 6 (third return) and
so on. As it was explained in the theoretical chapter, multiple returns are children of
the long trajectory.

Several conclusions can be drawn from the information-rich plots depicted in Fig.
3.1. The classically predicted 3.17UP cutoff (the offset equal to the ionization potential
in both bases was subtracted for an easier comparison) for the first return is not clearly
observed for the mixed regime at 0.8 µm, whereas the 2.0 µm result is spot on. Also,
the quantum calculation coalesces around the classical prediction at 2.0 µm, whereas
for 0.8 µm the result is more diffuse. For 2.0 µm, as many as four classical returns can
be seen, although as the emission moves to higher times interferences between different
trajectories start to blur the picture. We also observe that for the long wavelength the
higher returns have a large HHG emission amplitude. This is a puzzling effect, given
that the long time spent in the continuum by the ionized wave packet from birth
to recombination should reduce its overlap with the ground state due to ballistic
expansion. As possible explanations for this effect population trapping in excited
states and Coulomb focusing were proposed by the authors. If indeed responsible,
these excited states would likely have to be close to the continuum (Rydberg states),
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because it is hard to believe that wave packets trapped in tighter bound states could
follow the classical prediction which assumes the electron free. Coulomb focusing
is due to the well-shape of the potential of the ion with the returning wave packet
“falling” into it as it revisits the core. This is a long-range effect, with the electron
wave packet experiencing the same hydrogenic-like potential for both wavelengths.
Contrary to the quantum finding, due to the much larger ponderomotive energy for
the long wavelength, one expects Coulomb focusing to actually be less important
at 2.0 µm, since the electron wave packet’s kinetic energy is many times over the
electrostatic potential energy of the coulombic well. There are however trajectories
for which the returning wave packets posses low kinetic energies at recollision even
at long wavelengths, in which case Coulomb focusing could be responsible for the
importance of these low kinetic energy multiple returns in HHG emission. Finally,
we note that the quantum result supports the assumption made in the Simpleman’s
model that the classical electron is born at ~r = 0 with zero kinetic energy, since the
black curves in Fig. 3.1 were computed with these approximations. In addition, the
Coulomb potential, neglected in the Simpleman’s model, does not cause a discrepancy
between the classical and quantum calculations for the longer wavelength.

To summarize, at long wavelengths deep into the tunneling regime the quantum
computation coalesces around the classical prediction, allowing us to model the mo-
tion of the ionized wave packet using classical mechanics. At no point however I
will argue that the electron is truly classical. Instead, we should view the classical
“motion” as resulting from the statistical nature of quantum mechanics. In the ex-
periment, the statistical nature is de facto built in, since the spectra are comprised of
105-106 ionization events. In the subsequent sections we will see the quantum nature
of the electron wave packet directly when we will discuss its diffraction on the par-
ent ion upon recollision and interferences between wave packets launched at different
times during the laser pulse.

3.2 The Low Energy Structure (LES) in the

Photoelectron Spectra in the Tunneling

Regime

Shortly after the optical parametric amplifier (OPA) was installed (2006), we
began taking photoelectron spectra in noble gases. The main goal at the time was to
study the so-called wavelength scaling law for the plateau electrons, paying particular
attention on the height of the plateau, since it is directly linked to the wave packet
ballistic expansion which together with phase matching determine the conversion
efficiency of HHG. The results of this study were subsequently reported in [53].



61

Despite the fact that overall the newly obtained spectra at 2 µm in xenon looked
like one would expect (as was presented in the first chapter of this work), there
was something peculiar at very low energies: a prominent spike-like structure. At
first, knowing that low energy electrons are the most susceptible to stray fields in
the spectrometer, we had to convince ourselves that the machine was performing
as normal. This was done by taking a known spectrum in argon using the 0.8 µm
titanium sapphire laser. The result was immediate: the spectrometer was performing
flawlessly, with the spectrum presenting both the unmistaken ATI peaks as well as
Rydberg resonances due to the large AC Stark shift of highly excited states (see
Fig. 2.21). Convinced that the new feature was real, it was named the Low Energy
Structure (LES) for publication purposes [54], while for in-house use we fondly refer to
it as “the pickle” (the short story about this name was given in [48]). For a graphical
definition, the LES together with the classical looking remainder of the spectrum are
depicted in Fig. 3.2 for xenon, 2.0 µm, 50 fs pulses generating 6.5 · 1013 W/cm2.

Figure 3.2: Definition of the LES. The low energy photoelectron distribution
in xenon at 6.5·1013 W/cm2 with 2.0 µm, 50 fs linearly polarized pulses along the
polarization axis. EH denotes the extend of the LES region (in yellow). In the inset,
the entire distribution is shown, displaying the well known “direct” and “rescattered”
electrons. Both graphs are normalized to the maximum value. (see text for details)

Within a short period of time, one of the main characteristics of the LES became
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evident: its universality in the tunneling regime. If the Keldysh parameter was slightly
below unity the LES was present regardless of wavelength, intensity or target. One
should remember here that the separation between multiphoton and tunneling is not
an abrupt passage. In fact, the intensity distribution in the focal volume guarantees
that while in the center we have tunnel ionization, the ionization in the outer regions is
multiphoton, due to their lower intensities. Additionally, due to the temporal profile
of the pulse, at and near the peak of the pulse envelope tunnel ionization dominates
while in the beginning and the end of the pulse multiphoton does. In Figs. 3.3 and
3.4 we present the low energy spectra for various atoms and molecules, respectively.
Similar spectra were obtained for alkali atoms, as well as normal and heavy water. To
date, the LES is present in virtually all atoms and molecules studied in our laboratory
if the tunneling condition is fulfilled.

The immediate consequence was obvious: due to its universality, the LES needed
to be treated and understood fully for any type of experiment in this regime. To deal
with this new effect, a kitchen sink strategy was employed. We have used various
theoretical tools, as well as numerous experimental techniques, taking advantage of
the fact that we had a tunable mid-infrared laser system capable of saturating any
atomic or molecular targets for wavelengths in the 1-2 µm range.

On the theoretical front, it was immediately apparent that the analytical models
at our disposal fail to predict the LES. In Fig. 3.5 we plot the measured low energy
part of the photoelectron spectrum in argon ionized by 2.0 µm, 50 fs pulses generating
1.5 · 1014 W/cm2 and compare it with SFA-KFR as well as 3D single active electron
TDSE. Both theoretical curves were obtained using the proper intensity average to
account for the realistic focal volume. As opposed to KFR-SFA, the full 3D TDSE
accurately reproduces the LES, but as it was mentioned in the theoretical chapter,
the mechanism responsible for the LES is not immediately evident, since this is an
all-encompassing calculation. However, we can already conclude that the LES is a
single electron effect, so multi electron effects such as electron-electron correlations
can be neglected. Based on the above considerations, the origin of the LES had to be
linked to at least some of the ingredients missing in the SFA-KFR models but present
in the 3D TDSE. The main ingredients missing in the SFA-KFR models are: excited
states and the long range Coulomb potential during ionization and rescattering of
the electron wave packet. To investigate these effects, a more thorough experimental
investigation of the LES was needed.

In Fig. 3.6 we plot the low energy photoelectron spectra in xenon at saturation
(8 · 1013 W/cm2) for 0.8 µm, 1.5 µm, 2.3 µm and 3.6 µm, corresponding to the
Keldysh parameters 1.13, 0.6, 0.4 and 0.25, respectively. For the shortest wavelength,
the ionization is multiphoton, as can be seen from the presence of sharp ATI peaks,
while for the two longest wavelengths the ionization is tunneling in nature and a
prominent LES is present. In fact, at the lowest wavelength, the LES seems to have
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Figure 3.3: The LES in atoms. All targets were irradiated at the indicated intensity
with 2.0 µm, 50 fs linearly polarized pulses. The spectra were collected for electron
emission along the laser polarization within a solid angle of 0.65 mrad. Coupled with
the result presented in Fig. 3.2 it can be seen that the LES is present over a large
range of intensities (1013-1015 W/cm2).
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Figure 3.4: The LES in molecules. All targets were irradiated at the indicated
intensity with 2.0 µm, 50 fs linearly polarized pulses. The spectra were collected for
electron emission along the laser polarization within a solid angle of 0.65 mrad. For
molecules, the intensity range covered in the above plots is narrower than that for
atoms, the limiting factor being the low ionization potential for molecular targets.
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Figure 3.5: The LES versus theoretical predictions for argon at 1.5·1014

W/cm2 using 2.0 µm, 50 fs linearly polarized pulses. The experiment is
remarkably well reproduced by the three-dimensional TDSE. For comparison, the
SFA-KFR theory using Volkov states fails in this region. The calculated distributions
are obtained using intensity averaged, 10-cycle flat-top pulses.

a double peak structure. The intermediate 1.5 µm case is less clear, as it seems
that in addition to the ATI peaks there could be a small LES extending up to 1 eV.
Unfortunately, the width of the LES is comparable with the photon spacing, making
the distinction between the LES and ATI peaks difficult. Additional data taken at
intermediate wavelengths (from 1.2 to 2.0 µm) does show a gradual emergence of the
LES as a function of wavelength for a given intensity.

In Fig. 3.7 we plot the dependence of the LES with intensity in the case of argon,
ionized with 2.0 µm, 50 fs pulses. Obviously, the ionization rate varies greatly over
the intensity range covered in the experiment, so each curve was normalized to unity
for an easy comparison. The immediate conclusion is that the width of the LES
increases with intensity (or the ponderomotive potential for a fixed wavelength) and
decreases with the Keldysh parameter.

However, Fig. 3.7 still cannot answer the question if the LES is linked to the
act of ionization itself or the electron wave packet dynamics in the continuum since
both depend on the electric field strength. To shed some light on this issue we
measured the electron spectra of xenon for a given ponderomotive potential by varying
simultaneously the wavelength and the intensity (one has to remember that UP ∼
Iλ2). The result is present in Fig. 3.9. Since the LES is virtually identical in the three
cases, the implication is that the origin of the LES must be linked to the dynamics
of the electron wave packet in the continuum and not to the ionization process itself,
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Figure 3.6: The behavior of the LES versus wavelength. All four spectra were
taken in xenon near saturation (8·1013 W/cm2), using 50 fs linearly polarized pulses
for the wavelengths indicated on the figure. The emergence of the LES at longer
wavelengths is linked to the disappearance of the ATI structure indicating that the
LES is a phenomenon characteristic to the tunneling regime.

since the three different intensities correspond to three different thicknesses for the
tunneling barrier.

From mid nineties, it was found that the HHG signal as well as the rescattering
plateau depend strongly on the polarization of the light (citations here). Following
this recipe in Fig. 3.8 we plot the photoelectron spectra for linear polarization (LP)
and circular polarization (CP) in xenon at 2.0 µm, 50 fs pulses for a peak vector
potential of 1.8 atomic units.

Due to the fact that the LES is present only in the case of linear polarization
but it is absent in the case of circular polarization, one can be tempted to conclude
that rescattering is responsible for the LES, since in circular polarization the ionized
electron is driven by the external field away from the core and rescattering cannot
happen. This assumption however, seems to be at odds with Figs. 3.7 and 3.9.
As we have mentioned earlier, after tunneling the wave packet undergoes a ballistic
expansion. This expansion is expected to have a linear dependence in time. For
example, a wave packet that returns at the core after half a period of the driving field
is expected to expand more for 2.3 µm than for 1.7 µm. This wavelength scaling law
states that the wave packet expansion in terms of volume expands for equal phases
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Figure 3.7: The behavior of the LES versus intensity. The spectra were taken in
argon, using 2.0 µm, 50 fs linearly polarized pulses along the laser polarization. The
LES region expands increasing the intensity, as the ionization process moves deeper
into the tunneling regime.

as V ∼ λ3. Therefore, one would expect that the height of the LES would become
smaller with increasing wavelength, contrary to what was found experimentally and
presented in Fig. 3.9.

One possible explanation for this discrepancy is the fact that perhaps at birth the
wave packets are different for the three wavelengths. This is to be expected, since the
three cases correspond to three different thicknesses of the barrier through which the
wave packet tunnels out and in general, the thinner the barrier the more divergent the
tunneled wave packet should be. To illustrate this effect, using the dependence given
by Eq. (1.18), in Fig. 3.10 we plot the ADK tunneling rate as a function of electron’s
perpendicular momentum (with respect to the laser polarization) for the three data
sets from Fig. 3.9. From Fig. 3.10 we can quickly estimate that the half width at half
maximum for 1.7, 2.0 and 2.3 µm are given for electron momenta located at 0.078,
0.073 and 0.067 au, respectively. Since in the direction perpendicular to the laser
polarization the electron’s motion is uniform (if the Coulomb potential is ignored),
after half a cycle when recollision takes place, the three wave packets will have the
following radii: 9.1, 10.0 and 10.6 au. To estimate the radii, the assumption me = 1
was made in p = mev so that r = πv/ω = πp/ω. While the effect of the barrier
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Figure 3.8: The behavior of the LES versus the polarization of the light.
The spectra were taken in xenon, using 2.0 µm, 50 fs pulses for linear polarization
(LP) and circular polarization (CP). The absence of the LES for circular polarization
indicates a rescattering event is responsible for the LES (see text for details).

thickness alone cannot explain the result from Fig. 3.9, it does seem to partially
compensate the ballistic spread, so that the increase in the wave packet radius from
1.7 to 2.3 µm is only 16%, and not 35%, as expected from the wavelength scaling
relation.

To investigate these effects further, we can also look back at the behavior of the
LES versus intensity at constant wavelength. One might be tempted to use Fig. 3.7,
but since for various intensities a given measured photoelectron energy corresponds
to different birth phases, it would be desired to plot the electron yield as a function of
birth phase and not as a function of energy. When such a transformation is performed,
we can find when the LES electrons were born. This can be easily accomplished
if we convert the raw time of flight data to momentum and with the assumptions
made in the theoretical chapter when the Simpleman’s model was presented we have
pdetection = Amax(φbirth). This equation has an infinity of solutions, but due to the
periodicity of the laser field we can consider only the interval (0, π). In this interval,
there are two solutions, one in the first quadrant and another in the second quadrant.
Since we suspect recollisions to be responsible for the LES, we will retain only the
solution found in the interval (π/2, π), as it is the only one that allows the electron
to revisit the core. Plotted as a function of the phase at birth, we can compare the
above distributions for equal excursion times (in the theoretical chapter we saw that
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Figure 3.9: The behavior of the LES at constant ponderomotive energy. The
spectra were taken in xenon, using 2.0 µm, 50 fs linearly polarized pulses. Remarkably,
the LES is identical in all three cases, pointing to a field-driven process for the origin
of the LES.

the excursion times are only a function of the phase at birth and do not depend on
intensity for a given wavelength - if the assumptions of the model are valid). After
applying the Jacobian of the transformation, the result is presented in Fig. 3.11.

Two conclusions can be drawn immediately. First, the relative height of the LES
versus the rest of the distribution at a given wavelength becomes larger for smaller
amplitudes of the vector potential. Whereas the barrier thickness does play a role
here, the wave packets return with different energies for a given phase so at this point
we cannot attribute the above conclusion solely on it. The second observation is the
intriguing overall invariance of the LES distributions as a function of birth phase. For
all intensities presented in the plot, the LES region extends up to 1.79 radians with
its maximum corresponding to a birth phase of 1.74 radians.

These phases correspond to the second classical return. This can be seen from Fig.
3.12 where we plot the photoelectron yield as a function of birth phase for xenon at
saturation driven by 3.6 µm, 90 fs linearly polarized pulses together with the number
of classically allowed returns. The number of classical returns were computed numeri-
cally using a simple one dimensional model of a free electron in an alternating electric
field. The electron was treated nonrelativistic, so the magnetic field was ignored. The
electron was placed in the origin with zero initial momentum, as in the Simpleman’s
model. For every birth phase, the electron was followed for 10 periods of the driving
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Figure 3.10: The spread of the electron wave packet after tunnel ionization
in the direction perpendicular to the laser polarization. The three lines are
computed using Eq. (1.18) for the intensities indicated, without averaging over the
pulse duration. Due to the very different overall tunneling rates for the three cases all
curves are normalized to unity for an easy comparison. The result indicates that at
the highest intensity, in which case the tunneling barrier is thinner, the wave packet
expands more rapidly.

field and at each crossing of the origin a counter was incremented by one unit. To
study the second return it is desired to perform a strong field scattering calculation
in the third order Born approximation, thus allowing the electron wave packet to
scatter twice on its parent ion, upon the first and the second return. However, to
my knowledge, no such calculation currently exists (at least not for laser parameters
close to the ones used here). Perhaps a second order Born approximation (which does
allow a single rescattering event, regardless the phase) would suffice. For the second
order Born approximation to succeed in reproducing the LES, it should be required
that the wave packet will not suffer significant alteration during the first classical re-
turn. In Fig. 3.13 we plot for the same data as in Fig. 3.12 the associated de Broglie
wavelength in atomic units for the returning electron wave packet during the first
return as a function of birth phase. Since xenon’s calculated atomic radius is around
2 au [55], a returning electron wave packet with an associated de Broglie wavelength
of 1.5 au is expected to undergo significant diffraction. Under these circumstances, if
the second order Born approximation is capable to quantitatively reproduce the LES
is unknown.

At this point it is perhaps instructive to present some of the peculiarities of



71

1 . 6 1 . 7 1 . 8 1 . 9 2 . 0 2 . 1 2 . 20 . 0

0 . 2

0 . 4

0 . 6

0 . 8

1 . 0

1 . 7 9

 

 

No
rm

aliz
ed

 to
 m

ax
im

um
 co

un
ts

P h a s e  a t  b i r t h  ( r a d i a n s )

                  A m a x  =  2 . 2  a u
   A m a x  =  2 . 4  a u ,      A m a x  =  2 . 8  a u    

   A m a x  =  3 . 0  a u ,      A m a x  =  3 . 3  a u     

1 . 7 4

A r g o n  ,  2 . 0  µ m

Figure 3.11: The behavior of the LES as a function of birth phase. The
spectra are the same as in Fig. 3.7. The LES extends up to a phase of 1.79, which
is the threshold of the second return and it peaks at 1.74 which is the average phase
for the second return. Additionally, the relative height of the LES becomes higher at
longer barrier thicknesses indicating an influence of the ballistic electron wave packet
spread (see text for details).

the second classical return. The first characteristic of the second return is that of
all returns, it is the one that returns at the core with the smallest kinetic energy.
Although this fact can be observed in the quantum calculation presented in Fig. 3.1,
a simpler explanation can be found from the classical rescattering model, by solving
Eq. (1.33). According to this equation, it can be clearly seen that of all returns,
the second one returns at the core for the smallest value of the vector potential.
Additionally, in terms of electric field strength (which is out of phase with the vector
potential) of all classical returns the second one takes place at the highest value of
the electric field. There are two immediate consequences. First, due to its lowest
kinetic energy, the second classical return is the most susceptible (or “vulnerable”)
to Coulomb focusing. And second, due to fact that at recollision the electric field
is at 80-90% of its maximum value F0, a new, significant electron wave packet is
expected to burst out of the barrier, perhaps interfering with the returning one. If
these interferences are strong, their signatures can perhaps be seen in the angular
distribution of the photoelectron spectra.

The angular distribution of the LES in the plane perpendicular to the propagation
axis of the laser is plotted in Fig. 3.14 for the nitrogen molecule, irradiated with
2.0 µm, 50 fs linearly polarized pulses generating 260 TW/cm2. To achieve a good
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Figure 3.12: The LES versus the number of returns. The data is the 3.6 µm
spectrum from Fig. 3.6. The graph indicates that the double dip structure of the
LES stems from the number of returns the electron wave packet experiences, with the
main contribution stemming from the second classical return.

angular resolution, a 1/4 inch pinhole was placed in front of the MCP detector to
restrict the collection angle to 1.6 degrees. Then, using a half wave plate designed for
2.0 µm (Foctek Photonics), 300,000 laser shot photoelectron spectra were recorded
for each orientation, randomly rotating the laser polarization with respect to the
spectrometer axis to cover the range (0,90) degrees in steps of 2 degrees. Prior to
this experiment, the wave plate was thoroughly characterized and it was found that
covering the range (-90,90) degrees the plot was symmetric around 0 degrees. As a
consequence, it was only necessary to cover the (0,90) degrees range and symmetrize
the data during analysis. Because we were interested in the plateau photoelectrons
as well (which have a low production probability), the symmetrization process was
done to improve their statistics and not only for convenience. The result presented in
Fig. 3.14 shows a remarkable narrow LES as a function of angle, with its HWHM of
approximately 5 degrees. All other targets investigated (atoms and molecules alike)
display a similar narrow LES. At the moment, no credible explanation exists for this
finding. Purely speculative, perhaps the interference between the plane wave-like
wave packet returning at the core for the second time and the more spherical one
that is freshly produced plays a role.

To summarize all the investigations performed to clarify the LES and to reinforce
its universal nature, in Fig. 3.15 we plot the extent of the LES region given by EH
as a function of the adiabacity parameter γ for helium, argon and xenon at various
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Figure 3.13: The LES as a function of the phase at birth plotted against the
associated de Broglie wavelength at recollision for the first classical return.
The data is the 3.6 µm from Figs. 3.6 and 3.12. The de Broglie wavelength range
for this case is comparable with the atomic size, and therefore significant diffraction
is expected after recollision.

wavelengths. Over the entire range, the logarithmic plot suggests the LES obeys
a simple scaling law EH ∼ γ−α with α ∼ 1.8 ± 0.1. For γ ≤ 0.5, deep in the
tunneling regime, the scaling is excellent despite the strikingly different experimental
conditions, e. g. xenon at 3.6 µm scales identically with helium or argon at 2.0 µm.
For γ > 0.5, the data is more scattered, probably because of the gradual passage
from tunneling to multiphoton, but the scaling is still a reasonable fit. Once more,
the TDSE calculations for helium at 0.8 µm and argon at 2.0 µm closely match the
experimental results.

In conclusion, in this section the existence of a new, universal feature was dis-
covered in the tunneling regime, whose existence was not predicted by theoretical
models. Based on our extensive investigations the nature of this effect seems con-
nected to rescattering events, perhaps with the Coulomb potential of the ion playing
a role. Many questions remain however, necessitating further studies, especially con-
cerning the angular distributions and the universality of the LES. From a practical
perspective, the amount of information contained in the LES is not known. Extracting
this information could in principle be extremely fruitful. In the case of high harmonic
generation for example, it took many years from its discovery to the generation of
first isolated attosecond pulses or imaging of molecular orbitals. Since both the LES
and HHG are fundamentally linked to rescattering, perhaps it is not too big of a
stretch to expect the LES to prove as valuable as HHG. Of course, it has been long
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Figure 3.14: The LES angular distribution in nitrogen. The intensity is 2.6·1014

W/cm2 using 2.0 µm, 50 fs linearly polarized pulses. The angular distribution was
obtained rotating the polarization of the light in steps of 2 degrees while the collection
angle was 1.6 degrees. The angular distribution of the LES is as narrow of ± 5 degrees
(HWHM).
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Figure 3.15: LES mapping for various targets and wavelengths. The solid line
is a linear fit to the data and suggests a scaling law EH ∼ γ−α with α = 1.78 ± 0.1.
The abscissa error bars are due to a 20% accuracy estimating the laser intensity while
the ordinate error bars account for the spectrometer calibration as well as the error
in determining the extent of the LES region.
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known that the plateau electrons themselves are connected to HHG, but unlike them,
the high collection efficiency LES has the potential to be applied in cases where the
collection efficiency of the plateau electrons pose practical problems.

*****************************
After this section was written and five months after we reported the LES, Quan

et al. [56] experimentally found an LES in xenon, thus confirming its existence. More-
over, the authors’ independent analysis using the semi-classical model but including
the effect of the Coulomb potential determines that the electron trajectories giving
rise to the LES are born after the peak of the field (hence revisiting the core) with
initial phases between π/2 and 1.79 rad for which multiple returns are possible, thus
confirming our analysis. However, issues such as the universality and the angular
distribution of the LES remain unsolved.

3.3 Laser-driven Electron Diffraction on Atoms and

Molecules

In 2004, Itatani et al. [57] reported for the first time the tomographic recon-
struction of the highest occupied molecular orbital (HOMO) in the case of N2 using
high harmonic generation (HHG) spectra. Their impressive tomographic technique
was based however on certain presumptions, which subsequently came under intense
scrutiny, most notably by Le at al. [58]. As outlined in [58], the three main issues
that needed further clarifications are i) the limited spectral range, which raised spa-
tial resolution concerns, ii) the limitations stemming from the three-step model for
HHG (ionization, propagation and recombination - for an extensive presentation the
review article [59] and the references therein is a good starting point) and finally iii)
macroscopic effects, since it was assumed that the sample was perfectly aligned and
perfect phase matching was achieved.

In [58], the authors suggested that using mid-infrared driving laser fields (as op-
posed to near-infrared 0.8 µm as it was done in [57]) some of the limitations listed
above might be mitigated. Spatial resolution concerns in particular depend on the
kinetic energy of the returning electron and we have already seen that due to the λ2

dependence of the ponderomotive potential the HHG spectral range can be greatly
extended, thus improving the spatial resolution. The most intensely scrutinized as-
sumption made in [57] was the critical ingredient consisting of approximating the
returning electron wave packet with a plane wave for reconstructing the HOMO of
N2. There are two main reasons to doubt the validity of the plane wave approxima-
tion. First, the electron wave packet was born from the HOMO to begin with, so
after its return only half a laser cycle later its spread might not have been enough to
consider it a plane wave over the volume occupied by the HOMO. And second, even
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if during propagation at large distances away from the ion it is a plane wave (say at
its turning point), as it approaches the ion the plane wave will be distorted by the
electrostatic attraction (Coulomb focusing). At longer wavelengths both effects are
likely to be relaxed. The first one, because the propagation time from birth to recolli-
sion is longer and therefore the wave packet will spread more. But most importantly,
as the kinetic energy of the electron wave packet increases relative to the electrostatic
potential at longer wavelengths, Coulomb focusing effects are expected to be smaller
and therefore the plane wave approximation should hold water better.

Regardless the correctness of the reconstruction method (and hence the result)
as reported by Itatani et al. in [57], the potential scientific rewards for developing
the necessary technology to directly view molecular orbitals during chemical reactions
cannot be underestimated. The time constraints posed by a camera capable of viewing
chemical reactions have been addressed already with the advent of attosecond pulses
(Hentschel et al. [60]). As recent as 2008, Li et al. [61] reported time-resolved dynamics
in N2O4 using HHG. Therefore, the tools required to roll the tape and controlling the
frame sequence so to speak have been already developed. From the above discussion
however, it is not yet clear how the structural information needs to be recorded on
each frame. What is clear though is that since most molecules have low ionization
potentials and therefore cannot be submitted to large intensities to generate electron
wave packets with large energies (and hence small de Broglie wavelengths), achieving
the necessary spatial resolution would require the use of lasers with long wavelengths.

In the introduction to this chapter it was mentioned how diffraction can be used
to extract structural information. In the case of ionization in strong fields, since the
returning electron wave packet diffracts on its parent ion, the structural information
should be embedded in the photoelectron angular distribution. The aim of this chap-
ter is to present high resolution angular distributions at mid-infrared wavelengths and
investigate the possibility to extract structural information from them, perhaps as an
alternative route (or complementary) to the HHG. The spectra were only recorded at
2.0 µm, for two main reasons. For practical reasons, at the moment we only have half
wave plates for this particular wavelength. However, we anticipate that extending our
current experimental capabilities should not pose any technological problems, since
wave plates for other mid-infrared wavelengths are commercially available. The sec-
ond limitation is also practical in nature. For a given intensity and target, to obtain
spectra with adequate statistics it is necessary to collect data sometimes in excess of 6
hours. Coupled with a similar warm up time for our laser system and the additional
time spent on beam alignment, in general it takes a full working day to record a
single angular distribution. As we wanted to cover as many targets as possible, we
restricted ourselves to only two wavelengths, 0.8 and 2.0 µm. In the future, we plan
to extend this wavelength range even further using our 3.6 µm laser system as well.

This section is organized as follows. First, I will briefly present a new theory
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whose predictions can be successfully deployed to understand most of the experi-
mental results. Second, I will give the experimental details about how the data was
recorded. Third, the method to retrieve electron yields for a given electron momen-
tum (or energy) at rescattering will be presented. Fourth, I will compare the results
obtained at 0.8 µm with the ones reported in the literature, proving not only some of
the theoretical predictions, but also the robustness of the retrieving method. Finally,
the new results at 2.0 µm will be presented for atomic and molecular targets. In
connection to the 2.0 µm results, I will reveal a limitation of the 3D TDSE code in
the case of argon arising from the choice of the atomic potential. This limitation
should not be viewed as a critique or failure of the numerical code, but rather as a
testimony to the fact that at its conception by Muller [14] the code was designed with
the wavelength of the titanium sapphire in mind. Puzzled at first by this limitation,
we quickly realized that the answer opens the door to the exciting world of inner shell
atomic and molecular orbitals.

3.3.1 The Quantitative Rescattering Theory

Half a year ago (March, 2009), Chen et al. [69] proposed a new quantitative
rescattering theory (QRT) to predict the production and the angular distribution of
rescattered photoelectrons as well as HHG spectra. Our research group is involved
in studying both phenomena, but since the work performed and reported in this
document only dealt with the former, the theoretical background for the latter will
not be provided here.

According to the new theory the observed angular distributions for linearly po-
larized light in momentum space D(k, θ) are given simply by the product of the
momentum distributions for the returning electrons W (kr) and the elastic differential
cross sections (DCS) of free electrons scattering on ions σ(kr, θr):

D(k, θ) = W (kr)σ(kr, θr), (3.1)

where k is the measured electron momentum (after the pulse ended) at an angle θ
with respect to the polarization of the light and kr is the electron momentum at
rescattering at an angle θr with respect to its direction of propagation before the
collision. For linearly polarized light, the electron propagates before the collision
along the laser polarization. In the above formula the returning electron distribution
can be viewed as a rescattering wave packet (RWP), as the authors suggested in the
original paper, thus making the connection with diffraction directly.

Using TDSE calculations for realistic laser pulses at 0.8 µm the behavior of the
quantities entering Eq. (3.1) were determined by comparing them with their cor-
responding counterparts extracted from the second-order strong field approximation
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(SFA2) and quantum scattering theories. For RWP, it was found that it changes little
from target to target, so for a fixed set of laser parameters differences in the angu-
lar distributions of different targets will arise predominantly from differences in the
cross sections. In addition, the shape of the RWP is almost identical if extracted from
TDSE or SFA2, so whereas the first takes many days to extract RWP given its compu-
tation requirements the latter takes minutes. However, the relative amplitude of the
two wave packets (TDSE vs. SFA2) is not the same, due to differences in the overall
ionization rate. For comparison with experiment however, if one can live with relative
values then RWP can be quickly computed with SFA2. The last conclusion about
the behavior of RWP is that when averaged over the different intensities present in a
real laser focus, the fast oscillations and the complex structure observed for W (kr) at
a fixed intensity flatten out to such an extent that over a wide range of kr it can be
approximated with a constant. The immediate consequence is that from the experi-
mentally determined angular distribution D(k, θ) a relative elastic cross-section can
be extracted (these predictions were also reported by the same team in [62] and [70]
and verified experimentally at 0.8 µm by Okunishi et. al in [63]). Alternatively,
in [69] the authors also suggest that measuring angular distributions for the same
target with different lasers one can attempt to extract relative differences in RWP. To
compute the elastic cross section for the collision between a free electron and the ion
the authors use the well-known method of partial waves [71] incorporating the long
range Coulomb potential (VC = 1/r) as well as a short range potential to account
for the multi electronic ionic core. If the plane wave Born approximation was used
instead of the partial waves one, the authors warn us that the cross section would be
incorrect even at large energies due to the long wave Coulomb potential. However,
in SFA2 (which is only used to compute the wave packet and not the cross section)
the scattering is taken into account using the Born approximation, which ultimately
produces the accuracy limit for the QRT computation as used by its authors.

3.3.2 Experimental details for recording high resolution an-
gular distributions

The setup used to record high resolution angular distributions is presented schemat-
ically in Fig. 3.16 (upper left panel). The laser is focused using standard alignment
procedures on the time of flight spectrometer’s axis with a calcium fluoride (CaF2)
lens with a focal length of f = 100 mm. To control the intensity generated in the
focus, the beam is attenuated using neutral density (ND) filters, as opposed to the
traditional way of using a power attenuator formed by a polarizer and a half wave
plate. The reason for using neutral density filters is that given the wide range of wave-
lengths we record data at (from 0.8 up to 3.6 µm with a continuous portion between
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Figure 3.16: Setup for extraction of laser-driven electron diffraction. Upper
left panel: the experimental setup used for recording time of flight spectra in the x-y
plane for different angles θ between the spectrometer axis and the polarization of the
light. Upper right panel: the order in which data was collected for each angle (the
data at 2.0 µm taken in N2 is used as an example only). Lower left panel: For the
same data set, the count rate was plotted as data was taken. Smooth curves indicate
stable experimental conditions. Lower right panel: the raw TOF angular distribution
data set, in logarithmic scale.
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1.2 to 2.3 µm) power attenuators are not only problematic for handling pulses with
very large spectral widths (especially the polarizer) but also costly. Using a known
gas as target (usually argon) an electron calibration spectrum is taken at high enough
attenuation factors so that saturation is not reached. Then, by the appropriate choice
of ND filters, the desired intensity is selected. To rotate the polarization of the light
which is in our case by default along the spectrometer’s axis we use a half wave plate
as indicated in Fig. 3.16. Using the entire area of the MCP detector, the collection
angle would have been ±5.5 degrees (40 mm diameter detector and a flight tube 22.5
cm long). For a better angular resolution, a 0.25 inch pinhole drilled into a molyb-
denum plate that was subsequently coated with graphite was installed in front of the
detector, restricting the collection angle to ±0.8 degrees. This allowed us to rotate
the polarization of the light in steps of 2 degrees without counting twice electrons
emitted at any given angle for different orientations of the wave plate in the interval
(0,90) degrees. Smaller pinholes are possible to install, but since this will sacrifice
the counting rate, the current one provided us with a good compromise. Obviously,
given the geometry of the setup, the angular distributions were recorded only for
those electrons that are emitted in the plane perpendicular to the laser propagation
direction (taken along the z-axis in the upper left panel of Fig. 3.16). The emission
however has cylindrical symmetry along the laser polarization if linearly polarized
light is used, so the distribution in the x-y plane looks identical to the one in x-z.
With the wave plate previously inspected to assure that the count rates at negative
angles equal those at positive angles, we recorded spectra from 0 to 90 degrees in
steps of two degrees. To remove systematic errors associated with slow drifts in the
laser power (usually to the downside) or changing experimental conditions, the order
in which the data was taken was randomized using the random function generator
supplied with the data analyzing software Origin 7 (by Origin Lab) and the result
is plotted in the upper right panel in Fig. 3.16. Plotting the counting rate for each
angle as data was taken, smooth curves like the one plotted in Fig. 3.16 (lower left
panel) were obtained. Very different count rates for consecutive angles usually meant
that experimental conditions had changed and if such an event occurred the entire
setup was checked again for consistency. Finally, after the angular distribution was
taken for all angles, the TOF data was plotted on an intensity graph in logarithmic
scale for a final consistency check before analysis, as it can be seen in the lower right
panel in Fig. 3.16.
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3.3.3 Procedure for obtaining 2D angular distribution mo-
mentum plots and extracting electron yields for a given
recollision momentum

Angular-resolved photoelectron spectra in the strong field limit are, of course,
nothing new. As early as 1993, our research group (Yang et al. [17]) reported angular
distributions in xenon and krypton at 1.05 µm, using 50 ps pulses. The “rings”
observed in the angular distribution of xenon at 45 degrees were correctly attributed to
rescattering, but since this work came at the same time as the rescattering model was
just being developed (also by our group [19] followed by Corkum [20]), in retrospect
the choice to plot the recorded distributions in energy rather than momentum hid
somewhat the true significance of the result. To understand why momenta plots are
a better way to look at angular distributions it is perhaps best to just do so first
and discuss the advantages afterwards. The details are illustrated graphically in Fig.
3.17, this time for the case of argon, taken at 170 TW/cm2 with 0.8 µm.

After the data was collected for each angle, the time of flight data was converted
to momenta (in the upper panels of Fig. 3.17 going from left to right). For this
transformation, the necessary Jacobian is J1 = p2, where p is the measured momen-
tum. Next, the data was converted from a (p, θ) plot to a (px, py) plot, using again
the appropriate Jacobian J2 (which can be easily shown to be J2 = p) and inter-
polating the angular dependence for all momenta. Different interpolation methods
were employed (linear, spline and cubic Hermite - all supplied with the LabVIEW
distribution), yielding essentially the same result. This transformation is depicted
in the lower left panel in Fig. 3.17. As it was mentioned before, the (px, py) plot is
given for all four quadrants, but the data was only recorded for one and symmetrized
for displaying purposes (this was possible only after we checked that each wave plate
produces symmetric distributions over the entire range).

Using the rescattering model (with the Simpleman’s model included in it), the
(px, py) plot offers us with the possibility to extract the electron yield for a given
momentum at rescattering, depicted in the lower right panel of Fig. 3.17. According
to the model, direct electrons can have a maximum energy of 2UP , residing inside
the partially drawn blue circle in the (px, py) plot. Outside the blue circle, the model
predicts that we only have rescattered electrons. The rescattered electrons are also
present inside the blue circle, but they are few compared to the direct ones so to ex-
tract the angular distribution of rescattered electrons the electrons below 2UP should
not be used. The history of the rescattered electron inside the orange square detected
with momentum ~p can be easily explained within the framework of the rescattering
model. First, following ionization the electron moves to the right, then it is turned
around by the laser and impacts the ion with a momentum ~pr at a phase of the
laser field for which the vector potential is ~Ar and finally, it elastically backscatters
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Figure 3.17: Graphical illustration of the procedures used to extract 2D
(px, py) momentum plots and electron diffraction curves from the TOF
data. Upper panel, left: the measured raw TOF spectra illustrated for the case of
argon, 170 TW/cm2 at 0.8 µm. Upper panel, right: the (p, θ) distribution obtained
from the TOF data for the same target. Lower panel, left: the resulting (px, py) plot
after transformation from (p, θ). The electrons inside the orange square are due to
rescattering. Their history can be explained assuming an elastic rescattering event
with momentum ~pr during the laser pulse at the instant at which the vector potential
is ~Ar. Lower right panel: the resulting angular distribution for electrons rescattering
with momentum ~pr at an angle ϕ.
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at an angle ϕ. Within the rescattering model, assuming that at ionization all elec-
trons are born with the same momentum which is taken to be zero, there is a one
to one correspondence between ~pr and ~Ar. In fact, both quantities are uniquely de-
termined by the phase at which the electron was born. As a consequence, counting
the detected electrons along the white circle as a function of the rescattering angle
we can extract the differential elastic cross-section for the electrons that rescattered
with momentum pr on their parent ion in the presence of the laser field. For this
reason, the momentum plots offer a richer picture compared to the energy plots. As
suggested by Morishita [62], the quantum equivalent of this simple classical model is
a diffraction mechanism, with the returning electron wave packet diffracting on its
parent ion. Finally, repeating the above procedure for all birth phases, we can extract
2D diffraction patterns for a given range of rescattering momenta.

Two caveats do exist, however. From the rescattering model, we saw that for
the first classical return there are two trajectories (one long and one short) that give
the same rescattering momentum. Similarly, for a given final momentum ~p, different
(~pr, ~Ar) pairs can exist corresponding to long and short trajectories. Additionally, the
contribution of multiple returns was also neglected. Fortunately, because not all birth
phases are made the same, choosing the right ones can, at least partially, mitigate
these two issues. First, as it can be seen from Fig. 3.1, the highest return energy for
multiple returns does not cross the 2.5UP level. Therefore, counting for our diffraction
pattern only electrons that rescatter with energies above this level, we can completely
remove the contributions given by multiple returns. Two options exist to alleviate
the uncertainty stemming from the existence of two classical trajectories for the first
multiple return. The first and best option is to only count electrons which return
with the maximum kinetic energy of 10UP , since only one trajectory exists for them.
However, at the cutoff the measured yield is very low, so to obtain spectra with good
statistics in this region very long data runs are required. The second option is to
make use of the exponential law for the tunneling ionization rate. Long trajectories
are born near the maximum of the electric field, whereas the short ones are born
at later times, when the field is smaller. The ratio between the yields for the long
trajectories versus the short trajectories increases with the birth phase difference.
Neglecting the preexponential factors in Eq. (1.16), this ratio which will be labeled
R is proportional to:

R ∼ exp

[
− 2Z3

3n∗3F0

(
1

sin(φlong)
− 1

sin(φshort)

)]
. (3.2)

For electrons born near the 2.5UP level, the birth phase difference between the long
and short trajectories is approximately 0.4 radians, so that the quantity in parenthesis
in the above equation is approximately -0.15. In the case of the hydrogen atom,
assuming Z = 1, n∗ = 1 and F0 = 0.058 (so that an intensity of 1014 W/cm2
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is reached) the ratio R can be estimated to be 5.6. As a consequence, one can
only consider long trajectories, since the number of electrons launched along them
outnumber the electrons launched along short trajectories by almost 6 to 1. If the
intensity is dropped even further, say by a factor of 4, the number of electrons on
long trajectories will outnumber the ones on short trajectories by 30 to 1. This effect
can actually be observed in Fig. 3.1, comparing the strength of the HHG signal
at 2.5UP for the long (curve 1) and short (curve 2) trajectories. To summarize,
at intensities below saturation, using only long trajectories with the approximations
made in the rescattering model we can extract (or at least attempt to) elastic electron-
ion differential cross sections for electrons that return with a kinetic energy slightly
above 2.5UP .

The procedure used to extract the electron yield as a function of rescattering angle
ϕ for a given momentum at recollision pr is as follows. First, the desired uncertainty
∆pr is selected, typically few percents. From the rescattering model, assuming the
electron is born at rest, for pminr = pr −∆pr and pmaxr = pr + ∆pr the corresponding
vector potentials at rescattering Aminr and Amaxr are extracted for the long trajectories
alone. Then, from the triangles determined by (pminr , Aminr , θ) and (pmaxr , Amaxr , θ) the
quantities (pmin, ϕmin) and (pmax, ϕmax) are extracted using the law of sines:

pi

sin(ϕi)
=

Air
sin(π − θ − ϕi)

=
pir

sin(θ)
, (3.3)

where we used the index i = min,max. From the raw TOF file recorded at the
angle θ the number of counts N(θ) detected in the time interval ∆t(θ) corresponding
to the momentum interval ∆p(θ) = pmin(θ) − pmax(θ) is extracted. Again using the
appropriate Jacobian J3(θ) = [p(θ)]3 the electron yield for an electron with momentum
pr scattering at an angle ϕ(θ) = (ϕmin+ϕmax)/2 is found. Finally, using all TOF files
the angular dependence for the yield of elastically rescattered electrons at momentum
pr is found.

The result of this procedure for electrons scattering on argon ions with a momen-
tum equal to 1.3 au and uncertainty ±2 % is shown in the lower right panel of Fig.
3.17. The plotted error bars on the x-axis are given by ∆ϕ = ϕmax − ϕmin alone and
do not take into account the 1 degree uncertainty associated with the orientation of
the wave plate. However, the maximum ∆ϕ is only 0.64 degrees, which is realized
for a rescattering angle of 29 degrees. This angle should actually be ignored in this
case, since it is inside the region where direct electrons dominate (the yellow area in
the figure). The error bars for the y-axis account only for the number of detected
electrons in the interval ∆t which in turn is a function of the uncertainty set initially
for pr. Due to the fact that the count rate was low (below 1 hit per shot for most
angles) the electrons detected in the above interval come from different laser shots.
Consequently, the detection has Poissonian statistics and the relative uncertainty is
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simply ∆N = 1/
√
N for the N electrons detected in the interval ∆t. Experimentally

one can record data longer or increase the counting rate by working at higher gas
pressure to obtain better statistics. In our case, working at higher pressures was not
an option, due to the fact that we were concerned of charge effects in the focal volume
since the pressure was already high given the low counting rates imposed by the use
of the pinhole. As far as the analysis is concerned, better statistics on the y-axis are
possible by increasing the uncertainty in pr, but this will blur the diffraction pat-
tern increasing the uncertainty on the x-axis. Therefore, for a given distribution a
compromise between ∆pr and ∆N was found by a trial and error search.

3.3.4 0.8 µm results

In Figs 3.18 and 3.19 we present a comparison between the reported results of
Okunishi et al. [63] against those obtained in our laboratory, following the recipe
described above. In [63], the authors had also performed TDSE calculations for both
targets using soft Coulomb potentials (taken from Tong and Lin [65]) and compared
them against the experimental results. The details of the numerical method are
presented in Morishita et al. [66].

In the case of argon, we first note that despite the fact that four different spectra
were recorded at four different intensities (230 TW/cm2 in [63] and 170, 190 and 290
TW/cm2 in our laboratory) the angular distributions for electrons rescattered with
a momentum of 1.3 au look nearly identical, all four presenting the same minimum
around 140 degrees. Since the same minimum can also be found in the theoretical
model which is a fully quantum mechanical treatment, we can conclude that the
simple method based on the classical treatment of the electron is a powerful tool
for extracting diffraction minima present in the elastic electron-ion cross sections in
strong fields. Although all experimental plots are nearly identical, the theoretical
curve does not provide a perfect fit away from the diffraction minimum. There are
several reasons why this is the case. As far as the theoretical curve is concerned, it
should be remembered that the result is only a single active electron calculation. Since
the returning energy of 23 eV is close to the threshold for double ionization (27.63 eV),
electron-electron correlations can be at play here. The experimental curves can also be
at fault, since to extract them we have used a simple classical model that neglects the
effect the ionic Coulomb potential has on the ionized electrons. At this wavelength,
the returning electrons have kinetic energies comparable with the strength of the
electrostatic Coulomb field, so this is probably a poor approximation. More, for these
laser parameters the ionization regime is a mixture of multiphoton and tunneling, so
the assumption that the electron is born with zero kinetic energy is also problematic.
However, these concerns should not have come as a surprise for the careful reader,
since from the HHG history plot (Fig. 3.1) we already knew that at 0.8 µm the
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Figure 3.18: Laser-driven electron diffraction in argon at 0.8 µm. Upper left
panel: the (px, py) distribution as reported by Okunishi [63]. Upper right panel: the
(px, py) distribution recorded in our laboratory for comparison. Middle panel: the
electron diffraction pattern for an electron wave packet rescattering with a momen-
tum of 1.3 au extracted from the distribution given in the upper left panel versus
the theoretical curve based on 3D TDSE (also from [63]). Lower panel: electron
diffraction patterns for electron wave packets each rescattering with a momentum of
1.3 au extracted from data recorded in our laboratory at three different intensities.
The minimum observed at 140 degrees in all experimental curves is a testimony of
the robustness of the method.
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Figure 3.19: Laser-driven electron diffraction in xenon at 0.8 µm. Upper
left panel: the (px, py) distribution as reported by Okunishi [63]. Upper right panel:
the (px, py) distribution recorded in our laboratory for comparison. Middle panel: the
electron diffraction pattern for an electron wave packet rescattering with a momentum
of 1.1 au extracted from the distribution given in the upper left panel versus the
theoretical curve based on 3D TDSE (also from [63]). Lower panel: the electron
diffraction pattern for an electron wave packet rescattering with a momentum of 1.1
au extracted from data recorded in our laboratory. The position of the minimum
observed at 140 degrees in our data as well as the theoretical curve but missed by
the experimental curve from [63] is probably due to the fact that in [63] the intensity
was above saturation.
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classical returns match only qualitatively the quantum result and at the time we have
used this finding to justify the use of longer wavelengths. Finally, we also note that
each of the four experimental curves were obtained for four different vector potentials
at recollision but the same electron momentum at recollision, which is identical with
saying that all four curves were obtained using electrons born at different phases of the
laser field. As a consequence, the returning electron wave packets are slightly different
at recollision, so small changes in the four angular distributions are to be expected.
The quantitative rescattering theory presented earlier supports this conclusion and in
the original paper [69] the authors show wave packets computed for argon, hydrogen
and xenon at two different intensities (100 and 200 TW/cm2).

This last observation however raises the interesting possibility to try to extract
(or reconstruct) returning wave packets from the small changes observed in the exper-
imental curves computed for the same returning momentum but recorded at different
intensities (this idea was also suggested in the QRT paper [69]). Another approach
is to add a 2ω component (the frequency double of the fundamental driving field) to
the fundamental driving field and record angular distributions as a function of delay
between the two colors. This last technique was successfully used for HHG when it
was shown by Ishii et al. [72] that the returning electron wave packet can be controlled
as a function of delay . In principle at least, the ω + 2ω technique should work even
better for photoelectron angular distributions than for HHG since no macroscopic
effects exist.

For xenon, plotted in Fig. 3.19, the conclusions drawn from argon also apply. We
have recorded the angular distribution for 75 TW/cm2, while the experimental curve
from Okunishi [63] was recorded at 150 TW/cm2. In our plot the oscillations are due
to the presence of ATI peaks, a testimony of the fact that the Keldysh parameter for
our experiment was γ = 1.17 and therefore a significant multiphoton contribution is
present. The multiphoton part also limits the applicability of our method to extract
the diffraction pattern for xenon at 0.8 µm, since we assumed a zero kinetic energy for
the electron at birth and in the multiphoton regime this is not a good approximation.
Regardless, comparing the two experimental curves with the theoretical curve for
electrons that return with pr = 1.1 au, we found that our result is actually closer to
the theoretical calculation than that of Okunishi [63] for the position of the minimum
around 140 degrees. This is probably due to the fact that the experiment in [63] was
performed well above the saturation intensity (IXe

sat ' 80 TW/cm2), so their result
could be “contaminated” by electrons that rescattered on the Xe2+ ion instead of the
Xe+ ion. This “contamination” can take place even below saturation for all targets
(atomic hydrogen being the exception), due to nonsequential double ionization. In
general however, even for a large atom like xenon, at 0.8 µm the production of the
doubly charged ion is rather small, rarely amounting to more than few percent (from
Fig. 1.5 for helium near saturation at 0.8 µm it is ∼ 2%). The disagreement at angles
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closer to 100 degrees also comes from the strong multiphoton component and a close
inspection of our (px, py) plot reveals that the concentric ATI rings extend far beyond
the estimated 2UP break.

In conclusion, we have seen that from high resolution angular distributions the
diffraction minima for laser-driven electron scattering on ions can be extracted. What
is truly remarkable about this technique is that to obtain the experimental diffraction
curves only electrons emitted within a window of 0.05 radians were considered (in
terms of birth phase). At 0.8 µm, for which the period of the EM wave is 2.5 fs, this
time window is only 20 attoseconds, even shorter than the atomic unit of time of 24
attoseconds, representing the period associated with the ground state of the hydrogen
atom. It is this time information that is de facto built in that sets laser-driven electron
diffraction apart from traditional methods based on electron guns. Additionally, the
electron does not only diffract on its parent ion, it self-diffracts, so coherence is also
de facto built in (HHG being its direct manifestation).

3.3.5 2.0 µm results

Taking advantage of our experimental capabilities we recorded high resolution an-
gular distributions in several noble gases and molecular targets in the regime where
the quantum computation (TDSE) predicts that treating the returning electron clas-
sically is a very good approximation. Since from our earlier studies we knew that
the number of electrons in the plateau is very low relative to the number of direct
electrons for helium and neon at mid-infrared wavelengths, we restricted our study
to argon, krypton and xenon (radon was not an option being radioactive). To probe
even further into the tunneling regime, in the near future we plan to record angular
distributions using the even longer wavelength provided by our 3.6 µm laser system,
a system that due to its lower achievable maximum intensity also limits us to the use
of argon, krypton and xenon.

In Fig. 3.20 the angular distribution recorded in argon subjected to an intensity
of 200 TW/cm2, generated by 2.0 µm, 50 fs pulses is shown. In the upper panel, the
(px, py) distribution in logarithmic scale is presented, in which the maximum electron
momentum of 7.4 au corresponds to the classical (literally and figuratively) 10UP
cutoff. In the lower panel, following the same recipe described above the plot on
the right presents the extracted angular distribution for electrons that return with
a kinetic energy of 100 eV. Since at the moment no theoretical curves based on
TDSE or QRT for these laser parameters are available for a direct comparison with
the experiment, in Fig. 3.20 (lower panel, left side) the differential electron-neutral
elastic cross section (DCS) is plotted directly in the case of argon for the same kinetic
energy. The DCS plot was taken from the compilation by Salvat [67], where all
experimental data quoted by the author were obtained using the usual electron gun
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Figure 3.20: Laser-driven electron diffraction in argon at 2.0 µm. Upper panel:
the (px, py) plot in logarithmic scale. For direct electrons (red area) the distribution
is squeezed along the laser polarization to a higher degree than it was the case at 0.8
µm. The small white region near zero is the LES. Lower panel, left: differential cross
sections for field-free e−+Ar for electrons impacting with 100 eV (taken from [67]).
Lower panel, right: laser-driven result for an electron wave packet also returning with
100 eV. The positions of the maxima at 180 and 90 degrees observed in the field-free
DCS are perfectly matched in the laser-driven result, stemming from the short-range
nature of the collision (see text for details).
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(the reader is encouraged to consult the extensive list of references from [67] for
details). Surprisingly, the positions of the maxima at 180 and 90 degrees present
in the DCS data are also present in the diffraction data retrieved from our angular
distribution. The exact positions of the minima around 60 and 120 degrees are not
very clear, due to the fact that the statistics in these regions are poor, as it is evident
from the vertical error bars. Obviously, the statistics can be improved by taking
longer overall runs (one has to remember that the plot presented here took almost 15
hours) or recording data for longer at these particular angles.

In fact, the agreement between the experiment and the differential cross section
data is more than just qualitative. In Fig. 3.21 the extracted electron yield obtained
for electrons returning with 100 eV from the recorded angular distribution is plotted
against the relative differential cross section for elastic scattering of electrons on
neutral argon as reported by DuBois and Rudd [68].

The conclusions drawn from argon also apply for krypton, as it can be seen from
Fig. 3.22. Except for the different target and intensity, all things are equal for the
argon and krypton plots. Once again, the positions of the maxima at 180 and 120
degrees are in the same location for the DCS and laser-driven cases (the maximum
at 60 degrees is not clear due to contamination of direct electrons). The statistics are
unfortunately not great at large angles so little can be said conclusively about the
relative heights corresponding to the maxima (this was also the reason why the error
bars were not included but as it can be seen from the (px, py) plot the maxima are
real). At best, integrating over a range of 10 degrees around 180 and 120 degrees a
relative ratio R = yield(180)/yield(120) = 1.0 ± 0.3 can be found, which is close to
the theoretical DCS calculation.

In Fig. 3.23 the data in the case of xenon is displayed. However, no tabulated
DCS data at 30 eV was found, but based on the argon and krypton data it is perhaps a
reasonable assumption not to expect surprises. A clear minimum around 140 degrees
was found for an electron wave packet returning with 30 eV, as it was the case at
0.8 µm for an electron wave packet impacting on the ion with only 16 eV. At 2.0 µm
there is however another minimum around 80 degrees, which is not visible at 0.8 µm,
most likely because in the later case it was obstructed by direct electrons.

The obvious question that at this point is begging for an answer is why is the
rescattered electron yield extracted from the angular distributions so similar with the
DCS data since for the former the scatterer was the ion while for the latter it was the
neutral atom? The likely explanation rests on the fact that since the kinetic energy of
the incoming electron at rescattering (100 eV for argon and krypton) is considerably
larger than the binding energy of both the ions and the neutrals, the electron actually
penetrates into the ion/neutral in the region of small r where the Coulomb potential
is strong. In effect, it is the short not the long range of the Coulomb potential that is
responsible for rescattering of the plateau electrons at these energies. As a corollary,
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Figure 3.21: Comparison between the differential cross section for a free
electron scattering on neutral argon with 100 eV and the electron yield
for laser-driven electron rescattering with the same energy. The striking
similarity is proof that laser-driven electron diffraction at long wavelengths can be
used to measure relative elastic cross sections. The laser-driven plot was extracted
using the rescattering model for electrons that were emitted and recollided in time
windows less than 300 attoseconds. For long wavelengths, due to the fact that the
(px, py) distribution is highly peaked around the laser polarization the contamination
with direct electrons manifests itself only at very low scattering angles, thus allowing
us to extract elastic cross section over a large range of scattering angles.
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Figure 3.22: Laser-driven electron diffraction in krypton at 2.0 µm. Upper
panel: the (px, py) plot in logarithmic scale. The small white region near zero is the
LES. Lower panel, left: differential cross sections for field-free e−+Kr for electrons
impacting with 100 eV (taken from [67]). Lower panel, right: laser-driven result for an
electron wave packet also returning with 100 eV. The positions of the maxima at 180
and 120 degrees in the field-free DCS are perfectly matched in the laser-driven case,
stemming from the short-range nature of the collision. The position of the maximum
at 60 degrees is not reproduced, due to contamination with “direct” electrons (see
text for details).
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Figure 3.23: Laser-driven electron diffraction in xenon at 2.0 µm. Upper
panel: the (px, py) plot in logarithmic scale. The small white region near zero is the
LES. Lower panel: laser-driven for an electron wave packet returning with 30 eV.
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if the short range of the Coulomb potential is indeed responsible for the shape of
the angular distribution at large kinetic energies for the returning electron, then one
expects that the presence of the laser field during the collision to have a small effect in
determining the shape of the angular distribution, except in determining the shape of
the incoming wave packet. In other words, for incoming electrons with large kinetic
energies weakly bound orbitals (which are also more delocalized than the inner shell
ones) are “transparent”. These “transparent” orbitals do however play the role of
a Faraday cage, so that tighter bound orbitals which are localized at small r are
largely unaffected by the field of the laser, looking identical for both the ion and
the neutral with or without the laser. For electrons that return with small kinetic
energies, because they are expected to rescatter at larger r, the neutral-electron DCS
data and the data from laser driven diffraction should look different, given the fact
that weakly bound outer orbitals have large polarizabilities so the laser will “distort”
them. Even the incoming electron itself will induce distortions in outer orbitals due
to its own Coulomb field, an effect that has been known (and studied) for a long time
and theorists have used modified potentials to fit experimental DCS data taken with
low energy electrons (reference [67] being one example).

Support for the assumption that the short range of the Coulomb potential is
responsible for the observed angular distributions recorded at 2.0 µm was found when
the experimental electron yields recorded with linearly polarized light in argon at
0.75·1014 and 1.7·1014 W/cm2 were compared with the numerical calculation based
on 3D TDSE. The comparison is depicted in Fig. 3.24. The experimental curves were
taken along the laser polarization using the entire area of the MCP detector, giving
a collection angle of ±5.5 degrees. The numerical result computed for 20-cycle, sin2

pulses was integrated over ±6 degrees and spatially averaged over the focal volume of
the real laser. For direct electrons (low energy part with the exponentially decreasing
electron yield) the agreement between the experiment and the TDSE is excellent for
both intensities. For the rescattered electrons (the flat portion in both graphs) the
agreement is only reasonable for the lowest intensity whereas at the highest intensity
the plateau present in the experimental curve is one order of magnitude higher than
for TDSE.

To understand why the TDSE code severely underestimates the production of
backscattered electrons at the highest intensity it is necessary to look closer at the
numerical details, in particular at the form of the argon atomic potential used in the
calculation. As it was mentioned before in the theoretical chapter, the numerical code
was designed with the wavelength of titanium sapphire in mind (0.8 µm). At this
wavelength, the ponderomotive potential near saturation for argon (250 TW/cm2) is
only 15 eV and therefore the returning electron can have a maximum kinetic energy
of 50 eV at rescattering (or a minimum de Broglie wavelength of 3.35 au). When
the first numerical results were obtained, the electron spectra were found to have
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Figure 3.24: Photoelectron spectra in argon at 2.0 µm along the laser polar-
ization displaying the role of the short range part of the Coulomb potential.
Upper panel: at 0.75·1014 W/cm2 the 3D TDSE computation matches the experiment
very well for direct electrons and fairly well for the rescattered ones (the long plateau
region). Lower panel: at 1.7·1014 W/cm2 the 3D TDSE computation also matches
the experiment very well for direct electrons but underestimates the experiment by
an order of magnitude in the plateau region. This effect is attributed to the fact that
the TDSE employs an atomic potential that does not allow electrons to penetrate
the region near the nucleus, so the diffraction of high energy electron wave packets
is not properly accounted for (see text for details). The TDSE result was performed
using sin2, 20-cycle pulses and it was spatially averaged over the focal volume and
angle-integrated from 0 to 6 degrees to replicate experimental conditions.
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very rapid oscillations. These oscillations were attributed to the very short range
(and strong) dependence of the atomic potential. To remove these oscillations the
potential was cut for r < 0.5 au so that the electron wave packet is not allowed to
enter this region. Because the de Broglie wavelength associated with the returning
electron wave packet at this wavelength is large compared to this restricted zone, the
now oscillation-free numerical results matched perfectly the experimental curves. At
2.0 µm however, at the highest intensity presented in Fig. 3.24 the maximum electron
return energy is 200 eV, with an associated de Broglie wavelength of 1.6 au. Given
that the size of the restricted region (2r = 1 au) is larger than half the de Broglie
wavelength (0.8 au), not allowing the electron wave packet to enter this region will
severely frustrate the diffraction of the electron wave packet and lower the number of
backscattered electrons. For the lowest intensity in Fig. 3.24 the maximum electron
kinetic energy at recollision is 100 eV giving a de Broglie wavelength of 2.3 au. In this
case the diffraction should be more efficient (2r < half the de Broglie wavelength) so
the number of backscattered electrons is expected to be closer to the experimental
result, which is actually the case. As a future study, it is desirable to properly include
the short range of the potential in the TDSE code. This is easier said than done,
since it has to be performed carefully so that any modification of the atomic potential
will reproduce the positions of the ground state as well as excited states. In addition,
thoroughly testing the new potential will take a long time for computational reasons.

To finish the discussion about the accuracy of the TDSE in reproducing experi-
mental results at long wavelengths it should be noted that for HHG the short range
part of the Coulomb potential should not prevent one from using the numerical pre-
diction for comparison with the experiment. For HHG, it is the overlap between the
wave functions of the returning wave packet and that of the weakly bound ground
state that determines the strength of the signal. Since the ground state is delocalized,
the short range and diffraction should not be important. There is however one notable
exception: the case of multiple returns. For them, during the first return diffraction
on the short range does take place, so at subsequent returns the wave function of the
returning wave packet should contain the fingerprints of short range diffraction. Most
HHG experiments however phase-match only short trajectories and not the long ones
(which are the only ones that have multiple returns). Perhaps as future projects, it
would be interesting to phase-match long trajectories with their multiple returns and
actually look for these short range effects in the HHG spectra (such an experiment
might prove quite fruitful for aligned molecules).

3.3.6 Laser-driven Electron Diffraction on Molecules

In 2008 Morishita et al. [64] provided the theoretical proof that for aligned
molecules the differential cross section depends on the orientation of the molecu-
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lar axis with respect to the direction of propagation of the rescattering electron wave
packet. In addition, it was also demonstrated that for a given orientation, the position
of the diffraction minima and maxima depend strongly on the internuclear separa-
tion. This led the authors to suggest that given the temporal resolution that is built
in by default in the sub-cycle electron wave packet dynamics that laser-driven electron
diffraction could be used to study molecular transformations as they happen in real
time. On the experimental side, Meckel et al. [73] have recently shown (2008) that us-
ing the laser-driven electron diffraction method the aligned and antialigned nitrogen
and oxygen molecules produce at intermediate rescattering angles diffraction minima
and maxima at different positions as a function of molecular alignment. However,
the theoretical model used in [73] for predicting the positions of the molecular nuclei
agreed rather poorly with their data, again a testimony of the fact that at 0.8 µm
the plane wave approximation for the returning wave packet has serious issues.

The goal of the current section is to report angular distributions for molecular
targets at 2.0 µm and show that in this case the diffraction pattern extracted from
the data agrees remarkably well with the field free cross section for neutral molecules,
as it was the case for argon. This is important because if this is the case, then the
plane wave approximation at longer wavelengths could be successfully used. The last
statement is based on the observation that since neutrals do not have the long range
Coulombic tail, if the cross sections in their case agree with the ones from laser-
driven diffraction which is an ion-electron process, than in the latter case the effect
of the long-range potential is minimal. As a consequence, the tomographic technique
employed by Itatani [57] can potentially be used without the suspicions raised at
shorter wavelengths.

With the setup and method used for atomic targets, we recorded angular distri-
butions at 2.0 µm for molecular nitrogen, molecular oxygen and carbon dioxide. The
resulting (px, py) distributions are presented with their corresponding intensities in
Fig. 3.25. Since the highest intensity was achieved in nitrogen, the statistics for 100
eV rescattering electrons are much better than it was the case for oxygen and carbon
dioxide. Therefore, I will restrict our discussion to nitrogen.

In the same paper by DuBois [68] where the absolute differential cross sections
for argon were tabulated, the same data was also supplied for molecular nitrogen.
Just as was done for argon, in Figs. 3.26 and 3.27 we compare the relative differential
cross sections for electrons scattering on neutral nitrogen molecules [68] at 100 and
50 eV with the diffraction patterns obtained in the laser-driven case. Once again,
the similarities are striking, proof that relative elastic differential cross sections can
be extracted from laser-driven diffraction for molecules, just as it was the case for
atoms. The 100 eV result in particular is near picture perfect from 20 degrees to 180
degrees just as it was for argon, whereas the 50 eV result is a bit more qualitative,
a testimony once again of the fact the at low energies the long range Coulomb tail
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Figure 3.25: Recorded angular distributions for molecular targets.
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Figure 3.26: Comparison between the differential cross section for a free
electron scattering on neutral molecular nitrogen with 100 eV and the
electron yield for laser-driven electron rescattering with the same energy.
The striking similarity is proof that laser-driven electron diffraction at long wave-
lengths can be used to measure relative elastic cross sections. The laser-driven plot
was extracted using the rescattering model for electrons that were emitted and rec-
ollided in time windows less than 300 attoseconds. For long wavelengths, due to the
fact that the (px, py) distribution is highly peaked around the laser polarization the
contamination with direct electrons manifests itself only at very low scattering angles,
thus allowing us to extract elastic cross section over a large range of scattering angles.
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Figure 3.27: Same as in previous figure, but for an electron scattering at
50 eV. The disagreement at small angles is due to direct electrons, as they start to
contribute to the extracted yield for lower energies.
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becomes important. At even longer wavelengths and even larger returning kinetic
energies, I expect the agreement between the laser-driven and field-free cases not
only to persist, but to get better. In addition, the theoretical prediction from the
quantitative rescattering theory that the returning electron wave packet becomes a
simple normalization constant when averaged over the intensity distribution of the
laser focus is also confirmed.

In the experiments reported by DuBois and our case the molecules were randomly
distributed. There is however a difference. According to the theory of molecular tun-
neling (molecular ADK - see the theoretical chapter), the ionization rate for nitrogen
molecules aligned parallel to the field is three times larger than that of randomly
oriented molecules. However, in a randomly oriented sample only a small fraction of
molecules are perfectly aligned, so the overall effect will be small. As a consequence,
as far as detection is concerned, the signal recorded at the detector will have a larger
contribution from nitrogen molecules aligned parallel to the polarization of the light,
so in a sense the sample will look somewhat aligned. This should lead to minima and
maxima in the cross section at different angles for the the aligned and antialigned
case, but unfortunately, the statistics are too poor to see this small effect for N2 and
we only measured the overall contributions of both orientations, just as it was the
case of DuBois. In the future we plan to align the molecules and see how differential
cross sections change as a function of molecular orientation.

Looking at chemical reactions and fast molecular transformations

So how can we use laser-driven electron diffraction to “see” chemical reactions?
In Fig. 3.28 the principle of such an experiment is presented. First, let’s assume
that a laser pulse acting as pump is carefully chosen to induce a chemical reaction
A + pump → B. Then, sending a short mid-IR pulse (like our 2.0 µm) acting as
a time-delay probe before and after the reaction we would record the cross sections
of compounds A and B as the reaction unfolds. Of course, the success of such a
technique depends how fast the reaction is compared to the durations of the pump
but especially the probe. In the chapter were the lasers were presented, we saw that
we successfully compressed through filamentation our 2.0 µm pulses from 50 fs to
18 fs with enough bandwidth to support a 12 fs transform limited pulse. Therefore,
using as pump a sub 10 femtosecond pulse such as the ones given by our 0.8 µm
oscillator and the 18 fs 2.0 µm pulses as probe, we can record the differential cross
sections of compounds A and B roughly 15 fs before the reaction and 15 fs after the
reaction.

If 15 fs is too long, a different approach can be used. The two figures presenting
the differential cross sections for N2 at 50 eV and 100 eV have far reaching implications
when viewed together, from the point of view of at what time they were created, in
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Figure 3.28: Time resolved chemical reactions. An ultra short pump pulse (blue)
triggers a chemical reaction, changing compound A to B. Then just sending the mid-
IR pulse before and after the reaction we can view the diffraction patterns as the
chemical transformation takes place.
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terms of the phase of the laser field (I will assume a sine field for our discussion,
E = E0sin(ωt)). The rescattering model with its classical treatment for the ionized
electron is deterministic at its core, and we have used this implicitly and explicitly in
the successful extraction of the differential cross section. Let’s use it once again, to
calculate when the electrons that “recorded” the two diffraction pattern were created
and when they rescattered. The 50 eV electron was born at a phase of 1.62 radians,
whereas the 100 eV electron was born at 1.59 radians (both were born with zero
kinetic energy, the 50 and 100 eV labels were given based on their kinetic energy at
rescattering). For a 2.0 µm field this corresponds to a difference in birth times of only
32 attoseconds. However, it is far more interesting to look at when they rescattered.
The 100 eV electron arrived first, at a phase φ100 = 7.12 radians whereas the 50 eV
electron arrived at a phase φ50 = 7.34 radians. Therefore, the 100 eV cross section
was measured tw = 260 attoseconds earlier than the 50 eV cross section, according
to:

tw =
φ50 − φ100

ω
, (3.4)

where ω is the angular frequency of the driving laser, which in our case is 0.023 au.
The histories of the 50 eV and 100 eV electrons are presented graphically in Fig. 3.29.

In our case, we had the same molecule (N2) for the entire duration of the pulse.
But if we were to insert an XUV attosecond pulse (generated separately through
HHG by a portion of the infrared beam that was previously split in two) inside the
260 as window and trigger a fast molecular transformation A+ XUV → A∗, then the
100 eV electron will detect the diffraction pattern of A, whereas the 50 eV electron
will record the diffraction pattern of A∗. Even more remarkably, inside the 260
attosecond window tw arrive electrons with energies in between 50 and 100 eV, and
they too record their own diffraction patterns. In effect, in principle we could record
the movie of the entire transformation, from start to finish as individual cross sections,
seeing not only the initial and final products A and A∗, but any intermediate ones
created in between. Using even longer wavelengths, not only are the kinetic energies of
the returning electrons increasing, but the time window tw increases as well, allowing
us to take longer movies with higher spatial resolution.

3.4 Future studies

Throughout the dissertation we have presented the reader with ideas for future
studies. The aim of this section is not to summarize the already proposed future
studies, but to unveil several structures that show up in the data and which were not
presented already. As the reader might have guessed already, these new structures



106

Figure 3.29: Time resolved electron diffraction on N2. The rescattering model,
which was successfully deployed to extract the elastic cross sections for 50 and 100
eV also allows to reconstruct the history of the two electrons. The 50 eV electron
(magenta) is born first, then 32 attoseconds later the 100 eV (green) one is. At
rescattering, when the two diffraction patterns are produced, the 100 eV electron
arrives first, then 260 as later the 50 eV one. If a single attosecond probe pulse
generated through HHG would be inserted in the 260 as window, then one could see
structural changes on this time scale showing up in the two diffraction patterns.
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require more investigations and therefore I will just provide the explanation where
these structures are found in the data and only a brief idea of what they might be
will be given.

Angular rings for direct electrons

In the upper panel of Fig. 3.30 the (px, py) angular distribution recorded in xenon
is presented, this time plotted in linear scale and only for direct electrons (0 to 2UP ).
This is the same data presented in logarithmic scale for all electrons (direct and
rescattered) in Fig. 3.25. Looking carefully at the plot in Fig. 3.30, we see a faint
flower-like structure present in the distribution. To see it better, in the lower panel
of Fig. 3.30 the angular distributions for electrons detected with a given momentum
are presented (along circles of constant momentum like the dotted one drawn in the
upper panel). The same flower-like pattern was observed in all data sets at 2.0 µm,
for all targets and current work is under way to determine its presence at 3.6 µm.

From the lower panel plot in Fig. 3.30 we see that the positions of the maxima
shift for different momenta. This fact directly proves that the oscillations are not
due to variations in the overall count rate that might have happened if the laser
intensity changed during the 5 hr run. Laser drifts are not to blame here for another
reason. Two different data sets recorded more than one year apart display the same
oscillations, an indication that they are robust and reproducible.

So where are these oscillations coming from? Although more thought and ex-
perimental work is required, early indications point to an interference between wave
packets launched at different times during the laser pulse. In the theoretical chapter
it was mentioned that within SFA the transition amplitude can be written as a sum
of two terms, which when squared to get the ionization rate create an interference
term (Eq. (1.24)). Equation (1.24) was obtained at constant intensity for an infinite
electromagnetic wave, so to apply its prediction to the real data it is necessary to see if
averaging over the intensities present in the real laser focus preserves the interference
term. In addition, the finite pulse duration and its associated spectral bandwidth
would need to be taken into account.

To end this short incursion into the floral realm it is worth pointing why such
mechanism is appealing. Interference and diffraction carry information and these
flowers should be no different. In fact, even if the above mechanism is not at play here,
there is no doubt the shifts in the positions of the maxima as observed in the lower
panel of Fig. 3.30 carry information out of the experiment. However, if the flowers
are due to interferences between wave packets launched at different times during the
pulse, looking at what times they are born can tell us what kind of information can be
expected to be extracted. To stay with SFA as presented in the theoretical chapter,
I will only consider a monochromatic field (plane wave), which will simplify things
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considerably. In this case, the electric field is E = E0sin(ωt) and the vector potential
is A = A0cos(ωt). During a cycle, there a two times at which the vector potential has
the same value (this was the condition to find the two saddle points in Eq. (1.24)).
In Fig. 3.31 a graphical description is provided for one laser period. The two wave
packets launched at t1 and t2 at the same value of the vector potential will be detected
with the same momentum (see the Simpleman’s model), but they reach the detector
following the trajectories depicted on the side in Fig. 3.31. Wave packet 1 is launched
at t1 and moves away form the core towards the detector. Wave packet 2 is launched at
t2 and first moves in the opposite direction as wave packet 1, then it is turned around,
it revisits the core where undergoes forward scattering and then moves toward the
same detector as wave packet 1. Then, at detector they interfere, displaying maxima
and minima as a function of angle. Now the reason why this mechanism is appealing
is obvious. Because wave packet 2 revisited the core, it should carry information
with it about how forward scattering took place (we can view this as wave packet 2
probed the core). Wave packet 1 also felt the core in its way to the detector, but
for a shorter time and perhaps to a lesser degree. Additionally, depending upon the
exact phase at which wave packet 2 was born, it is either a long or a short trajectory,
but never both. As a consequence, if wave packets 1 can be used as a reference (this
is a big if at the moment but from our previous discussions we saw that electrons
moving away from the core are well behaved classically which allowed us to extract
the cross section), one can attempt to extract the relative phases for short and long
trajectories. Given the complexity of the processes involved, more study is needed on
this subject and to expect to quickly extract the information carried by these flowers
is likely not a realistic expectation. Different angular distributions recorded at various
wavelengths and various intensities are required. However, the (px, py) plot in Fig.
3.30 is in linear scale and unlike the plateau electrons the statistics for these flowers
are great, so much shorter scans are necessary, making a detailed study dedicated to
them feasible.

The elusive Auger electron

The “classical” Auger process (for a historical perspective see [74] and the refer-
ences therein) involves in its first step the creation of a vacancy (hole) in the inner
shell of an atom or molecule. Then, within few femtoseconds the hole is filled by
an electron that occupies a less bound level and to conserve energy and angular mo-
mentum a second electron (also from a level less bound than the hole) is ejected.
The ejected electron is called Auger electron and determining its energy and angular
distribution a great deal of information about the atomic or molecular system can be
extracted.

In the earlier section we saw that using high intensity lasers the electron extracted
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Figure 3.30: Rings (or flowers) observed in xenon at 2.0 µm. Upper panel:
the (px, py) plot displayed for direct electrons only (0 to 2UP ). At small angles a faint
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from the outer shell of an atom or molecule is accelerated by the field and brought
back to the parent ion where it elastically rescatters and we have used this process
to extract elastic differential cross sections. Using a 2.0 µm source generating 200
TW/cm2 the angular distribution of argon was presented and the elastic differential
cross section extracted for an electron recolliding with 100 eV on its parent ion. At
this wavelength and intensity, the maximum kinetic energy the electron can posses
at rescattering is 236 eV. If the wavelength and the intensity were to increase even
slightly, say 2.2 µm and 250 TW/cm2, the electron could return with 357 eV. For
argon, this last number is well above the binding energy for the 2p shell for the
neutral as well as the singly charged ion. As a consequence, the possibility to create
holes in the inner shell followed by Auger decay should exist. In fact, both our
mid-IR sources (the tunable OPA and the 3.6 µm) break the energetic barrier for
hole creation. Unfortunately, these inelastic (e,2e) processes usually have small cross
sections, but due to the presence of the strong minima observed at certain angles
in the elastic cross section one can attempt to find the fingerprint of these inelastic
processes by “sitting” exactly at these angles.

However, if we do manage to see the Auger (and we are currently reaching in our
bag of tricks and try to do so), this will be a new type of Auger. The reason is very
simple and resides in the way the initial hole is created. In previous Auger processes,
the hole was created by foreign photons, electrons or other projectiles. In our case
however, the laser takes a part of the valence orbital, accelerates it and collides it with
the inner shell, creating the hole. And unlike all cases with foreign projectiles, this
one should have some level of coherence built in and as a bonus it is on a femtosecond
or attosecond scale. If the femtosecond part is clear, perhaps the coherence one is
not. One should always remember that argon for example is a multielectronic atom
and the true wave function of the system is a combination of all wave functions of all
electrons. Therefore, the wave packet that is pulled by the laser in the continuum is
not a unielectronic wave packet but a part of the true multielectronic wave function.
So when the laser brings it back it “knows” what to find in the inner shell, assuming
complete decoherence did not take place and given the fact that we have HHG it is a
reason to believe this is true. Of course, the presence of the laser will have to be taken
into account, as the Auger electron will be born in it. This complicates the process,
shifting the positions and the angular distribution of the Auger electrons, but it also
allows the process to occur in the first place and provides the time information.
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Chapter 4

Conclusions

In the current document we have investigated atoms and molecules subjected to
strong mid-infrared pulses. Using the predictions and results of theoretical models and
TDSE numerical computations we demonstrated that treating the ionized electrons
within the framework of classical mechanics many phenomena associated with the
regime of tunnel ionization can be understood.

In the first part of this dissertation we have investigated in great detail a universal
low energy structure (LES) present in the tunneling regime. The electrons comprising
part of the LES are born at phases corresponding to the second classical return,
pointing to a rescattering mechanism at low kinetic energies. Therefore, for LES
electrons Coulombic effects are expected to play a crucial role, but further studies
need to be dedicated to uncover the details of this complex mechanism, especially
regarding the angular distributions and the universal behavior. In fact, the LES itself
can be viewed as forward diffraction of the returning electron wave packet, during the
first and during the second return. Additionally, since during the second return the
instantaneous electric field of the laser is large, the returning electron wave packet
is expected to interfere with a fresh wave packet that tunnels out at the moment of
recollision.

In the second part of the document we presented high resolution angular distri-
butions recorded with near-infrared and mid-infrared lasers for atoms and molecules
and extracted from them differential cross sections treating the returning electrons as
classical particles within the framework of the rescattering model. In the case of near-
infrared pulses, qualitative agreement between theoretical predictions and experiment
was found. However, using near-infrared pulses the electrons rescatter at low kinetic
energies, thus leading to poor spatial resolution. For targets with low ionization po-
tentials (most atoms and molecules) the presence of a strong multiphoton component
violates the assumption that electrons are born with zero kinetic energy, severely lim-
iting an accurate retrieval of differential cross sections from the angular distributions.
For mid-infrared pulses however, the classical treatment for the ionized electrons and
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the assumptions the retrieval model is based on work extremely well. We have found
that at large recollision energies the influence of the long-range Coulombic part of the
potential becomes small and the extracted differential cross sections are mainly due
to the short range of the potential. As a consequence, for both argon and nitrogen
molecule the cross sections extracted from the laser-driven angular distribution at
100 eV approach the ones measured for the collision between the electron the neutral
target. Finally, based on the classical treatment we estimated that the cross sections
extracted successfully for electrons rescattering at 50 eV and 100 eV in the case of
nitrogen were “recorded” in the angular distribution 260 attoseconds apart, and we
proposed to use this time stamp to build a molecular tunneling camera to study fast
molecular transformations with attosecond and sub angstrom resolution.
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Bourayou, R., Frey, S., Andreé, Y.-B., Mysyrowicz, A., Sauerbrey, R., Wolf,
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Appendix A

Atomic Units

Quantity Name Symbol SI value
mass electron rest mass me 9.10938215(45) · 10−31 kg

length Bohr radius a0 0.52917720859(36) · 10−10 m
charge fundamental charge e 1.602176487(40) · 10−19 C
action reduced Planck’s constant ~ 1.054571628(53) · 10−34 J·s
energy Hartree energy EH 4.35974394(22) · 10−18 J

Table A.1: Fundamental atomic units. The SI values are taken from National In-
stitute of Standards and Technology (NIST), as recommended in 2006 by the Commit-
tee on Data for Science and Technology (CODATA) - see http://physics.nist.gov/cuu
for details.

Quantity Symbol Formula SI value
electric field E EH/ea0 5.14220632(13) · 1011 V/m
momentum p ~/a0 1.992851565(99) · 10−24 kg·m/s

time t ~/EH 2.418884326505(16) · 10−17 s
electric potential V EH/e 27.2113838(68) V

permittivity ε0 e2/a0EH 1.112650056... · 10−10 F/m

Table A.2: Some derived atomic units. The SI values are taken from National In-
stitute of Standards and Technology (NIST), as recommended in 2006 by the Commit-
tee on Data for Science and Technology (CODATA) - see http://physics.nist.gov/cuu
for details.


