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Abstract of the Dissertation

Econometric Modeling of City Population Growth in

Developing Countries

by

Donghwan Kim

Doctor of Philosophy

in

Economics

Stony Brook University

2011

Urbanization process is one of great issues in our time. Cities are now home to more than

half of the world’s population. Especially, the towns and cities of developing countries are

places where almost all the world population growth is occurring and thus preparation for

the growth is required to meet a range of development needs. In this increasing urban era,

it is of importance to monitor urban populations and environments, and understand how

urban populations are changing in both the spatial and time dimensions for development

and urban planning policies.

This dissertation considers econometric modeling of city population growth, aiming

at estimating and forecasting rates of city population growth and size for almost all of

the developing countries. Both classical and Bayesian spatial econometric models of city

growth are used, which can provide us information on uncertainty and take into account of
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economic, demographic, geographic, and environmental factors promoting and hindering

city population growth.

The main contributions of this dissertation are two-fold: (1) it develops Bayesian

MCMC estimation and forecasting methods of a panel data model with spatially correlated

errors and (2) it lays the foundation of a spatially-explicit cities database by linking two

existing cities datasets, that of the United Nations Population Division (a panel dataset

of city populations) and CIESIN’s GRUMP dataset, housed at the Columbia University’s

Earth Institute, which is in geospatial format. This geospatial cities database provides us

with a better understanding of patterns of urbanization.

By incorporating into the database additional city-level indicators using GIS and geospa-

tial programming, this study analyzes how current urban populations are distributed by

ecological environments and how the patterns evolve over time. This analysis documents

urban settlements and their population sizes in the dryland ecozone and low-elevation

coastal zone, and quantifies vulnerable populations to related climate-related hazards (e.g.

storm surges, droughts). Also, the model estimation implies that growth of a city is affected

not only by the city’s characteristics but also by those of its neighboring cities.

As a baseline model, this study first develops fertility-based econometric models of city

growth for developing countries. It finds that urban fertility rate has a significant positive

impact on developing-country city growth rate, so re-confirms the important role of fertility

in city growth of developing countries. The median future city growth rate is projected to

decline as fertility rates continue their historical trend downward.

In summary, this dissertation deals with the population dimension of urbanization

process, aiming at developing international-level estimation and forecasting methods of

city growth, especially in developing countries. There are unresolved issues which should

be addressed in the future. Also, simultaneous approach considering multi-dimensions of

urbanization process should be studied for systematic analysis of complex urbanization

process.
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Chapter 1

Introduction

As the urban populations of poor countries continue to grow, these countries will come under

increasing pressure to re-think their development strategies and set priorities with both rural

and urban interests in mind. Ideally, the demographic research community would assist

in priority-setting by providing countries and international aid agencies with informative

city population estimates and scientifically credible forecasts of the pace and distribution of

future growth. Although the urban transition has been in the making for decades, much

remains to be done if demographers are to supply planners and policy-makers with useful

guidance (UNFPA, 2007; Montgomery, 2008).

In this dissertation, I am concerned with estimating and forecasting city population

growth in developing countries. Methodologically, this study uses both classical and

Bayesian panel data econometric modeling of city growth. It includes spatial econometric

modeling which considers a correlation among the growth rates disturbance of the cities

that are linked within a spatial network. More importantly, this study draws upon a newly-

assembled, comprehensive, spatially-explicit database with demographic, ecological and

geographic indicators for almost all the developing countries. The database was constructed

by: (1) combining the United Nations Population Division’s panel dataset of city popu-

lations and GRUMP (Global Rural-Urban Mapping Project)’s geospatial population data
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from CIESIN (Center for International Earth Science Information Network) at Columbia

University’s Earth Institute; (2) incorporating geospatial ecological data on drylands, inland

water systems, the low-elevation coastal zones; and (3) linking to those data total fertility

rates and child mortality rates at both the national and urban levels.

The main contributions of the thesis are two-folds: (1) methodological development

and its application to estimating and forecasting developing-country city population growth

and (2) geo-referencing of the United Nations Population Division’s cities database (United

Nations, 2008b). Methodologically, it develops Bayesian MCMC estimation and forecasting

methods of a panel data model with spatially correlated errors. And, as an infrastructure for

international-level urbanization research, this study geographically references cites in the

database of the United Nations Population Division for the first time in its history. So it lays

the foundation for a database for more extensive global urban research. Also, this study

shows how GIS and geospatial data and analysis, as new forms of data and technology, can

be used to give new perspective on patterns on urbanization.

Definitions used in the study

Developing Countries This study follows the definition of developing countries used in

the United Nations System. United Nations Statistical Division (1999) states that “The

designations “develope” and “developing” are intended for statistical convenience and do

not necessarily express a judgment about the stage reached by a particular country or area

in the development process.” Also, the current explicit definition 1 is that “In common

practice, Japan in Asia, Canada and the United States in northern America, Australia and

New Zealand in Oceania, and Europe are considered “developed” regions or areas.” The

cities database of the United Nations Population Division (United Nations, 2008b), from

which city population data in this study drawn, divides countries by the practical criteria.

1http://unstats.un.org/unsd/methods/m49/m49regin.htm#ftnc
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City and City Boundary This study follows the definitions of both city and city boundary

presented in the UN Population Division’s cities database (United Nations, 2008b). As

will be mentioned in Section 3.1, city populations in the cities database, which was used

for World Urbanziation Prospects 2007, are recorded with one of the statistical concepts.

These are City Proper, Urban Agglomeration, and Metropolitan Region. The details are

also discussed in Section 3.1.

The structure of the dissertation

The thesis consists of as follows: In Chapter 2, I investigate recently-developed spatial

econometric modeling and develops a Bayesian Markov chain Monte Carlo estimator and

predictor of a panel data spatial econometric model when panel data are irregularly-spaced

in time dimension like the UN’s cities database. Spatial econometrics is a rather recent

methodological development in econometrics and has been rapidly growing as useful

statistical tools for analysis of spatial effect including spillovers, spatial interactions, social

network effects, and peer effects in economic, demographic, political and social studies.

In Chapter 3, I first develop fertility-based econometric models of developing-country

city growth and forecast future city growth rates based on the models. The forecasting

method proposed has advantages: (1) it can take account of demographic, socioeconomic,

and environmental factors affecting city growth, and (2) it is a probabilistic forecasting

method and thus has information on uncertainty.

In Chapter 4, I analyze how urban populations are distributed by some ecological

environments, and how the patterns will evolve over time. Recent developments of method-

ologies and geospatial technologies make it possible to construct cities data on demographic,

ecological and geographic indicators in a spatial framework, to analyze the spatial distribu-

tion of city population and growth by ecological environments, and to estimate panel data

regression models of city growth rates which take into account ecological variables and a

correlation among the growth rate disturbances of the cities that are linked within a spatial
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network.

In the last chapter, I conclude the study with policy implications and suggestions for

future studies.
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Chapter 2

Methodological Development

This chapter is wholly devoted to the discussion of methodology with which city growth

rate is modeled in the later chapters. The reason why we need this methodology is provided

in 4.2. Section 2.1 investigates recently-developed spatial econometric model specification,

Section 2.2 reviews classical estimation and forecast methods of the specification for

programming purpose, and Section 2.3 develops its Bayesian counterpart.

2.1 Panel data spatial econometric model

2.1.1 Overview

Spatial econometrics is a rather recent methodological development in econometrics and

has been rapidly growing as useful statistical tools for analysis of spatial dependence and

spatial effect including externalities, spillovers, spatial interactions, social network effects,

and peer effects in economic, demographic, political and social studies (See, for its review,

Anselin, 1999, 2007). As will be discussed, however, spatial econometric modeling is

methodologically and computationally challenging, especially with large-scale geospatial

datasets since it requires specifying multidirectional relations among spatial units.

This chapter discusses both classical and Bayesian estimation and prediction of panel
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data panel data models with spatially correlated errors when panel data are irregularly-

spaced in time dimension like international-level city population data of the United Nations

Population Division (United Nations, 2008b). This chapter derives Bayesian Markov chain

Monte Carlo estimator and predictor of the model using Tierney (1994)’s Metropolis-

within-Gibbs algorithm. For methodological comparison with Bayesian inference and

programming purpose, classical estimation and prediction methods of the model using the

generalized method of moments (GMM) estimator and Goldberger (1962)’s best linear

unbiased predictor (BLUP) are reviewed.

Spatial correlation is at the heart of spatial econometrics. Historically, Sir Ronald A.

Fisher recognized the issue in statistics in 1930s but he did not address statistical modeling

for spatial correlation directly. Cliff and Ord (1969) laid the foundation of a type of spatial

autocorrelation model which is widely used in econometrics and later Anselin (1988)

extended it. As Voss et al. (2006) argue, when there is reason to suspect that spatial

error correlation exist, regression models that do not take it into account will likely be

biased in terms of coefficient standard errors, thus contaminating inference and causing

forecast error variances to be calculated incorrectly. There have been studies on spatial

econometric models both for cross-sectional (Ord, 1975; Anselin, 1988; Kelejian and

Prucha, 1999: among others) and for panel data (Anselin, 1988; Elhorst, 2003; Baltagi,

Egger, and Pfaffermayr, 2006, 2007; Kapoor, Kelejian, and Prucha, 2007: among others).

Econometric analysis of panel data, cross-sectional time-series data, dates back to the

seminar work by Balestra and Nerlove (1966). Since then, there has been substantial growth

in the number of panel data studies, be it methodological or empirical, due to its advantages,

availability of panel data (Hsiao, 2007). Frequently, the panel data set under study is

incomplete in the sense that some observations are missing randomly in the time dimension.

The missing observations problem is discussed both in time-series models (Wansbeek and

Kapteyn, 1985; Shively, 1993: among others) and in panel data models (Wansbeek and

Kapteyn, 1989; Baltagi and Chang, 1994; Baltagi and Wu, 1999; Mckenzie, 2001: among
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others).

2.1.2 Model specification

Suppose data having two dimensions: one is the time dimension denoted by index t

(t = 1, · · · ,T ) and the other is the cross-sectional unit having spatial dimension like cities

or administrative units. Assume there are a total of N spatial units in the panel dataset and

each spatial unit can be numbered with integer numbers from 1 to N. However, for each

time t, not all the N spatial units are available due to unbalancedness of data; the set of

spatial units available vary across time in terms of both the number and its composition.

Researchers frequently face this kind of unbalanced panel datasets.

As such, the model I consider is the unbalanced version of the panel data with spa-

tial correlation both in individual effects and remainder error term (Baltagi, Egger, and

Pfaffermayr, 2007). In the model, the dependent variable of interest, yi,t , is assumed to be

generated by

yi,t = Xi,tβ + εi,t (2.1)

for individual i (i = 1(t), · · · ,N(t)) 1 and time t (t = 1, · · · ,T ) with the spatial dependence

in the error term εi,t specified by

εi,t = ρ

N(t)

∑
j 6=i

wi, jε j,t +ui,t (2.2)

and with two error components in ui,t written as

ui,t = µi +νi,t (2.3)

in which µi is the individual effect and νi,t is the remainder disturbance. This model

is usually named the KKP model due to Kapoor, Kelejian, and Prucha (2007) or called

1For the balanced version, i = 1,2, · · · ,N.
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SAR-RE (spatial autoregressive random-effects model) by Baltagi, Bresson, and Pirotte

(2009).

It is worth noting some properties of the model specification: The model specified above

is an unbalanced model in the sense that, given time t, only N(t) observations are available

among N individual spatial units in total in which N(t) <= N and 1 <= 1(t) < 2(t) <

· · · ,N(t) <= N. That is, the index i goes from 1(t) to N(t). Note that, in the standard

balanced model, i = 1, · · · ,N for all t.

The model is a spatial model by incorporating, in the model, the spatial relationship

across individual spatial units, which is specified as equation (2.2). In the Ord (1975) type

of the spatial autoregressive model, the disturbance term of spatial unit i, εi,t , is related to

that of other spatial units, say, k through the term ρwik with spatial weight wik and spatial

correlation coefficient ρ . When ρ is zero, the model is standard panel data model. The

random disturbance νi,t is assumed to be normally distributed with mean 0 and variance σ2
v .

In addition, the random-effects panel data model assumes that µi is also a random variable

but the fixed-effects model assumes the non-random and fixed µi.

The common way to work with the spatial model is to sort data by grouping time first

and then spatial units to account for the spatial correlation among spatial units (Anselin,

1988; Elhorst, 2003). Thus, given time t (t = 1, · · · ,T ), the equation (2.2) is written as

ε t = ρWtε t +ut (2.4)

with ε t = (ε1(t),t , · · · ,εN(t),t) and the spatial weight matrix of dimension N(t)×N(t)

Wt =


0 w1(t),2(t) · · · w1(t),N(t)

w2(t),1(t) 0 · · · w2(t),N(t)
...

... . . . ...

wN(t),1(t) wN(t),2(t) · · · 0


and the equation (2.3) as

ut = Dt µ +ν t (2.5)
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with N column vector µ = (µ1,µ2, · · · ,µN)
′ and the N(t)×N matrix Dt (termed extraction

matrix) which is obtained by deleting from the identity matrix of order N(t) those rows that

correspond to the missing observations (Wansbeek and Kapteyn, 1985: 470). Stacking all

observations first by time and then by spatial unit, the model is written as

Y = Xβ + ε

ε = ρWε +u (2.6)

u = Dµ +ν (2.7)

in which Y=(Y′1, · · · ,Y
′
T )
′
, X=(X′1, · · · ,X

′
T )
′. W = diag(W1, · · · ,WT ) is a block-diagonal

n× n matrix with block Wt , where n = ∑
T
t=1 Nt , the total number of observations. D =

(D′1,D
′
2, · · · ,D

′
T )
′ is a n×N matrix.

Choice of spatial weights

Specification of spatial autoregressive models is completed with the choice of spatial

weights. Unlike that of time series models, the choice is not obvious (Ord, 1975). Anselin

(1988) gives a general guideline about the weights saying that the weight matrix should

bear a direct relation to a theoretical conceptualization of the structure of dependence.

Despite the guideline, the choice of a spatial weights matrix specification is not clear-cut,

mostly is done an ad hoc manner, and seems to be governed primarily by convenience and

convention (Griffith, 1996). In fact, there are few studies on specification of spatial weights

except a few mentioned below. It is case-by-case, depending on the subject of interest. The

“traditional” approach, serving as at least a starting point, lies on geographical location of

the observations using a contiguity matrix (See Anselin, 1988: for details), distance-based

matrix, or k nearest neighbors.

In economics and social science studies, the notion of distance can be extended to the

more general sense. In a study about interdependence of government expenditure decisions

in US states, Case et al. (1993) uses income-based weighting (i.e. income differentials)
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as a measure of distance between states. In a study of some commodity prices in 64

countries, Aten (1996) uses trade-based interaction measures (i.e. the volume of trade

between countries measured by their exports and imports). More formally, Leenders (2002)

discusses how theories under study can be incorporated in the specification of W in a social

network analysis context.

Finally, Griffith (1996) provides some guidance on the specification of the spatial

weights matrix based on theorems on the effect of mis-specification of weights matrix on

estimators. Among the five rules-of-thumbs he states, the first and last rules are as follows:

• RULE-OF-THUMB 1: It is better to posit some reasonable geographic weights

matrix specification than to assume all entries are zero (the independent observations

situation of conventional statistics), the extreme case of under-specification.

• RULE-OF-THUMB 5: In general, it is better to employ a somewhat under-specified

than a somewhat over-specified geographic weights matrix.

2.2 Review of classical approach

This section reviews classical estimation and forecast methods of the model. The objective

is to compare it with Bayesian inference and to derive the estimation and forecasting

procedure in same mathematical notations for programming purpose. The procedure is

programmed in Fortran 95.

2.2.1 Generalized Method of Moments estimation

Assume, like the standard assumption of random-effects model, that the individual-specific

effects µ ∼ N(0,σ2
µIN), the remainder error term ε ∼ N(0,σ2

ν In), and both are independent

of each other. The classical estimation of the model is approached by the conventional

generalized least squares. Assuming that (In− ρW)−1 exists, the variance-covariance

10



matrix of the model error term ε is

E(εε
′)≡ σ

2
ν Ω = σ

2
ν

[
(In−ρW)−1

Ωu[(In−ρW )−1]′
]

with E(u′u) = σ2
ν Ωu = σ2

µD′D+σ2
v In. When ρ , σ2

µ , σ2
ν are known, the GLS estimator for

β is

β̂ = (X′Ω−1X)−1X′Ω−1Y

which is estimated from OLS with a two-step transformation of all variables (Kapoor,

Kelejian, and Prucha, 2007; Baltagi, Egger, and Pfaffermayr, 2007) usinga Spatial Cochrane-

Orcutt type transformation, say, z∗= (In−ρW)z first and then GLS-transformation on each

elements of z∗; z∗∗i,t = z∗i,t−θiz∗i,· in which θi = 1−
√

σ2
ν/(Tiσ2

µ +σ2
ν ) and z∗i,· is its average

of z∗i,t over time and Ti is the number of observations of individual i. The calculation of

Ω−1
u in this unbalanced version with two symmetric idempotent matrices P = D(D′D)−1D′

and Q = In−P is of analogy to the Magnus (1982: p.242) method applied in the balanced

version.

The generalized method of moments (GMM) or Generalized Moments (GM) estimation

method of the spatial correlation coefficient ρ , along with σ2
µ and σ2

ν in this model, is

developed by Kelejian and Prucha (1999) for the cross-section model first, by Kapoor,

Kelejian, and Prucha (2007) for the panel data model and by Baltagi, Egger, and Pfaffermayr

(2007) for unbalanced version of panel data model. The key of the method is to derive

moment conditions involving the model disturbance, u of equation (2.7). Let u = Wu. Note

the following facts: QD = 0, trace(W ) = 0, trace(P) = N, and PD = D. Using the above

facts along with the property of trace operators, the following six moments conditions are

11



drawn: 

E(u′Qu)

E(u′Qu)

E(u′Qu)

E(u′Pu)

E(u′Pu)

E(u′Pu)


=



σ2
v (n−N)

σ2
µ trace(W′QWDD′)+σ2

ν W′QW

0

nσ2
µ +Nσ2

ν

σ2
µ trace(W′PWDD′)+σ2

ν W′PW

0


(2.8)

Let ε = Wε , ε = Wε . From the model relating u to ε in equation (2.6), we know that

u = ε−ρε and u = ε−ρε (2.9)

Substituting the above two equations into equation (2.8) and rearranging give the following

population moment conditions:

2E(ε ′Qε) −E(ε ′Qε) n−N 0

2E(ε
′Qε) −E(ε

′Qε) g23 g24

E(ε ′Qε + ε
′Qε) −E(ε

′Qε) 0 0

2E(ε ′Q1ε) −E(ε ′Pε) N 1

2E(ε
′Q1ε) −E(ε

′Pε) g53 g54

E(ε ′Pε + ε
′Pε) −E(ε

′Pε) 0 0




ρ

ρ2

σ2
v

σ2
µ

−



E(ε ′Qε)

E(ε ′Qε)

E(ε ′Qε)

E(ε ′Pε)

E(ε ′Pε)

E(ε ′Pε)


= 0 (2.10)

with

g23 = trace(W′QW), g24 = trace(W′QWDD′)

g53 = trace(W′PW), g54 = trace(W′PWDD′)

The sample analogue to the above equation is obtained by replacing ε for the OLS

residuals e =Y −X β̃ where β̃ is the OLS estimator. The sample analogue can be written as

Gδ −g = ξ with δ = (ρ,ρ2,σ2
ν ,σ

2
µ)
′ and the error vector ξ . The GM estimator is defined

as

δ̂ = argmin (Gδ −g)
′
(Gδ −g)

12



The GM estimator can be obtained from the non-linear regression of −g on −G with

non-linear optimization algorithms. Since we have three coefficients to be estimated, the

first four equations of G and g is sufficient to estimate the coefficients (Egger et al., 2005;

Baltagi et al., 2007). The asymptotic properties of the GM estimator and other details are

available in Kelejian and Prucha (1999) and Kapoor, Kelejian, and Prucha (2007).

2.2.2 Best Linear Unbiased Prediction

I here discuss prediction of future dependent variables based on the model and data in

hand. Our discussion about prediction begins with Goldberger (1962)’s best linear unbiased

predictor (BLUP) of the generalized linear regression model, written as

y = Xβ + ε, E(ε) = 0, E(εε
′) = Σ

in which y is a T × 1 vector of dependent variables. At a future time T + s, the actual

realization of the dependent variable yT+s given the regressor XT+s will be

yT+s = XT+sβ + εT+s

with the prediction disturbance εT+s. Assume that EεT+s = 0, Eε2
T+s =σ2

T+s and EεT+sε =

w in which w is the T × 1 vector of covariances of the prediction disturbances with the

vector of sample disturbances.

Let p = c′y be any linear predictor of yT+s with c being a T ×1 vector of constant. The

best linear unbiased predictor (BLUP) of yT+s is the predictor p such that

min
p

σ
2
p = E(p− yT+s)

2

s.t. E(p− yT+s) = 0

in which σ2
p is the prediction variance. Goldberger (1962) shows that the best linear

unbiased predictor is

p̂ = XT+sβ̂ +w′Σ−1e (2.11)

13



with the best linear unbiased estimator β̂ = (X′Σ−1X)−1X′Σ−1y and its sample residuals e.

The second term w′Σ−1e utilizes a priori knowledge of the interdependence of disturbances

along with the sample residuals (which are estimates of the sample disturbances) to estimate

the prediction disturbance εT+s (Goldberger, 1962: p.371). The prediction variance can be

shown to be

σ
2
p̂ =σ

2
T+s +X′T+s(X

′
Σ
−1X)−1XT+s−2XT+s(X′Σ−1X)−1X′Σ−1w−

w′[Σ−1−Σ
−1X(X′Σ−1X)−1)X′Σ−1]w

The approach can be applied to various types of regression models. There have been

studies on prediction with the random-effects panel data model. Taub (1979) derived the

best linear unbiased predictor for the one-way error component model, which is same as

our model when ρ is zero (i.e. no spatial correlation). The forecast of the future value of

ŷi,T+s is, when ρ is zero,

ŷi,T+s = XT+sβ̂ +
Tiσ

2
µ

Tiσ2
µ +σ2

ν

(yi,·−Xi,·β̂ ) (2.12)

with the GLS estimator β̂ in which yi,· is the average of yi,t over time for individual i. Lee

and Griffiths (1979), Judge et al. (1985: p.524), and Lee (2006: p.149) also discuss the

second term of the right-hand side of equation (2.12). For other specifications of panel

data models, the prediction of a one-way error component model with serial correlation is

studied by Baltagi and Li (1992) and the random coefficient model by Lee and Griffiths

(1979). Recently, Baltagi and Li (2004) and Baltagi et al. (2009) considered the problem of

prediction in a panel data regression model with spatial correlation.

Let us consider our model when ρ is not zero. In this case, it is sufficient to derive

the BLUP with the model’s balanced version. The N×1 disturbance vector at any time

t, ε t = (ε1,t , · · · ,εN,t), in terms of its component µ = (µ1, · · · ,µN)
′

and νt is expressed

as ε t = B−1
N µ +B−1

N ν t in which BN = IN−ρWN with assumption that its inverse exists.

14



Define ιT = (1, · · · ,1)′ be a T ×1 column vector of ones. Let us first look at the covariance

between NT ×1 error vector ε = (ε
′
1, · · · ,ε

′
T )
′

and N×1 error vector εT+s at any s time

ahead. The covariance matrix between ε and εT+s is expressed as

E(εT+sε
′) = E(B−1

N µ +B−1
N νT+s)[(ιT ⊗B−1

N )µ +(IT ⊗B−1
N )ν ]

′

= σ
2
µ(ι

′
T ⊗ (B′NBN)

−1) (2.13)

in which ⊗ denotes the Kronecker product.2 The second equality comes from our assump-

tions about error terms using the operations and properties of the Kronecker product (See

Abadir and Magnus, 2005: p.273-281). The N×NT covariance matrix of ε and εT+s

depends on the structure of the matrix BN = IN−ρWN and thus the spatial weight matrix

W.

Let us move onto the covariance matrix of ε . Define P = ιT (ι
′
T ιT )

−1ι
′
T and Q = IT −P.

Both are symmetric and idempotent. The covariance matrix of ε is expressed as

E(εε
′)≡ Σ = σ

2
µ(ιT ι

′
T ⊗ (B′NBN)

−1)+σ
2
ν (IT ⊗ (B′NBN)

−1)

= (T σ
2
µ +σ

2
ν )(P⊗ (B′NBN)

−1)+σ
2
ν (Q⊗ (B′NBN)

−1)

The second equality originated from the lemma of Baltagi (1980: p.1548) and Magnus

(1982: p.242), widely used in analysis of random-effects panel data models. The inverse of

the covariance matrix is, by the lemma,

Σ
−1 =

1
σ2

ν

[
σ2

ν

T σ2
µ +σ2

ν

(P⊗B′NBN)+(Q⊗B′NBN)

]
(2.14)

Substituting (2.13) and (2.14) into equation (2.11) gives the best linear unbiased pre-

dictor of the model. Note the fact that ι
′
T P = ιT and ι

′
T Q = 0. The BLUP of the vector of

future dependent variables ŷT+s at s time ahead is

ŷT+s = XT+sβ̂ +
σ2

µ

T σ2
µ +σ2

ν

(ι
′
T ⊗ IN)(y−Xβ̂ )

2An early reference on the Kronecker product is (MacDuffee, 1933: p.81-84). In the book, it is named as
right direct product with the symbol combining × and ·.
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When the observed data is unbalanced, the i’th element of ŷT+s is same as that in equation

(2.12). As shown in Baltagi et al. (2009: p.16), the result means that the predictor of the

KKP model is the same as that of the RE model with no spatial correlation. While the

predictor formula is the same, the GM procedure in the KKP model due to estimates of

ρ yield different estimates β which in turn yield different residuals and hence different

forecasts.

2.3 Bayesian approach

This section specifies the Bayesian approach of this model specification above, derives

its Markov chain Monte Carlo (MCMC) estimator and predictor, and briefly discusses its

computational issues. It is programmed in Fortran 95.

2.3.1 Bayesian hierarchical modeling

Bayesian modeling is comprised of two parts: model specification and specification of the

model parameters’ prior distributions. Recall our spatial econometric model for unbalanced

panel data, in matrix notation, where observations are ordered by time t, t = 1, · · · ,T ,

first and then observed individual spatial unit i, i = i(1), · · · ,N(t), among N individuals

(1 <= i(1)< · · · ,< N(t)<= N):

Y = Xβ + ε

ε = ρWε +u

u = Dµ +ν

in which spatial weight matrix W = diag(W1, · · · ,WT ) is n×n block-diagonal matrix with

blocks Wt of different dimensions over time due to unbalancedness. µ = (µ1, · · · ,µN)
′ is

the N column vector of individual effects and D is the extract matrix to account for the

unbalancedness. Assuming that the inverse matrix of (I−ρW) exists and the disturbance
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vector ε has independent normal distribution, the model is written as

y = Xβ +(In−ρW)−1Dµ +(In−ρW)−1
ν , ν ∼ N(0,σ2

µIn)

Bayesian modeling is completed by specifying the prior distributions of the unknown

model coefficients β = (β1, · · · ,βk), µ = (µ1, · · · ,µN), σ2
µ , σ2

ν and ρ . We assume that the

following prior distributions: 3

β ∼ N(β 0,M
−1
0 ), σ

2
ν ∼ iG(v0/2,s0/2), µi ∼ N(0,σ2

µ), σ
2
µ ∼ iG(r0/2, p0/2) (2.15)

and uniform prior distribution over (-1, 1) for ρ . The pair of the above priors for β and σ2
ν

is called independent Normal-Gamma prior, a widely used conjugate prior in regression

models.

From a Bayesian perspective, the latent individual effect ui is considered as one of

unknown coefficients. This idea comes from Tanner and Wong’s (1987) idea of data

augmentation and thus is used in, among others, Zeger and Karim (1991), Chib (1996), and

Chib and Carlin (1999). In this way, we can generate samples of the latent individual effect.

Note also the difference in estimation method of the individual-specific effect between

classical and Bayesian approaches.

The priors for µi and σ2
µ (which is the parameter of distribution of µ) gives the nature

of hierarchical modeling in Bayesian approach. This hierarchical structure corresponds to

the usual random-effects model in classical approach. By assuming that model coefficients

are random rather than fixed, Bayesian can give hierarchical structure for each of model

coefficients though this model gives the structure only for the individual effect. This

Bayesian capacity of hierarchical modeling looks attractive. See Banerjee et al. (2004)

3Here, the probability density function of a random variable Z which has the inverse gamma distribution
is defined as

p(z;v,s) =
1

Γ(v)β−v z−v−1e−
s
z , 0 < z < ∞,v > 0,s > 0

in which Γ(v) is the gamma function.
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for hierarchical modeling for spatial data analysis and Koop et al. (2007) for exercises of

Bayesian econometrics including hierarchial models.

2.3.2 Markov chain Monte Carlo estimator

Assuming that all the regression coefficient are random, Bayesian inference follows intuitive

and coherent estimation procedure using the rules of probability. Bayesian estimation

involves analysis of the distribution of the unknown model coefficients conditional on data,

which is the formal expression of what we have learned from the data. In our model, by

the laws of probability, the joint posterior distribution of the coefficients β = (β1, · · · ,βk),

µ = (µ1, · · · ,µN), σ2
µ , σ2

ν and ρ is proportional to the likelihood function of the model and

joint prior distribution of the coefficient:

p(β ,µ,σ2
µ ,σ

2
ν ,ρ|Y,X) ∝ p(Y|X,β ,µ,σ2

µ ,σ
2
ν ,ρ)p(β ,µ,σ2

µ ,σ
2
ν ,ρ)

which implies likelihood and prior determines posterior, our belief about the coefficient after

observing data. The remaining part of the joint posterior distribution is just the normalizing

constant of the joint posterior distribution.

Define Z = Y−B−1Dµ . From the joint posterior of the model, the kernel of the full

conditional posterior distribution of β is,

p(β |µ,σ2
µ ,σ

2
ν ,ρ) ∝ exp

{
− 1

2

[
(Z−Xβ )′(σ−2

ν B′B)(Z−Xβ )+(β −β 0)
′M0(β −β 0)

]}
Define M1 = M0 +σ−2

ν X̃′X̃ with X̃ = BX = (In−ρW)X which is described as “spa-

tially filtered” and β1 = M−1
1 (M0β 0 + σ−2

ν X̃′Z̃) in which Z̃ is similarly defined as X̃.

Solving for β using completing the square, the full conditional for β is

β |µ,σ2
ν ,σ

2
u ,ρ,Y,X∼ N(β1,M−1

1 ) (2.16)

Define Q = Y−Xβ . The kernel of the full conditional posterior for µ is

p(µ, |β ,σ2
µ ,σ

2
ν ,ρ) ∝ exp

{
− 1

2

[
σ
−2
ν (BQ−Dµ)′(BQ−Dµ)+σ

−2
µ µ

′
µ

]}
18



Define Q̃i,. as the average of individual i’s elements of matrix Q over time. The full

conditional distribution of µ i is

µ i|β ,σ2
µ ,σ

2
ν ,ρ,Y,X∼ N

(
Tiσ

2
µ

Tiσ2
µ +σ2

ε

Q̃i,.,
σ2

µσ2
ν

Tiσ2
µ +σ2

ν

)
(2.17)

The full conditional posterior of σ2
µ is

σ
2
µ |β ,µ,σ2

ν ,ρ,Y,X∼ iG
(

N + r0

2
,

µ ′µ + p0

2

)
(2.18)

The full conditional posterior of σ2
ν is

σ
2
ν |β ,µ,σ2

u ,ρ,Y,X∼ iG
(

v1

2
,
S1

2

)
(2.19)

where S1 = (BY−BXβ −Dµ)′(BY−BXβ −Dµ)+S0 and v1 = n+ v0.

The kernel of the full conditional posterior distribution of ρ is

p(ρ|β ,µ,σ2
µ ,σ

2
ν ,Y,X) ∝ |B|exp

[
− 1

2σ2
ν

(Ỹ− X̃β −Dµ)′(Ỹ− X̃β −Dµ)

]
(2.20)

Unlike the other parameters, the parameter ρ does not have a well-known distribution.

Metropolis-Hastings algorithm can be used for sampling from the distribution.

The random-walk Metropolis-Hastings algorithm for ρ draws a candidate ρ∗ from a

candidate-generating function, here, a (truncated) normal distribution: at i+1-th iteration,

draw ρ∗ from

ρ
∗ ∼ N(ρi,c2)

in which ρi is the draw from previous i-th iteration and c is the tuning parameter which

is used to adjust the acceptance rate of the MH algorithm. We then calculate the ratio

p(ρ∗)/p(ρ). If the ratio is greater than 1, the candidate is accepted (that is, ρi+1 = ρ∗)

and if the ratio is less than 1, the candidate is accepted with probability p(ρ∗)/p(ρ); that

is, take a uniform random number u between 0 and 1 and if u < p(ρ∗)/p(ρ), accept the

candidate and if u > p(ρ∗)/p(ρ), do not accept the candidate (that is, ρi+1 = ρi). The set
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of draws behaves like the draws from the the full conditional posterior distribution of ρ .

The samples drawn through the Metropolis -Within-Gibbs are used to estimate the model

using the usual Monte Carlo method.

Next, Bayesian predictor of the model is discussed. Bayesian approach to prediction is

very straightforward compared to its classical counterpart. It uses rules of probability and

the MCMC samples of the model parameters can be used to generate future values of the

dependent variables.

Let θ = (β ,µ,σ2
µ ,σ

2
ν ,ρ). Bayesian prediction of Ỹt+s at future time t + s over N cities

in the data is expressed as follows:

p(Ỹt+s|X̃t+s,Y,X) =
∫

Θ

p(Ỹt+s|X̃t+s,Y,X,θ)p(θ |X̃t+s,Y,X)dθ

In this model, p(θ |X̃t+s,Y,X) = p(θ |Y,X) and p(Ỹt+s|X̃t+s,Y,X,θ) = p(Ỹt+s|X̃t+s,θ).

We can simulate the predictive distribution by simulating the posterior distribution first and

then the conditional distribution; that is, successively draw Ỹt+s from

Ỹt+s ∼ N
(

X̃t+sβ +(IN−ρWN)
−1

µ,σ2
ε [(IN−ρWN)

′(IN−ρWN)]
−1
)

(2.21)

using the MCMC samples of model parameters drawn above.

It seems not to be straightforward to compare classical and Bayesian estimator and

predictor since Bayesian relies on sampling methods as discussed above. However, the

comparison is possible by comparing estimation and prediction results. Chapter 3 includes

the discussion.

Evidently, Bayesian inference made possible by the development of the MCMC sam-

pling methods, which is usually evaluated with the expression of “MCMC has revolutionized

Bayesian practice”. On computational perspective, however, Bayesian seems to have to

another issue to develop efficient computer algorithms, especially to handle complex models

with large datasets.
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This spatial econometric model is an example. In programming of this particular

econometric model, we need to consider at least the following two things: (1) For prediction,

Equation (2.21) contains inverse matrix calculations of matrices including (IN −ρWN),

whose dimension depends on the number of spatial cross-sectional units (i.e. the number

of cities in the world), and (2) For estimation, Equation (2.20) contains the determinant

calculations of the matrix, |In−ρW|, whose dimension is the number of observations by

the number of observations.

Recall that the matrix (In−ρW), in which W = diag(W1, · · · ,WT ), is a block-diagonal

n×n matrix with n denoting the total number of observation. one computationally efficient

way to calculate the determinant of the matrix is to use the following two mathematical

propositions: (1) | In−ρW |= ∏
n
i=1(1−ρλi) with λi being the i-th eigenvalue of the spatial

weight matrix W, which was proved by Ord (1975) and (2) the eigenvalues of the block-

diagonal matrix W = diag(W1, · · · ,WT ) are those of the diagonal blocks W1, · · · ,WT .

The determinant calculation of the matrix receives spatial econometrician’s attention. See

Smirnov and Anselin (2001), Anderson et al. (1999), Barker et al. (2001), Barry and Pace

(1999) Pace and LeSage (2000), among others.

In the case of parallel programming with multi-processors, we need to additionally

consider the following element: parallel computing of MCMC can have the problem of

“data dependence” (or “data dependency”) due to its Markov chain properties. That is to

say, to generate the next value, it requires one realized in the previous step. We also need

to note that parallel computing can be less efficient for small size problems since parallel

computing requires message passing among processors which don’t have “shared memory”.

This thesis no longer discusses about it. Instead, see Kontoghiorghes (2006) for more

details on parallel computing in statistics.
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2.A Overview of Markov chain Monte Carlo estimation
Let us consider Markov chain Monte Carlo (MCMC) estimation methods in statistics and
econometrics. Let π(x) be a probability density function of a continuous random variable
X . Statistical inference involves evaluating integrals

I =
∫

Ω

h(x)π(x)dx (2.22)

of some function h(x) with respect to the probability density function π(x) with sample
space Ω. A simple Monte Carlo method uses the estimate Î1 = N−1

∑
N
i=1 h(xi) using random

samples x(1),x(2), · · · ,x(N) from π(x).
This method is useful since there are well-established methods to draw random samples

of standard probability distributions. See Tanizaki (2004) for random number generators.
Most mathematical and statistical computer software packages provide functions to draw
random samples of well-known distributions. Provided that σ2

g = Var(h(x)),
√

N(Î−Eh(x)) d→ N(0,σ2
g )

The problem, however, arises in cases that the probability distribution involved is not of
standard form and is of high dimension, and is known up to the normalizing constant; As
will be seen, Bayesian inference also involves such unfavorable situations. Markov chain
Monte Carlo (MCMC) methods simulate a Markov chain whose distributions converge to
stationary distribution π(x).

Markov chain
A Markov chain is a sequence of random variables {X (t) : t ≥ 0} on state space Ω with the
transition probability P(x(t),A) defined by

P(x(t),A)≡ Prob(X (t+1) ∈ A|X (t) = x(t)), x(t) ∈Ω,A⊂Ω.

It is the conditional probability of moving from a state x(t) in t-th iterate to the set A in
(t +1)th-iterate. We assume that the chain is homogeneous; the transition probabilities do
not depend on index t. The transition probability has properties that P(x(t),Ω) = 1, and
P(x,{x}) 6= 0 (the chain can stay in the same state).

When state space Ω is finite, the transition probability is defined as a transition matrix
with elements Prob(Xt+1 = x(t+1)|Xt = x(t)),x(t), x(t+1) ∈ Ω. When Ω is continuous, the
transition probability is defined such that

P(x(t),A) =
∫

A
k(x(t),x(t+1))dx(t+1)
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with a transition probability density function k(x(t),x(t+1)). Given an initial state distribution
of the chain X (0), the conditional distribution of X (s) given X (0) is written as Ps(X (0),A) =
Prob(X (s) ∈ A|X (0) = x(0)) where Ps denotes the s-th iterate of the kernel P.

Consider a state density function π(x) on Ω satisfying the condition π = πP in finite
case and π(x′) =

∫
k(x,x′)π(x)dx in continuous case. The density π(x) is called stationary

(or invariant) distribution of the chain. Here, we use the terms density and distribution
interchangeably. The invariant distribution π is an equilibrium distribution of the chain if

lim
s→∞

Ps(x,A) = π(A)

in which π(A) =
∫

A π(x)dx. If a chain has a proper invariant distribution π and it is
irreducible and aperiodic 4, then π is the unique invariant distribution and is also the
equilibrium distribution of the chain (Tierney, 1994: p.1712). By the theorem, Markov
chain Monte Carlo estimation methods use samples from the transition density k instead of
direct sampling from π .

Note that the theorem does not depend on the initial value and distribution of a chain.
Markov chain theory is concerned with the speed of the convergence, mixing time of a chain.
The convergence is also an important implementation issue in MCMC methods. Also,
note that the MCMC samples are correlated, and thus estimate of the standard deviation
of an estimate and assessment of the error of an estimate may require more care than with
independent samples (Hastings, 1970).

Once we get MCMC samples from a transition kernel P with unique invariant distribu-
tion π , we are interested in the behavior of the sample average

Î2 = T−1
T

∑
t=1

x(t) (2.23)

The ergodic theorem for Markov chains is required for law of large numbers and central limit
theorem. Consider an irreducible and aperiodic Markov chain X (t) with unique stationary
distribution π . the sample average above converges almost surely to the expectation of the
function with respect to the stationary distribution; The law of large numbers holds for any
ergodic chain (Tierney, 1994: p.1717). The idea of the ergodic theorem for Markov chains
is that “chain averages equal state averages”.

4A Markov chain with invariant distribution π is irreducible if, for any initial state, it has positive
probability of entering any set to which π assigns positive probability. A chain is periodic if there are portions
of the state space it can only visit at certain regularly space intervals;otherwise, the chain is aperiodic.
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Markov chain Monte Carlo
Let us now consider the reverse problem we are interested in for MCMC methods: Given a
target distribution π on Ω, can we construct an ergodic Markov chain with the stationary
distribution π? Consider a Markov chain with a transition probability density expressed as,
for some function p(x(t),x(t+1)),

k(x(t),x(t+1)) = p(x(t),x(t+1))+ r(x(t))δx(t)(x
(t+1)) (2.24)

in which p(x(t),x(t+1)) = 0 if x(t+1) = x(t), r(x(t)) = 1−
∫

Ω
p(x(t),x(t+1))dx(t+1) is the

probability that the chain remains at the previous state x(t) in the (t +1)-th iterate, and, by
construction, δx(t)(x

(t+1)) = 1 if x(t+1) = x(t) and 0 otherwise. The corresponding transition
probability is expressed as

P(x(t),A) =
∫

A
p(x(t),x(t+1))dx(t+1)+ r(x(t))IA(x)

If the function p(x(t),x(t+1)) satisfies the reversibility condition or detailed balance

π(x(t))p(x(t),x(t+1)) = π(x(t+1))p(x(t+1),x(t)),

then π is the stationary density of the chain (Tierney, 1994). Note that the left-hand
side is the unconditional probability to move from x(t) to x(t+1) where x(t) is generated
from π(·) and right-hand side is the unconditional probability to move from x(t+1) to x(t)

where x(t+1) is generated from the same density π(·). This condition gives us a sufficient
condition for p(x(t),x(t+1)) to be satisfied. The transition density implies that, given a state
X t = x(t), movement from the state x(t) to other state x(t+1) (x(t+1) 6= x(t)) is determined
by the function p(x(t),x(t+1)) and transition to the same state ((x(t+1) 6= x(t))) occurs with
probability r(·).

Metropolis-Hastings algorithm
The Metropolis-Hastings kernel is

pMH(x(t),x(t+1))≡ q(x(t),x∗)α(x(t),x∗) (2.25)

with

α(x(t),x∗) = min
{

π(x(∗))q(x∗,x(t))
π(x(t))q(x(t),x∗)

,1
}
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and q(x(t),x∗) is any transition probability density. Metropolis-Hastings algorithm is
defined by the function called candidate-generating or proposal density. In the random-
walk Metropolis-Hastings algorithm, for instance, candidates are generated from the process
x∗ = xt + z with a normal distribution z. If q(x(t),x∗) = q(x∗,x(t)) like the above random-
walk process, the acceptance probability simplifies to

α(x(t),x∗) = min{π(x∗)/π(x(t)),1}.

Metropolis-Hastings algorithm does not require the normalizing constant part of π since
it appears in both numerator and denominator of α(x(t),x∗), making the algorithm attractive.
The Metropolis-Hastings algorithm works as follows: Given a realized state X (t) = x(t) in
t-th iterate, draw a sample point x∗ from a pre-specified proposal density q(x(t),x∗), and
move to the point X (t+1) = x∗ with probability α(x(t),x∗) and remain in the previous state
X (t+1) = x(t) with probability 1−α(x(t),x∗).

Algorithm 1 (Metropolis-Hastings algorithm):

• Choose a starting value x(0).

• Generate x∗ from the candidate-generating density q(x(t),x∗)

• Draw u from uniform distribution U [0,1].

• Calculate α(x(t),x∗).

• If u < α(x(t),x∗), set X (t+1) = x∗, else set X (t+1) = x(t).

Gibbs Sampler
Let the random vector X be comprised of (X1,X2, · · · ,Xd) with some arbitrary d blocks
of random variables. As Geman and Geman (1984) show, the Gibbs sampler kernel
with invariant distribution π(x),x = (x1, · · · ,xd) is the production of the full conditional
distributions defined by

π(x j|x1, · · · ,x j−1,x j+1, · · · ,xd), j = 1, · · · ,d.

The Gibbs sampler kernel is

kG(x(t),x
(t+1)
1 )≡

d

∏
j=1

π(x(t+1)
j |x(t+1)

1 , · · · ,x(t+1)
j−1 ,x(t)j+1, · · · ,x

(t)
d )
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with r(x(t)) = 0 (the probability to remain at same state is zero). When x = (x1,x2), the
Gibbs sampler kernel is

PG(x
(t)
1 ,x(t)2 ,x(t+1)

1 ,x(t+1)
2 )≡ πX1|X2(x

(t+1)
1 |x(t)2 )πX2|X1(x

(t+1)
2 |x(t+1)

1 )

Algorithm 2. The Gibbs sampler algorithm takes the from:

• Choose starting values x(0)2 , · · · ,x(0)d .

• Generate
x(t+1)

1 ∼ π(x1|x
(t)
2 ,x(t)3 , · · · ,x(t)d ).

x(t+1)
2 ∼ π(x2|x

(t+1)
1 ,x(t)3 , · · · ,x(t)d ).

x(t+1)
3 ∼ π(x3|x

(t+1)
1 ,x(t+1)

2 ,x(t)4 · · · ,x
(t)
d ).

...
x(t+1)

d ∼ π(xd|x
(t+1)
1 ,x(t+1)

2 , · · · ,x(t+1)
d−1 ).

The Gibbs sampler is widely used in estimation of statistical and econometric models.
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Chapter 3

Baseline Models

The objective of this chapter is to establish a basic framework for econometric modeling

of developing-country city population growth. Based on this, Chapter 4 develops more

advanced models.

This chapter investigates international-level city population data and develops several

basic methods for city population forecasting. The city growth models to be examined

include both classical and Bayesian econometric models for panel data. The methods

themselves are of considerable interest but the most significant feature is that it draws upon

a newly assembled and comprehensive cities database for thousands of individual cities in

nearly all of the world’s developing countries, combining time-series information from the

UN Population Division and spatial information from the Global Urban-Rural Mapping

Project (GRUMP) housed at CIESIN (Center for International Earth Science Information

Network) at Columbia University’s Earth Institute, to develop probabilistic forecasts of city

growth.

Limiting the scope of our analysis to low- and middle-income countries (to be termed

“developing countries” in the remainder of this thesis), I transform the city population data

into time-series of city growth rates, and link to these growth rates more aggregated levels

of total fertility rates and child mortality rates. In estimating models of city growth and
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forming probabilistic forecasts, we will first employ classical and Bayesian models for

longitudinal data in which each city’s growth trajectory is assumed to be independent (given

covariates) of the trajectories for other cities.

The next section introduces the newly combined UN and GRUMP cities database.

Section 3.2 develops and tests our simple city growth models, followed by forecasts of city

growth rates based on the models in Section 3.3.

3.1 The UN and GRUMP cities data

3.1.1 The UN tabular data

The United Nations cities data (United Nations, 2008b) take the form of a panel dataset,

containing city population counts for individual cities over time, generally recorded at

irregular intervals. It is worth noting the UN’s data collection process: the main source

of city population data is population censuses conducted at different times by national

statistical units that use different definitions of the underlying data on urban populations,

which implies that the city population data available for different countries vary in terms of

both their underlying definitions and their time references (United Nations, 2004).

Because countries take population censuses at different times, the actual dates of

observation vary from city to city. Figure 3.1(a) summarizes the number of observations

available on a per-city basis for the cities of developing countries. As can be seen, the

number of observations varies by city and around 20 percent of the cities are observed six

times. Time intervals (not shown in the figure) between records within a city vary and most

common time interval is 10-year interval which reflects the fact that population census

often take place every 10 years in most countries.

City population is one of the statistical variables that are difficult to compare at the

international level since multiple social, economic, administrative, and political judgements

come into play in the formation of such city definitions. As described in United Nations
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Figure 3.1: UN cities database 2007 version (United Nations, 2008b): population records
on some 3,000 cities in developing countries, 1950 - 2007

(2002), each country reports its city population data with various definitions and criteria.

Confronting city population data with the variety of criteria, the United Nations endeavors

to record each population count with three “statistical concepts” that serve to define city

boundaries; city proper, urban agglomeration and metropolitan region. The United Nations

favors the agglomeration concept which reflects population of urbanized areas and where

possible, data are adjusted by UN staff to conform to the agglomeration concept—but of

course this is not always possible.

Indeed, as Figure 3.1(b) shows for the cities with two or more entries in the database,

in only a small percentage of cases—6.4 percent—are all of the city’s records expressed

in terms of urban agglomerations. The city proper is by far the more common concept in

these data, with the populations of 45.2 percent of cities being consistently recorded in this

way. For another 8.9 percent of cities, no information is available on the concept in which

population is reported for any of the recorded dates, while in the remaining 39.1 percent of

cities, the city’s population time-series mixes two or more boundary concepts.

The difficulties stemming from such mixed time-series are illustrated in Figure 3.2.

The series for Cuiabá, the capital city of Mato Grosso state in Brazil, begins with three
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Figure 3.2: City population time-series for Cuiabá, Brazil

entries expressed in terms of city proper, followed by one of unknown type and a final three

records couched in terms of urban agglomeration. In such mixed cases, it is certainly not

obvious how to define a rate of population growth for spells of time that begin with one

boundary concept but end with another. Neither is it obvious whether growth rates for city

propers or urban agglomerations are strictly comparable with each other or with the rates

for metropolitan areas. Despite on-going United Nations efforts to maintain consistency

in each new revision of World Urbanization Prospects, there is an irreducible minimum

of boundary-related variation in these data and far more heterogeneity remains in the city

time-series than is commonly realized.

Another issue in the UN cities database is lack of information on cities geographic

location (usually expressed as latitude and longitude) and their spatial extents. The tradi-

tional data collection method is to create tabular data by compiling census data (human

population) for administrative units but the development of Geographic Information System

makes it possible to create geographically-referenced data for mapping and spatial analysis

of the census data. It also serves as a way to realize the conceptualization of city and
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measurement of city population beyond conventional urban-rural dichotomy (Champion

and Hugo, 2004; Montgomery and Balk, 2008).

3.1.2 The GRUMP geospatial data

A need for spatial demographic data is initiated by Global Demography Project (Tobler et al.,

1995) in which demographic data to be referenced to a uniform coordinate system (such as

latitude and longitude quadrilaterals) rather than a tabular data organized at administrative

units. The Gridded Population of the World (GPW) project (Deichmann et al., 2001; Balk

and Yetman, 2004) combines spatial administrative boundary data with administrative-level

population census data and allocates the population of each administrative unit uniformly

over grid cells that fall into the unit. 1

The Global Rural-Urban Mapping Project (Balk et al., 2005; Balk, 2009) aims to

improve the GPW’s population distribution raster data by taking urban and rural areas of

each administrative unit into account. To do this, GRUMP creates input datasets which

are invaluable themselves; this involves gathering information on place names, geographic

locations, and population counts of human settlements of 5,000 persons or more from

extensive external data sources, detecting the physical extent of urbanized areas derived

mainly from satellite images of stable night-time lights, and identifying the urban area in

terms of its place name and population.

The GRUMP project combined the United Nations cities database with the GRUMP

georeferenced datasets. The combined UN-GRUMP data. The availability of such data will

shed light on patterns of urbanization. is illustrated in Figure 3.3 with an example of Cuiabá,

1Spatial data contain spatial/geometry location and attribute information of geographic locations. By
types of data format, it is categorized as either raster data format or vector data format. Vector data represent
geographic features as discrete points, lines, or polygons. An example is the GPW’s administrative boundary
data. Raster data represent the landscape as a rectangular matrix of square cells. An example is the GPW’s
population grid at spatial resolution of 30 arc-seconds. In a grid at 30 arc-second resolution, each grid cell
size is 30 by 30 second in unit of latitude and longitude, which covers an area of approximately 1 square
kilometer at the equator.
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Brazil, in which the Cuiabá urbanized area detected by stable night-time light is overlaid

with surrounding three administrative units (Cuiabá, Varzea Grand, and Nossa Senhora

along with their sub-units) and two settlements across the administrative units (expressed

as points with different colors and sizes depending on their population size in 2000). In

2000, the Cuiabá urbanized area (filled with yellow and surrounded in red) has 684,570

persons. In addition, the Cuiabá settlement (expressed as the red point) has a population of

210,758 and the total population of the three administrative units is 701,226.

In the United Nations records, a population count as reported by national authorities is

available for the urban agglomeration of Cuiabá in 2000 (recall Figure 3.2), in which at

the time there resided some 687,835 persons according to these authorities. Unfortunately,

as has often been the case, the national authorities did not describe the boundaries of this

agglomeration in sufficient detail for it to be mapped. The GRUMP program addresses

this deficiency by providing an explicitly spatial view of the extent of the Cuiabá urban

agglomeration.

It is worth noting the importance of the combination. Since the UN city population

data are georeferenced through the link with the GRUMP data, it can systematically

incorporate other city-level information if such data are available in the form of geospatial

data. Geospatial analysis makes that possible. This is where we need geospatial data and

analysis. In Chapter 4, we will see how the availability of such geospatial data and analysis

will shed light on patterns of urbanization.

3.2 Basic modeling of city growth

To analyze and forecast growth of cities such as Cuiabá, we first translate each city’s series

of population counts into a series of growth rates—this can be done for cities with three

or more population records—and then link to these growth rates information on more

aggregated levels of urban total fertility and child mortality rates.
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Figure 3.3: Administrative units and urban settlements around Cuiabá urbanized area in
Brazil with population for each entity. Combined UN-GRUMP cities data.
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The urban demographic rates that we will employ are mainly derived from two of the

three major international survey programs of the past thirty-five years, the World Fertility

Surveys of the late 1970s and early 1980s and the Demographic and Health Surveys

program, which began in the mid-1980s and continues to the present. The World Fertility

Surveys (WFS) program contributes 38 surveys for which urban (and rural) rates can be

estimated at the level of sub-national regions; the Demographic and Health Surveys (DHS)

provide an additional 164 surveys covering some 71 countries. (We are in the process of

preparing data from the third of these large demographic programs, the Multiple Indicator

Cluster Surveys, which has been in operation from the late 1990s.) The surveys from

which the urban demographic rates are calculated supply (in general) reliable estimates for

the sub-national regions in which a city is situated, but as mentioned they cannot provide

meaningful estimates at the individual city level. Nevertheless, as will be seen, urban

demographic rates estimated on a more aggregated basis prove to be powerful influences

on city-level growth rates.

Formation of a city and its growth are main topics in urban economics. The economic

theory of city growth provides several mechanisms of both city formation and growth

through the tradeoff between agglomeration economies (i.e. economics of scale) and

diseconomies (i.e. congestion costs)(Henderson, 1974, 2005). The growth of a city is

affected by geography and human capital both of which are key elements determining

the size of agglomeration economies through productivity growth and standards of living

(Glaeser et al., 1992; Glaeser and Shapiro, 2001; Beeson et al., 2001; Black and Henderson,

2003; Henderson, 2005; Shapiro, 2006; da Mata et al., 2007: Among others). A city with

high productivity and/or standards of living will attract firms and consumers, which leads

to flows of migration into the city.
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Figure 3.4: Distributions of city population records and city growth rates, All cities in
developing countries, 1950 - 2007

3.2.1 City population growth rates

For each city in the UN cities database, I have converted the available population data into

measures of city growth rates gi,t0 , with growth over the period t0 to t1 defined in contin-

uous terms and estimated as gi,t0 = (lnPi,t1 − lnPi,t0)/(t1− t0). Figure 3.4(a) depicts the

distribution of city population counts used to calculate the growth rates. Of the population

counts recorded in the UN cities database, about 40 percent are one between 100,000 and

500,000. There are also population counts below 5,000.2 Figure 3.4(b) shows the city

growth rates for all cities and time periods from 1950. The median growth rate recorded is

3.24 percent and the mean is 3.86 percent. By region, Africa has the highest median growth

(3.88 percent), followed by Latin American (3.24 percent) and Asia (3.06 percent). As the

figure shows, there are instances of city population decline evident in these data as well as

cases of rapid growth at rates of 10 percent and above.

2The UN monitors all cities of 100,000 population and above; when a given city crosses this threshold,
the Population Division endeavors to reconstruct its history.
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3.2.2 Model specification

A simple fertility-based panel data regression model of city growth 3 is set out as equation

(3.1),

gi,t = α +βTFRt +δqt +D′i,tγ + vi,t . (3.1)

In this equation the i subscript denotes the i-th city and t is a point in time; gi,t is the

estimated city population growth rate at that time; and the fertility and mortality components

of growth are represented by the urban total fertility rate TFRt and qt , the urban child

mortality rate. The vector Di,t is a set of dummy variables indicating the start-of-period

and end-of-period units in which the city’s population is recorded. In the Cuiabá example

shown in Figure 3.2, these dummy variables would take into account the fact that in the

early 1970s, one era of growth began with the population recorded in terms of the city

proper but ended with a count expressed in unknown units.

Of course, growth models including observed city-specific explanatory variables will

generally be preferred to those without such variables, provided that city-specific observ-

ables are either fixed over time or can be forecast with reasonable confidence. To show how

our approach generalizes to include observed city-specific explanatory variables, we will

develop in the next chapter an expanded model of city growth in which city i’s population

size exerts an influence on its growth rate.

In what follows, we explore two specifications of vi,t , the regression disturbance term.

The first is a random effects specification in which the disturbance term is represented as a

composite vi,t = ui + εi,t , containing one component, ui, that is specific to city i and whose

value can be estimated as ûi. In this approach, ui is assumed to be uncorrelated with the

other right-hand side explanatory variables (e.g., TFRt and qt). Our second specification

3Three components of urban growth are natural increase, net migration, and reclassification (i.e. spatial
expansion). The city growth modeling is based on the United Nations (1980) and Chen et al. (1998)’s finding
that, in developing countries, about 60 percent of the urban growth rate is attributed to natural growth, the
difference between urban birth and death rates. This model is extended in the next chapter.
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is a fixed effect specification in which the disturbance term also takes the composite form

vi,t = ui + εi,t , but in which ui is allowed to be correlated with other right-hand side

variables. As in the random-effects approach, the value of ui can be estimated (using

techniques similar though not necessarily identical to those applied in the random-effects

method). This specification will prove useful when city-specific endogenous explanatory

variables are introduced in the model.

To estimate the models, we consider both classical and Bayesian methods. For classical

generalized-least-squares (GLS) estimation, there are well-established counterparts in

Bayesian approach and, for both random-effects and fixed-effects models, its posterior

distribution can be simulated with Gibbs sampling algorithm (Geman and Geman, 1984;

Gelfand and Smith, 1990: among others.). The Gibbs sampler simulates the posterior

distribution of parameters indirectly by breaking the parameters into blocks, deriving the

distribution of each block conditional on the other parameters and data, and successively

drawing samples from the conditional posterior distributions (see Appendix 3.B for the

details). The reason for the blocking is that the posterior distribution itself is difficult to

simulate.

3.3 City growth forecasts

Forecasts with national vital rates

As covariates, we first use national-level estimates and forecasts of total fertility rates and

child mortality rates. The UN maintains a large program in which it forecasts fertility and

mortality rates at the national level, to date these forecasts of demographic rates have not

figured explicitly into the UN’s companion projections of city size and growth (United

Nations, 2008a).

Table 3.1 presents the basic regression models, with classical and Bayesian ordinary

least squares estimates shown in the first two columns, followed by the fixed-effects and
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random-effects models. In the Table, Bayesian point estimates are posterior means which

are obtained by averaging their resulting samples from the Gibbs Sampler. Figure 4.2

shows posterior distribution of some coefficients for random-effects model along with its

corresponding classical estimate.

As can be seen in Table 3.1, the coefficients on the total fertility rate is highly significant,

with an increase of 1 child in the TFR implying increases in city growth rates ranging from

0.700 to 0.857 percentage points, depending on the model. The child mortality rate (the

variable is coded in terms of deaths per 1000 children) has a smaller effect on city growth,

but the coefficient attains statistical significance. The results of the fixed-effect specification

are especially striking, given that such models include a great number (i.e. the number of

cities, about 2,500) of city-specific dummy variables (whose effects are expressed in the ûi)

and yet exhibit large and statistically significant TFR coefficients. Indeed, the fixed-effects

estimate of the total fertility rate coefficient is by far the largest in this set of estimates.

The Bayesian point estimates have almost same results as their classical counterparts for

all the three models. Figure 4.2 confirms the fact. The figures show posterior distributions

of some coefficients for random-effects models along with classical estimates (vertical red

line). The classcial estimates lie in the highest probable region of the posterior distributions

of these Bayesian counterparts. Also, the figures show the 95 per cent highest posterior

density (hpd) intervals, intervals between numbers in red. For instance, the 95 per cent hpd

interval for the TFR coefficient is (0.681, 0.800).

Table 3.2 shows coefficients of a set of dummy variables indicating the start-of-period

and end-of-period units in which the city’s population is recorded where the baseline

category is urban agglomeration at start and end of spell. 5,575 cases of growth rates are

calculated from population defined as city proper at start and end of spell, which makes

up the highest proportion. Growth rates based on the proper-proper definition is higher

than those based on the baseline category by roughly 0.3 percent, which is of statistical

significance. The coefficient of the proper-agglomeration dummy variable is 1.573 and
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Table 3.2: Growth rates and changes in definition, Relative
to the baseline category with city defined in terms of urban
agglomeration at start and end of spell, Classical random-effects
Models.

City Definitions Cases Classical (Z-stat)

Unknown-Unknown 2,565 0.819 (6.68)
Unknown-Proper 723 1.090 (7.03)
Unknown-Agglomeration 140 0.361 (1.28)
Unknown-Metro. Region 83 -0.360 (-1.00)
Proper-Unknown 242 1.432 (6.35)
Proper-Proper 5,575 0.293 (2.66)
Proper-Agglomeration 125 1.573 (5.34)
Agglomeration-Unknown 40 -0.974 (-1.93)
Agglomeration-Proper 43 -0.289 (-0.59)
Agglomeration-Metro. Region 16 1.223 (1.55)
Metro. Region-Metro. Region 115 0.130 (0.38)
Others-Others 22 3.482 (4.84)

significant.

In the analysis below, we forecast city population growth based on random-effects

model which also come in classical and Bayesian varieties. We will take the United Nations

point forecasts of national total fertility rates and child mortality rates as given.4 Given

data to period t, the Bayesian forecasts of city growth rates are obtained by simulating the

following (conditional) distribution of future growth rate gi,t+s in period t + s, 5

gi,t+s ∼ N(α +βT FRt+s +δqt+s + ûi,σ
2
ε )

with the Gibbs samples of a set of parameters α , β , δ and σ2
ε successively and then by

averaging of the realized values of gi,t+s. The estimate ûi is the Bayesian point estimate

4This assumption can be relaxed to allow for forecast errors in future fertility and mortality.
5We forecast city growth rates with the urban agglomeration unit. Note that the agglomeration unit is the

baseline category in our model. If city i’s last population count is not measured in the agglomeration unit, we
adjust it with coefficient of its corresponding dummy variable to forecast with the agglomeration unit at its
first forecast period.
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obtained by averaging its samples. With the resulting samples of future city growth rate,

the Bayesian forecasts emerge naturally in probabilistic terms. Classical point forecast of

city growth rate for city i in period t + s is

g̃i,t+s = α̂ + β̂T FRt+s + δ̂qt+s + ṽi,t+s

in which the symbol ‘˜’ denotes a forecast value and the symbol ‘ˆ’ denotes an estimated

quantity based on data up to period t. Forecast error variance also can be derived. The

Goldberger (1962)’s best linear unbiased predictor is used here.

Figure 3.6 shows classical and Bayesian forecasts of city growth rates with the random-

effects models of table 3.1 along with the UN’s forecasts of national-level total fertility

rates, which extend to 2045-50. The median city growth forecasts are shown in the figure

along with the 25th and 75th city growth rates for all cities and by region. Also, the median

national total fertility rates are shown in the figure. Our classical and Bayesian city growth

forecasts suggest the gradual decline in city growth rates, as national fertility rates to decline

over time, especially in Africa. The classical forecasts show almost same patterns as the

Bayesian forecasts.

In our models, the forecasted decline in city growth is wholly attributable to declines in

future fertility and mortality (the mortality effect by itself would imply rising rates of city

growth as child death rates fall, but in our models these mortality effects are overwhelmed

by the effects of falling fertility). Linking the United Nation’s the two large programs

of population projections, we have uncovered strong evidence supporting the use of total

fertility rates in econometric models of city growth and in the forecasts based on these

models. Our city growth forecasts are consistent with, and indeed largely based upon, the

UN forecasts of fertility and mortality rate declines at the national level. In the next session,

we reconfirm our results with the preferable sub-national urban total fertility rates and child

mortality rates as covariates instead of the national rates.
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Figure 3.6: Classical and Bayesian forecasts of city growth rates (in terms of urban
agglomeration) with random-effects models in Table 3.1, along with the UN’s forecasts of
national total fertility rates. 2000–2045. Median growth rates are shown along with 25th
and 75th percentiles (left axis) and median national total fertility rates are shown (right
axis).
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Forecasts with urban vital rates

The demographic materials in this analysis are drawn from over 200 surveys fielded in

developing countries from the mid-1970s to the present. The World Fertility Surveys (WFS)

program contributes 38 surveys for which urban (and rural) rates can be estimated at the

level of sub-national regions; the Demographic and Health Surveys (DHS) provide an

additional 164 surveys covering some 71 countries; and the second and third rounds of the

Multiple Indicator Cluster Surveys (MICS) are expected to add as many as fifty surveys to

the total by the end of 2010. Still, not every developing country is represented in this body

of surveys, and we will be filling in the record with estimates from other sources. Also,

reliable forecasts of urban fertility rates and child mortality rates are not available.

Confronted with this situation, I test our city growth rate models with both the observed

urban rates and our estimated and forecasted urban rates. To do this, we first linked the

observed urban total fertility rates and child mortality rates with its national counterparts,

separately, and test association between urban rates and national rates with simple regression

analysis. In this paper, the WFS data on Urban TFRs are taken from Ashurst et al. (1984)

and the DHS data on Urban TFRs and Q5 are taken from DHS website 6. The resulting

6Source: Macro International Inc, 2008. MEASURE DHS STATcompiler. http://www.measuredhs.
com,July28th,2008
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three models are as follows7:

Model 1 : Urban TFR = 0.311+0.702∗National TFR (3.2)

Urban Q5 = 12.04+0.705∗National Q5

Model 2 : Urban TFR = 1.228+0.681∗National TFR−0.018∗Time (3.3)

Urban Q5 = 32.111+0.706∗National Q5−0.425∗Time

Model 3 :

Urban TFR =−1.389+1.198∗National TFR+0.039∗Time−0.011∗ (National TFR*Time)

(3.4)

Urban Q5 =−18.586+1.162∗National Q5+0.646∗Time−0.009∗ (National Q5*Time)

Using the three models above, I estimated and forecasted urban rate trajectories from

1950 to 2045 for all cities in UN database. As will be shown, the projected urban total

fertility rates and child mortality rates are different depending on the model and I will

see how city growth rates forecasted with my city growth models respond to the different

trajectories of future urban TFRs.

Table 3.3 presents classical estimates of my random-effects and fixed-effects city growth

models with the observed urban total fertility rates and child mortality rates in the first two

columns, followed by those with estimated urban total fertility rates and child mortality

rates derived with the above models. As can be seen, I lost many observations with the

observed urban rates but the significance of TFR coefficients in never lost. The TFR

coefficients are highly significant regardless of the different estimates of urban TFR. The

results in the table show that when urban total fertility rates increase by one child, this is

associated with an increase in city growth rates ranging from 0.875 to 1.611 percentage

points. It reconfirms strong association between city growth rates and total fertility rates

7All of the regressions gain statistical significance. The number of observations is 204 for Urban TFR
models and 106 for Urban Q5 models. 1950 is set as 1 in the Time variable
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and the association is robust regardless of whether I use the observed urban rates or the

three different estimated urban rates.

The estimates are then extrapolated to forecast city growth using the classical forecast

method described above. In Figure 3.7, I compare forecasted city growth rates with random-

effects models in Table 3.3 for three different projected urban rates. It clearly shows that

how city growth forecasts response to the different trajectories of future urban fertility rates.

As can be seen, model 1 for the urban TFR, equation (3.2), exhibits a moderate decline

of the future urban TFR and model 2, equation (3.3), exhibits a more steep decline in the

urban TFR. The decline in city growth rates is steeper with model 1 than with model 2.

Unlike the other models, model 3, equation (3.4), exhibits an increase in the urban TFR and

the forecasted city growth rates increase with it. These results reconfirm the fact that, in our

simple growth model, the forecasted city growth is wholly attributable to future fertility.

The strong association between city growth and the total fertility rate uncovered in this

chapter has good policy implications for city-growth which is almost universally ignored.

Many developing-country policy-makers have expressed greater concern about rates of

city growth in their countries than about national population growth, and they have not

infrequently acted on such concerns with aggressive tactics aimed to expel slum residents

and repel rural-to-urban migrants.

It is therefore surprising how little attention has been paid to a growth-rate policy

of a very different character: urban voluntary family-planning programs. Over the past

half-century, such programs have compiled an impressive record across the developing

world in facilitating fertility declines and reducing unwanted fertility. Such family-planning

programs offer an effective and humane alternative to ineffective and brutalizing measures

that have been applied all too often.
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Figure 3.7: Classical forecasts of city growth (in terms of urban agglomeration) based
on random-effects models in Table 3.3 with projected urban total fertility rates and child
mortality rates. 2005–2045.
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3.A Linking the UN data with the GRUMP data
This appendix explains how the United Nations cities database is linked to GRUMP
georeferenced data. The UN cities database contains the populations of nearly 5,400 cities
around the world and the GRUMP settlements data contain nearly 67,000 settlements. The
matching of UN and GRUMP records in the two enormous datasets must be carried out
mainly on the basis of the city names that are available in both databases. Whereas the
GRUMP database was constructed on an explicitly geographic basis, with close attention
given to finely disaggregated administrative unit populations and boundaries, the UN cities
database has not been organized geographically at a comparable level of detail. In the
UN cities database, for example, about half of Africa cities (468 out of 933 cities) have
no information on administrative unit names. In addition, despite on-going international
efforts for standardization of geographic names, there are substantial differences in spelling
of city and administrative unit names between the two databases.

Our approach is based on a combination of exact string matching and (where this
fails, as it often does) alternative approximate string matching approaches using what is
termed “fuzzy logic”. The exact string matching is based on city name, administrative
name and country. The inclusion of administrative unit and country is necessary to prevent
mismatches of different places with same city name (Homonym). In addition, city and
administrative names are expressed without special accents, codes, and spaces to put them
in a common format to the extent possible before matching is carried out. Both UN and
GRUMP datasets have some alternative city and administrative names and thus matching
can be carried out successively using all combinations of the UN and GRUMP city and
administrative names.

For the cases which are not matched in the exact-match algorithms, manual matching
is basically the next step to perform second attempt at matching. Although there is no
way such that this second attempt at matching can be fully programmable, there are many
algorithms and programs of approximate string matching which can be used to make the
manual matching as easy as possible, among others, Navarro (2001); Schnell et al. (2004).
I use the Lavenshtein edit distance which is defined as the minimum number of insertions,
deletions, or substitutions of a single character which are needed to transform one string
into the other. The steps for the matching as follows: for each of the UN unmatched cities,
(1) successively calculate the Lavenshtein distance of GRUMP cities of the country in
which the UN city is located, (2) link the UN city to the GRUMP cities and order the
GRUMP cities by its Lavenshtein distance rank and (3) manually check whether each link
is correct with available information including population on the UN and GRUMP cities.
The matching was programmed with Fortran 95 and Stata.

49



3.B Implementing the Bayesian models
In this chapter, data analysis and classical econometric analysis are done with a commercial
statistical software Stata. Stata has good capacities for data handling and classical panel
data analysis. However, it does not provide Bayesian analysis. Though Stata supports
programming, I have explored other programming language for Bayesian implementations.
This was not an easy task.

The basic Bayesian models had been programmed and implemented with computer pro-
gramming languages R, Matlab, WinBUGS but I finally settled with Fortran 95. Bayesian
MCMC methods are computationally intensive especially in implementing complex models
with large-scale data. In the sense, R and Matlab were not appropriate to use even for
these simple Bayesian models due to the computational burden unless it uses parallel
programming capacity with multi-processors.

WinBUGS, designed solely for Bayesian analysis, has its unique syntax of programming
which is easy to learn and use. In addition, the computation speed is as fast as Fortran 95.
However, as explicitly specified in its manual, the downside of WinBUGS is that it has some
restrictions in modeling. Unfortunately, due to the restriction, WinBUGS programming of
these models for unbalanced panel data is not possible (See the WinBUGS manual http:
//www.mrc-bsu.cam.ac.uk/bugs/winbugs/manual14.pdf). For readers interested in
R, see http://mcmcpack.wustl.edu/index.html which is about a recently-developed
R package for MCMC methods.

In what follows, I derive the Gibbs samplers of the Bayesian models using parameters
familiar with classical statistical methods (i.e. Variance instead of precision. Some Bayesian
books use precision instead of variance). Based on the derivations, Fortran 95 programs
were written and used for the analysis.

Consider a vector gi that has ni entries, which constitute city i’s full record of population
growth rates. There are N such cities and therefore ∑

N
i=1 ni records in total. For the i-th city,

the growth model of equation (3.1) is expressed here in the simplified form

gi = Xiθ + ιniui + ε i,

in which the matrix Xi, whose dimensions are ni× k, contains all of the covariates and θ

denotes the corresponding parameters. The specification includes ιni , a vector of ni ones,
which inserts the city-specific effect ui into the growth rate specification for each time
period covered in city i’s time-series.

Random-effects models
In the Bayesian approach, statistical inference is based on the posterior distribution of the
parameters, which we denote by p(parameters|data), this being proportional to the prior
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distribution π(·) assumed for the parameters multiplied by l(·), the likelihood function.
The unobservable effects ui in the model are treated as if they were N additional parameters
to be estimated.

The Bayesian approach to random-effects models employs a prior distribution for ui
that is expressed in a hierarchical form, whereas in the fixed-effects case the prior is not
hierarchically structured (Chib, 1996). For the random-effects model, the prior is usually
specified in terms of the normal distribution, with ui ∼ N (0,σ2

u ) for each i, and the
σ2

u parameter of this distribution is itself assumed to be taken from an inverted gamma
distribution iG(h0/2, p0/2) in which h0 and p0 are the hyperparameters whose values are
established by the researcher.8 For θ and σ2

ε (the variance of εi,t), we use independent
priors, that is, θ ∼N (θ 0,M−1

0 ) and σ2
ε ∼ iG(v0/2,s0/2), with θ 0, M0, v0, and s0 being

the hyperparameters. The posterior distribution of the Bayesian random-effects model is
represented in the general form

p(θ ,σ2
u ,u,σ

2
ε |g,X) ∝ l(g|X,θ ,σ2

u ,u,σ
2
ε ) ·π(θ ,σ2

u ,u,σ
2
ε ),

in which the vector g (of dimension ∑i ni) and the X matrix (∑i ni× k) contain the data,
and u is a vector of the unobservable city-specific effects. The posterior can be simulated
by using the Gibbs sampling algorithm (Geman and Geman, 1984; Gelfand and Smith,
1990). The Gibbs sampler simulates the posterior distribution of parameters indirectly by
separating the parameters into blocks, deriving the distribution of each block conditional
on the other parameters and data, and successively drawing samples from the conditional
posterior distributions.

Using the block θ , σ2
u , u, and σ2

ε , Gibbs samples of the Bayesian random-effects model
are drawn in the following way. Define M1 = M0 +σ−2

ε X′X and let the ∑i ni×1 vector
g∗ = (g∗′1 , . . . ,g

∗′
N )
′
with g∗i = gi− ιniui. We draw θ from

θ ∼N

(
M−1

1

(
M0θ 0 +σ

−2
ε X

′
g∗
)
,M−1

1

)
,

and draw σ2
u from

σ
2
u ∼ iG

(
N +h0

2
,
u′u+ p0

2

)
.

8The inverted gamma distribution of z, denoted by z∼ iG(α,β ), is

p(z;α,β ) =
1

Γ(α)β−α
z−α−1e−

β

z ,

with 0 < z < ∞,and α > 0,β > 0.
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Finally, we draw ui from

ui ∼N

(
σ2

u ∑i (gi−Xiθ)

σ2
ε +niσ2

u
,

σ2
u σ2

ε

σ2
ε +niσ2

u

)
and draw σ2

ε from

σ
2
ε ∼ iG

(
∑i ni + v0

2
,
(g∗−Xθ)

′
(g∗−Xθ)+ s0

2

)
.

Fixed-effects models
Consider the fixed-effects model of city growth, which for the i-th city is

gi = Ziδ + ιniui + ε i,

in which Zi contains only the covariates that vary with time, with δ denoting their param-
eters. The individual effects ui can be viewed as city-specific intercepts, whose values
summarize all of the time-constant attributes of the city that affect its growth rates. For the
prior distribution of the ui, we assume that ui ∼N (u0,i,σ

2
u0,i

), in which both u0,i and σ2
u0,i

are hyperparameters. Note that in contrast to the random-effects model, here the variances
of the ui are not hierarchically structured, implying that in theory, all the individual effects
are realizations taken from separate and distinct distributions. The posterior distribution of
the Bayesian fixed-effect model is written as

p(δ ,u,σ2
ε |g,Z) ∝ l(g|Z,δ ,u,σ2

ε ) ·π(δ ,u,σ2
ε )

Assume as before that δ ∼N (δ 0,M−1
0 ) and σ2

ε ∼ iG(v0/2,s0/2). The Gibbs sampler can
be used to draw samples from the distribution above using a blocking scheme. Using the
three blocks δ , u, and σ2

ε , the Gibbs samples of the Bayesian fixed-effects model are drawn
as follows. Again let M1 = M0 +σ−2

ε Z′Z and g∗ = (g∗′1 , . . . ,g
∗′
N )
′
with g∗i = gi− ιniui. We

draw δ from

δ ∼N

(
M−1

1

(
M0δ 0 +σ

−2
ε Z

′
g∗
)
,M−1

1

)
.

We draw ui from

ui ∼N

(
σ2

ε u0,i +σ2
u0,i ∑i (gi−Ziθ)

σ2
ε +niσ2

u0,i

,
σ2

u0,i
σ2

ε

σ2
ε +niσ2

u0,i

)
.
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Finally, draw σ2
ε from

σ
2
ε ∼ iG

(
∑i ni + v0

2
,
(g∗−Zδ )

′
(g∗−Zδ )+ s0

2

)
.

I have used FORTRAN 95 programs to estimate these Bayesian models. In our analysis,

we specify vague priors for the hyperparameters; that is, θ 0 = 0, M0 = 1−5I, h0 = 0, p0 = 0,

v0 = 0, and s0 = 0 for the random-effect model and δ 0 = 0, M0 = 1−5I, v0 = 0, and s0 = 0,

u0,i = 0, σ2
u0,i

= 105 for all i in the fixed-effects model.
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Chapter 4

Spatial Econometric Models

This chapter analyzes how current urban populations are distributed by ecological envi-

ronments and how the patterns evolve over time. To assess the risks that global climate

change presents for the city and town dwellers of poor countries, it is vitally important to

know who lives where—that is, to know enough about the locations of the people who

will be facing climate change, and the types of settlements in which they live, for the most

vulnerable among them to be identified and given priority.

To do that, for the first time, city population data are situated in three ecological zones:

the low-elevation coastal zone; drylands ecosystems; and inland water systems. This is

made possible with (1) recent developments of geospatial data handling and analysis and (2)

newly-assembled, comprehensive cities database by integrating demographic and ecological

data which come from various sources in various forms. The data sources used in this study

are summarized in Appendix 4.B.

To estimate city growth rates, I use spatial econometric models to test the hypothesis

that population growth of a city is affected by not only the city’s characteristics but by also

those of its neighboring cities.
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4.1 Urban populations by ecological zones

This section analyzes the distribution of current urban populations by ecological zones.

Before we present and discuss the results, a brief discussion is needed of the ecozone

variables used in this analysis. We situate each city in relation to three such zones: the

low-elevation coastal zone; drylands ecosystems; and inland water systems. Note that

these zones are not mutually exclusive; for instance, a given city can be located in both the

low-elevation coastal zone and a drylands zone.

4.1.1 Ecological zones

Drylands According to the Middleton et al. (1997), the drylands ecosystems consist of

dry subhumid zone, semi-arid zone, arid zone, and hyper-arid zone, which is measured by

the degree of aridity and is based on annual precipitation and temperature (See Appendix

4.B for the details). Figure 4.1 shows the drylands ecosystems (by its sub-aridity zones)

along with the GRUMP’s national boundaries. As will be shown soon, we can see how

many urban dwellers in developing countries are exposed in the drylands environment with

water shortages and how city growth depends on the degree of aridity.

Water stress in drylands ecosystems has important implications that reach beyond

access to drinking water as such. Especially in sub-Saharan Africa, a number of cities have

become dependent on hydro-power for much of their electricity (Showers, 2002; Muller,

2007). As Showers (2002: 639) describes it, hydroelectric power is “a major source of

electricity for 26 countries from the Sahel to southern Africa, and a secondary source for a

further 13. . . . Hydroelectric dams are, however, vulnerable to drought when river flows

are reduced. Cities and towns in countries from a wide range of climates were affected by

drought induced power shortages in the 1980s and 1990s.” Furthermore, “In several nations

urban areas receive electricity from hydropower dams beyond their national boundaries

. . . National drought emergencies, therefore, can have regional urban repercussions.
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Drylands by its sub-Aridity zones

0 10 20 30 405
Decimal Degrees

Aridity zones
Dry subhumid
Semiarid
Arid
Hyper-arid

Figure 4.1: Visualization of drylands geospatial data along with national boundaries
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Lomé and Cotonou suffered when interior Ghana’s drought reduced power generation at

the Akosombo Dam.” (Showers, 2002: 643).

Safriel et al. (2005: 650) discuss other likely impacts of climate change in drylands

ecosystems, including reductions in water quality and a higher frequency of dry spells that

may drive farmers to make greater use of irrigation, with implications especially for coastal

drylands: “Since sea level rise induced by global warming will affect coastal drylands

through salt-water intrusion into coastal groundwater, the reduced water quality in already

overpumped aquifers will further impair primary production of irrigated croplands.” The

productivity consequences may have the effect of increasing the costs of production in

agriculture, which may in turn cause agricultural prices to rise, reduce employment and

earnings, and possibly encourage both circular and longer-term migration to urban areas

(Muller, 2007; Adamo and de Sherbinin, 2008).

Low-elevation coastal zone McGranahan, Balk, and Anderson (2007) defines the LECZ

(low elevation coastal zone) as land area contiguous with the coastline up to a 10-metre

rise elevation, based on the measure from the Shuttle Radar Topography Mission (SRTM)

elevation data set. In some places, mostly the mouths of major rivers such as the Amazon

in Brazil and the Yenisey river in Russia, the LECZ extends well beyond 100 kilometres

inland, although for most of its extent, the zone is much less than 100 kilometres in width.

According to current forecasts, sea levels will gradually but inexorably rise over the

coming decades, and this will place large coastal urban populations under threat around the

globe. Richard B. Alley et al. (2007) foresee increases of 0.2 to 0.6 meters in sea level by

2100, a development that will be accompanied by more intense typhoons and hurricanes,

storm surges, and periods of exceptionally high precipitation. Many of Asia’s largest cities

are located in coastal areas that have long been cyclone-prone. Mumbai saw massive floods

in 2005, as did Karachi in 2007 (Kovats and Akhtar, 2008; Bank, June 2008). Storm surges

and flooding also present a threat in coastal African cities (e.g., Port Harcourt, Nigeria, and
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Mombasa, Kenya; see Douglas et al. (2008) and Awuor et al. (2008)) and in Latin America

(e.g., Caracas, Venezuela, and Florianópolis, Brazil; see Hardoy and Pandiella (2009)).

Inland water The inland water classification used in our study comes from the level 3

data of the Global Lakes and Wetlands Database, which was assembled from various spatial

data sources and geo-processing by Lehner and Döll (2004). A succinct summary is given

in http://www.worldwildlife.org/science/data/WWFBinaryitem8606.pdf. The

inland water zone includes lakes (including both natural lakes and manmade reservoirs),

rivers, and several types of wetlands. As will be shown soon, more than half of the cities in

our analysis are situated in any type of the inland water zone. Furthermore, the cities in the

inland water zone are more likely to grow faster than other cities.

The ecozone data in the form of geospatial raster format are integrated to the combined

UN-GRUMP cities data to generate the ecozone variables below used in the analysis below

through geoprocessing. For the geoprocessing, Python scripts are used with ArcGIS’s

python geogrocessing module to automate the work. The zonal statistics method, one of

main methods used in the analysis, is used to identify whether a city is located in one of the

econzones. The scripts are available up on request.

4.1.2 Analysis

Table 4.1 shows the distribution of urban population by city-size ranges in Asia, and Table

4.2 re-expresses these data by showing the percentage of all Asian urban dwellers in a given

city-size range who live in these zones. Tables 4.3 and 4.4 present the figures for Africa

and South America. These tables show that drylands are home to about half of Africa’s

urban residents irrespective of city size, and even greater percentages-ranging from 54 to

67 percent—in the important case of India. In South America and China, however, much

lower percentages of all urban dwellers live in drylands. For all of the regions considered

here, significant numbers and percentages of urban residents live in the LECZ, although
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the figures are lower than the drylands figures. Among all urbanites residing in cities of 1

million or more, the percentages in the LECZ range from 9.7 percent in South America

to 26.6 percent in China. It is worth noting that China and India are not exceptions: the

pattern found in Asian cities apart from China and India is similar to these large countries.

Dryland cities have smaller fractions of their population, as compare to their land area,

whereas LECZ cities contain more persons relative to land.

We have shown elsewhere that the average urban population density (total population

divided by the total land area for each city) in LECZ cities is greater than in dryland or all

other cities; and this is especially apparent for cities above 1 million in size. However, even

a city with much of its land area and population in the LECZ, need not have all of its area

and population in the zone. Thanks to the unprecedented spatial detail of our dataset, we

can examine city population density in more depth than has previously been possible for a

large subset of the data (where the spatial resolution is high).

Considering cities with any land area within the LECZ, we refine our estimates of

population density by calculating the density in the LECZ portion of the city and compare

that with the density in the non-LECZ portion. We further compare these estimates with the

population density of cities that have no land area whatsoever in the LECZ. This analysis

can only be done on a subset of the data in which the spatial resolution (in terms of the

number and geographic size of the city administrative units) is high enough to provide

within-city variation: we include urban areas comprised of more than one administrative

unit (or parts thereof).

The top panel of Table 4.5 displays the results for Africa, (all of) Asia, and South

America. In Africa and Asia, we find that LECZ cities, and the portions of such cities

actually in the LECZ, exhibit substantially higher population densities. The densities found

in the LECZ portion of cities is 43 percent and 20 percent, respectively, above the densities

found in the non-LECZ portions of the cities. In South America, cities located (wholly or

in part) in the LECZ are denser but there is not much difference in density evident between
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the LECZ and non-LECZ portions of these cities. It might be thought that the increased

population density in the LECZ is simply a reflection of the presence of large cities in this

zone. The bottom panel of Table 4.5 provides evidence to the contrary. For cities above

and below 1 million persons, we find equally strong evidence, particularly in Africa where

the ratio in mean densities within and beyond the LECZ in LECZ-cities is comparable in

large and small cities alike. Only in South American large cities do we find densities that

are alike irrespective of whether the land area is within the LECZ or is beyond it. In Asia,

we also find that for smaller and medium-sized cities that are entirely outside of the LECZ

have densities that are lower than those found in the LECZ land portion of LECZ cities, but

higher than the non LECZ-land portion of LECZ cities.

In summary, we have found evidence suggesting that LECZ cities tend to be more

densely populated, even within the LECZ portion of cities that are only partly contained

within the zone. Dense population, especially in coastal areas, has some important im-

plications for climate change adaptation and mitigation but greater density is not always

desirable Dodman (2008). Denser cities may (depending on many factors, including the

quality of urban governance and management) economize on the use of scarce resources,

including those of the ecozones within and nearby the city, and may produce less by way of

climate-damaging emissions; but denser cities also present governments with health and

management challenges, especially in large cities that lack adequate infrastructure.

4.2 Extended modeling of city growth

We have seen how urban settlements are currently distributed according to ecological

zone—but will these patterns be substantially reshaped as cities and towns continue to

grow? To generate forecasts of city population growth, we now turn to the city time-series

supplied by the United Nations. Table 4.6 shows the number of UN-recorded cities in

each of the ecozones we consider. (The inland water zone is included here along with the
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Table 4.6: Number of cities in inland water, LECZ, and dryland ecozones. Dryland consists
of dry subhumid, semiarid, and arid; the last category includes hyper-arid.

Region Inland Water LECZ Dry Subhumid Semi-arid Arid N

Africa 325 165 143 95 68 720
Latin America 257 163 88 56 27 466
Asia 808 406 265 279 120 1,233
Total 1,390 734 496 430 215 2,421

low-elevation coastal zone and drylands.) Table 4.7 displays the combinations of LECZ

and drylands ecozones that are found in our data.

Table 4.7: Number and percentage of cities by LECZ and aridity.

All Regions Africa Latin America Asia

N % N % N % N %

LECZ
Humid 463 19.12 81 11.25 83 17.74 299 24.25
Dry sub-humid 162 6.69 45 6.25 55 11.75 62 5.03
Semi-arid 49 2.02 16 2.22 14 2.99 19 1.54
Arid 60 2.48 23 3.19 11 2.35 26 2.11

Non-LECZ
Humid 817 33.75 333 46.25 214 45.73 270 21.90
Dry sub-humid 334 13.80 98 13.61 33 7.05 203 16.46
Semi-arid 381 15.74 79 10.97 42 8.97 260 21.09
Arid 155 6.40 45 6.25 16 3.42 94 7.62

Total 2,421 100 720 100 468 100 1,233 100

4.2.1 Econometric specifications

A panel data regression model of city growth is set out as,

gi,t = β0 +β1TFRi,t +β2Qi,t +D′i,tγ +X′i,tδ + vi,t . (4.1)
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In this equation gi,t is the estimated population growth rate for city i at time t, and the

fertility and mortality components of growth are represented by the urban total fertility rate

TFRi,t and Qi,t , the urban child mortality rate. We include in Xi,t a set of dummy variables

recording city i’s population size, which as we will see, turns out to be an important

influence on the rate of population growth. We also include here the ecosystem indicators,

which we discuss in more detail in the next section. The vector Di,t contains a set of

dummy variables indicating the start-of-period and end-of-period units in which the city’s

population is recorded. In the Cuiabá example of Figure 3.2, these dummy variables

would take into account the fact that in the early 1970s, one era of growth began with

the population recorded in terms of the city proper but ended with a count expressed in

unknown units. In principle, of course, a number of additional city-specific explanatory

variables could be introduced to explain city growth. Variables that are fixed over time

present no particular difficulties. Those that change with time, however, would themselves

need to be forecast in the process of generating city growth forecasts.

A word is in order on two further aspects of the regression specification. First, although

the UN Population Division has a long-standing research program in which it estimates and

forecasts a number of demographic rates at the national level, including total fertility and

child mortality rates, it does not produce separate urban and rural estimates. Although we

have derived estimates of these rates from countries with a World Fertility Survey—see

Ashurst et al. (1984) for urban total fertility rates—or a Demographic and Health Survey 1,

a number of countries have participated in neither of these programs. To estimate urban

fertility and mortality rates for these cases, therefore, we have used descriptive regressions

in which the available urban rates are regressed upon the UN’s national-level estimates of

the rates—published for all countries, with forecasts to 2050—together with time trends

and interactions of time with the UN’s national estimates. The descriptive models are given

1Source: Macro International Inc, 2009. MEASURE DHS STATcompiler. http://www.measuredhs.
com, September 5th, 2009.
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Table 4.8: Descriptive regressions of observed urban rates on the UN’s estimated national
rates. Time variable set to 1 for 1950.

Urban TFR Constant National TFR Time TFR · Time R2

(N=308) 0.035 0.766 0.788
(0.32) (33.68)
-0.027 0.769 0.001 0.788
(-0.15) (32.13) (0.42)
-2.422 1.235 0.055 -0.011 0.805
(-4.90) (13.32) (5.13) (-5.19)

Urban Q5 Constant National Q5 Time Q5 · Time R2

(N=186) 3.828 0.768 0.870
( 1.42) (35.15)
30.808 0.764 -0.550 0.875
(3.05) (35.50) (-2.76)
5.650 0.992 -0.031 -0.004 0.876
(0.27) (5.97) (-0.07) (-1.38)

in Table 4.8. Using the three models shown in the table, we generated predicted values for

urban rates from 1950 to 2045 for all cities in the combined cities database. This procedure

is admittedly something of a stop-gap measure, on which we will rely only while we comb

the literature for credible series of urban demographic rates for countries lacking WFS and

DHS surveys. These imputed urban fertility and child mortality figures generally appear

reasonable, but obviously more research to refine the estimates is in order. We have tested

our city growth rate models with both an observed urban rates sample restricted to cities in

countries with a WFS or DHS survey and compared the results to those obtained by using a

larger sample with estimated urban rates, finding few differences of note.

We also need to address the properties of vi,t , the regression disturbance term. An

error-components specification provides a sensible entry-point for our analysis. In such

specifications, the disturbance term is represented as a composite, vi,t = ui+εi,t , containing
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one component, ui, that is specific to city i and whose value can be estimated as ûi. In

a random-effects error components model, ui is assumed to be independent of (or at a

minimum, uncorrelated with) the other right-hand side explanatory variables. A second

specification is the so-called fixed effect specification in which the disturbance term takes

the same algebraic form vi,t = ui + εi,t , but in which ui is allowed to be correlated with

other right-hand side variables. As in the random-effects approach, the value of ui can

be estimated (using techniques similar to those of the random-effects method). This

specification proves useful when city-specific endogenous explanatory variables (such as

city size) are introduced in the model.

4.2.2 Spatial linkages among cities

Cities do not stand isolated from each other; they are linked through many sorts of networks

involving migration, trade, information exchange, and the like. These interactions may

induce a correlation among the growth rates disturbance of the cities that are linked within

a spatial network. In a spatial econometric model, the regression disturbance term takes the

composite form

vi,t = ρ ∑
j 6=i

wi, jv j,t + εi,t

with εi,t = ui +ηi,t . In this specification, the disturbance vi,t for city i is directly linked,

via ρwi, j, to v j,t , its counterpart for city j. The spatial autocorrelation coefficient ρ and a

pre-specified spatial weight wi, j determines the size and direction of the relationship. The

spatial error specification implies that spatial correlation present in both the city-specific

effects component ui and the remainder error component ηi,t . In this way, the disturbance

term exhibits both spatial and temporal correlation (Kapoor et al., 2007; Baltagi et al.,

2006). Stacking all disturbances first over city i for each time and then (in blocks) over

time t yields

v = ρWnv+ ε (4.2)
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In this equation, Wn is a block diagonal matrix each of whose blocks is the spatial weight

matrix whose diagonal elements are zeroes and whose off-diagonal elements, when mul-

tiplied by ρ , establish the connections between the spatial units i and j insofar as their

disturbance terms are concerned. 2.

Broadly speaking, there are three general types of weight matrices that can be con-

sidered: W can be a symmetric matrix, or the asymmetric result of row-standardizing a

symmetric matrix, or it can be fundamentally asymmetric. The row-standardized specifica-

tion is used so often in spatial econometrics that it has almost become the default. In this

approach, each weight wi, j is scaled by ∑ j wi, j, so that for every i the scaled weights sum

to one. Standardizing the weights in this way often makes good sense. The popularity of

row-standardization has been further enhanced by the numerical properties that it imparts

to the scaled matrix, as will be seen. However, the approach does not apply to all cases of

interest. We obviously cannot row-standardize spatially isolated observations for which

∑ j wi, j = 0, and the conversion of weights to averages is not always the right thing to do.

Unfortunately, the literature rarely develops results for fundamentally asymmetric weight

matrices, mainly because numerical issues arise with such weights that need to be studied

on a case-by-case basis. In addition to these features of the W weight matrix, the nature

of its elements also matters, in that computational short-cuts become available when these

elements take a zero–one, “binary” form.

Our classical estimator of the city growth model with spatial correlation is that devised

by Baltagi et al. (2007), and we have also developed a Bayesian version of that model.

In the Bayesian implementation, the posterior distribution of the parameters is simulated

by the Metropolis-within-Gibbs algorithm (Tierney, 1994) with the following five blocks:

(α,β ,δ ,γ), u, σ2
u , σ2

η , and lastly ρ itself. The posterior distribution of ρ conditional on the

2The block diagonal matrix Wn depends on whether panel data is balanced or not: For balanced panel
data, each block is same Wn = IT ⊗W in which ⊗ denote the kronecker product; For unbalanced panel data,
however, each block can be different, depending on availability of data. That is, Wn = diag(W1,W2, · · · ,WT ).
See Chapter 2 for the details
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other parameter blocks and data is not available in closed form; it must be simulated using

the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970). Although clas-

sical econometric models can be estimated by generalized least squares or the generalized

method of moments without the log-determinant term that enters the likelihood function.

Bayesian models require this term, however, and thus face the numerical difficulties in-

volved in calculating it for models of the size with which we are dealing; see Cliff and Ord

(1981); Pace and LeSage (2004).

We have tested these spatial econometric models with row-standardized spatial weights

based on distance di, j between city centroids. The spatial weights are specified as row-

standardized version of inverse distance, wi, j = d−1
i, j /∑

Nt
j=1(d

−1
i, j ) where Nt is the number of

city observations at time t. This specification implies that the linkage between the growth

rate disturbance terms of cities i and j grows weaker the more distant the two cities are.

Distances are expressed in kilometers.

4.3 Results

4.3.1 Random and fixed-effect city growth results

The results are shown in Table 4.9 for all UN cities, and region-specific results are provided

in Appendix 4.A. The results for ecozone indicate that cities in the inland water zone grow

relatively faster than other cities, the difference amounting to about 0.38 to 0.40 percentage

points in the pooled results. The effect is also significant and of roughly the same size

across regions, as shown in Appendix 4.A. The effects of the low-elevation coastal zone and

drylands are more difficult to interpret owing to the need to consider interaction terms. In

the models with all cities pooled in the analysis, cities in the LECZ but not in the drylands

tend to grow more slowly, with Asia presenting a partial exception. However, as confirmed

by Wald tests (not shown), LECZ cities that are also in the drylands tend to grow faster, a

finding that is especially clear for coastal Asian cities that are situated in semi-arid or even
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drier environments.

Urban fertility rates display very strong positive effects on city growth rates in the

pooled results of Table 4.9, which indicate that a decline of 1 child in the urban TFR

is associated with a drop of 0.87 to 1.00 percentage points in the city growth rate, a

quantitatively important impact. The effects of urban fertility are also highly significant in

the fixed-effect models, where fertility rates have an even larger influence than is evident

in the random-effect models. Urban fertility also emerges as quantitatively important in

the region-specific results (also in Appendix 4.A), where the models for Africa exhibit

random-effect coefficients of about 0.64 for the urban total fertility rate, Latin America’s

coefficient is 0.79, and the coefficient for Asian cities is 0.93, the largest among the regions.

Child mortality rates show the expected negative sign in the pooled results (Table 4.9) and

in Asia (the Appendix 4.A) but are insignificant in Latin America and take a positive sign

in the African results. In the pooled results and also across regions, larger cities tend to

grow more slowly than do cities under 100,000 population (which is the omitted category

in the regression specification), and the effect is important in quantitative terms as well

as being highly significant statistically. Controls for changes in the statistical concept for

which city population is recorded—city proper, agglomeration, etc (including whether the

concept was unknown)—make a statistically significant difference as a group (results not

shown) but the details are complicated.

Table 4.9: Regressions with estimated urban vital rates, all

UN cities (Z-statistics in parentheses).

OLS Random-Effects Fixed-Effects

Start-of-period Urban TFR 0.816 0.873 0.999

(18.92) (19.28) (16.24)

Start-of-period Urban Q5 -0.005 -0.007 -0.016

Continued on next page
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... table 4.9 continued

OLS Random-Effects Fixed-Effects

(-5.59) (-6.99) (-9.92)

Inland water 0.381 0.403

(5.80) (5.20)

LECZ -0.209 -0.264

(-2.33) (-2.47)

Dry subhumid -0.654 -0.651

(-6.40) (-5.44)

Semiarid -0.452 -0.449

(-4.94) (-4.13)

Arid and above -0.382 -0.403

(-2.97) (-2.68)

LECZ * Dry subhumid 0.685 0.683

(4.12) (3.43)

LECZ * Semiarid and above 0.630 0.613

(3.48) (2.84)

100 <= City Size < 500 -0.805 -0.905 -1.573

(-10.73) (-11.51) (-14.37)

500 <= City Size < 1,000 -1.000 -1.311 -3.026

(-7.18) (-8.95) (-14.42)

City Size >= 1,000 -1.270 -1.594 -3.993

(-8.35) (-9.33) (-13.72)

Unknown-Unknown 0.500 0.530 0.672

(4.46) (4.19) (2.61)

Unknown-Proper 0.899 0.777 0.668

Continued on next page
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... table 4.9 continued

OLS Random-Effects Fixed-Effects

(5.88) (4.86) (2.52)

Unknown-Agglomeration 0.277 0.362 0.721

(0.97) (1.29) (2.21)

Unknown-Metro. Area -0.292 -0.293 0.084

(-0.79) (-0.80) (0.19)

Proper-Unknown 1.202 1.027 0.772

(5.19) (4.39) (2.43)

Proper-Proper -0.007 -0.089 -0.086

(-0.07) (-0.76) (-0.36)

Proper-Agglomeration 1.520 1.413 1.182

(5.03) (4.76) (3.55)

Agglomeration-Unknown -0.857 -0.784 -0.492

(-1.67) (-1.56) (-0.90)

Agglomeration-Proper -0.494 -0.465 -0.402

(-1.00) (-0.96) (-0.76)

Agglomeration-Metro. Area 1.463 1.212 0.423

(1.83) (1.54) (0.49)

Metro. Area-Metro. Area 0.314 0.294 0.280

(0.99) (0.85) (0.53)

Others-Others 2.714 2.608 1.340

(3.93) (3.62) (1.12)

Constant 1.870 1.967 2.773

(11.32) (10.77) (10.14)

σu 1.032

Continued on next page

74



... table 4.9 continued

OLS Random-Effects Fixed-Effects

(23.11)

σe 3.001

(130.90)

Our Bayesian implementations of these models produce posterior distributions of

the model parameters instead of the point estimates generated by the classical approach.

Figure 4.2 shows that the posterior distributions emerging from the Bayesian approach are

approximately centered on the classical estimates of the corresponding parameters (See

Table 4.9). The posterior distributions are drawn from their Markov chain Monte Carlo

samples after checking convergence of the sample. See also Appendix 4.A for the Bayesian

point estimates (i.e. the posterior mean calculated as the mean of the posterior distribution)

and Bayesian Z-statistic (calculated by dividing the posterior mean by the posterior standard

error) for both the random- and fixed-effects models.

4.3.2 Estimation with spatial linkages

Table 4.10 shows classical and Bayesian random-effects city growth models with spatial

correlated errors. The generalized method of moments and Markov chain Monte Carlo

estimation methods are used for classical and Bayesian approaches, respectively.3

3I used FORTRAN 95 programs. See chapter 2 for algebraic formulae. For Bayesian, I specify vague
priors for the hyperparameters; that is, θ 0 = 0, M0 = 1−5I, r0 = 0, p0 = 0, v0 = 0, and s0 = 0 and a uniform
prior over (−1,1) for ρ . In practice, to draw ρ , I used the natural logarithm of p(·) which includes the log-
determinant, ln |B|. Ord (1975) showed that | I−ρWn |= ∏

n
i=1(1−ρλi) with λi being the i-th eigenvalue of

the spatial weight matrix Wn of dimension n. It is computationally efficient to use the fact that the eigenvalues
of the block-diagonal matrix Wn = diag(W1, · · · ,WT ) are those of the diagonal blocks W1, · · · ,WT . The
samples drawn from this Metropolis-within-Gibbs procedure are used to estimate the model. In a machine
equipped with Intel Xeon 3.40GHz processor, it took 5.8 minutes to draw every 1,000 samples for the model
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Figure 4.2: Bayesian posterior distributions of the random-effects model

The classical and point estimates of spatial correlation coefficient are 0.619 and 0.671,

respectively, implying the existence of spatial correlation in our error term of our city

growth model. Table 4.10 show that, among other things, the national TFR coefficient are

still significant, allowing for spatial correlation in the regression error terms.

Our results show that consideration of spatial correlation should be taken into account

to estimate and forecast econometric models of city population growth. It is surprised to

see that few studies consider how to model city-network effects on city growth. Importance

of the interactions among cities are increasing with migration and trade among cities in

both intercountry and international levels. As Voss et al. (2006) argue, when there is reason

to suspect that spatial error correlation exist, models that do not take it into account will

likely be biased in terms of coefficient standard errors, thus contaminating inference and

causing forecast error variances to be calculated incorrectly.

with the total number of observations being 10,766, the number of cross-section units being 2,408, and the
number of covariates being 25.
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Table 4.10: Classical and Bayesian panel data city growth regression models with spatially
correlated errors. Spatial weights are given by distance-based ones, 1/di j, in which di j
denotes the Haversine great-circle distance (in kilometers) between cities i and j. Spatial
weights are row-standardized.

Classical GMM Bayesian MCMC

Coeff. (Z-stat.) Coeff. (Z-stat.)
Start-of-period Urban TFR 0.841 ( 12.03) 0.843 (11.23)
Start-of-period Urban Q5 -0.005 ( -3.53) -0.005 (-3.31)
Inland water 0.384 ( 5.20) 0.385 (5.19)
LECZ -0.069 ( -0.64) -0.053 (-0.48)
Dry subhumid -0.407 ( -3.28) -0.387 (-3.07)
Semiarid -0.266 ( -2.17) -0.249 (-1.99)
Arid -0.179 ( -1.09) -0.162 (-0.96)
LECZ * Dry subhumid 0.515 ( 2.71) 0.502 (2.56)
LECZ * (Semiarid or arid) 0.546 ( 2.62) 0.537 (2.50)
100<=City Size<500 -0.788 (-10.00) -0.785 (-10.17)
500<=CIty SIze<1,000 -1.247 ( -8.79) -1.262 (-8.82)
City Size >=1,000 -1.516 ( -9.29) -1.533 (-9.32)
Unknown-Unknown 0.305 ( 2.15) 0.300 (2.11)
Unknown-Proper 0.525 ( 2.97) 0.504 (2.83)
Unknown-Agglomeration 0.339 ( 1.20) 0.346 (1.23)
Unknown-Metro.Area -0.019 ( -0.04) -0.008 (-0.01)
Proper-Unknown 0.658 ( 2.51) 0.628 (2.37)
Proper-Proper -0.220 ( -1.88) -0.231 (-1.95)
Proper-Agglomeration 1.592 ( 5.22) 1.598 (5.25)
Agglomeration-Unknown -0.967 ( -1.95) -0.959 (-1.93)
Agglomeration-Proper -0.629 ( -1.35) -0.631 (-1.35)
Agglomeration-Metro.Area 0.925 ( 1.22) 0.895 (1.18)
Metro.Area-Metro.Area 0.434 ( 1.32) 0.437 (1.31)
Others-Others 2.950 ( 4.28) 2.971 (4.28)
Constant 1.891 ( 7.91) 1.887 (7.38)
ρ 0.619 0.671 (33.41)
σu 0.843 0.880 (19.81)
ση 2.904 2.892 (132.18)

77



4.4 City growth forecasts

With lagged city size in the model, forecasts of city growth must be made recursively. The

growth rate forecast g̃i,t for period t and t +1 implies a forecast for city i’s population size

as of time t +1, or Pi,t+1, which then goes on to influence the growth rate g̃i,t forecast for

the period t +1 to t +2.

The forecasts of city growth based on these regressions are summarized in Figure 4.3 for

all regions, and separately in Figure 4.6 in Appendix 4.A for each of the three main regions.

These figures show the (implied) projection of urban fertility rates (values are displayed on

the right axis of each figure) as well as the median forecast of city growth rates and the 25th

and 75th percentiles. The projected decline in urban fertility is the dominating factor—it

brings about reductions in the median growth rate forecast from nearly 4 percent in 2000

to a level just above 2 percent as of 2045. A similar pattern is seen in the forecasts based

on region-specific models (Figure 4.6 in Appendix 4.A) and in the forecasts according to

LECZ and drylands ecozones (Figure 4.7), with urban fertility again being the main force

projected to drive down city growth rates in the future. It is, however, worth asking whether

even by 2045, African urban TFRs are likely to reach the level of 1.5 children that has been

projected, which may well be over-optimistic.

Figure 4.4 shows our another forecasting exercise along with the UN forecasts for cities

over 750,000 and above in which UN forecasts are available. These forecasts, based on the

fixed-effects model, are much closer to the UN’s forecasts of growth rates, and owing to

the inclusion of a negative city size feedback effect, growth rates of cities over 750,000 and

above are lower than the case where all cities are considered.

We have demonstrated that it is a simple matter to reconcile the main features of our

city growth forecasts with those of the United Nations, by introducing lagged city size into

the specifications. To be sure, it is not at all obvious that reconciliation of these forecasts

should be our aim. Too much doubt has been cast on the validity of the UN forecasts to
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adopt them, uncritically, as the standard for comparison.

We further our forecasting exercise by calculating city sizes given forecasted growth

rates based on the random-effect model. Figure 4.5 shows a graph with city size forecasts in

2050 for India, along with 2000 estimates. We can expect hundreds of middle-sized cities

along with several cities with 10,000 million persons and above in India if the estimated

vital rates and ecozone effects on city growth are assumed to hold in the future.
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4.A Supplementary regression results

Table 4.11: Ordinary least-squares and random-effect esti-

mates by region, using estimated urban fertility and mortality

rates. Models without controls for city size.

Africa Latin America Asia

OLS RE OLS RE OLS RE

Urban TFR 0.697 0.702 0.840 0.970 0.986 1.101

(5.98) (6.05) (8.92) (9.81) (16.78) (17.47)

Urban Q5 0.007 0.007 0.005 0.001 -0.011 -0.013

(3.06) (3.03) (1.44) (0.30) (-8.81) (-9.58)

Inland Water 0.345 0.342 0.396 0.411 0.242 0.243

(2.08) (2.06) (4.07) (2.88) (2.71) (2.38)

LECZ -0.453 -0.465 -0.494 -0.507 0.135 0.098

(-1.82) (-1.86) (-3.59) (-2.53) (1.08) (0.69)

Dry subhumid -0.697 -0.699 -0.129 -0.130 -0.251 -0.242

(-2.60) (-2.61) (-0.69) (-0.47) (-1.82) (-1.55)

Semiarid -0.599 -0.598 -0.317 -0.318 0.080 0.060

(-2.30) (-2.30) (-1.95) (-1.33) (0.62) (0.41)

Arid and above -0.545 -0.544 -0.109 -0.087 0.171 0.098

(-1.68) (-1.68) (-0.48) (-0.26) (0.94) (0.48)

LECZ*Dry subhumid 0.878 0.890 0.575 0.584 0.355 0.363

(1.94) (1.96) (2.23) (1.55) (1.56) (1.37)

LECZ* (> Semiarid) 0.048 0.058 0.735 0.735 0.767 0.694

Continued on next page...
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... table 4.11 continued

Africa Latin America Asia

OLS RE OLS RE OLS RE

(0.11) (0.13) (2.70) (1.83) (2.91) (2.31)

Unknown-Unknown -0.067 -0.064 0.212 0.196 0.832 0.931

(-0.15) (-0.14) (1.37) (0.99) (5.85) (5.96)

Unknown-Proper 1.047 1.048 0.628 0.710 1.075 1.003

(2.31) (2.32) (2.74) (2.92) (5.49) (4.95)

Unknown-Agglomeration 0.095 0.102 -0.332 0.019 0.382 0.430

(0.10) (0.11) (-0.96) (0.06) (0.97) (1.09)

Unknown-Metro. Area -1.676 -1.670 -0.607 -0.812 -0.270 0.066

(-0.58) (-0.58) (-1.97) (-2.61) (-0.23) (0.06)

Proper-Unknown 1.202 1.205 1.499 1.452 0.628 0.510

(2.01) (2.03) (6.08) (5.65) (1.21) (0.99)

Proper-Proper 0.231 0.228 0.385 0.431 -0.005 -0.011

(0.69) (0.69) (2.50) (2.22) (-0.04) (-0.08)

Proper-Agglomeration 2.002 2.004 1.364 1.079 0.942 0.950

(3.13) (3.15) (1.99) (1.69) (2.25) (2.30)

Agglomeration-Unknown -1.723 -1.719 -0.109 0.596 -0.919 -0.935

(-1.86) (-1.87) (-0.14) (0.82) (-0.91) (-0.94)

Agglomeration-Proper -2.557 -2.560 0.222 1.136 0.353 0.395

(-2.10) (-2.11) (0.16) (0.90) (0.61) (0.69)

Agglomeration-Metro. Area -0.193 -0.191 0.594 -0.002 3.009 2.692

(-0.07) (-0.07) (0.75) (-0.00) (2.22) (2.01)

Metro. Area-Metro. Area -0.334 -0.328 0.037 -0.308 -0.163 -0.094

Continued on next page...
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... table 4.11 continued

Africa Latin America Asia

OLS RE OLS RE OLS RE

(-0.37) (-0.36) (0.12) (-0.86) (-0.25) (-0.14)

Others-Others 0.000 -4.136 -1.434 3.534 3.516

(.) (-1.77) (-0.66) (5.23) (5.02)

Constant 0.705 0.697 0.727 0.548 0.918 0.749

(1.35) (1.34) (3.72) (2.40) (4.69) (3.53)

σu 0.205 1.168 0.840

(.) (18.34) (12.82)

σε 4.043 2.025 2.893

(72.22) (64.19) (93.97)

Table 4.13: Regressions with national vital rates, all UN cities

Model 1 Model 2

OLS Random-Effects OLS Random-Effects

National TFR 0.697 0.751 0.593 0.634

(22.92) (23.52) (18.92) (19.28)

National Q5 -0.004 -0.005 -0.004 -0.005

(-5.81) (-6.73) (-5.59) (-6.99)

Inland Water 0.266 0.257 0.381 0.403

Continued on next page...
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... table 4.13 continued

Model 1 Model 2

OLS Random-Effects OLS Random-Effects

(4.08) (3.38) (5.80) (5.20)

LECZ -0.235 -0.285 -0.209 -0.264

(-2.60) (-2.67) (-2.33) (-2.47)

Dry subhumid -0.656 -0.649 -0.654 -0.651

(-6.38) (-5.45) (-6.40) (-5.44)

Semiarid -0.499 -0.487 -0.452 -0.449

(-5.41) (-4.51) (-4.94) (-4.13)

Arid and above -0.424 -0.432 -0.382 -0.403

(-3.27) (-2.88) (-2.97) (-2.68)

LECZ * Dry subhumid 0.726 0.737 0.685 0.683

(4.33) (3.73) (4.12) (3.43)

LECZ * Semiarid and above 0.654 0.626 0.630 0.613

(3.59) (2.92) (3.48) (2.84)

100,000–500,000 -0.805 -0.905

(-10.73) (-11.51)

500,000–1 million -1.000 -1.311

(-7.18) (-8.95)

Over 1 million -1.270 -1.594

(-8.35) (-9.33)

Unknown-Unknown 0.684 0.777 0.500 0.530

(6.13) (6.21) (4.46) (4.19)

Unknown-Proper 1.180 1.119 0.899 0.777

Continued on next page...
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... table 4.13 continued

Model 1 Model 2

OLS Random-Effects OLS Random-Effects

(7.77) (7.07) (5.88) (4.86)

Unknown-Agglomeration 0.230 0.346 0.277 0.362

(0.80) (1.22) (0.97) (1.29)

Unknown-Metro. Area -0.416 -0.384 -0.292 -0.293

(-1.12) (-1.04) (-0.79) (-0.80)

Proper-Unknown 1.590 1.508 1.202 1.027

(6.88) (6.48) (5.19) (4.39)

Proper-Proper 0.362 0.347 -0.007 -0.089

(3.64) (3.08) (-0.07) (-0.76)

Proper-Agglomeration 1.602 1.556 1.520 1.413

(5.27) (5.20) (5.03) (4.76)

Agglomeration-Unknown -1.016 -0.932 -0.857 -0.784

(-1.97) (-1.84) (-1.67) (-1.56)

Agglomeration-Proper -0.348 -0.293 -0.494 -0.465

(-0.70) (-0.60) (-1.00) (-0.96)

Agglomeration-Metro. Area 1.235 0.988 1.463 1.212

(1.53) (1.25) (1.83) (1.54)

Metro. Area-Metro. Area 0.056 -0.003 0.314 0.294

(0.18) (-0.01) (0.99) (0.85)

Others-Others 3.462 3.445 2.714 2.608

(5.00) (4.79) (3.93) (3.62)

Constant 0.934 0.817 1.958 2.050

Continued on next page...
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... table 4.13 continued

Model 1 Model 2

OLS Random-Effects OLS Random-Effects

(6.68) (5.30) (12.06) (11.40)

σu 0.993 1.032

(21.96) (23.11)

σε 3.037 3.001

(131.42) (130.90)

Table 4.14: Regressions with observed urban vital rates, cities

with such information available

Model 1 Model 2

OLS Random-Effects OLS Random-Effects

Urban TFR 0.525 0.564 0.428 0.465

(5.91) (6.16) (4.87) (5.13)

Urban Q5 0.003 0.004 0.002 0.002

(1.36) (1.52) (0.86) (0.96)

Inland Water 0.201 0.172 0.303 0.283

(1.86) (1.50) (2.82) (2.49)

LECZ -0.465 -0.404 -0.419 -0.380

(-3.14) (-2.53) (-2.87) (-2.43)

Dry subhumid -0.355 -0.315 -0.310 -0.285

(-2.19) (-1.87) (-1.94) (-1.72)

Continued on next page...
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... table 4.14 continued

Model 1 Model 2

OLS Random-Effects OLS Random-Effects

Semiarid -0.406 -0.341 -0.248 -0.202

(-2.60) (-2.08) (-1.61) (-1.26)

Arid and above -0.418 -0.487 -0.278 -0.338

(-1.64) (-1.83) (-1.11) (-1.30)

LECZ * Dry subhumid 0.716 0.635 0.644 0.586

(2.42) (2.04) (2.22) (1.92)

LECZ * Semiarid and above 0.434 0.393 0.335 0.309

(1.28) (1.07) (1.00) (0.87)

100,000–500,00 -1.124 -1.061

(-9.04) (-8.38)

500,000–1 million -1.059 -1.076

(-4.83) (-4.89)

Over 1 million -1.298 -1.261

(-5.50) (-5.19)

Unknown-Unknown 1.012 1.306 0.846 1.092

(4.91) (6.10) (4.03) (5.03)

Unknown-Proper 0.439 0.655 0.063 0.243

(1.87) (2.81) (0.27) (1.03)

Unknown-Agglomeration -0.056 0.408 -0.138 0.278

(-0.12) (0.94) (-0.30) (0.64)

Unknown-Metro. Area -0.101 0.183 0.082 0.305

(-0.12) (0.23) (0.10) (0.39)

Continued on next page...
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... table 4.14 continued

Model 1 Model 2

OLS Random-Effects OLS Random-Effects

Proper-Unknown 0.154 0.236 -0.052 -0.001

(0.14) (0.22) (-0.05) (-0.00)

Proper-Proper 0.189 0.187 -0.369 -0.350

(1.09) (1.05) (-1.94) (-1.80)

Proper-Agglomeration 0.392 0.374 0.455 0.395

(0.64) (0.63) (0.75) (0.67)

Agglomeration-Unknown 0.285 1.112 0.644 1.278

(0.12) (0.51) (0.27) (0.59)

Agglomeration-Proper 0.019 0.229 -0.719 -0.493

(0.02) (0.23) (-0.73) (-0.51)

Agglomeration-Metro. Area 0.338 0.341 0.403 0.426

(0.36) (0.39) (0.44) (0.49)

Metro. Area-Metro. Area 0.207 0.320 0.302 0.405

(0.47) (0.69) (0.68) (0.88)

Constant 1.212 0.991 2.547 2.319

(4.97) (3.90) (8.87) (7.76)

σu 1.424 1.347

(17.02) (15.51)

σε 1.945 1.946

(34.28) (34.17)
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Table 4.12: Fixed-effects city growth regression models, by region. Models without controls
for city size.

All Africa Latin America Asia

Start-of-period Urban TFR 1.231 0.703 1.092 1.673
(20.24) (4.37) (9.28) (19.00)

Start-of-period Urban Q5 -0.010 0.013 -0.003 -0.024
(-6.25) (3.61) (-0.63) (-12.02)

Unknown-Unknown 1.227 0.463 0.105 1.535
(4.73) (0.61) (0.29) (4.37)

Unknown-Proper 1.079 1.235 0.637 0.954
(4.02) (1.73) (1.73) (2.57)

Unknown-Agglomeration 0.940 0.432 0.232 1.112
(2.83) (0.44) (0.57) (2.39)

Unknown-Metro. Area 0.077 -0.066 -1.055 1.561
(0.17) (-0.02) (-2.47) (1.21)

Proper-Unknown 1.343 1.191 1.277 0.311
(4.18) (1.39) (3.36) (0.50)

Proper-Proper 0.283 0.126 0.333 -0.068
(1.16) (0.21) (0.96) (-0.20)

Proper-Agglomeration 1.567 2.333 0.907 1.194
(4.66) (3.24) (1.34) (2.60)

Agglomeration-Unknown -0.584 -1.378 1.147 -0.633
(-1.06) (-1.33) (1.49) (-0.59)

Agglomeration-Proper -0.145 -3.001 1.859 0.427
(-0.27) (-2.20) (1.41) (0.66)

Agglomeration-Metro. Area 0.336 -0.051 -0.724 1.921
(0.38) (-0.02) (-0.93) (1.28)

Metro. Area-Metro. Area -0.172 1.668 -0.995 0.364
(-0.32) (0.68) (-2.09) (0.40)

Others-Others 1.259 0.000 0.173 1.334
(1.03) (.) (0.08) (1.08)

Constant 0.119 -0.338 0.611 0.002
(0.53) (-0.45) (2.07) (0.01)
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(c) Asian Cities

Figure 4.6: Forecasts of city growth rates by region, conditional on UN projections of
fertility and mortality

92



1.
5

2.
5

3.
5

4.
5

5.
5

U
rb

an
 T

F
R

 F
or

ec
as

ts

1
2

3
4

5
C

ity
 G

ro
w

th
 R

at
e 

F
or

ec
as

ts

2000 2010 2020 2030 2040 2050
Year

City Growth Median 1st Quartile
3rd Quartile TFR (right axis)

Cities in LECZ and humid zone

1.
5

2.
5

3.
5

4.
5

5.
5

U
rb

an
 T

F
R

 F
or

ec
as

ts

1
2

3
4

5
C

ity
 G

ro
w

th
 R

at
e 

F
or

ec
as

ts

2000 2010 2020 2030 2040 2050
Year

City Growth Median 1st Quartile
3rd Quartile TFR (right axis)

Cities in non−LECZ and humid zone

1.
5

2.
5

3.
5

4.
5

5.
5

U
rb

an
 T

F
R

 F
or

ec
as

ts

1
2

3
4

5
C

ity
 G

ro
w

th
 R

at
e 

F
or

ec
as

ts

2000 2010 2020 2030 2040 2050
Year

City Growth Median 1st Quartile
3rd Quartile TFR (right axis)

Cities in LECZ and dry semihumid zone

1.
5

2.
5

3.
5

4.
5

5.
5

U
rb

an
 T

F
R

 F
or

ec
as

ts

1
2

3
4

5
C

ity
 G

ro
w

th
 R

at
e 

F
or

ec
as

ts

2000 2010 2020 2030 2040 2050
Year

City Growth Median 1st Quartile
3rd Quartile TFR (right axis)

Cities in non−LECZ and dry semihumid zone

1.
5

2.
5

3.
5

4.
5

5.
5

U
rb

an
 T

F
R

 F
or

ec
as

ts

1
2

3
4

5
C

ity
 G

ro
w

th
 R

at
e 

F
or

ec
as

ts

2000 2010 2020 2030 2040 2050
Year

City Growth Median 1st Quartile
3rd Quartile TFR (right axis)

Cities in LECZ and semiarid zone

1.
5

2.
5

3.
5

4.
5

5.
5

U
rb

an
 T

F
R

 F
or

ec
as

ts

1
2

3
4

5
C

ity
 G

ro
w

th
 R

at
e 

F
or

ec
as

ts

2000 2010 2020 2030 2040 2050
Year

City Growth Median 1st Quartile
3rd Quartile TFR (right axis)

Cities in non−LECZ and semiarid zone

Figure 4.7: Forecasts of city growth rates by LECZ and aridity.
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4.B Data sources
Table 4.15 summarizes sources of datasets used in this study which come from various
sources with various data type. First of all, in the table, data type falls into data set in the
form of tabular data (which is the “traditional” data storage method in a computer) and
in the form of geographical data with geographic information data (GIS). Except for city
populations, national and urban TFR and Q5 data, all the datasets used are geographically
coded data. What follows is some explanations of each dataset.

City populations come from the United Nation’s cities data (United Nations, 2008b)
which the United Nation Population Division gathers from each nation and uses for World
Urbanization Prospects: The 2007 Revision.

City footprint is the urban extents of the Global Rural-Urban Mapping Project (Balk,
2009) by CIESIN at Columbia university. It is an attempt to delineate physical boundaries
of urbanized area globally and the main input is the 1994-1995 stable nighttime light data
obtained from the satellite image by the United States Air Force Defense Meteorological
Satellite Program (DMSP) Operational Linescan System (See Small et al., 2005; Small,
2005: for the details).

Population grid 4 contains, in each cell of the grid, the number of people residing in the
grid cell in 2000. The cell size is 1 kilometer by 1 kilometer (30-arc minute resolution). It
is created by a mass-conserving algorithm called GRUMPe (Global Rural Urban Mapping
Programme) with three input spatial data; human settlements data, urban extents data
(mentioned above), administrative units data (See Balk, Pozzi, Yetman, Deichmann, and
Nelson, 2005: for more details) Land area grid contains information on land area in each
grid cell. (See Deichmann et al., 2001: for more details)

Inland Water grid delineates inland water system (i.e. lakes, reservoirs, rivers and so on)
at 30-second resolution. It is the Global Lakes and Wetlands Database level 3 (GLWD-3)
data created by (Lehner and Döll, 2004)

Low elevation coastal zone (LECZ) is defined as land area contiguous with the coastline
up to a 10-metre rise elevation. It is based on the measure from the Shuttle Radar Topog-
raphy Mission (SRTM) elevation data set. In some places, mostly the mouths of major
rivers such as the Amazon in Brazil and the Yenisey river in Russia, the LECZ extends well
beyond 100 kilometres inland, although for most of its extent, the zone is much less than
100 kilometres in width (McGranahan, Balk, and Anderson, 2007).

Finally, Aridity zones grid defines dryness of land. The main input datasets are rainfall

4Grid, as one of spatial data model, means Arc/INFO GRID format raster. Each grid cell has a certain
value. All the grids used in this study has resolution a 30-arc second (i.e. each grid cell size repre-
sents 1 km by 1 km). http://support.esri.com/index.cfm?fa=knowledgebase.techarticles.

articleShow&d=30616
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Table 4.15: Sources of data
Data Data type Data source

City population Tabular World Urbanization Prospects (WUP)
UN Population Division, United Nations (2008b)

City footprint Geocoded Global Rural-Urban Mapping (GRUMP)
CIESIN at Columbia university

Population grid Geocoded Global Rural-Urban Mapping (GRUMP)
Balk (2009)

Land area grid Geocoded Global Rural-Urban Mapping (GRUMP)
Balk et al. (2005)

National TFR and Q5 Tabular World Population Prospects (WPP)
UN Population Division (http://esa.un.org/unpp/)

Urban TFR and Q5 Tabular DHS*, WFS**, and Other demographic surveys
For DHS, http://www.measuredhs.com/
For India, http://populationcommission.nic.in/birth.htm

Inland Water Geocoded Global Lakes and Wetlands Database (GLWD) level 3
Lehner and Döll (2004)

LECZ*** Geocoded Global Rural-Urban Mapping (GRUMP)
(McGranahan, Balk, and Anderson, 2007)

Aridity zones Geocoded World Atlas of Desertification
UN Environment Programme (UNEP)

* Demographic and Health Survey

** World Fertility Survey

*** Low Elevation Coastal Zone
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datasets (which are used for measuring mean annual precipitation, P) and, among other
things, temperature datasets (used for measuring mean annual potential evapotranspiration,
PET) over the period 1951-1980. Using the Aridity Index (AI), calculated as the ratio
P/PET (mean annual potential moisture availability), (Middleton, Thomas, and UNEP,
1997) defines dryland as the following three aridity zones: (1) hyperarid ( AI <= 0.05), (2)
arid (0.05 < AI <= 0.20), (3) Semiarid (0.20 < AI <= 0.50), and (4) Dry subhumid (0.50
< AI <= 0.65).

4.C Geo-processing algorithms
GIS and geospatial programming is used to calculate city-level population and land area in
total and in each ecozone for all countries worldwide. We will first look at an algorithm to
calculate city-level population and land area in total and then one which takes into account
each ecozone for the calculation. We used Python scripting languages with a Python module
which ESRI’s ArcGIS program provides for geoprocessing.

For the calculation of city-level population and land area, the input spatial data used are
GRUMP’s urban extents features, population, and land area grids. The key geo-processing
for the calculation is to summarize values of population and land area, respectively, within
cells which fall into each urban extent. The geo-processing is called the zonal statistics.

To use zonal statistics which is possible with raster-type (e.g. grid) spatial data, it is
necessary to convert the urban extents in the form of vector data into a grid-type data in
which each cell value represents urban ID for each urban extent. With the resulting urban
extent grid, the existing population and land area grids, we can calculate zonal statistics of
population and land area respectively.

What follows is the details on the geo-processing algorithm for city-level population
and land area calculation: Assume there are N countries,

Step 1. Convert the existing urban extents data in the form of vector into a raster-type (i.e.
grid) data in which cell values are urban IDs representing urban extents.

Step 2. For population, use the urban extents grid resulting from step 1 and the existing
population grid to summarize values of population in cells falling into each urban
extent (Zonal statistics for population).

Step 3. For land area, use the urban extents grid resulting from step 1 and the existing land
area grid to summarize values of land area in cells falling into each urban extent
(Zonal statistics for land area).

Step 4. Join the two resulting tables from step 2 and 3 by urban ID.
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Step 5. Repeat from step 1 to step 3 for all the N countries.

Step 6. Finally, merge all the N country tables into a single table.

Along with the city-level population and land area in total, we also need city-level
population and land area falling in each ecozone. This analysis is useful both to identify
population and land area for each ecozone and to identify if a city is located in each
ecozone or not. In this study, we use inland water, drylands (by its sub-category), and
LECZ (low elevation costal zone). The key geo-processing for this analysis is, for example,
to keep population values only in the cells falling in the ecozone. In other words, if a
cell of population grid is outside of the ecozone, the cell has no value. This is called the
conditioning. With the resulting new population grid conditioned, we can calculate zonal
statistics with the urban extents grid above.

What follows is the details on the geo-processing algorithm to calculate city-level
population and land area in each ecozone: Assume there are N countries and k global-level
ecozone grids,

Step 1. Convert the existing urban extents data in the form of vector into a raster-type (i.e.
grid) data in which cell values are urban IDs representing urban extents.

Step 2. Use the population grid and an ecozone grid to create a new population within ecozone
grid which has values only in the cells falling in the ecozone (Conditioning).

Step 3. Use the land area grid and an ecozone grid to create a new landarea within ecozone
grid which has values only in the cells falling in the ecozone (Conditioning).

Step 4. Use the urban extents grid resulting from step 1 and the population within ecozone
grid from Step 2 to summarize population values in cells falling into each urban
extent (Zonal statistics).

Step 5. Use the urban extents grid resulting from step 1 and the landarea within ecozone
grid from Step 2 to summarize values of land area in cells falling into each urban
extent (Zonal statistics).

Step 6. Repeat Step 2 and 5 for all the k econzones.

Step 7. Join the all the resulting tables by urban ID to create a country table.

Step 8. Repeat from step 1 to step 7 for all the N countries.

Step 9. Finally, merge all the N country tables into a single table.
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Chapter 5

Conclusion

This last chapter concludes an international-level urbanization study in developing countries.

Evidently, this study identified various unresolved issues on developing-country urbaniza-

tion research ranging in data, modeling, and methodology. After concluding remarks in

Section 5.1, Section 5.2 briefly discusses limitations of the study along with suggestions

for future studies.

5.1 Concluding Remarks

Spatial econometrics serves as useful statistical tools for analysis of spatial dependence

including spillovers, spatial interactions, social network effects, and peer effects. Thus,

spatial econometrics has been increasing used in economic, demographic, political and

social studies. However, it remains methodologically and computationally challenging

especially with large-scale geospatial data since it requires specifying multidirectional

relations among spatial units. In this thesis, I developed Bayesian MCMC estimation

and forecasting methods of a panel data spatial econometric model when panel data are

irregularly-spaced in the time dimension and, using a newly assembled cities database which

made possible with geospatial data and analysis, applied to forecasting city population

growth in developing countries to answer some questions.
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United Nations forecasts of urban population growth suggest that over the quarter-

century from 2000 to 2025, low- and middle-income countries will see a net increase of

some 1.6 billion people in their cities and towns, a quantity that vastly outnumbers the

expected rural population increase in these countries and which dwarfs all anticipated

growth in the high-income countries (United Nations, 2008a). In the quarter-century after

2025, the UN foresees the addition of another 1.7 billion urban-dwellers to the populations

of low- and middle-income countries, with the rural populations of these countries forecast

to be on the decline. Where, precisely, will this massive urban growth take place? it is likely

to be located in the regions of poor countries that would appear to be environmentally secure,

or in regions likely to feel the brunt of climate-related change in the coming decades?

In Asia, where a large share of the world’s urban population growth is currently taking

place, the cities in the low-elevation zone have grown faster to date than have those

outside the zone. To explore the longer-term prospects, we have presented preliminary city

population growth forecasts which suggest that rates of city growth are likely to decline as

fertility rates decline, and which indicate that cities in the LECZ will eventually come to

grow at about the same rates as elsewhere. Of course, the data and methods used to produce

such forecasts need to be developed in much more depth. In particular, a way will need to

be found to adjust the city growth estimates and forecasts to incorporate migration, which

is largely induced by spatial differences in real standards of living. Historically, the lower

transport costs provided by the LECZ have proven to be a powerful force attracting migrant

labor and capital; in China and elsewhere, it remains to be seen whether climate change

will introduce risks that offset the economic logic that has driven coastal development for

millennia. Here as elsewhere, the adaptation policies and investments adopted by national

and local governments will have a key role in shaping urban growth.

In the arid regions known as drylands, climate change will be manifested in complex

ways, but it seems probable that in many places the net effect will be to increase water stress.

The consequences are difficult to foresee, and as with coastal settlement, will depend in part
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on how people and their governments respond to scarcity. The drylands occupy substantially

more land overall than the LECZ, and although population densities are generally lower,

a larger share of urban dwellers live in drylands than in the low-elevation zone. There is

also considerable variation in the dryland shares according to region. Our preliminary city

growth results indicate that in Asia, Africa and Latin America, dryland city populations are

growing significantly slower than is the case in other zones, although it seems that dryland

cities which are also in the LECZ tend to grow somewhat faster. These findings will need

to be revisited as data and methods improve.

5.2 Suggestions for Future Studies

This dissertation dealt with the population side of urbanization process, aiming at devel-

oping international-level estimation and forecasting methods of city growth, especially in

developing countries. It identifies many unresolved issues and leaves them to future studies.

These issues should be addressed to better understand urbanization patterns and trends, and

their impacts on various aspects of our life and environments surround us.

As shown, it is challenging. In addition, Other measures of the population side such as

population density should be considered about its implications on urbanization. Also, in a

more broad sense, simultaneous approach considering multi-dimensions of urbanization

process should be studied to have systematic analysis of complex urbanization process.

Measurement Issues

Measuring city populations Unless city populations are measured uniform definition

of “city”, we cannot trace genuine urbanization patterns and trends. Since urbanization is

closely related to various social, demographic, economic, environmental, and health issues,

this study re-emphasize the issue. Urban researchers should pay particular attention to the

issue of how to classify and measure human settlements as environments where we human
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live.

In that sense, The United Nations efforts for the issue are rather disappointing. The

UN recognized the importance of urbanization trends and, over the 40 years, has been

publishing the World Urbanization Prospects (which is now published bi-annually). By

doing so, the UN has contributed global urbanization research. However, as shown in

Section 3.1 in this study, more concerns and efforts among urban researchers, international

organizations, and developing countries should be made on urbanization issues, especially

on its data issue.

Active and innovative research on the issue is underway, utilizing new technologies

like remote sensing and GIS. This innovative approach is one of research areas where

international and multidisciplinary research including international and national multi-

organizations is necessary. See, among others, Champion and Hugo (2004), de Sherbinin

et al. (2002), and Hasse (2004) for more details.

One of recent interesting interesting project is e-Geopolis 1. The project defines that

“Urban agglomeration is a continuous built-up area where at least 10.000 inhabitants live.

The continuity is defined by a maximum distance of 200 meters between two constructions.”

Using Google Earth and other satellite images, e-Geopolis identifies and draws physical

extents for urban agglomerations. This project is still underway.

Modeling and Methodology issues

Modeling Limitations of information (i.e. data) give restrictions on modeling. I believe

that the UN’s current method based on simple deterministic mathematical interpolation

and extrapolation was the best method at that time for international-level urban population

projections. However, under rapid structural change including demographic transition,

it is already shown that the UN’s method exhibit systematic upward bias, especially in

1http://www.e-geopolis.eu/
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developing countries which have been experiencing rapid change. New modeling was

required.

As one of alternatives to the UN’s method, this study proposed econometric modeling

which is probabilistic, and takes into account of factors promoting and hindering city

growth. Though this study put enormous efforts to data gathering and integration even

using GIS data and geospatial programming, the estimation and forecasting results show

that more information is necessary for more reliable forecasts of city growth and population.

Research on factors affecting city growth should be continued. Case study is also suggested,

from which we can learn lessons. Also, the results from Random-effects specification show

that population time-series is too short to estimate latent city-specific effects which shrinks

toward zero. New additions of population data from 2010 census are expected.

Model specification This study remains also unresolved issues on model specification.

For instance, model coefficients from regional-specific regressions are different from

those from the pooled regression. The effect of urban fertility rate vary across region on

magnitude though it has positive, strongly significant effect on city growth. The LECZ

effect are also different by region. This model specification might be tested along with

model specification.

Model validation This study leaves model validation to one of future studies. As ex-

plained above, this study has some issues addressed before evaluating its performance.

When it is ready, it would be one way to compare our results with the UN forecasts which

is the only one comparable to our results. Though the UN forecasts are biased, there are

no other city growth or population forecasts available for developing countries. In-sample

predictions is another way to validating our various models though the in-sample prediction

also is not straightforward due to unbalancedness of the city population data.
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