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Abstract of the Dissertation

A Light-Sharing Approach to High-Resolution 3D Gamma-Ray Detection
for Positron Emission Tomography

by
Srilalan Krishnamoorthy
Doctor of Philosophy
in
Biomedical Engineering

(Medical Physics)

Stony Brook University
2011

Positron emission tomography (PET), on account of its non-invasiveness,
exquisite sensitivity, and ability to perform longitudinal studies is becoming
a very popular tool in both clinical and preclinical imaging. The increasing
role of PET however, has placed increased demands on both spatial
resolution and gamma-ray detection efficiency (sensitivity). Developing an
efficient, yet high-resolution PET detector has been a fundamental challenge
and most attempts to improve resolution make use of smaller scintillation

crystals that sacrifice sensitivity.

This dissertation aims to study and investigate in detail, the potential of a
novel gamma-ray detector in providing a cost-effective alternative for high

performance PET. The detector design comprises a single, continuous
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scintillator read out by large-area solid-state photosensors on both sides. In
addition to possibly providing high spatial resolution and sensitivity, the
detector has fewer readout elements (reduced costs) and could also help
reduce parallax errors by measuring the depth-of-interaction (DOI) of the
gamma-ray within the scintillator. Moreover the design is expected to be
compatible with MRI and would enable simultaneous imaging with both PET

and MRI techniques.

An initial prototype detector was built with a 10 mm thick lutetium
oxyorthosilicate (LSO) scintillator and large-area avalanche photodiodes
(APDs). Due to the use of ready-made electronics, only two channels on the
detector were initially instrumented; early promise was demonstrated.
Subsequent efforts were devoted towards developing a fully working
prototype detector. The efforts ranged from developing a thorough
understanding and reduction of electronic noise, to a detailed evaluation and
optimization of each detector component. In parallel, a detailed Monte Carlo
model of the detector was also built. The model was used to first predict
detector performance, and later, to understand in detail the influence of
various detector components. To utilize the full potential of the detector, a
novel Maximum Likelihood based, 3D event-positioning algorithm was also

developed.

Proof-of-concept is demonstrated with an improved version of the prototype
detector. Thorough experimental characterization reveals an isotropic
resolution of ~3 mm, in excellent agreement with predictions from Monte
Carlo simulations. The validated Monte Carlo model was also used to
optimize detector design and demonstrate that the above methods, when
combined together could realize a high-performance PET detector with

spatial resolution better than 1 mm.
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1. Introduction

Ever since the discovery of X-rays by Roentgen, rapid advances in medical
imaging technologies have increased the ability to diagnose and treat a
variety of conditions. Positron emission tomography (PET) is one such
noninvasive imaging technology that provides three-dimensional images of
the radioactivity distributions within the subject. Due to its exceptional
quantitative powers, PET is gaining popularity not only in helping diagnose
disease, but also enabling a fundamental understanding of normal and
pathological conditions. Consequently, interests in PET have considerably
increased, and its applications range from being used as a research tool in
brain imaging [1], pharmacology and drug development [2, 3], to being used
as a whole-body imaging modality with applications in neurology [4], and
oncology [5, 6]. Genetically modified mice are ‘the’ animals of interest in
biomedical research [7], and the ability of PET to help perform longitudinal

studies is of profound importance.

1.1 PET Fundamentals

PET imaging relies on the detection of the annihilation photons arising from
the administration of a positron emitting radionuclide. A suitably labeled
positron emitter is injected into the subject. After a brief waiting period (i.e.

for bioaccumulation), the patient is scanned inside a PET scanner. PET



radionuclides are typically proton rich, and undergo positron decay,
resulting in the emission of a positron (equation 1.1). The positron travels a
short distance before annihilating with an electron from the surrounding
matter to generate two nearly back-to-back 511 keV gamma rays (Figure

1.1).

511 keV

/' photon
52 e.

annihilation

511 keV
photon

Figure 1.1. An overview of PET imaging. Figure illustrates: Process of positron
emission, its subsequent annihilation with an electron in the surrounding media,
and detection of the resulting two 511 keV gamma rays by a ring of detectors
surrounding the body. The coincidence locations of the 511 keV gammas are fed to a
reconstruction algorithm that produces a 3D representation of the radiotracer
distribution within the body.

AX = Ay + B+ (1.1)

The PET scanner, which is typically a ring of detectors that surround the
subject, detects the location of the two gamma rays in coincidence. Since the

two gamma rays are emitted at ~180°, the event is localized along a line



joining the two detectors. This line in PET is called as the line-of-response

(LOR). The PET scanner, by counting for a long time essentially collects many

Radionuclide Half life E .. (MeV) E,,. (MeV) Mode of Applications
8 decay
e 20.4 mins 0.96 0.39 B (100%) Brain imaging (Dopamine receptors)
BN 10 mins 1.19 0.49 B (100%) Myocardial perfusion
o 2.04 mins 17 0.74 B* (100%) Blood flow
+
18 . B (97%) . . .
11 . .2
F 0 mins 0.64 0.25 £C 3%) Glucose metabolism, bone imaging
+
64 B"(18%) . ) )
Cu 12.7 hrs 0.65 0.28 B EC,IC (82%) Hypoxia tumor imaging
+
68 . B" (89%) -
Ga 68 mins 1.89 0.84 £C (11%) Receptor binding
82 1.5 B (96%) ) )
Rb 75s 3.35 116 £C (4%) Myocardial perfusion
+
94m . B (70%) Lo .
Tc 52 mins 2.47 1.07 EC (30%) Perfusion imaging
+
124 B (23%) . )
| 4.2 days 2.13 0.82 £C (77%) Thyroid imaging

Table 1-1: Properties of some frequently used radionuclides in PET imaging.

such gamma-pairs, LOR’s. Further, in PET the LOR’s are organized by plotting
each LOR as a function of its angular orientation versus its distance from the
center of the gantry. PET projection data is usually stored in this format,
which is also called a “sinogram” [8]. The sinogram is further fed to a
reconstruction algorithm, which generates the 3-D distribution of

radioactivity concentration in the subject (i.e. image).

FDG (18F-fluorodeoxyglucose), a radioactive fluorine atom attached to a
sugar atom is the most common radiotracer. Being a sugar analog, it is used
to study glucose metabolism (e.g. in oncology). Similarly, a variety of

biological probes can be engineered keeping in mind the task at hand (Table



1-1). PET thus provides an invaluable tool to probe numerous molecular

processes in vivo.

1.2 Interaction of Radiation with Matter

When high-energy photons pass through matter, they lose energy on
account of interactions with atoms of the material. While numerous
scenarios are possible, primarily dependent on the energy of the photon,
there are three basic mechanisms by way of which the energy transfer
occurs:

a. Photoelectric effect,

b. Compton effect, and

c. Pair production.

Figure 1.2. The interaction of photons with matter: (a) simplified model of an atom;
(b) Photoelectric interaction: the incoming photon transfers all of its energy to a
bound electron and in the process knocks it from the shell; (c) Compton scattering:
part of the energy of the incoming photon is imparted to a bound electron (recoil
electron). The scattering angle is related to the lost energy. Pair production, which
occurs when energy of the photon is greater than 1.022 MeV is not depicted above.



At 511 keV, the two most probable interaction mechanisms are:

a. Photoelectric effect:
In the photoelectric effect, the incident gamma ray transfers all of its
energy (Eo) to an orbital electron of an atom in the matter. While part
of the energy is used to overcome the binding energy of the electron
(Ep), the residual energy is transferred to the electron (E;).

E =E,-E, (1.2)

The photoelectric effect primarily occurs with an electron from the
innermost shells (highest probabilities for K-shell/L-shell electron),
and is followed by the emission of a characteristic x-ray. The
photoelectric effect dominates primarily in the low-energy range
(<100 keV), and its probability decreases with increasing energies.

b. Compton effect:
The Compton effect results from the interaction of the gamma ray
with an electron from the outer-shell of the atom. The gamma ray only
transfers part of its energy to the electron; ejecting it from its orbital
(recoil electron), and itself changes direction. The energy of the
scattered photon, depending on its energy may further interact.
Immediately after its first interaction, its energy can be computed by

equation 1.3.

E, = Ey[[1+(E,/511)(1-cos6,)] (1.3)
Compton scattering is not equally probable at all energies or scattering

angles. The probability of scattering is given by the Klein-Nishina equation

(equation 1.4).



2 2 2(1- cosf )2
do =zr02[ ! ] Lreos™6 |1y, o7 (17 e0s,) (1.4)
dQ l+a(1-cosf.) 2 (1+cos?6,) (1+a(l1-cosB,))

«do

o is the differential cross-section of the material, ‘Z’ is its atomic

where:

number, ‘r¢’ is the classical electron radius, and ‘o’ = Ey/m0 c?

The Compton effect dominates primarily in the 100 to ~2000 keV range.

1.3 PET Instrumentation

As illustrated by Figure 1.1, a PET scanner typically consists of a series
of detectors which surround the subject. The detectors are typically arranged
as adjacent rings, and coincidences between various detector-pairs are used
to decipher the radioactivity distributions within the subject. The key role of
the detector is: to interact with and stop the incoming gamma ray, locate its
position within the ring, determine when the event occurred, and finally
measure the amount of energy deposited by the gamma ray. The following
section reviews some of the important requirements for PET detectors,
before briefly describing prevalent approaches for gamma-ray detection in

PET.
1.3.1 Detector Requirements

1.3.1.1 Spatial resolution:

Spatial resolution of a scanner typically refers to the smallest distance
that can be resolved by the scanner. Since the scanner should have the ability
to resolve the finest detail in the image, a detector with the highest spatial

resolution is desired. The higher spatial resolution of the scanner should also



help in limiting partial volume effects, thereby improving the quantitative
accuracy of the scanner. While the physics of positron emission (i.e. positron
range and acollinearity) place fundamental limits on the achievable spatial
resolution in PET, current detectors have still not approached that limit.
Spatial resolution of the PET scanner is dependent on numerous factors, and
Ref. [9] reports empirical measurements to arrive at equation 1.5, which can

be used to predict the reconstructed spatial resolution for any PET scanner:

R =1.25y(d/2)> +(0.0022D)? + b + 1 (1.5)

where: ‘R’ is the reconstructed spatial resolution (FWHM), ‘d’ signifies the
detector size, the ‘0.0022D’ term signifies the contributions arising from
photon-acollinearity in a scanner with diameter ‘D’, ‘b’ is an additional factor
determined by the encoding technique used to readout the crystals, and r’ is
the effective positron range for the radiotracer [10]. Note that while the
positron range and acollinearity impose fundamental uncertainties, advances
in data processing, and statistical image reconstruction techniques [11, 12]

offer the ability to account for and correct them.
1.3.1.2 Sensitivity:

The 511 keV gamma rays in PET are fairly energetic, and require
detectors with sufficient stopping power to efficiently detect them. Since the
PET camera is essentially a photon counter, the statistical noise (Poisson
based) for each detector pair is inversely proportional to the square root of
the total number of gamma rays detected. Needless to say, a larger number of
detected gamma rays would decrease the statistical noise. For equal scan
durations, a more efficient scanner should have lower statistical noise (e.g.

Figure 1.3). The lower statistical noise should translate to an improvement in



the image signal-to-noise ratio. Also, the finite half-life of the radiotracer
(Table 1-1), and the limit on administrable dose (specific activity and radio-
toxicity) necessitate a scanner with the highest detection efficiency. Thus,
improving sensitivity should help to:

a. Improve image signal-to-noise ratio, and image quality.

b. Decrease the scan duration.

c. Decrease injected dose per scan.

d. Permit dynamic scans with short-lived isotopes.

The sensitivity of the scanner is defined as the ratio of total annihilation
events detected by the scanner to the total number of radioactive decays of
the source. It is primarily determined by the detector thickness, and axial

acceptance angle of the scanner.

Bmm 200K Bmm 400K

Figure 1.3. Importance of spatial resolution and sensitivity: Simulated Derenzo
phantom images demonstrate that image quality can be improved either be
improving spatial resolution and/ or sensitivity. Note: The data of top of each of the
images represents spatial resolution and total number of counts for that particular
image. Figure reproduced from [13].



1.3.1.3 Time resolution:

Timing refers to the ability of the detector to precisely measure the
time of arrival of the gamma ray. Since PET relies on accurately detecting the
two 511 keV photons arising from the annihilation of a single positron, it is
essential that the uncertainties in resolving their individual times of arrival
be as small as possible. A larger uncertainty necessitates the use of a larger
coincidence window to associate the gamma-pairs. The amount of random
coincidences is directly related to the size of the coincidence window. An
increase in the random coincidences contributes to statistical noise in the

PET image. Hence, the highest timing resolution is desired in a PET scanner.

Figure 1.4. Time-of-Flight PET: An illustration of the how TOF-PET helps improve
the signal-to-noise ratio in a PET scanner. Also, shown is how conventional PET
scanners localize events. Figure reproduced from [14].

A special class of PET detectors, called time-of-flight (TOF) PET detectors
possess exquisite timing resolution (< 1ns) [15, 16]. These detectors use the
timing information to constrain the annihilation location to a point along the
LOR based on the relative time differences of individual arrival times of the
respective photons. This directly translates into a direct improvement in the

image SNR.



1.3.1.4 Energy resolution:

As described earlier, it is important that the PET detector measure the
energy of the incoming gamma-photon. The energy resolution indicates the
ability of the scanner to reject scattered radiation. While not so critical for
small animal imaging, it is imperative for whole body imaging which has a
larger fraction of scattered events. Improving the energy resolution improves

the ability to eliminate this source of statistical noise in PET images.

1.3.1.5 Depth-of-Interaction:

As described earlier, typical approaches to improve the sensitivity of a
scanner include using a thicker detector material and increasing axial
coverage of the scanner. But both the approaches can degrade the overall

spatial resolution of the scanner.

<——> Actual line-of-response

Radial Georenrene > Assigned line-of-response

C

Figure 1.5. Parallax errors in a PET scanner: When the source is placed at off-center
locations, the depth-of-interaction of the gamma ray causes an error in determining
the correct line-of-response.

Tangential
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As shown by Figure 1.5, when the coincidence events occur at off-center
locations, there is an apparent error in determining the correct LOR. The
error varies with the depth-of-interaction of the gamma ray. The apparent
mis-positioning degrades the overall spatial resolution of the scanner,
especially near the edge of the field-of-view of the scanner. This is a serious
impediment for building high-sensitivity scanners. A typically work-around

is to increase the radius of the scanner.
1.3.1.6 Count-rate:

With all detectors there is a minimum amount of time necessary for
the detector to process the event, before it is ready to accept another event.
This minimum time is usually referred to as the “dead-time” for the detector,
and defines the maximum rate at which the detector can be operated. Due to
the fast decaying nature of PET radioisotopes (Table 1-1), the count-rates
during a PET scan can vary significantly. While the scanner dead-time has
contributions from both the detector and readout-electronics, typically, it is
the conversion process within the detector that fundamentally limits the
count-rate performance. For example, with a scintillator, it is its decay time;
while for a semiconductor detector, it is the drift time of the electron-hole
pairs generated from the gamma interaction. While a detailed description of
the effects of dead-time on PET performance are not explained here, it is
important to note that whatever the mechanism, a detector with the lowest

dead time or the highest count-rate capability is desired.
1.3.1.7 Multimodality:

Multimodality PET-CT has already established itself as an invaluable

imaging technique. The availability of complementary information from both
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the scanners (quantitative information from the PET, and high-resolution
anatomical information from the CT) has provided improved diagnostic
power in the clinic. Similar efforts have already begun to combine PET and
MRI [17-20]. Combining PET with MRI is far more challenging though, as the
photodetectors have to work within the confines of static and varying
magnetic fields. Developing a MRI compatible detector therefore has the

added benefit of extending its use for combined PET-MR imaging.

1.3.1.8 Cost:

Current state-of-the-art small animal PET scanners cost upwards of
$500,000, keeping it out of the reach of numerous researchers/facilities. A

reduction in cost is definitely desirable to make its use more widespread.

1.3.2 Detection Approaches

While detecting the 511 keV photons in PET it is necessary not only to
detect its location within the scanner, but also measure its energy, and its
time of arrival. A variety of gamma-ray detection strategies exist. They can be
broadly classified as scintillation detectors, semiconductor detectors, and
proportional gas detectors. This section briefly describes these various

approaches:
1.3.2.1 Scintillation Detectors

Scintillation detectors are by far the most popular, and widely used detectors
in nuclear medicine imaging. While there are a variety of scintillation
materials, only some have properties suitable for use in PET imaging (i.e.

dense, fast and offer reasonably good energy resolution). The scintillation

12



detector consists of a scintillator coupled with a photodetector, which
converts the optical photons into an electrical pulse that is further processed

by the readout electronics.

1.3.2.1.1 Scintillators

A scintillator is a material which produces scintillation photons when excited
by ionizing radiation. An important property of the scintillator is its ability to
generate scintillation photons in proportion to the energy deposited by the
gamma ray. The interaction of the gamma ray within the scintillator occurs
via photoelectric and Compton interactions. This results in the generation of
primary electron-hole pairs that generate secondary electron-hole pairs,
which further transfer their energy to luminescent centers from which the
final scintillation photons are emitted. A detailed description of the

conversion process is described in [21], and outlined in Figure 1.6.

Conduction Band

Activator excited states

Band Gap (Eg) /\/W\A/\/S\c/istillation photons
T

Activator ground state

>
_ time (ns)

Incoming radiation

Amplitude

Figure 1.6. Scintillation light production mechanism in an inorganic scintillator.
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materials for PET. Part of the table calculated with data from National

Institute of Standards and Technology, MD, USA.
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Important scintillator properties include:
1. High density, stopping power

High light yield

Fast decay time

Appropriate emission wavelength

Scintillator transparency

Mechanically rugged, non-hygroscopic, and machinable

N o 1k W

Cost, size, and availability

Table 1-2 presents the properties of several commonly used, promising

scintillation materials for PET.

1.3.2.1.2 Photodetectors

The scintillator is coupled to a photodetector, whose main function is
to convert the scintillation photons to an equivalent electrical signal. Since
there are a variety of scintillators with useful properties, it is important that
the photodetector is well matched (size, optical properties, and quantum
efficiency) to the scintillator it is coupled with. This shall help preserve and
carry over the maximum signal from scintillator. Other desirable properties
include: fast response, low noise, rugged design, stable operation, and ability
to operate in the presence of magnetic fields. While there are a variety of

photodetectors, those most commonly used for PET include:

Photomultiplier Tubes

Photomultiplier tubes (PMTs) are very commonly used to readout
scintillators, and have traditionally been the workhorse photodetector for
nuclear medicine imaging. They are stable, mature, fast (sub nanosecond)

devices, offering high gain (10 - 107), low noise, and are available in a
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variety of sizes and shapes. While PMTs offer excellent signal-to-noise ratios
and have low light detection capabilities, they suffer from poor quantum
efficiency for blue-light scintillators (typically 20 - 25%). The PMT is a
vacuum device, and typically consists of a light-transmitting window, a
photocathode (semi transparent layer deposited on the inner-side of the
window), followed by a series of electron multipliers, and finally an electron-
collecting electrode (anode). The light photons pass the transmitting
window, and are incident onto the photocathode surface, which produce
electrons in response (photoelectric effect). The electrons are subsequently
focused onto a series of electrodes (dynodes), which provides additional
multiplication, by the process of secondary emission. The final gain of the
signal is determined by the gain at each stage and the number of dynodes in
total. Gains of 106 — 107 are very typical for PMTs. Based on the geometry of
the entrance window and the electron multiplier, there are a variety of PMTs
available e.g. Circular-cage, MCP, Venetian blind, etc. A major drawback of

PMTs is their sensitivity to magnetic fields.

Solid-state photodetectors

Solid-state photodetectors are semiconductor devices, and have
several advantages over traditional PMTs. They are compact, have low
atomic mass, are rugged, have far superior quantum efficiency (> 70%), and
are generally insensitive to magnetic fields. While solid-state technology is
still maturing, it has the potential to be mass-produced, and possibly can be
inexpensive. The “temperature dependence of gain” is an important concern
with most solid-state devices. Silicon photodiodes are the simplest of solid-
state devices, and offer unity gain. Their low SNR necessitates the need for

ultra-low noise front-end electronics and makes then unattractive to readout
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scintillators for PET. Avalanche photodiodes on the other hand are
essentially p-n junctions operated under high reverse-bias voltages. The
primary electron-hole pairs generated are accelerated through a high electric
field region (multiplication region) where through the process of impact
ionization they provide internal gain (Figure 1.7). Hence, the APD gain is

typically dependent on the applied reverse voltage.

AVALANCHE
LAYER

p-

| HiGH

VOLTAGE

Figure 1.7. Cross-section of a typical Hamamatsu APD [22]. The primary electron-
hole pairs generated are accelerated through the electric field and create additional
electron-hole pairs via avalanche multiplication.

While the APD has an internal multiplication process, the avalanche
mechanism itself has fluctuations, which creates an additional source of
noise in APD-based detectors [23]. The statistical fluctuations in APD gain are
called excess noise, and it depends on the APD gain and the ionization
coefficient for the APD. Also, with APD-based detectors, one has to contend
with the electronic noise arising from the leakage current and capacitance of

the device. Table 1-3, compares many of the properties for PMTs and APDs.

A very recent development with solid-state devices is the emergence of
silicon photomultipliers [24-26]. While still in its infancy, these devices in

many ways merge the desirable properties of PMTs with APDs. They are
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essentially an array of micro-APDs (micron-sized pixels) tied in parallel and
operated in Geiger mode. Thus they are very high gain (10°), very fast (sub-
nanosecond timing), compact, magnetic-field insensitive, operate with low
bias voltage, and offer excellent sensitivity to low-light levels. While these
devices are still in the developmental stages, they suffer from relatively poor
PDE (i.e. photodetection efficiency; SiPM equivalent for quantum efficiency;

best ~25%) and are currently available in limited sizes.

Photosensor PMT APD
Technology Vacuum tube Semiconductor device
Active area Upto 10” @ Upto 0.6” @
Gain 10°-10’ 50 - 1000
Speed of response (ns) 0.1-3 2-5
Bias voltage (kV) 1-3 04-2.0
Quantum efficiency (% @ 420 nm) 20-40 50-75
Capacitance (pF) - 10-200
Dark current (nA) <10 10- 1000
Excess noise factor 1.2-15 2-4
Temperature coefficient (%/°C) 05-1 1.5-3
Magnetic field susceptibility Sensitive Insensitive
Technology Mature Maturing
Form factor Small to very large Small
Cost $S $5$

NOTE: Typical values quoted

Table 1-3: Comparing avalanche photodiodes with photomultiplier tubes.

1.3.2.1.3 Scintillation detector designs

Scintillation detectors can be broadly classified under two categories.

Those that employ a group of segmented scintillation crystals (i.e. discrete
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crystal detectors), and those employing a single continuous scintillator (i.e.
continuous crystal designs). This section begins with a discussion of the
generic scintillation detector designs, and is followed by a discussion of the

strengths and weaknesses for both the detector designs.

L|ghtguade SlOIIed
Scinn'llator\\/\lti//' ‘ IL‘TT Iﬁl I I I I I | I

Crystal

Figure 1.8. Various light-sharing configurations used in PET detectors: (a) classical
gamma-ray detector consisting of a continuous crystal read by an array of PMTs; (b)
array of scintillation crystals read by an array of PMTs; (c) standard “Block
detector”; (d) quadrant-sharing block detector. Figure reproduced from [14].

T
T

Nt
1111
TIIT

The earliest PET detectors utilized a 1:1 coupling between the scintillation
crystal and its PMT. The need for better resolution, and the simultaneous lack
of appropriately sized PMT, resulted in the development of sodium iodide
(Nal) based Anger-camera type detectors for PET (Figure 1.8a; [27]). The
relatively long decay time of Nal limited the count-rate performance of those
detectors. This led to the development of a quasi-Anger-type detector, where
a similar light-guide and PMT were used to read segmented scintillators
(Figure 1.8b; [28-30]). The use of discrete scintillators limited the light-
spread function, and helped improve the count-rate performance of the
scanner. A major change in detector design was established with the arrival
of the block-detector concept (Figure 1.8c; [31, 32]). The block detector used

a limited amount of light sharing to decrease the number of readout
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channels. The first detector consisted of an 8 x 8 array of BGO crystals
readout by a 2 x 2 array of PMTs. Over the last decade, a variation of the
block detector design (quadrant-sharing block detector; Figure 1.8d), which
efficiently reduced the total number of required PMTs (factor of 4), was
developed. While there was significant reduction in the number of PMTs,

clever modifications were necessary for a practical implementation [33-35].

Discrete Crystal Designs
Most of the current PET scanners are of this type [36-40]. The widely

used MicroPET scanner is one such example that offers a spatial resolution of
1 - 2 mm [41-43]. Currently, most approaches towards improving resolution
in detectors tend to lean towards using smaller crystal sizes [42, 44-46].
Despite providing sufficient improvement in the spatial resolution, the

discrete-crystal architecture suffers from the following drawbacks:

1. If a crystal with a fixed thickness were to be progressively segmented,
the sensitivity would drop on account of the increasing fraction of
dead-space between the crystals. Typically, the space between the
crystals is occupied by reflector material. Attempts to reduce the
inter-crystal gaps to ~70 pum have been made [47], but the technique
has not been furthered for machining small crystal arrays.

2. One way to maintain sensitivity with crystals of smaller cross-section
is to make them sufficiently long. But, with longer crystals, it becomes
increasingly difficult to efficiently pipe light out of the crystals. The
lower light output impacts transverse positioning, energy and timing
resolutions.

3. The sensitivity can also be increased by a reduction in the scanner

diameter. If this were to be done in scanners employing the smaller
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cross-section crystals, a correction for the depth-of-interaction (DOI)
would need to be performed. Since most scanners do not account for
DOI, this would result in performance degradation as the source is
moved away from the center.

4. The number of readout channels is directly proportional to the
number of crystal elements. Hence, the cost is linearly proportional to
the number of crystals used in the system.

5. The spatial under-sampling near the center of a tomograph employing
discrete detectors results in discontinuities in the spatial resolution
near the center of the scanner. A mechanical wobble is sometimes
used to improve the sampling rate in such cases [48], adding to the

complexity of the system design, and also data processing.

Continuous Crystal Designs

As discussed earlier, continuous scintillator gamma-ray detectors have
been around for a very long time, and they are still the most widely used
detectors in nuclear medicine imaging (i.e. for SPECT - gamma cameras).
While the concept has never been applied to small animal scanners, it has
been developed and commercialized for human PET applications [49, 50]
with encouraging results. Subsequently, [51, 52] investigated the use of a
continuous scintillator for PET. But, mostly all groups used a position-
sensitive PMT on only one side of the scintillator. Particularly, encouraging
results were obtained by [53]. But, the demonstrations were achieved with a
rather thin crystal (4 mm) and a position-sensitive PMT (PSPMT). Depth-of-
interaction measurements were not investigated. A couple of groups [54-56]
have successfully explored the read-out of a continuous scintillator with the

S8550 APDs (Hamamatsu Photonics Inc., Japan). While [55] used a rather
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thin scintillator and demonstrated the ability to stack these detectors, [56]

used neural networks to decode the DOI for the gamma-ray. These

approaches while promising still possessed a rather large number of readout

channels (arrays of 1.6 x 1.6 mm? APDs used). Also, both [55, 56], coupled

APDs onto only a single side of the scintillator. While encouraging, these

approaches confirm the overall benefits of using continuous scintillators for

PET:

Improved spatial resolution.

Improved sensitivity: The elimination of the dead spaces usually
occupied by the reflector material directly provides an increase in
sensitivity. The MicroPET-II for example has a 14x14 array of 0.975
x 0.975 x 12.5 mm3 crystals interspersed with a reflector measuring
0.175 mm. This translates to a packing fraction of approximately
72%. For a similar geometry, the use of a continuous scintillator
would provide a two-fold increase in coincidence sensitivity.
Improved light collection: The light collection should be
considerably better than that possible with long, narrow crystals.
This should directly improve the energy resolution, and possibly
even timing resolution.

Cost-effective: Much reduced machining, polishing, and array

fabrication costs involved.

. A more uniform sampling is available at the center of the

tomography, eliminating the need for wobble motion.

Over the last few years, there has been renewed interest in using continuous

scintillators, and numerous groups are currently exploring its potential.
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1.3.2.2 Semiconductor Detectors

Semiconductor detectors are one alternative to scintillation detectors.
Unlike scintillation detectors, the incoming gamma-photon directly produces
electron-hole pairs, which are subsequently collected by electrodes. Silicon
(Si) and germanium (Ge) are the most commonly used semiconductor
materials and have been explored for PET [57-61]. Their low band-gap, and
superior conversion efficiency effectively produces a large number of
electron-hole pairs; thereby providing excellent energy resolution (< 2 %
FWHM). But, Ge cannot operate at room temperature and requires cooling,
complicating detector design and increasing costs. Also, Si and Ge have low
atomic numbers, yielding relatively poor detection efficiency. Mercuric
iodide (Hglz), cadmium telluride (CdTe), and cadmium zinc telluride
(CdZnTe) are more recent semiconductors materials having moderate atomic
numbers, and also a wider band gap. With semiconductor detectors, higher
pixel granularity can simply be achieved by using appropriately sized
readout electrodes (cost effective when compared to segmenting
scintillators). Hence, on account of their high spatial, energy resolutions, and
moderate detection efficiency, modern-day semiconductors have attracted
considerable attention for PET [62-68]. Though they have shown great
potential, they still have inferior timing performance. Also, manufacturing
techniques have not yet matured, affecting the quality and cost of the

materials.

1.3.2.3 Alternative detection strategies

Apart from the above two classes of gamma-ray detectors, there are a

few other categories that have been explored and adapted for PET. The
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HIDAC, a dedicated small animal scanner [69, 70] based on the multiwire
proportional chamber technology (MWPC) is one such example. The HIDAC
scanner consists of a MWPC, which incorporates conversion plates to convert
the incoming gamma ray into electrons. The conversion plates are composed
of laminated plates of interleaved lead and insulating sheets, with a matrix of
small holes (0.4 mm) drilled through them. The scanner has DOI capabilities
and an excellent spatial resolution of ~1 mm, but suffers from the lack of
energy discrimination, poor timing, sensitivity and count rate capabilities.
Another variant involves using either a lead convertor [71, 72], or a resistive
plate chamber (RPC) to detect the incoming gamma photon [73, 74]. RPCs
are low-cost, and exhibit excellent spatial, timing resolutions, but have poor
detection efficiency, count rate performance, and lack energy discrimination.
Liquid xenon based PET detectors are also being explored, particularly for

TOF PET [75-77].

1.4 State-of-the-Art

Over the years PET scanner designs have improved considerably, with
clinical scanners achieving best spatial resolutions of 4-5 mm [29, 78]. The
current state-of-the-art small animal scanners have spatial resolution of the
order of 1-Zmm [40, 43, 69]. The ability to visualize finer structures,
especially in mice, imposes serious requirements on the spatial resolution of
small animal scanners. Further improvements in both spatial resolution and
sensitivity need to be made to fully realize the potential offered by small
animal models. Sustained developments in the design of PET detectors has
meant that PET detectors have evolved from using a 1:1 coupling

architecture to modern day light-sharing, and block detector concepts. While
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technological developments in scintillator and photodetector technology
have a definite role, cost considerations with building scanners have played
an important part as well. Block detectors have found favor on account of

their multiplexing capabilities.
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Figure 1.9. Comparison of spatial resolution and crystal sizes for state-of-the-art
PET scanners. Figure reproduced from [79, 80]
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Figure 1.10. State-of-the-art discrete crystal approaches for high resolution PET:
Top row: ~2 mm2 crystal arrays used in our RatCAP scanner. Bottom row: 0.5 mm?2
and ~0.25 mm?2 arrays being explored by researchers at UC Davis [81, 82].
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Figure 1.11. Current approaches to determine depth-of-interaction in discrete
scintillation detectors: Top: A generic representation of the common approaches for
DOI determination in discrete scintillation detectors. Bottom: Real world examples
for the above approaches [83-87].

With an increased emphasis on improving spatial resolution (especially in
the preclinical regime), the above detector designs gravitate towards the use
of crystals with smaller cross-sections (Figure 1.9, Figure 1.10). While
successfully resolving crystals with tiny cross-sections is a challenge in itself
(poor light collection; impaired position, energy, and timing resolution), the
problem is exacerbated by the need to improve sensitivity. Sensitivity can be
improved either by making crystals longer, or increasing the axial coverage.
But both of these approaches are prone to suffer from parallax effects,
affecting spatial resolution. Current strategies to resolve DOI either include
using a phoswich design or a dual ended readout [88-90]. The phoswich
design complicates the system design (different decay time scintillators

required; possibly variable timing and energy resolutions). Multilayered
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detectors (wherein the detectors are either offset, or have special reflectors)
have also been proposed, but these designs are expensive to fabricate and
also have poor light collection efficiency. Dual-ended readout detectors are
other alternative, but this requires at least one solid-state detector. Note that
most scanners (NIH-ATLAS and Siemens HRRT being limited exceptions [91,
92]) do not offer DOI.
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2. Motivation and Scope of Thesis

Positron emission tomography (PET) is a noninvasive medical
imaging technique that provides functional information by mapping the
radioactivity distributions within the subject. On account of its exquisite
quantitative information content, PET has found numerous diagnostic and
therapeutic applications in the clinic. Its impact as a research tool is even
more profound, as it allows one to exploit transgenic mouse models to
understand the many biological questions at hand. However, current
detector technologies do not allow one to visualize details at the spatial scale
found in animals like mice. Also, there is a finite limit on the amount of
radionuclide that can be injected, and improving sensitivity (to decrease
statistical noise in the image; perform dynamic studies) is equally important.
Current approaches to improve resolution tend to rely on the use of
decreasing crystal sizes. The increase in spatial resolution is often
accompanied by a decrease in sensitivity. Sensitivity can be improved, either
by making use of longer crystals or by decreasing the scanner diameter. Both
approaches however, result in an increased error due to parallax (depth-of-
interaction). In summary, many of the current approaches to maximize

spatial resolution and sensitivity involve tradeoffs.

This thesis introduces a novel light-sharing, gamma-ray detection strategy.
The detector comprises a monolithic scintillator readout by large-area solid-

state photosensors coupled onto both sides of the scintillator. The detector is
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essentially an evolved, miniaturized Anger-detector (optimized for PET) that
utilizes solid-state photosensors. Apart from eliminating the costs associated
with manufacturing the discrete scintillation arrays, the use of a single
continuous scintillator improves sensitivity on account of the lack of reflector
material used in discrete scintillator arrays. An important difference is the
absence of a light-guide, traditionally present in light-sharing detectors. The
presence of photosensors on both sides of the scintillator also helps in
measuring the depth-of-interaction. The use of large-area photosensors,
provides a reduced number of readout channels, further decreasing costs.
Also, as solid-state devices can work in presence of high magnetic fields, the
design in principle is an MRI-compatible design. In summary, this approach
could provide a cost-effective solution to improve spatial resolution,

sensitivity, and measure depth-of-interaction.

This thesis studies and investigates in detail, the potential of this novel
detector as a cost-effective strategy for high performance PET. More
specifically: feasibility of the approach is demonstrated with a prototype
detector and its future potential is demonstrated via Monte Carlo simulations
that have been validated with experimental data from the prototype

detector. The specific contributions of this thesis includes:

1. Designing, developing, and characterizing an initial prototype
detector.

2. Performing detailed detector optimizations.

3. Implementing and fully evaluating an improved version of the

prototype detector.
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Developing an accurate fully Monte Carlo model for the detector.
Validating the model with experimental results from the prototype
detector.

Developing a novel, Maximum Likelihood based three-dimensional

event-positioning algorithm.
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3. Detector Design and First Results

Developing an efficient and high-resolution PET detector is an ongoing
challenge, and this thesis aims to demonstrate a novel PET detector design
that could achieve both. This chapter introduces and describes in detail, the
proposed approach. Preliminary studies to design the initial prototype
detector, its realization and early results from the same are also discussed in

this chapter.

3.1 Detector Concept

The proposed detector comprises a single, continuous scintillator
coupled with large-area solid-state photosensors onto both sides (Figure
3.1). The detector is essentially an evolved, miniaturized Anger detector [93],
which makes use of improvements in scintillator and photosensor

technology to build an improved light-sharing detector.

While traditional gamma cameras have an intrinsic spatial resolution worse
than 5 mm, improved spatial resolution in this design is achieved by using a
thinner, more appropriate scintillator read-out by suitably sized solid-state
photosensors. The narrow cross-section and minimal atomic number of the
solid-state sensors allows placing them on both the front and the back faces
of the scintillator. Sensitivity is improved on account of using a continuous

scintillator. Another significant difference is the absence of a light-guide
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traditionally employed by Anger cameras to maintain a uniform spatial
resolution throughout the scintillator. Despite the lack of a light-guide, the
presence of photosensors on both sides of the scintillator helps maintain
overall spatial resolution. Also, placing photosensors on both sides provides
the ability to measure depth-of-interaction (DOI) by comparing the signal-
distributions from the top and bottom sides. The ability to measure DOI
should help in building scanners with smaller diameters, further increasing
sensitivity. The use of large-area sensors reduces the number of readout
channels, which decreases cost for the scanner. Solid-state photosensors also
work well in the presence of high-strength magnetic fields, making this a

MRI-compatible design.
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Figure 3.1. A schematic of the proposed detector. Large-area semiconductor
photosensors are coupled onto both sides of a single continuous scintillator. Colored
APDs indicate APDs that receive scintillation light when a gamma-ray interacts in its
vicinity.

To summarize: In keeping with the advantages offered by continuous

scintillators, the proposed detector design could possibly provide the

following advantages:

1. Improved spatial resolution.
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2. Higher sensitivity: For a fixed scintillator thickness, a continuous
scintillator provides higher sensitivity by eliminating the dead-
spaces found in discrete scintillator arrays (Figure 3.2).

3. Improved light collection; i.e. better energy and timing resolution.
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Figure 3.2. An illustration of the sensitivity gains in designing a PET scanner with
continuous scintillator. Shown above is expected sensitivity (at the center of the
scanner) for a few, “state-of-the-art discrete crystal PET scanners” [38, 41-43]
designed with a continuous scintillator. Their existing sensitivity is also shown for
comparison. (Data obtained from performing Monte Carlo simulations with the
GATE package)

4.  The ability to measure depth-of-interaction by comparing signal
distributions from the top and bottom sides.

5. Alow cost detector, as it eliminates the cost involved in machining,
polishing, and assembling the scintillation arrays.

6. The use of large-area photosensors reduces the number of readout
channels and cost.

7. A simple, scalable design: The spatial resolution in this design is
strongly dependent on the light-spread function. Consequently, a
higher spatial resolution can be achieved by simply reducing the

scintillator thickness.
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8. Since semiconductor photosensors are compact and offer low
gamma-ray attenuation, the detectors could be stacked/layered to
further enhance sensitivity.

9.  As semiconductor photosensors perform well even in the presence
of magnetic fields, this design in principle could also be used to
build a multimodality PET-MRI detector, scanner.

10. Due to a more uniform sampling obtained at the center of the

detector, the need for wobble motion is eliminated.

3.1.1 Decoding Depth-of-Interaction for the Gamma-Ray
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Figure 3.3. Decoding depth-of-interaction for the gamma-ray: Monte Carlo
illustration of the signal dispersion for a single gamma-ray interaction (*) inside the
scintillator. The signal dispersions on both sides of the scintillator provides a
measure of the depth-of-interaction of the gamma-ray.
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The proposed detector lacks a light-guide traditionally present in
Anger-cameras. This absence is compensated by the availability of
photosensors on both sides of the scintillator. The lack of a light-guide and
the presence of photosensors on both sides should help in measuring the

depth-of-interaction (DOI) for the gamma ray.

For any gamma-ray interaction inside the scintillator, the scintillation light
spreads-out isotropically. When the light reaches another surface, its
reflection/refraction is dependent on the surface finish and the critical angle
(6¢) for the media. In-effect, the light distributions seen on the top and
bottom sides of the scintillator depend on the depth at which the gamma ray
interacts (Figure 3.3). DOI for the gamma ray is computed by making use of

this light distribution information seen on both sides of the scintillator.

Depth (z)

Scintillator
thickness (T)

Figure 3.4. Analytically quantifying the depth-of-interaction. Illustration of a
gamma-ray interacting at a depth ‘z’ from the top-side of the scintillator with a
thickness ‘T". 6. represents the angle at which total internal reflection occurs.

The light-distribution measurement can be analytically computed as follows:
If a gamma-ray interacts at a depth ‘z’ from the top-surface of the scintillator
with thickness ‘T’ (Figure 3.4), the solid angle subtended at the top-surface
can easily be calculated by equation 3.1. Given the solid angle, the variance of
the light-distribution (i.e. its second moment) can be computed by

integrating the total flux incident over the surface-area. Mathematically, it
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turns out that the variance of the signal distribution is directly proportional

to the square of its distance from the interaction location (equation 3.2).

0(‘
Solid angle =ffsin0 0 d¢ (3.1)
n
variance (0%) o z° (3.2)
Otop = kl (Z) (3-3)
Obottom = k2 (T_Z) (34)
Otop ~ Obottom = k(z) (3.5)

i=1 i=8

7 7 14 14
dp = \/ (Esi(xi - 3_5)2 Esi) - \/(Esi(xi - 3_5)2 Esi) (3.6)
i=1 i=8

The signal distributions from both sides can be elegantly combined to obtain
a depth-parameter (dp), which is linearly related to the depth-of-interaction
for the gamma ray (assuming continuous sampling of the scintillation light).
The depth-parameter (equation 3.6) is a continuous function and is
representative of the various depths at which the gamma ray interacts. Thus,
computing the depth-parameter should help to quantify DOI for the gamma
ray. Another way to use the available signal-dispersion information is to use
a ratio of “variances of signals from both sides”. This depth-parameter
(equation 3.7) also varies monotonically with depth, albeit in a more

nonlinear fashion.

7 7

Es(x- —)_6)2 Es-
1 l 1

i=1 i=1

14 14

—\2
E 5;(x; = X) E s;
i=8

i=8

(3.7)

dp =
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3.2 Proposed Design

The scintillator and photosensor are at the heart of any scintillation
detector. This is particularly true in a light-sharing detector where the
scintillation-light produced from a single event is shared by multiple
photosensors. The light sharing places a special emphasis on the light-output
of the scintillator, which directly influences photostatistics. A higher light-
output scintillator should improve spatial resolution. Traditional Anger-
cameras use thallium-doped sodium iodide (Nal) scintillator (~38,000
photons/MeV; [94]). While Nal has superior light output and good detection
efficiency for detecting SPECT gammas (typically 140 keV), it would have to
be made quite thick (Figure 3.5) to achieve reasonable sensitivity for PET

[50, 95].
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Figure 3.5. Linear attenuation coefficients for LSO as a function of photon energy.
Also shown for sake of comparison are corresponding coefficients for sodium iodide
(Nal) at 511 keV. Data taken from National Institute of Standards and Technology,
MD, USA.
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The spatial resolution in this design is also strongly dependent on the
scintillator thickness (light-spread function), with a thinner scintillator
providing better spatial resolution (admittedly at the cost of sensitivity).
Also, Nal has an appreciably long decay time (~250 ns) making it unsuitable
for fast timing. The long decay time also affects deadtime and count-rate
capability of the scanner. In comparison, cerium doped lutetium
oxyorthosilicate (LSO) [96]; with its high stopping power, reasonable light-
output (~75% of Nal), and fast decay time (~40 ns) is an excellent choice for
PET. A drawback of using LSO is the intrinsic background activity arising due
to the presence of naturally radioactive 176Lu [97]. 176Lu has a very long half-
life (>1010 years) and emits a beta particle and multiple gamma rays in
coincidence (Figure 3.6). Thus, the intrinsic background generates a minor

increase in the true coincidence rate of scanners using LSO.

176 Lu

B~ Decay 99.66 %
Emax 596 keV
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307 keV | 94 %

Y 290keV
202 keV 78 %

Y __ 88.34 keV
88 keV 15 %
0 keV
176 Hf

Figure 3.6. 176Lu decay scheme. Inset: Scope snapshot from an LSO-APD detector
demonstrating how the LSO background signal overlaps signal from a 511 keV
source.
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More recently, lanthanum bromide (LaBr3), a brighter and faster scintillator
than LSO has also been discovered [98-100]. But like Nal it is also
hygroscopic and requires much care and packaging while handling. Hence,
despite the slightly lower light output and background, it was decided to use
an LSO scintillator for building the first prototype detector. In keeping with
commercially available small animal scanners, a 10 mm thick LSO scintillator
appeared a reasonable first choice. A 10 mm thick continuous scintillator
though, should provide improved sensitivity when compared to commercial

scanners that use a 10 mm segmented scintillator (e.g. Figure 3.2).

Vendor Advanced Photonix Radiation IYIonitoring Hamamatsu Photonics
Inc. Devices

Device SD 630-70-74-500 S0814 $8550
Size 30mmo 11 x 11 mm? 19.5x 11.2 mm?
Active area l6mmo 8x8mm?* f;j;rga;:]fz
Gain 200 1000 50
Capacitance (pF) 130 50 10
Leakage current (nA) 280 1000 10
Quantum efficiency (%) 80 50 70
Operating voltage (V) 1700-2000 1700-1800 350-450

NOTE: Typical values quoted

Table 3-1: Comparison of various commercially available APDs for building a first
experimental demonstrator [22, 101, 102].

The photosensors in a light-sharing detector must also receive careful
consideration. Solid-state photosensors have steadily progressed over the
years. Their compact size, package allows them to be placed on both the front
and the back side of the scintillator. On account of their ruggedness, compact
size, cost, low bias voltage and high quantum efficiency, silicon photodiodes

were the earliest devices explored for PET [103, 104]. But, their unity gain
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necessitates the use of ultra-low noise front-end electronics. Avalanche
photodiodes (APDs) in contrast can achieve higher signal-to-noise ratio
(internal gain of 102 - 103) and are becoming increasingly popular for PET
[36-38, 105-107]. The limited gain of the APD though, entails a careful design

of the readout electronics.

On account of their compact size, higher signal-to-noise ratio, and availability
in appropriate sizes, APDs were chosen for building an early prototype
detector. Table 3-1 lists some of the commercially obtainable APDs available
for building a first prototype detector. Important considerations in choosing
an appropriate APD included: gain, quantum efficiency, total area, fractional

active-area, capacitance, leakage current, and excess noise factor.

A major concern for using APDs in this design is the lower signal-to-noise
ratio, on account of the lower gain and added electronic noise with using an
APD when compared to a PMT. APDs typically have gains in the 100 - 200
range. The electronic noise with an APD roughly scales with the device
capacitance and leakage current. Recently, Radiation Monitoring Devices
(RMD; Radiation Monitoring Devices, Watertown, MA) had developed a new
planar process for manufacturing APDs [108, 109]. These APDs operate at a
fairly high bias voltage, but also achieve high gain in comparison with other
APDs (order of 103). They also have a fairly low capacitance (~0.7 pF/mm?),
and modest quantum efficiency (~50% for LSO). A major concern with the
RMD APD though is their large leakage current (>1 pA at the recommended
bias voltage). The RMD APDs were available in two different sizes - a version
with 13 x 13 mm? active area (model S1315), and another with 8 x 8 mm?

active area (model S0814).
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In summary, despite their large leakage current, the S0814 offered a high
gain, low capacitance, and modest quantum efficiency in comparison to its
contemporaries. Additionally, RMD agreed to customize the APD-packaging
to increase the active-area of the APD. The customized S0814 had a total area
of ~11.1 x 11.1 mm? (i.e. ~50% active area, among the highest). The
customized S0814 also was also appropriately sized for a 10 mm thick
scintillator. Hence, the S0814 APDs were chosen for building a first prototype

detector.

3.3 Preliminary Studies

Important reasons for choosing the S0814 APDs included; a large gain,
reasonable quantum efficiency, low excess noise, and an attractive packing
fraction. Since the S0814 APDs were somewhat new to the market, it was
important for their performance to be verified. While confirming each of its
specifications was not a first choice, we decided to examine gain, leakage
current, and typical PET performance measures influenced by the above
parameters. Specifically, APD gain, leakage current, energy resolution, and

coincidence timing resolution were characterized.

The gain of an APD can be characterized in numerous ways: with a pulsed
light source, a continuous light source, or with a monoenergetic X-ray (e.g.
Fe-55). While all of the above methods were examined, and would not be
discussed here, it should be noted that the choice of method has a significant
effect on the result. The best method would be the one with the closest match
to the application intended. Since the S0814 would be used to detect optical

photons we decided to use a pulsed light source to characterize its gain.
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Figure 3.7. APD gain measurement setup.

The gain measurement process is outlined in Figure 3.7. To measure gain
with a pulsed-light source, it is important that the source have a stable light
output. While the use of an LED is quite common, we decided to use a laser to
mimic a pulsed-light source. A nitrogen laser (337 nm) was pulsed at
approximately 15 Hz and used to excite a plastic scintillator (BC-420; Saint-
Gobain crystals, OH) that emitted fixed light pulses at 420 nm. Light from the
plastic-scintillator was coupled to the APD (under bias) via an optical fiber.
The output of the APD is fed to a preamplifier-shaper, and further to a peak
detecting circuit. A second reference detector was also installed to monitor
and correct for possible drifts in the laser output during the measurement
process. The entire process was repeated over a range of bias voltages. As the
avalanche process is uninitiated at low bias voltages (100 - 200 V for the
S0814), the APD is assumed to have unity gain. The gain at any bias voltage is
computed by normalizing the APD output at that bias voltage to the
corresponding output at unity gain. Gain measured with a single APD is

shown in Figure 3.8.
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Figure 3.8. Gain and dark current for a single RMD APD measured as a function of its
bias voltage.

To measure the dark current, a Keithley picoammeter was connected in
series with the bias circuit. All measurements were performed inside a light-
tight box and at room temperature. Figure 3.8 shows the gain and dark
current measured for a single S0814 APD. As expected, the S0814 had a large
leakage current (> 1 pA) and high gain (~500) at bias voltage of 1700 V.
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Figure 3.9. Characterizing the temperature dependence of the gain for the RMD APD.
The gain was measured to decrease by 2.5% for every degree Celsius rise in
temperature.
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Given the temperature dependence of the gain of the APD, gain variations for
the APD were also characterized over a wide temperature range. The above
setup was placed inside a light-tight, insulated box. A heater-coil (Minco,
Minneapolis, MN) and ice pack were used to vary the temperature from 17.5
to 30.2 °C. A resistive thermal device (model S651; Minco, Minneapolis, MN)
placed in direct contact with the APD surface monitored the temperature.
The pulsed-light setup used to measure gain was used to deliver a fixed light
pulse over the entire temperature range. By monitoring the APD output
relative to its temperature, a dependence of -2.5%/°C was measured (Figure

3.9).
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Figure 3.10. Left: Energy spectra acquired from a Na22 point source with a single,
Teflon wrapped 2 x 2 x 18 mm3 LSO crystal on the RMD APD. Right: Coincidence
time spectra measured with the same setup and a fast preamplifier in coincidence
with a fast BaF,;-PMT detector. An energy resolution of 14.6% FWHM, and time
resolution of about 6.5 ns FWHM was measured.

Energy and timing resolution measurements were also carried out with the
S0814 APD coupled to a single 2 x 2 x 18 mm3 Teflon wrapped LSO crystal. A
single APD was biased (1680 V) and readout with a BNL designed, fast, 70 ns

preamplifier-shaper combination. For the energy measurement, the

amplified and shaped APD output was fed to a standard fan-out module, and
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subsequently to a charge integrating analog-to-digital converter (ADC).
Timing resolution was also measured with the above setup in coincidence
with a fast BaF;-PMT (PMT Model 5023; Hamamatsu Corp, Japan)
combination. A standard Lecroy leading edge discriminator (model 621L;
Lecroy Corporation, NY) was used to generate a logic-pulse for both the
detectors. Both the logic pulses were further fed to an 11-bit time-to-digital
converter offering 100 ps resolution (model 2228A; Lecroy Corporation, NY).
While the measurements were not fully optimized, an energy resolution of
14.7% full width at half maximum (FWHM) and coincidence time resolution

of 6.9 ns FWHM was measured at 511 keV (Figure 3.10).

During the characterization process, it was found that the customized
packaging (to decrease the dead-area of the APD) made the APDs susceptible
to moisture/humidity. Hence, to protect them, the APDs were initially baked
and care was taken to place them in a dry environment (dessicator). Later, a

moisture sealant was applied at the edges to eliminate the problem.

3.4 Initial Simulation Studies

Simulation studies provide an efficient and economical technique to
develop, assess, and validate detector performance. While a variety of
simulation tools are available, they broadly fall under two categories:
Analytical simulations and Monte Carlo simulations. The former, albeit
simpler, uses approximations to facilitate and speed simulations. Monte
Carlo simulations on the other hand are more sophisticated, thorough, and
computationally intensive. A more detailed explanation of the theory of

Monte Carlo simulations and its relevance in simulating medical imaging
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systems can be found in [110-112]. In case of the proposed design, while
improved spatial resolution was expected due to a decreased light spread
function, performing simulations to predict detector performance was

rational.

Due to its simplicity, a first evaluation of detector performance was
performed with the help of an analytical model. The model assumed a
relatively straightforward light transport mechanism, and the gamma ray
depositing all of its energy at the interaction location. It accounted for, the
scintillator light yield (conservative 15,000 photons/MeV) and non-
proportionality (~10%), electronic noise (5000 e- rms), APD quantum
efficiency (50%), APD gain (500), and APD excess noise (2.8). 511 keV
gamma interactions were simulated at various locations inside the
scintillator. For each event, the amount of light reaching an APD was calculated
based on the solid angle subtended by the APD. Position and energy calculations
were restricted to groups of seven APDs from both sides of the detector.
Gamma-ray interactions were simulated at fixed depths and at various
locations along the face of the detector. An average spatial resolution of ~1
mm FWHM and energy resolution of ~15% FWHM was estimated, suggesting

that the approach could yield a high performance detector.

While the simplified analytical model was a good starting point, a more
accurate and realistic model was necessary to evaluate detector performance
under more demanding conditions. A detailed and validated simulation helps
predict system performance, and also offers the flexibility to validate the effect of
altering various design parameters. For this detector, the detailed simulations
should particularly take into account gamma-ray interactions, their energy
deposition and also accurately track the optical photons generated inside the

scintillator.
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e (1, the specular lobe constant, controls the probability of
specular reflection about the normal of a micro-facet;

o C;;, the specular spike constant, controls the probability

~—C.R of specular reflections about the average normal of the
8|

surface;

o and finally, Cy,, the backscatter spike constant, controls
oAbl the probability of backward reflection. This occurs when
n2 a photon hits a micro-facet at a normal angle, after several
reflections within a deep groove, and is reflected back
along its original path. This process is enhanced on very
average rough surfaces [4].
surface

C 4, the diffuse lobe constant, controls the probability of
internal Lambertian reflection;

Figure 3.11. Depiction of how the DETECT2000 package allows incorporation of
sophisticated surface models, allowing accurate tracking (reflection, refraction or
transmission) of photons. Figure reproduced from [113].

There are numerous open-source Monte Carlo simulation codes [114] that
have been extensively used to simulate nuclear medicine imaging systems,
e.g. SimSET [115], GEANT4 [116, 117], DETECT2000 [118, 119], MCNP [120],
GATE [121, 122]. Also, there are specialized, proprietary packages like
OptiCAD [123, 124] and ZEMAX [25, 125, 126] that lack gamma-ray
transport, but specialize in modeling and optimizing complex optical
systems. DETECT2000 is a popular Monte Carlo package [127-129], which
models in detail the optics for scintillation detectors (Figure 3.11). Since the
optical photon transport mechanism is an integral and critical part of this
design, despite the minimal gamma-ray transport, we decided to choose the

DETECT2000 package.

A separate program, BUILDER [130], included with the DETECTZ2000
package was used to build the detector model. Since the goal was to build an
accurate detector model, realistic values were assumed while generating the

model. The detector was modeled as a single LSO disk (10 mm thick and 6 cm
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in diameter) with seven APDs, each measuring 11 x 11 mm? (8 x 8 mm? in
active area) coupled onto both sides of the scintillator. The two flat surfaces
of the scintillator were modeled to have a polished finish (“POLISH”). The
shorter edges were modeled as “GROUND” and had a reflection coefficient of
0.1 to model a non-ideal, light absorbing black-paint that was applied to
eliminate reflections at the edges. The scintillator was modeled to have a
refractive index of 1.82, and a peak emission wavelength of 420 nm [131].
The scintillator was assumed to have a light yield of 20,000 photons/MeV. To
make it more realistic, an appropriate amount of noise representing the
~10% FWHM intrinsic resolution for LSO [132] was added. The APD was
modeled to have a quantum efficiency of 52% at the peak emission

wavelength of the scintillator [102].
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Figure 3.12. (Left) Position histograms and (Right) linearity of the detector for fixed
point, photoelectric interactions, occurring at a depth of 5 mm. Data simulated using
the DETECT2000 Monte Carlo package.

To estimate the spatial resolution of the detector, ~500, 511 keV photos
were made to deposit their entire energy at a depth of 5 mm inside the
scintillator. The entire process was repeated for various locations along the

face of the scintillator. For each gamma-interaction, the DETECT2000
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package generates a proportional number (~10,000) of scintillation photons
isotropically. It then individually tracks each photon to account for their
surface interactions (reflection, refraction, and transmission) through
various components of the detector. Optical tracking is performed until the
photon is: absorbed inside the scintillator, detected by a photosensor, or
escapes the detector volume. For the simulation to accurately perform these
tasks, the mean free path lengths for absorption (300 mm) and scatter (256
mm) in LSO were also included [133]. To provide a measure of the signal
from each APD, the number of photons reaching each APD is factored with
the APD gain (450). To make it more realistic, an electronic noise of 5000
electrons rms and an accurately known excess noise factor for the APDs

[134] were also included.
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Figure 3.13. Spatial resolution simulated (DETECT2000 package) across the face of
the detector for photoelectric interactions occurring 5 mm deep into the scintillator.

For each interaction location, the transverse position was computed with
traditional Anger-logic (equation 3.8) using all 14 APDs. Figure 3.12 shows
the position histogram for multiple beam positions along the face of the

detector. Since the position response is expected to be non-linear (Figure
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3.12), a position dependent calibration was used to correct, and also
characterize the transverse spatial resolution (Figure 3.13). An excellent
spatial resolution of ~0.6 mm FWHM was observed, further supporting the

potential of this approach.

14

14
position = Exi s; Esi (3.8)
i=1

i=1

3.5 Design of a First Prototype Detector

Based on our earlier simulations, it was expected that a 10 mm thick
LSO scintillator should provide good resolution and sensitivity when
compared to prevailing systems. Also, the S0814 APDs seemed to be
appropriately sized to provide a minimal number of readout channels. Hence,
we decided to construct a first prototype with a 10 mm thick LSO scintillator

and the S0814 APDs from RMD.

High- voltage
cable

Signal output

connector
Filtering
capacitors APD
LSO slab
Set screw

Figure 3.14. A first prototype detector: Left: The scintillator (6 cm diameter, 10 mm
thick LSO slab) and a single RMD avalanche photodiode (total size of 11 x 11 mm?2)
used in the first prototype. Right: Assembled first prototype detector showing the
LSO slab and APDs tiled on one side of the crystal. A similar arrangement of APDs
(not shown for sake of clarity) is used to readout the other side of the crystal.
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Specifically, a 10 mm thick, 6 cm diameter LSO scintillator was purchased
from CTI (formerly CTI PET systems, now part of Siemens Medical Solutions,
Knoxville, TN). Custom printed circuit boards (PCBs) were designed to
mount the APDs. Each board distributed the bias voltage, and routed the
output signals for up to 10 APDs. For the initial design, we decided to limit
ourselves to using a hexagonal arrangement of seven APDs on each board
(Figure 3.14). The board also included current limiting resistors and
capacitors to filter the bias voltage. Though each APD has a separate bias
voltage feed line, for the sake of convenience, all the APDs were operated
with a common bias voltage. The detector output was capacitively coupled to
the input of a 12-channel preamplifier-shaper unit through a standard DB-25
connector. A black Delrin block was machined and mounted on the PCB to,
provide a mounting area, and to ensure accurate alignment for the APDs and

crystal.

Scintillator

Figure 3.15. Layout of APDs used in the prototype detector. To maintain detector
sampling over the useful area of the detector, APDs on either side were offset
relative to each other.
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To easily adjust the position of the scintillator set screws were also included.
The boards were designed with a low profile because two boards had to be
used, one on each side to enable APD readout from both sides of the crystal.
The board also had a provision to align and maintain the positions of the
boards relative to each other. The flat surface of the crystal was polished, and
the edges were covered with a black light absorbing paint to eliminate edge
reflections. Since the packing fraction of each APD is only about 50%, to
maintain detector-sampling and resolution, the detector boards on both the
sides were offset relative to each other in one direction by one-half of the
APD pitch (Figure 3.15). To ensure good optical coupling between the
scintillator and the APDs, a thin layer of silicone (Sylgard-527; Dow Corning

Corporation, Midland, MI) was used.

3.5.1 Readout Electronics

The limited gain of the APD necessitates the use of a preamplifier to
read-out the detector. The initial goal was to develop a proof-of-concept
demonstrator. Hence, to expedite instrumentation of the detector it was
decided to make use of readily available electronics. The detector output was
capacitively coupled to a 12-channel hybrid preamplifier-shaper box
(housing a fast, 70 ns preamplifier-shaper combination) made for an
unrelated nuclear physics application. Preliminary use of the electronics to
read-out a single APD (coupled with a single 2 x 2 x 18 mm3 LSO crystal)
indicated reasonable signal-to-noise ratio. But when coupled to the
prototype detector, the electronic noise was excessive. While a thorough

evaluation and optimization of various noise sources in our setup was
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definitely in order, we initially limited ourselves to quantifying electronic

noise arising from the front-end electronics alone.

The noise performance of an amplifier is typically stated in terms of an
equivalent noise charge (ENC). The ENC represents the noise level at the
input of the amplifier and provides a measure of the signal (needed at the
input of the preamplifier) that would provide a signal-to-noise ratio of one.
To measure ENC, a single APD was biased and connected to the fast
preamplifier-shaper combination. Electronic gain for the preamplifier was
measured by injecting a fixed amount of charge (model DG-535; Stanford
Research system, Sunnyvale, CA) onto a test capacitor provided at the
preamplifier input. The total noise at the output of the shaping amplifier was
measured with a true-RMS meter (Rhode and Schwarz, Munich, Germany).
Since the ENC is strongly dependent on the APD bias voltage and shaping

time of the amplifier, their effects were also characterized (Figure 3.16).
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Figure 3.16. Electronic noise measurements for a single RMD APD readout with a
BNL designed fast preamplifier-shaper combination. Since the electronic noise is
related to both, the bias voltage (left) and shaping time (right) their effects were
investigated on the above combination.
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While a redesign of the preamplifier was beyond the scope of this work, to
expedite construction of a first working prototype detector, we decided to
explore a slower preamplifier (also BNL designed; [0-446) that was
immediately available. Similar noise measurements were performed (Figure
3.17) with a single RMD APD biased and connected at its front-end. Though
still not fully optimized, the slower preamplifier offered a significant
reduction in the ENC (~10,000 e- rms). The slower preamplifier was though
incompatible with the 12-channel preamplifier-shaper unit that housed the
fast preamplifier-shaper combination. Hence, in order to build a working
prototype, only two APDs on the detector were instrumented with the slower

preamplifier-shaper combination.
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Figure 3.17. Electronic noise measured with the RMD APD connected to a BNL
designed slow preamplifier and an Ortec shaping amplifier offering variable shaping
time. Though sub-optimal, the above combination offered significantly lower
electronic noise than the fast preamplifier-shaper combination (see Figure 3.16).

Overall, the detector readout electronics consisted of the BNL designed slow
preamplifier-shaper combination, followed by standard NIM electronics
(Figure 3.18). The signal from each APD, after being capacitively coupled to a
preamplifier, was followed by a 200 ns shaping amplifier (BNL designed) and
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finally to a VME charge integrating ADC (model V792; CAEN S.p.A, Italy). An
analog sum from both the APDs (model 428F; Lecroy Corporation, NY), and a
leading edge discriminator (model 708; Phillips Scientific, Mahwah, NJ) was
used to generate the trigger. PDAQ [135], a general-purpose data acquisition
software, written and developed at BNL was used to acquire data. The ADC

data was written to a Linux machine, and later analyzed using the ROOT

package [136, 137].
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Figure 3.18. Schematic of electronics used to read the first prototype detector.

3.6 Initial Characterization

Since a collimated source is required to characterize the spatial
resolution of a light-sharing detector, an experimental setup containing a
collimated source was assembled. The source consisted of a ~4 mCi, 137Cs

disk housed inside an ~4.5” diameter x 5.5” long lead collimator having an
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aperture ~2 mm in diameter. The collimated source was mounted onto a
computer controlled X-Y translational stage (Velmex Inc, Bloomfield, NY) that
could be stepped in 100-micron steps across the face of the detector. The
assembled detector and associated front-end readout electronics was housed
inside a light-tight box and the collimated beam assembly was directed onto

the under-side of the light-box (Figure 3.19).

Light-tight box
enclosing detector
and front-end
electronics

Collimated 37Cs
source

Computer controlled
X-Y translational
stage

Figure 3.19. Mechanical setup for characterizing detector performance.
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Figure 3.20. Detector response with the collimated source scanned across the face of

the APDs. The response was used to locate the position of the beam relative to the
detector.
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Before assessing the performance of the detector, it was necessary to
establish the relative positions of the detector and the collimated source.
This was accomplished by stepping the collimated source across the beam
across the face of the detector in 1 mm steps. Figure 3.20 shows a scan
profile for two adjacent APDs on the bottom board. Besides providing their
relative positions, the profile also accurately indicated the pitch of the APDs

(~11 mm).

After determining the relative position of the beam and the detector, spatial
resolution was measured by stepping the collimated source in 1 mm
increments along the face of the APDs on the bottom board. Energy for the
event was measured by an analog sum of the APD channels and transverse

position was determined by using traditional Anger-logic (equation 3.8).
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Figure 3.21. Position histogram (prototype detector) obtained for various beam
positions across the face of the detector. Inset: Gaussian fit to the position
histograms.
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For each beam position, the centroids were computed and later
histogrammed. Then a Gaussian fit was used to compute the spatial
resolution for that beam position. Figure 3.21 shows the computed centroids
(as well as the Gaussian fit) for each beam position. To account for the
nonlinear response of the Anger positioning algorithm (Figure 3.22), a local
calibration (i.e. calibration dependent on the beam position) was used for
each beam position. Without accounting for the size of the beam, a spatial
resolution of ~2.5 mm FWHM was measured between the centers of the two

APDS (Figure 3.22).
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Figure 3.22. Left: Spatial resolution of the prototype detector for beam positions
across the face of the detector. To correct for the nonlinear response of the detector

(right), a position dependent calibration was used to characterize spatial resolution.
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4. Detector Optimization Studies

Chapter 3 discussed the design, implementation and characterization of
an initial prototype detector, built using a 10 mm thick LSO scintillator and
large-area APDs from RMD. Due to the excessive electronic noise in the setup,
only two channels on the detector were populated and a spatial resolution of

~2 mm FWHM was measured between the centers of those two APDs.

This chapter discusses the various optimization procedures employed to
improve performance of the initial prototype. The efforts ranged from
developing a thorough understanding and reduction of electronic noise, to a
detailed evaluation and optimization of each detector component. The
development of an improved, fully Monte Carlo model for the detector is also
discussed. Overall, the goal of this chapter is to help design a fully

instrumented prototype detector.

4.1 Electronic Noise Optimization

Early characterizations of the initial prototype were corrupted by the
excessive noise present in the experimental setup. Preliminary studies
pointed to the noise arising from the read-out electronics as being the most
dominant source. The next generation prototype clearly required a reduction
in the electronic noise. While a complete redesign of the front-end electronics

was beyond the scope of this work, the primary purpose was:
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a. To analyze in detail various noise sources, and optimize them to
decrease the total ENC.

b. To find suitable, affordable, ready-made electronics that would
provide sufficiently low-noise, so as to instrument a fully working

prototype detector.

4.1.1 Noise Sources in a Detector-Amplifier Circuit

Typically, the gamma-ray interaction in any detector produces a pulse,
the area of which is proportional to the energy deposited by the gamma ray.
A preamplifier, whose main purpose is to amplify and faithfully reproduce
the pulse, immediately follows the detector. The preamplifier could either be
a voltage-sensitive, current-sensitive, or charge-sensitive preamplifier. A
voltage amplifier simply amplifies the voltage appearing at the output of the
detector. Since, in this case, the intrinsic impedance of the detector
(capacitance) manifests the detected pulse as a voltage; the amplifier output
is sensitive to changes in detector impedance (capacitance). A charge-
sensitive preamplifier on the other hand integrates the detector pulse with
the help of a dedicated capacitor, and is insensitive to the variations in
detector capacitance. Both of the above preamplifiers types are commonly
used in gamma-ray spectroscopy, but discussions here shall be limited to the
use of a charge-sensitive preamplifier. The amplified signal is followed by a
shaping amplifier, which (as the name suggests) provides the amplified
signal with a well-defined shape. Apart from providing additional gain, the
shaping amplifier decreases the resolving time for the pulse, and also
improves SNR by band-limiting the signal. So to summarize, the signal

detection & processing chain in a scintillation detector typically consists of
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the detector, followed by a preamplifier, a shaping amplifier, and finally the

analog-to-digital convertor (ADC), which digitizes and stores the pulse

information.
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Figure 4.1. Basic noise sources in a detector-amplifier circuit. Figure reproduced
from [138].

Ideally, the preamplifier-shaper should introduce very little noise, but in
reality, the detector-amplifier combination has definite noise-contributions
arising from various sources (Figure 4.1). As described in [138], the total

noise in a detector-preamplifier circuit (as an equivalent noise charge) can be

expressed by:
1 4kT K
ENC’ = A __(Cg + CDET)2 + A, C_F(CG + CDET)2 + A2rp 2qU py + Iggr)
T, &n G (4.1)
where:

Cper represents the detector capacitance; A1, Az, and Az are coefficients,

which depend on the type of the shaping amplifier [139]; T, is the output
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pulse peaking time (0 — 100% rise time); gm represents the transconductance
for the input device; and Kr is the 1/f noise coefficient.
The total electronic noise can be decomposed to consist of:
a. Series noise - the first term on the right hand side of equation 4.1,
b. 1/fnoise - the middle term on the right hand side of equation 4.1 and,
c. Parallel noise - the last term on the right hand side of equation 4.1.
The total ENC being expressed as the quadratic sum of the series, parallel,

and 1/f contributions.

4.1.2 Improving ENC from front-end electronics

As discussed above, the total equivalent noise charge in the circuit is
dependent on the relative contributions arising from the series noise, the
parallel noise, and the 1/f noise. Also, the total ENC is said to depend on the

following factors:

1. Noise parameters of the front-end device (specifically, gn and Cgs for a
JFET).

2. Shotnoise arising from detector leakage current.

w

Parallel noise arising from the feedback resistor and any other
resistor in series with the detector.

Series noise arising from the total capacitance seen at the input.

4

5. Peaking time of the shaping amplifier.

6. 1/fnoise contributions (FET, dielectric).
7

Temperature.

Contributions from some of the above factors were carefully investigated,
with an emphasis on achieving a lower overall ENC by minimizing the series

and parallel noise contributions.
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4.1.2.1 Careful evaluation of the test capacitance

To measure ENC, a calibrated charge is injected via a test capacitor
located at the input of the preamplifier. The 10-446 was designed to have a
dedicated test capacitor having a nominal value of either, 1 or 5 pF. But, since
the capacitance is directly integrated onto the substrate (for both BNL
designed preamplifiers, 10-446 and [0-354), process variations produce
deviations from the intended design value. A careful evaluation is therefore

necessary to accurately quantify the ENC.
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Figure 4.2. Evaluating the test capacitance on the BNL-slow preamplifier: Left: A
precision LCR meter was used to measure the test capacitor on numerous BNL-slow
preamplifiers (nominally 1 pF). Right: A histogram of the measured capacitance.

An accurate measurement of the test capacitor on the 10-446 preamplifier
was performed with the help of an Agilent-4275A multi-frequency LCR meter
(Agilent Technologies, Santa Clara, CA). The test capacitors on thirteen
individual 10-446 preamplifiers were evaluated, and measurements revealed

a test capacitance of ~1.2 pF (Figure 4.2).

4.1.2.2 Detector-preamplifier matching

Any capacitance at the input of the preamplifier directly affects series

noise. As explained by [138], a minimum series noise is attained when the
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capacitance of the detector and the front-end device are matched. Given the
large capacitance of the RMD APD (~50 pF), the existing input device (SNJ-
132L06) did not match well to provide the theoretical minimum. Hence, to
better match the device, the input device on the BNL-slow preamplifier (10-

446) was replaced with two Sanyo 2394 transistors (Rescia, S., personal

communication).
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Figure 4.3. Detector-preamplifier matching: In order to provide a better match
between the detector and preamplifier, the input transistor on the slow-BNL
preamplifier was modified. Left: Original BNL-slow preamplifier. Right: Modified
BNL-slow preamplifier. Note: As expected, no improvements in the parallel noise
contributions were seen.

As shown (Figure 4.3), a better matching between the detector and
preamplifier reduced the series noise. Also, only a marginal reduction in the

overall noise was observed, confirming the overall dominance arising from

the parallel noise contributions.

4.1.2.3 Determining the Optimal shaping time
Various factors determining the shaping time of the detector include:
a. Charge collection time (decay time incase of a scintillation detector).
b. Desired gamma-ray timing.

c. Count rate specification.
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d. Signal bandwidth.

From an ENC perspective (equation 4.1), the following observations can be
made:

- Series noise decreases monotonically with the shaping time,

- 1/fnoise is independent of the shaping time, and

- Parallel noise increases monotonically with the shaping time.

Since the total ENC is a quadratic sum of the series, parallel, and 1/f
contributions, there must exist an optimal shaping time, which provides the

lowest total electronic noise (Figure 4.4).
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Figure 4.4. Equivalent noise charge (ENC) as a function of the shaping time: Left:
Demonstration of how the total ENC is linked to the shaping time constant [140].
Right: Attestation with a single RMD APD, and a shaping amplifier offering selectable
shaping time.

To experimentally determine the optimal shaping time for the RMD APD, a
single APD was biased and connected to the preamplifier. The amplified
output was then fed onto a second-order semi-Gaussian shaper offering
variable shaping time. Since the parallel noise is very much dependent on the

leakage current, the measurements were performed for a range of bias

voltages (Figure 4.5).
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The measurements were fairly consistent with a theoretical calculation of the
“noise corner time constant” [138], which predicted an optimal shaping time
of ~100 ns (for a leakage current of ~1 pA). Considering both, the detector
requirements (LSO decay time of ~40 ns) and minimizing electronic noise, a

~70 ns shaping-amplifier was a reasonable choice.

4.1.2.4 Optimizing the series resistance

In addition to shot noise from the detector, the front-end also sees
parallel noise contributions arising from: the feedback resistor (10 MQ in this
case), and any other resistance connected in series with the APD. In order to
reduce the parallel noise contributions, the equivalent parallel resistance

should be as high as possible.
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Figure 4.6. Left: Leakage current variation among RMD APDs. Right: An appropriate
current limiting resistor was needed to limit the voltage drop and electronic noise
arising from the series resistor. Shaded region indicates the range over which
detector normally operates.

There were significant variations in leakage current among the APDs (Figure
4.6). While a large series resistor could possibly be used, its use exaggerated
the gain-variations among the APDs (increased series voltage drop; affecting
bias voltage). This was important considering all APDs on the initial
prototype were operated with a single bias voltage. Hence, a careful
evaluation of the trade-off in electronic noise, and series voltage drop was
performed (Figure 4.6). Since, the total noise contribution depends on both
the feedback, and series resistors, a 5 MQ resistor was deemed to be a
reasonable compromise between minimizing the series voltage drop and

maintaining a low ENC.

4.1.2.5 Improving electromagnetic shielding

As stated earlier, electronic noise from the front-ends was found to be
the most dominant source of noise in the experimental setup. Additional
noise, in the form of electromagnetic/radio frequency interference was also
found to be present. Thus various sources of pick-up noise were carefully

investigated and eliminated by following good practices for shielding,
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grounding, filtering and making use of coaxial cables. While none of the
above is discussed here, a detailed explanation for reducing electromagnetic
interference can be found in [141]. Subsequently, instead of only the
multichannel preamplifier-shaper box residing inside an aluminum box, the
entire detector was placed inside a metal box, which acted as a light-tight

box, cum faraday shield (see Figure 5.10).

4.1.3 Determining the Optimal Readout Electronics

The main motivation for performing the electronic noise optimizations
was to seek affordable, ready-made front-end electronics with reasonable
ENC, for building a fully working prototype detector. The detailed noise
optimizations performed in the preceding section (Chapter 4.1.2) revealed
several necessary modifications, and a redesign of the multichannel
preamplifier-shaper box. Since a redesign was necessary, it was decided to
thoroughly evaluate the suitability of various, BNL designed as well as other
commercially  available hybrid preamplifier-shaper = combinations.

Subsequently, the following preamplifiers were tested:

BNL - fast preamplifier (10-354).
b. BNL - slow preamplifiers (10446, and its modified version).
c. Commercial - Cremat preamplifier (CR - 110).

d. Commercial - eV preamplifier (eV - 5093).

For performing the noise measurements, a single RMD APD was individually
biased and connected to the front-end of each of the above listed
preamplifiers. Custom test-boards to house, power-on, and readout the
preamplifier-shaper combinations were made. Since the optimal shaping

time was determined previously, each preamplifier was followed by a BNL
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designed, ~70 ns shaping-amplifier (I0-708). As discussed earlier, ENC was
measured by injecting a fixed amount of charge (model DG-535; pulse
generator from Stanford Research system, Sunnyvale, CA) onto a test input
on the preamplifier. The total rms noise was measured with the help of a fast
digital sampling oscilloscope (TDS7254B; Tektronix, Beaverton, OR;). If the
preamplifier did not have a dedicated calibration capacitor, an accurately
characterized capacitor (~1 pF) was fixed onto the test circuit. Since the ENC
varies with the leakage current, the measurements (Figure 4.7) were
performed for a range of bias voltages (1540 - 1730 V). For a fair

comparison, the same APD was used for all the measurements.
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Figure 4.7. Summary of total equivalent noise charge measured with a single RMD
APD and several readymade preamplifier-shaper combinations. The measurements
were performed at room temperature and at near optimal shaping times.
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4.2 Signal-to-Noise Ratio Optimization

Font-end electronics with the lowest possible electronic noise is

desirable in a light-sharing detector because, electronic noise directly affects

spatial resolution. However, in addition to the electronic noise, there are

other factors affecting spatial resolution, and overall performance of the

detector. Estimating a measure of the signal-to-noise ratio is an efficient way

to evaluate the impact of the various noise sources in the detector. Apart

from electronic noise, other noise sources in an APD-based scintillation

detector include:

1.

2.

The statistical fluctuation in the total number of photons (i.e.
photostatistics) measured by the photosensor: Typically, the number of
photons reaching a photosensor depends on scintillator non-
proportionality and decay time, detector light collection efficiency, and
shaping time of the front-end electronics. Additionally, in case of a
continuous scintillator, the number of photons reaching a photosensor
strongly varies, depending on the depth at which the gamma ray
interacts. Figure 4.8 shows one such light-spread function for a
normally incident 662 keV 137Cs beam interacting at depths of 1, 4, 7,

and 10 mm respectively.

1
excess noise = gain x k. + (2 - ) (1 - ktff)
(4.2)

As opposed to a PIN diode, which has unity gain, an APD provides
intrinsic gain through an internal avalanche mechanism. The avalanche

mechanism in itself has fluctuations, and poses an additional noise
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source. The statistical fluctuations in APD gain is called the excess noise,
and it depends on both the APD gain and ionization coefficient (kefr) for
the APD (equation 4.2). Note that temperature variations (if any) are a

separate cause for gain variations and also need to be considered.
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Figure 4.8. Light spread function for a 137Cs beam incident at the center of the 10
mm thick continuous scintillator detector. The number of photons reaching each
APD varies significantly, and depends on how far and deep the gamma ray interacts
in the scintillator. (Data obtained by performing Monte Carlo simulations using
GATE software)

If the peaking time of the shaping amplifier were sufficiently large compared
to the decay time of the scintillator, the final signal would purely depend on
the number of photoelectrons (Nye) and APD gain. The total noise can be
expressed as a quadratic sum of the electronic noise and the APD excess
noise (equation 4.3). The signal-to-noise ratio can then be computed by

equation 4.4.

Total noise = \/ ENC® + gain® x N, x excessnoise (4.3)
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(gain x N ,,)

signal to noise ratio =
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Figure 4.9. Estimating the optimal bias voltage, and signal-to-noise ratio for the RMD
APD: Measured estimates for electronic noise, and APD gain were included in the
SNR calculation. Since the number of optical photons reaching each APD varies
appreciably, the SNR was estimated for a range of photons.

Figure 4.9 shows the estimated SNR for a single RMD APD. Since the SNR
varies with bias voltage, it was estimated for various operating bias voltages.
An accurate knowledge of the ionization coefficient (ketr = 0.0004) was
combined with measured estimates for the APD gain, and electronic noise.
Since the number of photons reaching the APD covers a broad dynamic

range, the SNR was computed over the range of expected photons.

A theoretical expression to estimate SNR for the APD had been devised
above. If validated, it would be a useful tool to determine the optimal bias
voltage for various detector configurations. To experimentally measure and
validate the SNR expression, a single, Teflon wrapped 2 x 2 x 18 mm3 LSO

crystal was coupled and mounted onto a single RMD APD. The single crystal
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was expected to serve as a calibrated light source. Based on previous
experiences with the RatCAP crystals, a 2 x 2 x 18 mm?3 LSO crystal provides
~2000 photons/MeV. The APD was read-out with the help of a charge-
sensitive preamplifier, and an Ortec shaping amplifier (Model 454; Advanced
Measurement Technologies, Oak Ridge, TN). The amplified, and shaped signal
was finally digitized with a peak-sensing ADC (model V785, CAEN
Technologies, Italy). The trigger and delay signals were generated with the
help of standard NIM electronics. To help estimate SNR, a 511 keV ©8Ge
source was placed on the detector and its energy resolution was measured.
To determine the optimal bias point, the measurement was performed over
the 1540 - 1800 V range. The energy resolution (indicative of SNR) appeared
to plateau at a bias voltage of ~1700V (Figure 4.10), very similar to what the

calculations had predicted earlier (Figure 4.9).
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Figure 4.10. Experimentally optimizing signal-to-noise ratio for the RMD APD:
Energy resolution was measured with a single Teflon wrapped 2 x 2 x 18 mm3 LSO
crystal mounted on the APD. As expected (see Figure 4.9), the signal-to-noise starts
to plateau at a bias voltage of ~1700 V.
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4.2.1 Detector Cooling

The optimizations (ENC and SNR) discussed in the above sections
were implemented on the two-APD version of the initial prototype detector
(discussed in Chapter 3). Since no major gains were observed upon
characterization, it was not clear if further improvements were necessary
before proceeding with implementing a fully instrumented detector. Hence,

alternative-ways to increase APD SNR were also explored.

While choosing an optimal bias voltage is one method to optimize the APD
SNR, another common technique to improve SNR is by cooling the detector.
Cooling the APD decreases the thermal energy of the electrons, thereby
decreasing the dark current and the corresponding shot noise arising from it.
Further, a lower temperature increases the avalanche efficiency [142, 143],
increasing the APD gain. While detector cooling is common and has been
used by numerous researchers [86, 144, 145], it brings with it the added
complexity of designing and maintaining a dedicated cooling system. Besides,
it also makes the detector less compact. Nevertheless, it is an attractive
option in detectors where the electronic noise is dominated by shot noise.
While optimizing the electronic noise is a more elegant solution (performed
first, and discussed in section 4.1), the large dark current in the existing

detector prompted to evaluate the benefits of cooling the detector.

A single RMD APD was individually biased and readout with an optimized
BNL-slow preamplifier-shaper combination. Initially, the detector was placed
inside a customized, small-volume, polystyrene box and was surrounded
with dry ice. Dry nitrogen gas was pumped to eliminate humidity and
condensation related issues. While the above setup successfully cooled the

APD down to ~10 °C, it became increasingly difficult to eliminate
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condensation related issues without complicating the setup. Also, a more

systematic study of the benefits of cooling seemed more valuable.

Temperature
chamber

Port for APD

feeding cables

Thermocouple to
measure APD temperature

Front-end electronics

Figure 4.11. Setup used to measure the benefits of cooling the RMD APDs. A single
APD and its associated front-end electronics were placed inside the TestEquity
temperature chamber.

Further studies were performed with a TestEquity temperature chamber
(model 105A; TestEquity, Moorpark, CA). The temperature chamber is
compact (volume of ~0.5 ft3), light-tight, and conveniently allows accurate
control of temperature over a wide range (-40 °C to 130 °C). The chamber
also has 3” access ports to feed the necessary power and readout cables with
minimal fuss. Detector temperature was determined with the help of
multiple resistive thermal devices (i.e. RTDs; Minco, Minneapolis, MN) placed
inside the chamber volume, and read-out by a single temperature monitor
(model 218; Lake Shore Cryotronics Inc., Westerville, OH). Dry nitrogen gas
was pumped through the chamber volume to eliminate any possible
condensation. As before, a single RMD APD was biased and read-out with the
optimized BNL-slow preamplifier-shaper combination. Dark current, gain,
and electronic noise were measured for a range of temperatures (-2.5 °C to
27.5 °C). Dark current was measured (Figure 4.12) by measuring the current

drawn by a 10 M resistor connected in series with the APD. The APD gain
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was measured by piping light from a 400 nm LED (operated in pulsed mode)
onto the APD surface. The equivalent noise charge was measured (Figure
4.13) by injecting a fixed amount of charge via a test capacitor located on the

preamplifier input.
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Figure 4.12. Dark current for a single RMD APD, measured as a function of its bias
voltage and detector temperature (-2.5 to 27.5 °C range). As expected, the leakage
current at 1680 V dropped from ~1 pA at room temperature to ~300 nA at 2.5 °C.
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Figure 4.13. Equivalent noise charge (left) and gain (right) measured for a single
RMD readout with an optimized BNL preamplifier-shaper combination. The
measurements were carried over the -2.5 to 27.5 °C temperature range.
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The benefits of cooling the detector can be analyzed as follows: At room
temperature (27.5 °C), a gain of ~1000 is achieved at 1750 V. For a similar
gain at 2.5 °C, the APD is biased at 1680 V. As expected, the electronic noise
at 2.5 °C is considerably lower than that at room temperature (~4000 e- rms

versus ~14000 e- rms).
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Figure 4.14. Signal-to-noise ratio for the RMD APD as a function of temperature:
Cooling the detector to -2.5 °C doubles the signal-to-noise ratio at 1600 V.

The SNR (as a function of temperature) better summarizes the benefits of
cooling the detector (cumulative effect of measuring dark current, gain and
equivalent noise charge). As demonstrated by Figure 4.14, at a bias voltage of

1600 V, cooling the detector to -2.5 °C doubled the SNR.

4.3 Newly Developed solid-state Photosensors

Slowly but surely, solid-state photosensors are gaining popularity, and

the technology is maturing. During this project, a few more large-area APDs
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became commercially available. While these APDs could not provide high
gains, they offered low leakage current and improved quantum efficiency,
equally important to the success of this design. With limited number of APDs
to choose from, the RMD APD seemed appealing due to its gain, size and was
used to build the initial prototype. Now, with more options to choose from, it
was logical that they be carefully studied in terms of their appropriateness
for this design. More specifically, studies examined in detail, gain, quantum

efficiency, and electronic noise properties for the following APDs:

1. S8664 series of APDs from Hamamatsu
2. Large-area APDs from PerkinElmer (specifically, C30739ECERH)

Figure 4.15. Newer, large-area APDs: Pictured are some of the newer large-area
APDs from Hamamatsu and Perkin Elmer. While the newer APDs could not achieve
the high gains achieved by the RMD APD, they had significantly lower dark current
and better quantum efficiency. For sake of comparison, the RMD APD (extreme left)
is also shown.

While quantum efficiency and gain measurements were also performed, they
agreed very well with quoted specifications. Hence only the noise
measurements and optimizations performed with these APDs are discussed

below.
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4.3.1 S8664 series APDs

The S8664 series APDs from Hamamatsu APDs are “reverse-type” APDs,
optimized for use in the UV - visible light spectrum. They are available in two
different sizes i.e. with active-areas of 5 x 5 mm? and 10 x 10 mm?. They have
very good quantum efficiency (~75% at 420 nm), very low leakage current
(< 10 nA), and moderate capacitance (80 pF for the 25 mm? device and 270
pF for the 100 mm? device). On the downside, they have moderate gain
(<250) and poor packing fraction (~25 % for the 25 mm? device, and ~50%

for the 100 mm? device).
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Figure 4.16. Optimizing total electronic noise for a 5 x 5 mm?2 active-area APD from
Hamamatsu (left). Electronic noise was also optimized for an improved specimen of
the 5 x 5 mm2 Hamamatsu APD (right). The improved version had ~30% lower
capacitance when compared with the original APD.

To measure the noise performance, a single device was seated on a custom
circuit board, biased, and readout by various preamplifiers (BNL designed
and commercially available). The BNL designed [10-708 shaping-amplifier
was used for all the measurements. As before, ENC was measured by

injecting a fixed amount of charge via a calibration input on the amplifier

(Figure 4.16).
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Figure 4.17. Optimizing total electronic noise for an improved specimen of a 10 x 10
mm?2 active-area APD from Hamamatsu.

More recently, Hamamatsu had developed improved versions (not yet
commercially available) for both, the 25 mm? and the 100 mm? APDs. These
improved APDs had higher breakdown voltages, and lower capacitance. The
noise performances of the improved version were also characterized (Figure
4.16 for the 25 mm?, and Figure 4.17 for the 100 mm?). As expected, the

lower capacitance APDs provided slightly better noise performance.

4.3.2 S8550 APDs

The Hamamatsu S8550 is a 4 x 8 array of 1.6 x 1.6 mm? APDs. They are
designed to operate in the UV - visible light region, and have an internal
structure similar to the S8664 family. On account of their small size, they
have a pixel capacitance of ~10 pF, and leakage current < 10 nA. While a few
groups have successfully tried the S8550 to read a continuous scintillator, the
small active area necessitates an increase in the number of readout channels

(added costs and complexity). But, based on the positive experiences with
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using the S8550 for the RatCAP detector, it was decided to evaluate their

noise performance when readout by the above hybrid preamplifiers.
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Figure 4.18. Left: Electronic noise measured with the RatCAP APD array readout by
a BNL designed slow preamplifier. Since the individual pixels on the array measured
1.6 mm?2, we also investigated ganging multiple pixels (1, 2 or 4) to increase SNR
while maintaining a lower number of readout channels. Right: APD array, with an
illustration of how individual pixels on the array were ganged (red).

A single S8550 was plugged into the 10-1043 board (APD-preamplifier
readout board), previously designed for the RatCAP scanner. One single APD
pixel on the array was readout by a BNL slow preamplifier-shaper
combination. The shaping time for the APD was not optimized. As explained
earlier, ENC was measured by injecting a calibrated charge into the

preamplifier input.

Since the spatial resolution in this design is primarily dependent on the light-
spread function, one could potentially couple the S8550 with a thinner
scintillator, and get much better resolution. The detector could then be
layered to compensate for the decrease in sensitivity. Alternatively, multiple
pixels on a single device could be ganged together, to create a pseudo-large-

area APD (Figure 4.18, right). To test this effectiveness, 2 and 4 individual
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pixels were grouped together and read out with the same preamplifier-
shaper combination used to readout a single APD pixel. Since the noise is
directly related to the bias voltage, all the above measurements were

performed for a range of bias voltages (Figure 4.18, left).

4.3.3 PerkinElmer APDs

PerkinElmer has recently made excellent progress in the development of
new, fast, low noise APDs [146, 147]. One among them, the C30739ECERH, is
a large-area APD (active area of 5.6 x 5.6 mm?; ~50% active area) optimized
for use in the 400 - 700 nm range (~75% quantum efficiency at 420 nm).
While the manufacturer is still optimizing the APD design, it has been
specifically intended for low-noise applications. It has low capacitance (~60

pF), and also low leakage current (< 10 nA).
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Figure 4.19. Equivalent noise charge measurement with a 5.6 x 5.6 mm?

PerkinElmer APD readout by a BNL designed slow preamplifier.

While the APD offers low-noise (Figure 4.19), good packing fraction, and high
quantum efficiency, the APD can only achieve a limited gain of ~100. That

being said, the manufacturer is actively working on improving gain for these
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APDs (while maintaining low noise). The C30739ECERH could be an

excellent choice for building an improved detector.

4.3.4 Silicon Photomultiplier

The Silicon Photomultiplier (SiPM, aka MPPC) is a new type of photosensor
consisting of multiple tiny APDs operating in Geiger mode. The output of the
SiPM consists of a sum of all the individual APD pixels. While retaining the
benefits of a solid-state device, SiPMs also possess some of the excellent
characteristics of photomultiplier tubes (i.e. high gain, reasonable quantum
efficiency, and very fast timing). Their high intrinsic gain relaxes the need to
have low-noise readout electronics, and at the same time also permits
resolving very low light levels; both of which are very attractive for this
design. Possible drawbacks for the device are the associated dark count rate

and the low photon detection efficiency (PDE).
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Figure 4.20. Hamamatsu MPPC: Left: Photograph of a 1 x 1 mm? silicon
photomultiplier (aka MPPC) from Hamamatsu. Right: Experimental setup to
evaluate the Hamamatsu MPPC.

As a starting point, a Hamamatsu 1 x 1 mm? SiPM (S10362-11-025C;

Hamamatsu Photonics, Japan [148]) was procured. The device (Figure 4.20)
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had 1600 APD pixels, each 25 um? in size; gain of 2.75 x 105, capacitance of
35 pF, and a peak PDE of 25%. To evaluate its capabilities, the device was
biased (~70 V; close to the recommended bias voltage) and read out by a
BNL hybrid preamplifier-shaper combination (BNL 10-535 and I10-708).
Figure 4.20 illustrates the readout circuit used to evaluate the device. Under
completely dark conditions, the intrinsic dark counts can be clearly resolved.
Later, the SiPM was illuminated with very low light levels with the help of a
400 nm pulsed-LED (piped onto the SiPM surface via an optical fibre, ~200
pum diameter). A high gain (~107) photomultiplier tube (R2059; Hamamatsu
Photonics, Japan) was used to calibrate the light-source. As shown (Figure
4.21), the device has an excellent capability in detecting weak light pulses,
demonstrating their appropriateness for this design (or even for PET in

general).
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Figure 4.21. Single photoelectron spectra measured with a pulsed low-light-level
LED on the 1 x 1 mm2 Hamamatsu MPPC.

4.4 Fully Monte Carlo Simulations using GATE
First an analytical model, and later a Monte Carlo model using

DETECT2000, provided initial estimations for the detector performance.

While both the models predicted good detector performance, they were
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limited by their inability to model complicated detector geometries. Also, the
DETECT2000 package lacked the ability to easily track gamma rays,
constraining early evaluations to simplified beam geometries. For the model
to be able to simulate and predict performance under realistic experimental
conditions, it is important that both of the above (i.e. ability to model actual

detector and beam geometries) be addressed.

GATE (Geant4 Application for Emission Tomography; [121, 122]) is a Monte
Carlo simulation platform designed by a collaborative effort between
numerous research groups from the medical imaging community. It is based
on GEANT4 [116, 117, 149], and has been specifically designed to help
model, evaluate PET and SPECT systems. The package is very modular (in
architecture), and allows the user to simulate and evaluate complex source,
detector, and scanner geometries [78, 150, 151] with relative ease. While the
package previously lacked the ability to generate and track optical photons,
recently, a newer version (v.3.0.0) that included these capabilities has been
released. Beyond building and evaluating the detector model, GATE lends
itself to evaluating the potential in building a full scanner. Also, the package is
well supported, documented, validated, and freely available. On account of all
the above reasons, GATE v.3.0.0, was chosen to develop a fully Monte Carlo
model for the detector. The GATE model for this detector would account for

all the real-world effects, which included:

* Gamma-ray interaction physics
* Scintillator light output

* Scintillator intrinsic resolution
* Surface modeling

* Absorption, reflections and refractions are various material interfaces
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To make the model fully Monte Carlo, customized code was written to also
account for:

¢ APD quantum efficiency

e APD gain

* APD excess noise factor

¢ Front-end electronic noise
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Figure 4.22. Schema of the fully Monte Carlo model built using GATE.
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4.4.1 Performance Estimation of a Fully Instrumented Detector

Previously, simplified simulations (analytical, and DETECT2000
models) predicted ~1 mm spatial resolution for fixed-depth photoelectric
interactions within the crystal. Experimental characterization of a partially
instrumented prototype was encouraging, but far from the 1 mm resolution
predicted earlier. Since the immediate goal was to develop a fully
instrumented prototype detector, it was logical to evaluate the expected
performance with the help of a fully Monte Carlo model. A schematic of the
simulation development process (using Gate v3.0.0) is outlined in Figure

4.22.

Figure 4.23. Detector model using GATE. Above: Snapshot of the detector showing
the scintillator and array of APDs on the top and bottom sides. Below: Side view of
the detector showing the gamma-ray (vertical green ray) and optical photons
reflecting through material interfaces (green rays within the scintillator).

The preliminary stage of the simulation involved generating an accurate
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model for the prototype detector (Figure 4.23). The scintillator was modeled
as a single LSO disk, 1 cm thick and 6 cm in diameter, and coupled to seven
large-area APDs (each with an active area of 8 x 8 mm?) on either side. The
long edges of the scintillator were modeled as flat and polished (“POLISH”)
surfaces, and the short edges were modeled to mimic a black paint applied
(“GROUND”) to reduce the reflections occurring near the edge of the
scintillator. The scintillator was assumed to have a refractive index of 1.82
[131], light yield of 25,000 photons/MeV, and an intrinsic resolution of
~10% FWHM [132]. The crystal-APD interface was modeled as a 0.5 mm
thick layer of optical coupling (Sylgard-527, refractive index = 1.41; Dow
Corning Corporation, Midland, MI). A 0.001 mm thick layer of glass
(refractive index of 1.50; personal communication, RMD) was used to model
the surface of the APD. The standard electromagnetic package, which
accounts for Compton and photoelectric interactions down to 10 keV was

used.
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Figure 4.24. Left: Transverse spatial resolution for a fully instrumented prototype
detector using RMD APDs, estimated using a detailed Monte Carlo model built with
the GATE package. Right: Expected linearity for the fully instrumented prototype
detector.

To estimate the spatial resolution of the detector, a 662 keV, 137Cs gamma-
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ray beam was scanned in 1 mm increments along the face of the detector. At
each position, ~10,000 gamma rays were generated. Armed with an accurate
detector model, GATE tracks each gamma ray as well as each optical photon
resulting from the gamma-ray interaction inside the scintillator. The optical
photons are tracked until they are either absorbed, escape, or reach the APD
surface. The final GATE output consists of the total number of photons
arriving at each of the APDs, after taking into account the reflections and
refractions occurring both within the scintillator and at the scintillator-APD
interface.

The remainder of the simulation was processed with software custom-
designed for this project. The number of photons reaching each APD is
factored with APD quantum efficiency (52% at 420 nm), APD gain (450),
electronic noise (5000 e- rms), and APD excess noise factor (2.8) to obtain an
estimate of the final signal from each APD. Traditional Anger logic using all
14 APDs from both sides of the scintillator is used to compute the interaction
position. Since the response of the detector is somewhat non-linear (Figure
4.24), a position dependent calibration is used to correct and calculate the
spatial resolution (Figure 4.24). Since the output of the simulation is
available either as a ROOT or ASCII file, all the data was processed using code
written in C/C++. For the above simulations, considering all events (i.e.
interacting at different depths and energies i.e. photoelectric and Compton),

an average spatial resolution of about 2.9 mm FWHM was estimated.

4.4.2 Verifying Model Parameters

A detailed Monte Carlo model for the detector was built using GATE as

described above. Since the first goal was to predict the performance of a fully
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instrumented detector, reasonable values were assumed for most detector
components. While a Monte Carlo model is a powerful tool to predict
detector performance, its real power lies in its ability to perform rapid (and
economical) prototyping, and design optimizations. However, for this, a
validated model is essential. While validating the model with results from the
prototype detector would be ideal (note that a complete detector was yet to
be instrumented), a reasonable first step towards developing an accurate
model would be to use measured estimates for the various detector
parameters. Accurately measuring the detector parameters could also

potentially unearth discrepancies between assumptions and reality.

4.4.2.1 Scintillator

Measurements to ascertain the light yield and the optical

transparency of the scintillator were performed.

To measure the light output; the entire LSO slab (6 cm diameter) was
centered on a 2” PMT (model R2059; Hamamatsu Photonics, Japan) with the
help of an optical couplant (Q2-3067; Dow Corning Corporation, Midland,
MI). A collimated, 662 keV, 137Cs source was aimed at the center of the
scintillator. The PMT output after amplification was sent to a charge
integrating ADC, which generated a pulse-height spectrum. To minimize
collection of light reflected-off the scintillator surfaces (flat and edge), all
other faces of the crystal were covered with an absorbent black paint. An
accurate knowledge of the PMT gain, ADC resolution and full-scale range
helped calculate the total number of measured photoelectrons. Factoring in
the PMT quantum efficiency and the light collection efficiency (arising from

the critical angle) provided a measure of the intrinsic light output for the
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scintillator. A light output of ~17,500 photons/ MeV was measured for the

above LSO scintillator slab.

4.4.2.2 Optical coupling

A thin layer of optical-coupling is applied to effectively channel the
light photons from the scintillator to the photosensor. Important properties

of the optical coupling include its refractive index and transmittance.
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Figure 4.25. Evaluating the optical transmittance for Sylgard-527. Note: The cut-off
in the UV region (lower end) is on account of the glass-slide on which the media was

mounted.

The transmittance of the optical-couplant was measured with the help of a
spectrophotometer (model U-3210; Hitachi High Technologies America Inc,
Schaumburg, IL). The U-3210 is a double beam spectrophotometer, capable
of accommodating a large sample size, and is equipped with an integrating
sphere to maximize collection of the diffuse-reflected light, to accurately
measure reflectivity and transmission. It also has tungsten and deuterium
lamps to help perform measurements over a range of wavelengths (UV, to
beyond visible light). A ~0.2 mm thick sample of Sylgard-527 was cured on a
glass-slide and placed in the path of the sample beam. The
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spectrophotometer calculates the transmittance by measuring the relative
intensity of light from the sample and reference beams. To help normalize
their relative intensities, a blank scan is performed before the actual
measurement process. As shown in Figure 4.25, Sylgard-527 has excellent
transmittance for blue light. The low transmission seen in the UV region is on

account of the media (i.e. glass slide) on which Sylgard-527 was mounted.

The same spectrophotometer was also used to measure the transmittance
properties of the scintillator slab. For the above slab (10 mm thick, 6 cm
diameter), a transmittance slightly better than 90% was measured, and no

degradations were observed over the surface area.

4.4.2.3 Photosensor

Important properties for the APD include gain, quantum efficiency,
and excess noise. While the gain for the RMD APD had been characterized

previously, its quantum efficiency was never measured.
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Figure 4.26. Quantum efficiency for the RMD APD.

Quantum efficiency was determined by measuring the APD photocurrent

with a well-defined, light-source illuminating the APD. A Xenon arc lamp, and
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monochromator (Newport Corporation, Irvine, CA) were used to generate
the light source. The filtered light from the lamp was focused into an optical
fiber and subsequently radiated onto the surface of the RMD APD. The APD
was biased at a low enough voltage (model 487; Keithley Instruments Inc.,
Cleveland, OH) to ensure minimal or no gain. The Keithley 487 was also used
to accurately measure photocurrent from the APD under illumination. To
calculate the absolute quantum efficiency, a factory calibrated PIN diode
(S1337-1010; Hamamatsu Photonics, Japan) having known quantum
efficiency was used as a reference. The quantum efficiency measurement was
performed over the 300 - 600 nm range. Quantum efficiency measurements
for the RMD APD agree very well with the specifications (~50% at 420 nm;
Figure 4.26).
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Figure 4.27. Gain variation over the surface of a single RMD APD.

The gain for the RMD APD had been characterized previously. While inter-
APD gain variations are very common, with a large active-area, intra-APD
gain variations (i.e. gain variation over the surface area of a single APD) were
a possible concern, and had not been quantified. A similar setup used to

measure gain was used to measure this. A nitrogen laser (337 nm) was
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pulsed at approximately 15 Hz and used to excite a plastic scintillator (BC-
420; Saint-Gobain Crystals, OH) that emitted fixed light pulses at 420 nm.
Light from the plastic-scintillator was coupled to the APD (under bias) via an
optical fiber. Instead of fixing the fiber at a single location on the APD surface,
the fiber was placed a small distance away and scanned across the face of the
APD. To monitor and correct for any possible drifts in the laser output, a
second reference detector was also installed. Figure 4.27 shows the gain

variation over the surface of the RMD APD.

4.4.2.4 Front-end electronics:

The electronic noise (5000 e- rms) used in the simulations was
carried over from the detailed electronic noise optimizations performed

previously (Chapter 4.1).

4.4.3 Optimizing Model Parameters

A thorough evaluation of the initial prototype detector helped clarify
the shortcomings of the existing detector components. Since the immediate
goal was to build a fully instrumented detector, it was important to ascertain
if these shortcomings could be addressed. While the noise performance of
select newly available photosensors were already evaluated (Chapter 4.3), a

detailed study for the remaining detector components was also performed.

4.4.3.1 Scintillator

The scintillation yield for an LSO scintillator should ideally be close to
30,000 photons/MeV [152, 153]. The measured yield was significantly lower.
To address this, the original scintillation crystal (i.e. slab) could be replaced

with a new crystal having a yield closer to the expected 30,000 photons/MeV.
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Alternatively, a newer scintillator like LaBrz (even faster and brighter than
LSO) could be used. In addition to choosing the correct scintillator type,
selecting an appropriate scintillator thickness is another important criterion,
which determines the spatial resolution of the detector (see chapter 7 for

more details).

4.4.3.2 Optical coupling

The performance of a light-sharing detector is intrinsically related to
its light spread function. While minimizing and maintaining the light-spread
is very important; equally important is the light collection efficiency for the
detector. To this end, reflectors (diffuse, specular) and various surface
finishes are very commonly used in scintillation detectors. In this design
though, the use of a reflector on the flat surfaces of the scintillator was not

feasible due to the presence of photosensors on both sides.
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Figure 4.28. Optimizing optical coupling. Left: Theoretical benefit of optimizing the
optical coupling. Right: Examining transmittance for select optical glues offering
improved coupling.

The scintillation photons generated from the gamma-ray interaction spread

out isotropically. On encountering a material boundary, the optical photons
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undergo either reflection or refraction. The phenomenon of reflection or
refraction is dependent on the refractive indices of the materials at the
interface. As scintillators typically have a refractive index higher than one, an
optical coupling is used to help efficiently pipe the light from the scintillator.
The efficiency of the optical-coupling depends on its refractive index and
transmittance. Theoretically, the effectiveness of the optical-coupling (as a
function of its refractive index) is shown in Figure 4.28 (calculated by using
solid angle integrals, assuming a LSO scintillator). For optimal transmission,
the couplant should have a refractive index, which is the geometric mean of
the material it interfaces [154]. In the case of the prototype detector
(refractive indices of 1.82 and ~1.5), this effectively translates to a refractive
index of ~1.7. Improving the light collection efficiency should decrease noise
arising due to photostatistics. This should potentially improve spatial
resolution, energy resolution, and possibly even timing resolution. Since the
transmittance of the optical coupling is an equally important parameter, this
was measured for a few select optical coupling media possessing a higher
refractive index (closer to 1.7). Specifically, the transmittance of Meltmount-
24150 (refractive index = 1.582; Cargille Labs, Cedar Grove, NJ), Meltmount-
24170 (refractive index = 1.704) and Nusil-3357 (refractive index = 1.57;

Nusil Silicone Technology, Carpinteria, CA) were evaluated (Figure 4.28).

4.4.3.3 Photosensor

Numerous improved photosensors have already been investigated
and discussed in the previous section (Chapter 4.3). Their gain and noise
properties have also been thoroughly investigated. Additionally, quantum

efficiency for the S8664 family of APDs was characterized (in a manner
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similar to for the RMD APDs), and is shown in Figure 4.29. As expected, they
offer higher quantum efficiency when compared with the RMD APDs.
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Figure 4.29. Measuring quantum efficiency of the Hamamatsu APD.

4.4.3.4 Front-end electronics:

A detailed evaluation of various preamplifier-shaper combinations
(readily available or needing minimal modifications) had already been
performed. They were performed for the RMD APD, and also for other
available improved APDs (Chapter 4.3).

4.4.4 Optimizing Detector Design

As outlined at the beginning of this chapter, the immediate goal was to
develop a fully instrumented prototype detector. Detailed electronic noise
optimization studies had already indicated a redesign of the readout
electronic boards. Subsequently, detailed investigations to assess, as well as
improve and optimize each of the detector components in the existing
prototype were performed. Since a detailed GATE Monte Carlo model had

already been developed, it was meaningful to use it to methodically evaluate
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the influence and role of each of the detector components on the final
detector performance. Hence, the GATE Monte Carlo model was immediately
used for the following purposes:
1. To help make an informed decision for expeditious building of a fully
instrumented prototype detector.
2. Understand the influence of various detector parameters on detector

performance.
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Figure 4.30. Comparison of the expected SNR for the RMD (8 x 8 mm?2), and
Hamamatsu (5 x 5 mm?2) APDs: The minimum ENC achievable with readymade
electronics was used to compute the data. As shown, for a given signal, the RMD APD
offered better SNR.

Thorough investigation of the existing detector components had revealed
several improvements to possibly improve the existing prototype detector.
The PerkinElmer APDs seemed to be an excellent replacement for the RMD
APDs, but were available in limited quantities and expensive. The S8664
APDs (i.e. Hamamatsu) on the other hand had good noise performance and
quantum efficiency, but poor packing fraction. A comparison of the expected
SNR revealed a lower SNR was expected from the Hamamatsu APDs (e.g. for

a 400 photoelectron signal, ~15% lower SNR was predicted when compared
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with the RMD APDs, Figure 4.30). The SNR though did not quantify the exact
gains in detector performance. Hence, the previously developed fully Monte

Carlo GATE model (Chapter 4.4) was used to estimate this.
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Figure 4.31. Estimating the transverse spatial resolution for an optimized detector
design using the Hamamatsu APDs. Performance was estimated using a fully Monte
Carlo model built using the GATE package.

To evaluate detector performance, the previously developed GATE model
(Chapter 4.4.1) was adapted for a improved detector utilizing the
Hamamatsu APDs (active area 5 x 5 mm?). The model was updated to reflect,
a 0.5 mm thick layer of Nusil-3357 and 0.5 mm thick layer of epoxy to model
the APD surface (refractive index of 1.5; personal communication,
Hamamatsu Photonics, Japan). The model was also updated with APG gain of
200, quantum efficiency of 70% (at 420 nm), electronic noise of 2500 e- rms
and an excess noise factor of 2.2. The spatial resolution of the detector was
estimated with a 662 keV source described in the earlier section. After

correcting for the inherent non-linearity associated with using Anger
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positioning, an average spatial resolution of ~3.4 mm FWHM was estimated.
When compared with the expected performance of the RMD detector, the
poorer predicted spatial resolution was consistent with the lower SNR

expected from the Hamamatsu APDs (2.9 mm FWHM expected with the RMD

detector).
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Figure 4.32. Optimizing detector design using the fully Monte Carlo GATE model:
Determining effect of detector components on transverse spatial resolution.

The GATE model was also used to thoroughly investigate the influence of
various detector parameters on detector performance. Specifically, their
effects on spatial resolution and energy resolution of the detector were
investigated. As shown below, among the various detector optimizations, the
packing fraction of the APD and optical coupling significantly affected both
the transverse spatial (Figure 4.32) and energy resolution (Figure 4.33) of

the detector.
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5. An Improved Light-Sharing Detector

Chapter 4 described various detector optimization studies performed
to help develop a complete prototype detector. Those studies ranged from
improving electronic noise, to understanding and improving each of the

existing detector components.

This chapter discusses the implementation of an improved detector resulting
from those detailed optimization studies. More specifically, it discusses the
design, construction, and characterization of a fully instrumented prototype
detector. The validation of a previously developed Monte Carlo model, using

experimental results from the improved detector is also discussed herein.

5.1 APD Selection

Given the previously existing choices, the RMD APDs seemed a
reasonable choice for building an initial prototype detector. While the
detector demonstrated early promise, subsequent and extended assessments
and experiences raised concerns over the reliability of these APDs. While it
could be unwarranted to blame the APDs alone, the initial batches of APDs
received were indeed fragile. With recent progress in the development of
large-area devices, APDs from Hamamatsu and PerkinElmer were possible
alternatives. While the PerkinElmer devices seemed the most attractive (low

noise, good quantum efficiency, and active area), they were expensive, and
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available only in limited quantities. On the other hand, Hamamatsu APDs
despite their poor packing fraction, offered moderate gain, good quantum
efficiency, and relatively low noise. A batch of the S8664 Hamamatsu APDs (5
x 5 mm?) had already been procured for building a separate gamma-ray
imager for locating illicit nuclear material [155]. Consequently, considerable
experience and confidence had been gained with their working and
reliability. Detailed detector optimizations (discussed in Chapter 4) had
already suggested a redesign of the multichannel preamplifier-shaper
module. Also, the Monte Carlo model suggested reasonable performance for
an optimized prototype using Hamamatsu APDs. Since the initial objective
was to demonstrate proof-of-concept, for sake of economy and speed, it was
decided to make use of the Hamamatsu APDs to build an optimized prototype

detector.

5.2 APD Performance Evaluation

Before assembling the detector, performance of these APDs
(Hamamatsu S8664-55) was assessed. In particular, their gain, dark current,

electronic noise, and typical PET performance measures were measured.

Gain for the APD was measured with a pulsed light source. Light from a 400
nm LED was piped through a ~0.5 mm optical fiber, and radiated onto the
face of a single Hamamatsu APD. The APD was biased (model 6487; Keithley
Instruments Inc, Cleveland, OH) and read out with a BNL designed
preamplifier-shaper combination (I0-446 and 10-708). The amplified,
shaped APD signal was further sent to an oscilloscope, which was used to

measure the final amplitude.
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Figure 5.1. Left: Gain curve measured for a single Hamamatsu APD with a pulsed
light source. Right: Leakage current and electronic noise measured with a single
Hamamatsu APD biased and read out by a commercially available preamplifier
followed by a second-order Gaussian shaper.

The entire process was repeated over the range of bias voltages for the APD
(10 V - 400 V). The device was assumed to have unity gain at a low bias
voltage (40 - 50 V) where the avalanche process is uninitiated. The gain at
any bias voltage is then computed by normalizing the APD output at that bias
voltage to its corresponding output at unity gain (Figure 5.1). To minimize
errors caused by possible drifts in the LED output, care was taken to ensure
that the measurement was completed in a relatively short period (minutes).
The Keithley-6487 also doubled up as a picoammeter to help measure the
leakage current for the APD (Figure 5.1). All measurements were performed
inside a light-tight box, at room temperature. Electronic noise was also
assessed with a CR-110 preamplifier (Cremat Inc., Watertown, MA), and a
BNL designed second-order Gaussian shaping amplifier (Figure 5.1). Detailed
noise measurements were performed previously, and the above

measurements confirmed the relatively low-noise capability of these APDs.
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Figure 5.2. Left: Energy spectrum obtained with a 22Na source and a single Teflon
wrapped 2 x 2 x 10 mm3 LSO crystal mounted on the APD. Right: Coincidence time
spectra obtained with the same detector in coincidence with a fast BaF,-PMT
detector. An energy resolution of 15% FWHM, and a timing resolution of 2.1 ns
FWHM was measured at 511 keV.

Energy and timing measurements for the APD were carried out with a single
2 x 2 x 10 mm3 Teflon wrapped LSO crystal. A single APD was biased and
readout with the same preamplifier-shaper combination. For the energy
measurement, the amplified and shaped APD output was first fed through
standard NIM electronics, and subsequently digitized with a fast digital
sampling oscilloscope (TDS-7254B, 2.5GHz; Tektronix, Beaverton, OR). With
a 22Na source, an energy resolution of 15% FWHM was measured at 511 keV

(Figure 5.2).

Timing resolution was also measured with the above LSO-APD combination
in coincidence with a fast BaF;-PMT detector (H5023 PMT; Hamamatsu
Photonics, Japan). Standard NIM electronics was used to process signals from
both the detectors. Timing for both the detectors was generated with the
help of standard leading edge discriminator (model 708; Philips Scientific,
N]). The output from the discriminator was fed to a gate and delay generator,

and finally to a fast digital sampling oscilloscope (TDS-7254B, 2.5 GHz).
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While the setup was not optimized for fast timing, a coincidence timing

resolution of ~2.1 ns was observed at 511 keV (Figure 5.2).

5.3 Detector Design

Since many of the optimizations could be implemented relatively
quickly, most of the components on the improved prototype detector were

updated.
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Figure 5.3. Left: Photograph of the LYSO scintillator (10 mm thick, 6 cm diameter)
and a single Hamamatsu APD used to build an improved prototype. Right: An
engineering drawing of the APD [156], illustrating the poor packing fraction for the
APD.

Originally, it was expected that a 10 mm thick LSO scintillator would provide
good resolution and sensitivity when compared to existing commercial
systems. Since the S8664-55 APDs were reasonably sized for a 10 mm thick
scintillator, the improved detector continued to use a 10 mm thick
scintillator. Specifically, a 10 mm thick, 6 cm diameter disk of Cerium doped
lutetium yttrium oxyorthosilicate (LYSO) scintillator (Crystal Photonics Inc,

Sanford, FL) was used.
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Figure 5.4. Measuring the light output of the new LYSO scintillator slab: Background
subtracted energy spectrum for the improved LYSO scintillator coupled to a PMT,
and irradiated with the collimated 137Cs source. Also shown for comparison is the
spectrum obtained with the older LSO slab.

LYSO is a more recent scintillator, and has properties very similar to that of
LSO. A concern with the original LSO crystal was its relatively low light yield.
Hence, the light output of the new slab was measured before assembling the
detector. As before, the LYSO slab was coupled to a 2” PMT (Hamamatsu
R2059) and irradiated with the collimated 137Cs source. The entire process is
outlined in Section 4.4.2. An intrinsic light yield of ~26000 photons/MeV was
measured for the new LYSO slab. Figure 5.4 shows a direct comparison of the
energy spectrum obtained with a 137Cs source. As expected, the LYSO
scintillator had improved light yield when compared to the old scintillator

(~30%, consistent with calculations).

The improved design also had an updated optical coupling. The original
detector used a thin layer of Sylgard-527 (refractive index = 1.4; Dow
Corning Corporation, Midland, MI). While Sylgard-527 in itself works well,
and has been successfully used as an optical-couplant [124, 157], a higher
refractive index optical coupling would be more appropriate and beneficial

for this design. Specifically, it would improve the light collection efficiency.
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Monte Carlo investigations have already demonstrated this significance;
spatial resolution directly correlates with the scintillator light output and
light collection efficiency (Figure 4.32). Also, improving the light collection
efficiency should help improve energy resolution (Figure 4.33), and possibly
timing resolution. Typically, energy resolution in a detector helps to improve
the image quality by rejecting scattered events. However, in this detector
design, (explained later in Chapter 6), improving the energy resolution also
helps in improving the spatial resolution.
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Figure 5.5. Improved optical coupling: The new detector used an improved optical
coupling, which was expected to provide ~30% improvement in the intrinsic light
collection efficiency. The intrinsic light collection efficiency was computed by
calculating the total solid angle subtended onto the face of the LSO scintillator.

LS-3357 (Nusil Silicone Technology, Carpinteria, CA) is a two-part
encapsulation gel used in the photonics industry, and has a refractive index
of ~1.57 at 420 nm. Also, it has excellent transmission at 420 nm (Figure
4.28). Curing of the optical coupling takes place at 75 °C (6 hours) or 100 °C
(4 hours). Further, unlike most other optical couplants, this couplant is not
permanent. Figure 5.5 illustrates the benefit of using this new optical-
coupling (~35% better light collection when compared to using Sylgard-
527).
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Figure 5.6. An improved light-sharing prototype PET detector assembled with a 10
mm thick LYSO slab (60 mm diameter) and large-area APDs from Hamamatsu. A
similar arrangement of APDs and readout electronics is used to read the opposite
face of the scintillator.

The final detector design consisted of a 10 mm thick LYSO slab coupled with
Hamamatsu APDs on both sides of the scintillator (Figure 5.6). New PCBs to
accommodate the Hamamatsu APDs were designed. The newer PCBs had a
similar architecture to the previous detector boards, but were simpler and
compact due to the lack of high voltage (> 1kV) components. Each board
filtered and distributed the bias voltage for up to 10 APDs. While each APD
had a separate voltage feed line, provision was also made to operate the
detector with a single supply (via an onboard LEMO connector). The board
also included current limiting resistors and capacitors to filter the bias
voltage. With the lower leakage current, a more appropriate series resistor
(10 ML, to reduce the parallel noise contributions) was chosen. The rest of

the detector design was similar to the first prototype detector (Chapter 3.5).

5.4 Readout Electronics

In Chapter 4.3.1 it was demonstrated that the BNL modified slow-
preamplifier offered the lowest ENC for the S8664 APDs. Since these APDs
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had slightly higher leakage current than expected (Figure 5.1), an ENC
measurement was performed after the detector was assembled. In addition
to the previously tested preamplifiers, the commercially available eV
preamplifier (eV-5093; EI Detection and Imaging Systems, Saxonburg, PA
[158]) was also evaluated (Figure 5.7). Since the commercial eV
preamplifiers offered the lowest ENC, it was decided to instrument the
detector with the eV-5093 preamplifiers. Each preamplifier was followed by
a BNL 10-708 shaping-amplifier (~70 ns peaking time). The multi-channel
preamplifier-shaper unit was redesigned to accommodate sixteen of these
preamplifier-shaper combinations. Since the BNL-slow preamplifier and the
eV-5093 had a fairly similar configuration (8-pin, SIP; 0.100” spacing), the

boards were made general-purpose and could accommodate either of the

preamplifiers.
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Figure 5.7. Electronic noise performance of the assembled detector: Since the eV
preamplifier offered the lowest electronic noise, they were used to fully instrument
the detector.

Overall, the readout electronics consisted of the preamplifier-shaper

combination (eV5093 preamplifier and BNL [0-708 shaping amplifier)
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followed by standard NIM electronics. The amplified and shaped APD signals
were first fed to a variable-gain amplifier (model 778; Phillips Scientific, NJ).
Apart from providing additional gain (x5 - x10), the amplifier helps equalize
gain variations within the detector. The APD signals were then passed onto
standard fan-out modules (model 744; Phillips Scientific), which generate the
energy and timing signals. Energy for the event is decoded by using the
analog sum of all 14 APDs. The timing trigger is generated with a leading
edge discriminator (model 708; Phillips Scientific) and an analog sum of all
14 APDs. The APD signals were finally fed to the input of a VME peak sensing
ADC (model V785, 12 bit ADC; CAEN Technologies, Italy). A schematic

representation of the complete readout electronics is shown in Figure 5.8.
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Figure 5.8. Schematic of the electronics used to readout signals from the detector.
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For the light sharing design, it is important that the data acquisition have a
linear response. While the ADC was expected to have very good linearity
(Integral Nonlinearity of +/- 0.1% and a Differential Nonlinearity of +/-
1.5%), it was important the entire data acquisition behave in a linear fashion.
To test this, test pulses from a precision DG535 pulse generator (Stanford
Research Systems, Sunnyvale, CA) were fed into a test capacitor at the
preamplifier input. The amplified, shaped output signal was finally fed to the
peak sensing ADC. The linearity of the DAQ was charted by varying the test

pulse amplitude (Figure 5.9) and it was found to be excellent.
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Figure 5.9. Data acquisition linearity: DAQ linearity was measured by injecting a
calibration pulse via a test capacitor available on the preamplifier.

Data (on an event-by-event basis) from the ADC was stored to disk, and
analyzed off-line using the ROOT package [136]. Software to perform the

data analysis was written in C/C++.
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5.5 Performance Evaluation

A collimated beam is necessary to characterize the performance of a
light-sharing detector, and most of the DAQ components were drawn upon
from the previously developed experimental setup. As before, the collimated
662 keV 137Cs source was used to measure the detector performance

(Chapter 4.4.1).

Light-box housing
detector and
front-end electronics

Detector signals fed through to
data acquisition electronics

Collimated
Cs-137 source

Computer controlled
X-Y translational stage

Figure 5.10. An improved experimental setup housing the detector and collimated
Cs-137 source on a computer controlled translational stage. The entire detector was
enclosed in a metal light-box that also acted as a faraday cage, shielding against
stray electromagnetic interferences.

The assembled detector and its associated front-ends were placed inside a
light-tight box. To help reduce pickup noise, the light-tight box was made of
aluminum, which also doubled as an electromagnetic shield (Figure 5.10).
The inside of the box was painted black to reduce any possible light

reflections from the polished metal surfaces.
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5.5.1 Transverse Spatial Resolution

Before assessing the performance of the detector, it was essential to
establish the relative positions of the source and the detector. For this, the
collimated source was stepped along the face of the detector and responses

from the APDs on the bottom side were measured.
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Figure 5.11. Position histogram measured by stepping a collimated 137Cs source and
traditional anger logic along the face of the detector. Also shown is the Gaussian fits
overlaid on top of each of the position histograms.

Prior to characterization, the optimal operating voltage for the detector was
determined in the manner discussed in section 4.2. Instead of modeling the
SNR, energy resolution for a single APD (coupled with a Teflon wrapped 2 x 2
x 10 mm3 LSO crystal) with measured at 511 keV. The bias voltage was
varied, and a best energy resolution (indicative of SNR) was obtained at a

bias voltage of 380 - 390 V.

To characterize spatial resolution, the collimated 137Cs source was scanned in
1 mm steps across the face of the detector. A sum of all 14 APDs was used to

generate the energy and trigger signals. Transverse position was measured
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by using traditional Anger logic and all 14 APDs from both sides of the
detector. For each beam position, the transverse position was computed and
histogrammed (Figure 5.11). A Gaussian fit was then used to compute the
spatial resolution (FWHM) for that beam position. For each source position,
data was collected for approximately 20 min. To eliminate the LSO
background, a pre-measurement background scan was collected (without the
source) and subtracted from the spatial resolution measurement data. After
correcting for the nonlinearity, a transverse spatial resolution of ~3 mm

FWHM was measured (Figure 5.12).
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Figure 5.12. Measuring transverse spatial resolution (X-direction) for the improved
prototype detector. Left: Transverse spatial resolution measured with a collimated
137Cs source & traditional Anger-logic. As the separation of the peaks is dependent
on the beam position (right), a position dependent calibration was used to correct
for the detector nonlinearity.

Similar experiments to characterize the transverse spatial resolution in the
other transverse direction (Y-direction) were also performed. A spatial
resolution of ~2.8 mm FWHM was measured (Figure 5.13). The slightly
better (~10%), and more uniform spatial resolution is likely due to the
improved linear-sampling arising from offsetting the APDs (Figure 3.15)

along the Y-direction.
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Figure 5.13. Transverse spatial resolution measured along the Y-direction, i.e. along
a direction perpendicular to the previous measurement (see Figure 5.12). The
improved sampling (APDs offset relative to each other) assuaged detector
nonlinearity and provided a more uniform spatial resolution.

Traditional (and most of the current) light-sharing detectors have
photosensors on only one side of the scintillator. They also possess a light-
guide to ensure a minimum amount of light sharing between adjacent
photosensors. In contrast, the above detector lacks a light-guide. The lack of a
light-guide is compensated by coupling large-area photosensors onto both
sides of the scintillator. While the use of photosensors from both sides is
necessary to measure DOI, it was also expected to provide a better measure
of the transverse spatial resolution. Including a larger number of APDs
though, comes at the expense of adding noise contributions from each of the
APDs. The flexibility in choosing a different trigger and event-positioning
scheme (decreasing the number of APDs) though is largely dependent on the
detector light spread function, APD size, electronic noise and DAQ
architecture. While most light sharing detectors make of photosensors on a
single side, it was hypothesized that making use of APDs from both sides

should provide a better and more uniform estimate of transverse position.
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Figure 5.14. Transverse event positioning: An investigation of the merits of using
APDs from either the front, back or both sides for transverse event positioning. Note
that the collimated beam was centered on an APD on the bottom board.

To evaluate this, the collimated 137Cs source (as described above) was
stepped along the face of the detector in 1 mm intervals. Traditional Anger-
logic using all 14 APDs, or only each of the seven APDs on either top or
bottom sides was used to measure the transverse position. As usual, the
spatial resolution calculation was corrected for the nonlinearity introduced
by using simple Anger-logic. As expected, the use of APDs from both sides
(top and bottom) provided a better measure of the transverse position
(Figure 5.14). It is important to note that using APDs from both sides should

also provide a better estimate for energy and possibly timing resolution.

Spatial resolution measurements (Figure 5.11 - Figure 5.14) were performed
with the detector biased at 380 V. A negligible change in the transverse
spatial resolution was observed at a detector bias of 385 V (supporting the

fact that optimal bias was predicted to be around the 380 - 390 V range).
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5.5.2 Energy Resolution
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Figure 5.15. Energy resolution measured with the collimated Cs137 source. The
analog sum of all 14 APDs was used to measure the energy for the gamma ray.

Energy resolution for the detector was measured with the same
apparatus (described above) used to characterize detector spatial resolution.
The 137Cs source was positioned at the center of the detector, and its
response was measured. The APD signals, after amplification and shaping
were fed to standard NIM electronics, and finally to a peak sensing ADC. The
sum of all 14 APD channels (top and bottom sides) was used to measure the
gamma-ray energy. An energy resolution of ~40% FWHM was measured.
Figure 5.15 shows a sample energy spectrum from the detector measured
with the beam centered at the center of the detector. The poor energy
resolution is attributed to the poor packing fraction of the APD (25% active

area, poor light collection efficiency).
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5.5.3 Coincidence Timing Resolution

The spatial, and energy resolution for the detector was characterized
above with a collimated 137Cs source, which only emits a single gamma at 662
keV. Measuring coincidence timing resolution necessitated a positron-
emitting source. Since the mechanical setup had the provision to
accommodate a coincidence detector, the collimated 137Cs source was
replaced with a ~30 pCi %8Ge source (Sanders Medical Products Inc,

Knoxville, TN) and a coincident detector was also added.
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Figure 5.16. Coincidence setup: A 0.25 mm diameter ¢8Ge point source was
electronically collimated with a single 2 x 2 x 10 mm3 LSO-PMT combination to
produce a narrow beam of 511 keV photons. Inset: A specially designed lead
collimator with a ~2 mm bore surrounded the source to decrease accidental
coincidences.

Figure 5.16 illustrates the coincidence setup. A 0.25 mm diameter, %8Ge point
source was “electronically” collimated by requiring a time coincidence with a
single 2 x 2 x 10 mm3 LSO-PMT (R3479; Hamamatsu Photonics, Japan)

combination, to produce a narrow beam of 511 keV photons. The entire

assembly was mounted onto the X-Y translational stage. To decrease the
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number of accidental coincidences, a custom designed lead collimator (~0.9”

tall, 2 mm bore) surrounded the 8Ge source.
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Figure 5.17. Coincidence timing resolution of the detector. Left: Coincidence timing
resolution of the detector was measured using a Ge-68 point source in coincidence
with a fast LSO-PMT detector. Right: Optimizing coincidence timing. Timing
resolution of ~12 ns FWHM was measured with a 350 keV threshold on a leading
edge discriminator.

Timing measurements for the detector were conducted with the above-
described LSO-PMT combination. The APD signals after amplification, and
shaping (70 ns) were passed through standard NIM fan-out circuits. The
analog sum of all 14 APDs was then fed through a standard leading edge
discriminator (model 708; Phillips Scientific, NJ) to produce a logic pulse. The
signal from the coincidence detector (LSO-PMT) was fed through a fast
shaping amplifier (model 474; Advanced Measurement Technology, Oak
Ridge, Tennessee) and further to the same leading edge discriminator. The
logic pulse from both the detectors were finally sent to a time to amplitude
convertor (TAC, model 566; Advanced Measurement Technology, Oak Ridge,
Tennessee), with the PMT providing the “start” signal. Figure 5.17 shows a
coincidence-timing spectrum obtained with the source at the center of the

detector and a 350 keV threshold on the light-sharing detector.
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Since the timing resolution is dependent on the APD bias voltage, it was
measured for a range of bias voltages. A timing resolution in the 12 - 15 ns
range was measured (Figure 5.17). While the APD in itself could achieve far
better timing (Figure 5.2), timing for the detector was mainly limited by the
poor APD packing fraction (i.e. poor light collection efficiency; Figure 4.33).
Also, all 14 APDs did not have similar breakdown voltages, and the bias
voltage optimizations were limited by the APD with the lowest breakdown

voltage.

5.5.4 Validating Monte Carlo Simulations with Experimental Data

While the Monte Carlo model is a powerful tool on its own, the real
power lies in its ability to help with rapid optimization and “virtual”
prototyping. To this end a validated model is invaluable. A detailed, fully
Monte Carlo model (with GATE) had already been built and used to predict
detector performance for an optimized detector (Chapter 4.4.1). The model
though did not use measured estimates for many of the detector components.
For the model to be validated with experimental data, it was important that
the components be updated to reflect their true nature. The updated model

used measured estimates for most components and included:

- A 10 mm thick LYSO slab having a light yield of 26,000 photons/MeV,
an intrinsic resolution of 10% and refractive index of 1.82

- A 0.5 mm thick layer of optical coupling with a refractive index of 1.57

- APD quantum efficiency of 70% at 420 nm

- APD gain of 200

- Electronic noise of 2,500 e- rms
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The simulations were repeated, and all the data was treated in the same
manner as the experimental data. Data analysis also accounted for the
operating energy threshold, and the size of the 137Cs source (1.3 mm,
conservative) used in experiments. The updated simulations were compared,
and validated with experimental data on various fronts: spatial resolution
(Figure 5.18), energy resolution (Figure 5.19), and their individual APD
spectra under varying experimental conditions (Figure 5.20, Figure 5.21,
Figure 5.22). As shown below, the Monte Carlo predictions were in very good

agreement with experimental data.
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Figure 5.18. Comparison of transverse spatial resolution obtained from Monte Carlo
simulations with experimental characterization. The measured spatial resolution
was corrected for contributions arising due to size of the beam.
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Figure 5.19. Energy spectrum for a 137Cs source obtained via Monte Carlo

simulations with experimental characterization: The predicted energy resolution
was comparable to experimentally obtained data (Figure 5.15).
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Figure 5.20. Validating the GATE Monte Carlo simulation with experimental data
from the improved prototype detector. Comparison of the individual APD spectra

with the source positioned at the center of APD#4.
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Figure 5.21. Validating the GATE Monte Carlo simulation with experimental data
from the improved prototype detector. Comparison of the individual APD spectra
with the source positioned between APD#3 and APD#4.
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Figure 5.22. Validating the GATE Monte Carlo simulation with experimental data

from the improved prototype detector. Comparison of the individual APD spectra
with the source positioned at the center of APD#11.
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5.5.5 Depth-of-Interaction studies

A unique advantage of placing photosensors on both sides of the
scintillator is the ability it provides in measuring DOI of the gamma-ray
interaction. DOI in this detector can be assessed by comparing the dispersion
of signals on both sides of the scintillator. The dispersion information has
been derived and combined into a depth-parameter (dp) (section 3.1), which

can be used as a measure of the depth at which gamma rays interact.

dp = \/ (isi(xi - )_c)z/jsi) - \/(isi(xi -Xx)’ isl) (5.1)

i=1 i=8

7

7
—\2
PR
i=l1

dp="3 ‘ (5.2

14
—\2
Esi(xi -X) Esi
i=R

i=8

700,

- b ]
M |

o ‘ o §
120(—
2 E q 2 00 H\
S 100 5
3 l o) f
O (@) T

4 ]
20; MNJ' Jl ﬂmi— Lﬁw\“"-\ﬂ
3 11 r ™
- ! [ 0‘.“1“..1.‘“"‘1“““%
0 3

% 45 40 5 0 5 10 15

depth-of-interaction parameter (dp) depth-of-interaction parameter

Figure 5.23. Depth-of-interaction parameter: A histogram of the depth-of-
interaction parameter (experimental) for a normally incident 137Cs beam near the
center of the detector. (Left) difference of the widths i.e. equation 5.1, and (Right)
ratio of the variances i.e. equation 5.2.
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The depth-parameter (dp), as depicted by equations 5.1 and 5.2, is a
continuous function and is representative of the various depths at which the
gamma ray interacts (smaller DOI parameter indicates a shallower
interaction depth). Figure 5.23 depicts a histogram of the depth parameter
for a 137Cs beam normally incident near the center of the detector. The

distributions are shown for both the depth-parameters:

- equation 5.1: difference of the widths of the signal distributions

- equation 5.2: ratio of the variances of the signal distributions

To compute the distributions, the collimated 137Cs source was positioned
near the center of the detector. The DAQ was triggered using a sum of all 14
APDs (top and bottom), and data was collected in a similar fashion as the
spatial resolution of the detector was measured. The APDs data was used
offline to compute the distributions. Note that the shape of the depth-
parameter distribution is dependent on the gamma ray interaction location

(due to the detector packing fraction).
5.5.5.1 Experimentally Validating the DOI parameter

Since the depth parameter was recently developed, it necessitated a
careful evaluation and validation before subjecting it to further assessments.
The availability of a fully instrumented detector provided the ability to

directly test it via experiments.

To achieve reasonably good detection efficiency, a PET detector must utilize
a sufficiently thick scintillator. Also, the spatial resolution in a continuous
scintillator detector is intrinsically related to the scintillator thickness. Even
with a thinner scintillator the light-spread function and consequently the

spatial-resolution) is broadened by the varying depth-of-interaction of the
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gamma ray (e.g. Figure 4.8). While traditional light-sharing detectors do not
have any depth-sensing capabilities, the DOI measuring ability of this
detector should help resolve the depth-dependent broadening of the light-
response function. To test this, the DOI parameter was used to evaluate:

a. Data from a single APD on the detector (Figure 5.24)

b. Data from the entire detector i.e. all 14 APDs (Figure 5.25)
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Figure 5.24. Validating the depth-parameter: Histogram (experimental) of the signal
from a single APD, plotted as a function of the depth-parameter. The 137Cs beam was
aimed normally at the center of the APD. The DOI parameter was used to discretize
the scintillator thickness, and consequently the total APD signal into 10 depth levels
(1 mm each). As expected, a shallow interaction gave the maximum signal (dark
blue curve). The black curve is the composite light from event occurring at all
depths inside the scintillator. Note: Log scale is used to highlight the differences
among spectra.

The collimated beam was positioned at the center of the central APD on the
bottom board and data was collected. DAQ was triggered using a sum of all
14 APDs. Data from all 14 APDs was used to compute the DOI parameter. The

DOI-parameter was then used to separate the 10 mm thick scintillator into
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10 depth levels (each 1 mm deep). In conjunction, the APD signal was also
separated based on the depth reported by the DOI parameter. Figure 5.24
demonstrates the effect of using the DOI parameter to deblur the depth-
dependent broadening of the APD signal. As expected, a shallower interaction
provided a higher APD signal (larger solid angle) and vice versa. The DOI
parameter was also tested to validate the dependent broadening of the light
collection efficiency in the detector. Instead of discretizing a single APD
signal, the sum of all 14 APDs (energy signal) was separated (ten, 1 mm

depths) based on the depth reported by the DOI parameter (Figure 5.25).

Further, since the light-spread function can be improved by using the DOI
parameter, it can be postulated that it could also help improve the transverse
spatial resolution. Figure 5.26 shows the transverse position histogram for a
single beam position, with and without using the DOI parameter. Also, spatial
resolution measurements (described in Chapter 4.4.1) were performed with
and without using the depth-parameter. The red curve in Figure 5.27 shows
the spatial resolution without using the depth-parameter. The data was also
analyzed by using the depth-parameter to account for the depth at which the
gamma ray interacts. Ten 1 mm depth segments were used in the data.
Figure 5.27 demonstrates that the DOI parameter helps in decreasing the
light-spread function. The large variations seen here can be attributed to the

poor APD packing fraction (~25%).
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Figure 5.25. Using the DOI parameter to reduce the depth-dependent broadening of
the light collection efficiency in the detector: Experimental confirmation with a
normally incident beam at the center of the detector. The sum of all 14 APDs was
used. Also shown for comparison is the light collection without correcting for DOI
(bottom row). Note the long tails on the uncorrected energy spectrum.
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Figure 5.26. Indication that correctly identifying the depth-of-interaction could help
improve the in-plane resolution: Experimental data from a 37Cs beam positioned at
the center of the detector. Using the depth-parameter resulted in position
histograms with a narrower width.
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Figure 5.27. Verification that the DOI parameter can help reduce the blurring of the
light-spread function and spatial resolution caused by the varying DOI for the
gamma ray. The large variations in spatial resolution arise from the poor APD
packing fraction. For comparison, spatial resolution measured without using the
DOI parameter is also shown (red curve).

Both the depth-parameters (equations 5.1 and 5.2) worked equally well, and
were validated with experimental data. However, since the “difference of
widths” method is linearly related to depth for an idealized detector, and is a
more well-behaved measure, it is preferred over the latter. Hereafter, any

reference to the depth-parameter (dp) shall pertain to equation 5.1 i.e.
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depth-parameter derived from using the difference of the widths of the signal

distributions.
5.5.5.2 Predicting DOI resolution

DOI in discrete crystal PET detectors is typically measured by
stepping a collimated beam along the length of the crystal (i.e. the depth
direction for the detector). But given the large area of the detector, this was
challenging to accomplish. Hence, a first estimate of DOI performance was
obtained with the help of the validated GATE Monte Carlo simulations. Using
these GATE simulations, 662 keV photons from a 137Cs beam were aimed
normally at the center of the detector. The DOI parameter was used to
extract the DOI with 1 mm accuracy (i.e. ten, 1 mm depth segments). With an
accurate knowledge of the true DOI, a correlation histogram between the
measured DOI and the true DOI was computed. This data predicted a DOI
resolution of ~2 mm FWHM for true photoelectric interactions occurring
inside the scintillator (Figure 5.28).
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Figure 5.28. Predicting DOI resolution using the validated GATE simulations: Left:
Histogram of “measured DOI” (using the DOI parameter) for a normally incident
137Cs beam at the center of the detector. The 10 mm thick scintillator was assumed
to have 10, Imm depth segments. Right: Data suggested an average DOI resolution
better than 2 mm FWHM. Note: Only photoelectric interactions were considered.
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6. Event Positioning in Continuous Scintillator

Detectors

Chapter 5 discussed the design, implementation, and detailed
characterization of an improved prototype detector. In that chapter,
transverse positioning was accomplished by utilizing traditional Anger
positioning logic. However, Anger-positioning is known to introduce
nonlinearities, and is not ideally suited to exploit the full potential of this

detector.

This chapter discusses the investigation and development of a novel
maximum likelihood (ML) based event-positioning algorithm. The algorithm
uses the DOI measuring capabilities of the detector to locate the three-
dimensional (3-D) interaction location of the gamma ray inside the
scintillator. The developed 3D-ML positioning algorithm is utilized to further
characterize the performance of the improved detector. The algorithm is also

used to experimentally measure DOI resolution for the improved detector.

6.1 Current Art

The gamma-ray interaction location (i.e. transverse position) in most
light-sharing detectors is determined with the help of Anger-logic [93]. While
its speed and relatively straightforward implementation makes it an

attractive and widespread choice, it is known to have inherent nonlinearities.
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The algorithm does not consider the statistical properties of the PMT

responses, thereby mis-positioning events, and introducing bias.

Group Readout Surmllator Intrinsic DOI E'v?nt.
thickness positioning
. Semiconductor; Neural
el (2 either side QO00 X networks
large-area 3D maximum
BNL semiconductor; DATATA] V -
. likelihood
both sides
Scottish APD; layered o9 x Statistics based
Maximum
U. P PMT
enn o000 X likelihood
PSPMT; <t
U. of Wash cither side SO0 “ Statistics based
. 3D maximum
Valencia PSPMT OO0 v

likelihood

Semiconductor = APD/SiPM

Table 6-1: A summary of continuous scintillator detection, and event-positioning
schemes being pursued by various research groups [53-55, 159-173].

A more sophisticated positioning scheme would definitely be useful. To this
end, maximum likelihood [174] and neural network [175, 176] based
techniques have been used to derive bias-free position estimates in a
continuous scintillator. The development of efficient positioning algorithms
to compute the interaction location inside a continuous scintillation detector
is an active field of research in itself. Table 6-1 summarizes the various
continuous crystal detector designs, and event positioning algorithms being

pursued by various research groups around the globe.

Neural networks based position estimators have been investigated and
successfully developed by [159, 160, 177, 178]. Their intrinsic capacity to

help with classification, easily lends to position estimation. But at the same
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time, their implicit and hidden (“black-box like”) nature does not provide any
information on the underlying process and limits the ability to understand

and form correlations between various parameters of interest.

Maximum likelihood (ML) based estimators on the other hand are more
thorough and exact in nature. Also, they are known to be robust, efficient,
unbiased, and stable. Over the years, a variety of ML positioning algorithms
have been suggested and developed [166, 167, 179-184]. While the methods
have progressively improved, all of the above methods only estimated the
two-dimensional response function (%, y). The depth dependence of the 2-D
response function is well understood [185, 186]. Also, the depth dependence
is of greater significance when using thick scintillators. More recently, [169,
187-189] have proposed maximum likelihood approaches that account for
the problem in a fully three-dimensional manner. However, most of these
approaches use an analytical function to model the depth-response, and later
combine it with a measured 2-D response function to generate a fully 3-D
detector model. By using analytical assumptions, the models likely sacrifice

accuracy.

This work focuses on the development of a fully 3-D event-positioning
algorithm that utilizes a measured system response to compute the 3-D
interaction location of the gamma ray inside a continuous scintillator. Being a
measured model, it would automatically be all-inclusive, and account for all
real world effects (e.g. gamma-ray and optical photon generation and
transport, light collection, gain mechanisms, electronic noise). Also, most of
the groups (see Table 6-1) use photomultiplier tubes to read out the
scintillator. Given the situation, the statistics describing the number of
primary photoelectrons from any of the PMT’s is well known, following

Poisson statistics [190]. Replacing the PMT with an APD complicates the
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noise model significantly. A measured model is well suited in this scenario

and helps simplify the generation of an accurate system model.

6.2 3-D Maximum Likelihood Positioning

For any gamma-ray interaction inside a continuous scintillator, the
photosensor responses are dependent on the 3-D interaction location (x, y, z)
and the energy deposited by the gamma ray. Consider a set of N independent
observations of X, say X1, Xz, ..., Xn. In this case, the observations are the
detector responses (i.e. APD1, APD2, .., APD14), and 0 is the parameter

which the model investigates. The joint probability density function (pdf) for

Xn is then denoted by:
F(X, Xy X 10) = f(X,10) % £(X,16) ... (X, 16) (6.1)
N
P(X10)=P(X,,X,... Xy 10) = [ [ F(X;10) (6.2)
i=1

Now, given the sensor distributions, the likelihood that the gamma-ray
originated from a particular location inside the crystal, can be computed by

the likelihood function:

N
LO1 X, Xy, Xp) = FO1X,, X, Xy) = [ [ FO1X) (6.3)

i=1

An easy way to estimate the parameter 0 is to maximize the likelihood

function, or equivalently its log-likelihood function.

N
L0 X, Xy)= Y In f(O1X)) (6.4)

i=1
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A
According to ML theory, the best estimate of the interaction position (A),
given a distribution, is the one for which its probability is maximum, and can

be computed by:

A

Oymr =argmaxIn (01X, ...,Xy) (6.5)
0

6.2.1 Detector Calibration

As described in Chapter 5.5.5, one of the unique advantages of reading
both sides of the scintillator is the ability it provides in measuring DOI for the
gamma ray. This unique ability of the detector to measure DOI is put to use
for creating a fully 3-D measured system-response. To characterize the 2-D
system-response, the detector response had to be measured as a function of
the source position in the XY-plane. Initial detector characterizations
(specifically the spatial resolution, and DOI studies) were performed with a
collimated 662 keV 137Cs source. Since the size of the beam was significant (~
1.5 mm), the Cs-source was replaced with a 0.25 mm diameter %8Ge source
(Sanders Medical Products Inc., Knoxville, TN). The coincidence setup also
helped with automatically eliminating the intrinsic LSO background (Figure
3.6). The 8Ge-source was electronically collimated with a 2 x 2 x 10 mm3
LSO-PMT combination (R3479; Hamamatsu Photonics, Japan) (Figure 6.1).
By only considering coincidence events, a finely collimated beam was
obtained at the face of the continuous scintillator. The source-LSO-PMT
assembly also included the flexibility to adjust the source-crystal distance,
thereby varying the beam-size at the detector. The entire assembly was
mounted onto a XY translation stage (Velmex Inc., Bloomfield, NY), which

could be moved with an accuracy of 0.1 mm. Provision was also made to
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pivot the entire source-PMT assembly at arbitrary angles onto the detector
surface. To decrease the number of accidental coincidences, a custom-

designed lead collimator (0.9” tall, 2 mm bore) surrounded the 8Ge source.

LYSO
L 1L 1L 1 IAPD’S
0.25 mm Ge-68 source '
inside lead collimator
2x2x10 mm3 LSO
PMT 7

Figure 6.1. Detector calibration: The electronically collimated 68Ge source was used
to experimentally measure the detector model. The collimated source was mounted
onto a X-Y translational stage and scanned across the face of the detector in 1 mm
increments.

To measure the 2-D detector response, the collimated beam was scanned
across the face of the detector in 1 mm increments. At each position, each of
the individual APD signals, as well as the sum signal was saved. The
measured depth-of-interaction parameter was then used to convert the
measured 2-D response to a fully 3-D response. To make the model more
realistic, gamma-ray attenuation was also incorporated into the model.
Detector symmetries could be used to accelerate the 2-D response
measurement process. Figure 6.2 illustrates generation of the measured fully

3-D system model.
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Figure 6.2. An illustration of how the detector calibration data is used to generate a
fully 3-D system response. The collimated source is first used to measure the 2-D
response from the detector. For each beam position, the measured DOI parameter
was then used to decompose the 2-D response into a fully 3-D system model.
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6.2.2 Event Reconstruction

Once the fully 3-D system response is measured, the 3-D interaction
location and energy for any arbitrary gamma ray incident on the detector can
be reconstructed by using the maximum likelihood algorithm. Initially, the
reconstruction was performed with a comprehensive search. While a
comprehensive search is known to be computationally intensive, the lower
number of readout channels offers relief and flexibility. Also there are well
known approaches to accelerate the process that can be applied later. For
each event, the algorithm computes the likelihood function for all points in 3-
D space and chooses the point that gives the maximum likelihood of the data.
Due to the poor energy resolution of the current detector (~40% FWHM),
results presented here are limited to a single energy window, although in
general the energy is an independent free parameter in this method. Figure
6.3 depicts how the algorithm saves the reconstructed 3-D interaction

location for any gamma-ray incident on the detector.

scintillator Y

Figure 6.3. An illustration of how the 3D-ML algorithm stores the reconstructed
interaction location for any arbitrarily incident gamma ray on the detector. For each
gamma ray, the 3-D interaction location is reconstructed using a comprehensive
search method. The location is later stored into a corresponding histogram along
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the Transverse, Coronal and Sagittal planes i.e. it is stored as a 2-D slices in 3-D
space. This provided the flexibility to view the reconstructed interaction locations
along any of the image planes: Axial, Sagittal, or Coronal.

6.2.3 Validation

Since this positioning algorithm was recently developed, a careful
assessment and validation would definitely be useful before subjecting it to
any experimental evaluation. The availability of a validated, fully Monte Carlo
GATE model provided this flexibility. The accurate detector model, developed
and validated with experimental data (Chapter 5.5.4) was used for this. As
described above (Chapter 6.2.1 - 6.2.2), the entire process was realized via
simulations. First, the detector 2-D response was measured. This was
accomplished by stepping a ¢8Ge point source in 1 mm intervals across the
face of the detector. The scans were repeated over the active area of the
detector (~1 x 1 cm?) (Figure 6.1). For each beam position, ~30,000 gamma
rays were generated. As explained before, the detailed simulations tracked
both gamma rays and optical photons to provide a realistic estimate of the
signal from each APD. Since the primary objective of this exercise was to
validate the algorithm itself, the poor packing fraction of the APDs, as well as
the electronic noise were ignored. For each beam position, the signal from
each of the 14 APDs, as well as the sum of all 14 APDs were used to construct
the 2-D system model. An energy threshold of ~400 keV was used. Further,
for each beam position, the measured depth of interaction was used to divide
the scintillator thickness into 10 depth segments (1 mm each), and a fully 3-D
system model was characterized. For a 1 cm?3 of detector, the fully 3-D model
had ~1,000 voxels, and 14,000 pdf’s. All of the data processing code was
developed under the ROOT environment [136] with code written in C/C++.

To make the model more practical, the model also accounted for the gamma-
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ray attenuation. While a simple exponential distribution could have been
sufficient, to make the model more accurate, the attenuation profile was also
derived from the GATE simulations. The attenuation model accounted for
multiple interactions within the scintillator, and used an energy-weighted

positioning scheme to derive the attenuation profile (Figure 6.8).
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Figure 6.4. Validating the 3D-ML positioning algorithm: The validated Monte Carlo
GATE simulation was used to authenticate the capability of the novel 3D-ML
positioning algorithm. The entire system model was generated via simulations. The
model divided the 10 mm thick scintillator into 10, 1 mm depth segments (1-mm3
voxels). Shown above is the ability of the 3D-ML algorithm to reconstruct a normally
incident beam (B). The histogram of the reconstructed interaction locations can be
viewed as (A) Transverse, Coronal and Sagittal slices through the center of the
crystal, or as (C) 3-D view of its 2-D projection onto the transverse plane. Since the
objective of this exercise was to validate the 3D-ML algorithm, detector sampling
and electronic noise were not modeled in these simulations. Note the ability of the
algorithm to reproduce the modeled gamma-ray attenuation profile.

To test the reconstruction ability, a separate evaluation dataset was

simulated with gamma rays normally incident onto the face of the detector
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(Figure 6.4). The 3D-ML algorithm along with the comprehensive search
technique was used to reconstruct the interaction locations of the beam. As
shown by Figure 6.4, the algorithm not only reconstructed the interaction
locations for the beam but also reproduced the incorporated gamma-ray

attenuation profile.

6.2.4 First Experimental Evaluations

Since a fully working detector was available, the Monte Carlo
validations were succeeded by first experimental evaluations of the 3D-ML
algorithm. As illustrated by Figure 6.1, the collimated ¢8Ge beam was used to
measure the detector’s 2-D response. The source-PMT distance was adjusted
to produce a ~0.75 mm? beam spot at the face of the detector. The entire
source assembly was then scanned over the face of the detector (~1 cm?) in 1
mm increments. The readout electronics for the continuous detector is
depicted in Figure 5.8. To accommodate the LSO-PMT detector, and generate
the coincidence trigger, an additional logic unit was added. Data from the
light-sharing detector was collected with a threshold of ~250 keV. At each
beam position, ~20,000 gamma rays were collected; individual, and sum
signals from all 14 APDs were saved. On an event-by-event basis, the
measured depth-of-interaction parameter was then used to convert the 2-D
response function to a fully 3-D model. Ten, 1 mm depths were considered
and the fully 3-D model had ~1,000 voxels, and 14,000 pdf’s. The model also
incorporated the gamma-ray attenuation for the beam (described in the

preceding section; Chapter 6.2.3).
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Figure 6.5. First experimental reconstruction of a normally incident beam using the
3D-ML algorithm: Reconstructed 2-D interaction locations layered by the depth at
which the interaction location was measured. Also shown is a projection of the
entire 3-D volume onto the transverse plane (i.e. the large image shown at the
bottom), and Gaussian fits to projections along the X and Y directions.
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The experimentally measured 3-D system response was then used to
evaluate the 3-D positioning capabilities for gamma rays interacting inside
the scintillator. Evaluations were performed with datasets that were
separate from ones used to characterize the 3-D system response. To begin
with, the %8Ge-collimated beam was positioned normally and near the center
of the detector; ~30,000 gamma rays were collected. Data from the detector
was processed and collected in a similar manner to measuring the system
response i.e. ~250 keV threshold was used on the sum of all 14 APDs, and all
14 individual APD and sum signals were saved to disk. The dataset was
further fed to the 3D-ML algorithm. On an event-by-event basis, the 3D-ML
algorithm used the measured system model, and a comprehensive search
technique to plough through the ~14,000 pdf's (i.e. ~1000 voxels in 3-D
space), and find the 3-D location which maximized the likelihood function for
the detector (equation 6.5). Figure 6.5 shows the detailed reconstruction
results from the experimental reconstruction of a normally incident %8Ge

beam near the center of the detector.
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Figure 6.6. A first comparison of how the 3D-ML algorithm compares with
traditional Anger-positioning. Left: Positioning bias (i.e. deviation of the measured
value from its true value). Right: Spatial resolution. As expected the ML method has
significantly less bias. For both the cases, performance was measured by translating
the collimated beam at various locations along the face of the detector.
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To characterize the transverse spatial resolution of the detector (along the X-
direction) using the 3D-ML algorithm, the collimated ¢8Ge beam was stepped
across the face of the detector in 1 mm increments. At each position ~25,000
gamma-ray events were collected. Data was collected and analyzed as
explained above. To calculate the transverse spatial resolution with the 3D-
ML algorithm, a Gaussian fit was used on the projection of the reconstructed
locations along the transverse direction (Figure 6.5). For a direct
comparison, the spatial resolution for the same dataset was also computed
using traditional Anger positioning logic and signals from the same 14 APDs.
As expected, the 3D-ML algorithm exhibited significantly less bias (i.e.
deviation of the measured value from the true value) when compared to

using plain Anger-logic (Figure 6.6).
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Figure 6.7. Detailed experimental evaluation of the 3D-ML positioning algorithm:
The experimentally measured system response (1-mm3 voxels) was further used to
reconstruct interaction locations for varying beam geometries. Images represent,
Coronal slice (through the center of the crystal) of the histogram of reconstructed 3-
D interaction locations for: Fig. a-b = Normally incident beams at two different
locations. Fig. ¢ = an angled beam. The beam locations are illustrated in the bottom
cartoon.
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While first impressions from the early experimental characterizations were
reasonable, further evaluations were necessary, especially to evaluate the
DOI-positioning capabilities of the algorithm. This was tested by placing the
collimated ¢8Ge beam at varying locations and angles (i.e. the collimated
source assembly was rotated) along the face of the detector. The data was
collected and processed in a similar manner discussed above. In addition to
analyzing the histograms of reconstructed images (Figure 6.7), the ability of

the algorithm to reproduce the modeled gamma-ray attenuation was also

tested.
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Figure 6.8. Bias with reproducing the modeled gamma-ray attenuation: While the
3D-ML algorithm worked well for certain reconstructions, for others, e.g. Figure 6.7,
the reconstructions did not faithfully reproduce the expected depth distribution.
Above plot demonstrates this situation. For a single reconstruction, the sum of all
counts at that depth was used to demonstrate this.

While the reconstruction algorithm worked well for certain beam positions,
for others, it failed to exactly reproduce the modeled gamma-ray attenuation
(Figure 6.8). This was analyzed by comparing the expected distribution with
the sum of all counts reconstructed at each of the depths inside the
scintillator (i.e. a profile of the reconstructed position histogram along the

depth direction). As shown above, there seemed to be an apparent bias with
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the DOI-positioning capability of the 3D-ML algorithm. The bias was fairly

consistent for beams at varying locations and angles (e.g. Figure 6.7).

6.2.5 Investigating, Optimizing Performance of the 3D-ML Algorithm

While first experimental evaluations of the 3D-ML algorithm were
encouraging, there were concerns over the accuracy with which the
algorithm positioned events along the depth-direction. A systematic and
detailed study was essential to understand, and also improve the
performance of this novel positioning-algorithm. The validated GATE Monte
Carlo model was an invaluable tool to assist with this. Hence the validated
GATE model was used for the following purposes:

1. To predict performance of the 3D-ML algorithm under similar
experimental conditions.
2. To understand and improve the various factors affecting performance

of the 3D-ML positioning algorithm.
6.2.5.1 Investigating Performance with GATE simulations

The entire process, from system-model generation to using the model
for evaluations was replicated via GATE simulations. The validated detector
model developed in Chapter 5.5.4 was used for this. First, the 2-D detector
response was measured by translating a ¢8Ge point source over the face of
the detector (~1 x 1 cm?) in 1 mm increments. At each position ~30,000
gamma rays were generated. Simulations, after tracking in detail, the gamma
and optical photons provided a realistic estimate of the signal from each APD.
The signals from each APD were treated in an identical manner as described

above (i.e. all 14 APDs used; ~250 keV threshold). For each beam position
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the DOI parameter was then used to generate a fully 3-D model (ten, 1 mm
depth segments, i.e. a total of ~1,000 voxels and ~14,000 pdfs). Gamma-ray

attenuation was also incorporated into the model.

A B

+

Depth inside scintillator

Transverse direction

[ T T 1
Scintillator

A A A
T | —| |

A

B 'C

Figure 6.9. Detailed Monte Carlo evaluation of the 3D-ML positioning algorithm: The
entire system response (with 1-mm3 voxels) was simulated using the validated
GATE model. It was further used to reconstruct interaction locations for varying
beam geometries. Figs. A — C show a Coronal slice (through the center of the crystal)
of the histogram of reconstructed interaction locations for normally incident beams
at three different locations. The beam locations are depicted in the bottom cartoon.

To evaluate the performance of the algorithm, separate datasets were
simulated with gamma rays normally incident onto the face of the detector.
The 3D-ML algorithm along with the comprehensive search technique was
used to reconstruct the 3-D interaction locations. Figure 6.9 shows the
histogram of reconstructed locations (through the center of the crystal) for
three different normally incident beams. While the reconstructions worked
reasonably well along the transverse directions, the DOI-positioning had a
similar bias as observed with the experimental data (Figure 6.8). To further
investigate the cause and effects of the miscalculated depth positioning, their

error distributions were also examined. This was accomplished by
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computing the deviation of the 3D-ML reconstructed location from the true
interaction location. To account for the multiple scattering within the
scintillator, an energy-weighted position was used to determine the true
interaction location. To begin with, the errors (transverse and depth
positioning) were computed for a single fixed beam position. The error-
distribution histograms (for both transverse and depth-positioning) were

well defined and symmetric in nature (Figure 6.10).
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Figure 6.10. 3D-ML positioning-error distributions: For a single beam position, the
positioning errors from using the 3D-ML algorithm were histogrammed. The error-
distributions were estimated along both, the transverse and depth directions.

The error histograms were also used to calculate the predicted DOI-
resolution for the detector. To calculate the DOI-resolution, the 68Ge source
was stepped across the face of the detector in 1 mm increments. At each
position a Gaussian fit to the error histograms yielded the DOI-resolution

(Figure 6.11).
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Figure 6.11. DOI-resolution for the detector estimated using Monte Carlo
simulations: For each beam position, a Gaussian fit to the positioning errors (Figure
6.10) from using the 3D-ML algorithm was used to estimate the DOI-resolution.

Apart from predicting DOI-resolution over the face of the detector (i.e. over
the transverse plane), the simulations were also used to explore in detail the
DOIl-resolution as a function of the depth-of-interaction inside the scintillator
(i.e. at different depths over the transverse plane of the scintillator). This
study was performed to evaluate potential pitfalls arising from the poor
packing fraction of the current detector (Figure 5.3). As before, a Gaussian fit
was used with each of the error histograms (10 depths for each beam
position) to compute the DOI-resolution (Figure 6.12). A similar detailed
study of the transverse spatial resolution (Figure 6.13 - Figure 6.14), as well
as the “cumulative 3-D” positioning error was also performed (Figure 6.15).
Since, the GATE simulations are computationally intensive and time
consuming, the above detailed evaluations were only performed for one half
of the detector (symmetry assumed to carry over results for the other half).
The simulations predicted an average DOI resolution of ~3 mm FWHM and
was best near the center of the APD. While this is contrary to the transverse
spatial resolution, it can be attributed to the complete sampling of the light

distribution for events interacting near the center of the APD.
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Figure 6.12. Analysis of the DOI-resolution using simulations: Shown is the DOI-
resolution (mm, FWHM) over the transverse plane, and at various depths inside the

scintillator.
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Figure 6.13. Analysis of the transverse spatial resolution (along the X-direction)
using simulations: Shown is the transverse spatial resolution (mm, FWHM) over the
transverse plane, and at various depths inside the scintillator.
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Figure 6.14. Analysis of the transverse spatial resolution (along the Y-direction)
using simulations: Shown is the transverse spatial resolution (mm, FWHM) over the
transverse plane, and at various depths inside the scintillator.
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Figure 6.15. Analysis of the cumulative “3-D” resolution using simulations: The
cumulative error was calculated by computing the Euclidian distance between the
measured and true interaction locations in three-dimensional space. Shown are
results over the entire transverse plane and at various depths inside the scintillator.
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6.2.5.2 Factors affecting 3D-ML performance

Reconstructions with the 3D-ML algorithm were encouraging but
being new, there was a definite need to first understand and later improve
the various factors that affected its performance. The validated GATE Monte
Carlo simulations offered a convenient method to test and evaluate this. The

various factors affecting performance included:

6.2.5.2.1 Statistical accuracy of the system model

With a measured model, there is always a practical limit on the
amount of statistical noise (arising from counting statistics) that is present in
the system. This is directly reflected as noise in the system model (i.e.

individual APD pdf’s; top row of Figure 6.16).
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Figure 6.16. Statistical accuracy of the system model: To mitigate the statistical
noise in the system-model arising from the finite ‘source’ counting statistics, a
nonlinear smoothing algorithm was developed. Each of the pdf's was processed with
a rectangular smoothing kernel with a window size directly proportional to the
error expected from the photostatistics. Shown are representative pdf’'s. Top row:
Unprocessed pdf's from the detector (simulations). Bottom row: Corresponding
pdf’s after smoothing.
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An alternative way (first being counting longer; has practical limits) to
decrease the statistical noise is by using a filter having an appropriate cut-off
frequency (complicated by the large dynamic range of the pdf’s). Hence, to
alleviate the statistical noise in the system model, a nonlinear smoothing
scheme was devised. The algorithm utilized a rectangular smoothing kernel
whose width was directly proportional to the amount of photostatistical
noise expected for any particular pdf. Sample spectra before and after

smoothing are shown in Figure 6.16.

6.2.5.2.2 Modeling gamma-ray attenuation

Efforts were previously devoted to accurately model the gamma-ray
attenuation in this detector. But the poor packing fraction of the detector
meant that the gamma-ray attenuation seen by the detector varied with
beam position and thus was different from the actual, modeled attenuation
profile. It was observed that the performance of the detector was very

sensitive to the modeled gamma-ray attenuation.
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Figure 6.17. Accurately modeling gamma-ray attenuation: Due to the relatively poor
sampling of this detector, the actual gamma-ray attenuation, as seen by the detector,
differed from the previously modeled profile (Figure 6.8).
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6.2.5.2.3 Energy of the gamma-ray

For any gamma-ray interaction, the detector response is dependent
on both the 3-D interaction location and energy deposited by the gamma ray.

Hence it is imperative that the energy of the gamma ray be known (Figure
6.18).
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Figure 6.18. A simplified cartoon, illustrating the importance of correctly including
the energy of the gamma ray for the 3D-ML algorithm. Top row: Continuous
scintillator detector readout by three noiseless photosensors. Middle row: Sensor
pdf's when the photon deposits all of its energy (511 keV) inside the scintillator.
Bottom row: Sensor pdfs when the gamma ray deposits 380 keV at a slightly
different, but relatively close location. The variation in the deposited energy blurs
the pdf’s (and, consequently the position information) and need to be accounted for.

Note: In reality, noise (both statistical and electronic) worsens the blur in the pdf’s
and consequently the position.
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As shown in Figure 6.18, consider two photons depositing varying energies
at different depths, but in the vicinity of each other. If the energies are
unaccounted, the varying DOI (in this case) creates an ambiguity for the ML
algorithm to estimate the true 3-D interaction location. Note: Intuitively one
would assume that the pdf’s could be scaled with the energy, but the noise in
the pdf's do not scale in a similar fashion. Hence, an accurate estimation of
the gamma-ray energy should help the algorithm in identifying the true

interaction location.

6.2.5.2.4 Light-collection efficiency

The poor packing fraction of the APD affected the light collection
efficiency. In addition to affecting the energy and timing performances, the
spatially varying light collection efficiency (Figure 6.19) further distorted the

actual gamma-ray attenuation seen by the detector.
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Figure 6.19. A 2-D map of the light collection efficiency across the face of the
detector. Left: experimental results. Right: Simulation results. For both the cases, a
511 keV 68Ge source was stepped across the face of the detector and the photopeak
information from the sum of all 14 APDs was used to generate the data.
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6.2.5.2.5 Detector Stability and Drifts

The steady and optimal performance of the detector, both over the
long and short term is important for this design. More so, because the
detector response model once measured can continue to be used until any
changes are made to the detector operating conditions (e.g. detector bias
voltage, operating thresholds). But, as APDs are temperature sensitive
devices, they are susceptible to drifts in gain. Hence, it is important to
monitor and correct for any possible drifts that occur with temperature and

time. This includes the detector and also the associated read-out electronics.

6.2.6 Performance Evaluation

Chapter 6.2.5 helped provide a better understanding of the working of the
3D-ML positioning algorithm. It also provided an estimate of the expected
DOI resolution from the detector. Armed with the above facts, experimental
evaluation with an improved 3D-ML algorithm was performed. Critical
modifications included:
1. An accurate modeling of the gamma-ray attenuation information in a
position-dependent manner.
2. In keeping with the expected DOI resolution of ~3 mm FWHM, 4
depth segments (each 2.5 mm deep) were chosen rather than the 10
segments previously used. The reduced number of depth segments

helped improve the statistical quality of the data.

Since the current evaluations were improvements merely at the data
processing level, it was decided to make use of the previously measured 2-D

response function (Chapter 6.2.4). Further, four 2.5 mm depth segments
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were used, and a fully 3-D model consisting of ~400 voxels and ~5600 pdfs

(for the same 1 cm?3 volume of scintillator) was generated.
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Figure 6.20. 3D-ML reconstruction for a normally incident beam near the center of
the detector: Top row: 2-D projection of the 3-D event reconstruction histograms
along the Transverse, Sagittal and Coronal planes. Bottom row: smoothed version of
the corresponding image above it. Each depth segment measured 2.5 mm, and each
reconstructed voxel measured 2.5 mm3.

7 A .
c ~#=3D Maximum s 7 —#=3D Maximum
S 6 1 Likelihood T eali
8 s o 2 6 Likelihood
=] nger positionin,
@ 5 ger p g g —#-Anger positioning
o
4 - €
4
3 E
53 c 3
o o
s 2 A 5 2
1 a1
(]
0 x 0
0 1 2 3 4 5 0 ! 2 } N °
Distance from centre of central APD (mm) Distance from centre of central APD (mm)

Figure 6.21. Comparison of how the improved 3D-ML positioning algorithm
compares with traditional Anger-positioning. Left: Positioning bias (i.e. deviation of
the measured value from its true value). Right: Spatial resolution.
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Figure 6.20 shows a projection of the histogram(s) of reconstructed
interaction locations for a normally incident beam near the center of the
detector. Next, the transverse spatial resolution of the detector was
characterized using the improved 3D-ML algorithm. The datasets collected
previously (Chapter 6.2.4) were used for this. For comparison purposes, the
datasets were also processed using traditional Anger-logic. As expected, the
3D-ML algorithm exhibited lesser bias, when compared to simple Anger-

positioning (Figure 6.21).
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Figure 6.22. Performance of the 3D-ML positioning algorithm when presented with
an angled beam (30°): Top row: 2-D projections of the 3-D event reconstruction
histograms along the Transverse, Sagittal, and Coronal planes. Bottom row:
smoothed version of the corresponding image above it. Each depth segment
measured 2.5 mm, and each reconstructed voxel measured 2.5 mma3.

Further studies to evaluate the DOI-positioning capability of the algorithm
were performed by angling the beam onto the face of the detector. The
collimated source assembly was first inclined at an angle of 30° and the
resultant data was processed using the 3D-ML algorithm (Figure 6.22). Later,
another dataset was acquired with the beam at 45° and was also processed

using the 3D-ML algorithm (Figure 6.23). In addition to analyzing the
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histograms of the reconstructed interaction locations, the ability of the
algorithm to reproduce the modeled gamma-ray attenuation was also
examined. This was evaluated by comparing the expected distribution (i.e.
modeled gamma-ray attenuation) with the sum of all counts reconstructed at
each of the 4 depth segments inside the scintillator (i.e. a profile of the
projection of reconstructed position histogram along the depth direction). As
shown by Figure 6.24, the algorithm reproduced the incorporated gamma-

ray attenuation fairly well.
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Figure 6.23. Comparison of the 3D-ML reconstruction for two separately inclined
gamma-ray beams: 30° (left), and 45° (right). Data obtained from experiments with
the collimated 68Ge beam.

To summarize, Figure 6.25 shows a comparison of reconstructed interaction
locations for a normally incident and angled beams in the presence and

absence of DOI encoding.
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Figure 6.24. Accurately positioning events at various depths along the length of the
scintillator: Proof that the improved 3D-ML algorithm accurately positions events at
various depths along the length of the scintillator. For each beam position the sum
of all counts at a particular depth was used. Data obtained from 3D-ML
reconstruction performed in Figure 6.23.
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Figure 6.25. Summary of 3D-ML reconstruction for experimental data from normal
and obliquely incident gamma-ray beams: Also, shown for comparison is the 3D-ML
reconstruction in the absence of DOI decoding. In the absence of DOI-information,
all the events were assumed to interact at the entrance face of the scintillator.
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6.2.7 Experimental characterization of the DOI resolution

The preceding sections of this chapter have presented and reasonably
concluded the functioning of a novel, maximum likelihood based 3-D event
positioning algorithm. While its real power would only be evident in a real
imaging scenario, it could nevertheless be immediately put to use for

experimentally measuring the DOI-resolution of the detector.

0.25 mm Ge-68 source
inside collimator

2x2x10 mm3 LSO

Min: [U_

Figure 6.26. DOI was experimentally measured with the collimated beam aimed at
the detector an angle of 30°. As before, the 3D-ML algorithm was used to reconstruct
the interaction locations inside the scintillator. Figure shows the histogram of the
reconstructed interaction locations for a single slice through the center of the
crystal. Profiles were drawn normal to the beam incidence angle and a Gaussian fit
was used. After accounting for the beam size (0.75 mm), a DOI resolution of 3 - 4
mm FWHM was measured.

166



To measure the DOI-resolution, the collimated beam was angled onto the
face of detector at 30°. The 3D-ML algorithm was then used to reconstruct
the 3-D interaction locations inside the scintillator. Figure 6.26 shows a
histogram of the reconstructed interaction locations for a single slice through
the center of the crystal. Profiles were drawn normal to the incident beam
and a Gaussian fit was applied. This was performed with the MicroPET ASI
Pro software (formerly sold by CTI Molecular Imaging Inc.,, now part of
Siemens Molecular Imaging; v.6.2.4.0, [191, 192]) that is routinely used to
perform image analysis on PET images acquired from the commercially
available MicroPET small animal scanner. To satisfy the spatial sampling
requirements of the software, a bilinear interpolation (along the X and Y
directions) was separately performed prior to the fitting procedure. After
taking into account the size of the beam, a DOI resolution of 3 - 4 mm FWHM

was measured.
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7. Conclusion, Discussion, and Future Work

Spatial resolution in positron emission tomography (PET) has steadily
improved over the years, but remains substantially worse than in other
imaging modalities, currently at ~2 mm best case for most commercial
systems. This is a serious limitation particularly for imaging mice, which have
great potential in preclinical PET research largely because of their
compatibility with genetic manipulation. Current approaches to improve

spatial resolution and sensitivity have performance trade-offs.

This thesis demonstrates the potential of a novel light-sharing gamma-ray
detector in providing a cost-effective solution for high performance PET.
When compared with conventional PET detectors, it can improve spatial
resolution without sacrificing sensitivity. Also, with its ability to measure the
depth-of-interaction of the gamma ray, it can help reduce parallax errors in a
scanner, an ability most PET scanners lack. The novel detector comprises a
single continuous slab of scintillator read out by large-area solid-state
photosensors on both sides. Apart from eliminating the costs arising from
manufacturing the scintillator arrays, it further reduces costs by making use
of a smaller number of readout elements. Also, by making use of solid-state
photosensors, the detector design is in principle a MRI compatible detector,

facilitating simultaneous PET-MRI.

Primary work involved designing, building, and demonstrating feasibility for

this novel detector. While most conventional continuous scintillator
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detectors are readout with photomultiplier tubes, the use of solid-state
avalanche photodiodes (APDs) necessitated careful optimizations of the
electronic noise as well as detector signal-to-noise ratio. While feasibility is

successfully demonstrated, it involved the following specific tasks:

a. Building an initial prototype detector and thoroughly investigating its
performance.

b. Performing detailed detector optimization to improve the initial
detector design.

c. Implementing the detector optimizations for building an improved

prototype detector.

In parallel, a fully Monte Carlo model for the detector was also developed and

validated with experimental results from the improved prototype.

To utilize the fullest potential of this class of detectors, a novel, maximum
likelihood based 3-D event-positioning algorithm was also developed and

experimentally evaluated on the improved prototype detector.

The final detector design consisted of a 10 mm thick, 60 mm diameter LYSO
crystal, read out with 14 large-area APDs from Hamamatsu (S8664-55; 5 x 5
mm? active-area) i.e. 7 APDs on each side of the scintillator. The detector was
read-out with off-the-shelf electronics (eV-9053 pramplifiers) offering the

lowest electronic noise.

Detailed experimental characterizations of the improved prototype detector
provided a transverse spatial resolution and depth resolution of ~3 mm

FWHM.

While efforts here were devoted to demonstrate feasibility for the approach,

the detailed detector optimizations and validated Monte Carlo model have
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already laid the foundations for future work. The Hamamatsu S8664-55
APDs were primarily chosen to economically expedite building of a proof-of-
concept detector. The Perkin Elmer APDs have shown to have lower noise
(~25%), and also better packing fraction (x2). Both of these should directly
improve performance for a next generation APD based detector. The
validated GATE model was used to evaluate the performance benefits of an
optimized detector utilizing an APD similar to the Hamamatsu S8665, but

with almost 100% active area (Figure 7.1).
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Figure 7.1. Improving the detector spatial resolution: The validated GATE Monte
Carlo model was used to optimize detector design.

Silicon photomultipliers (aka SiPM/MPPC) are even better suited for this
approach. They provide huge gains and fast response, while retaining many
of the desirable properties that solid-state devices have. Recently, a 4 x 4
array of 9 mm? SiPMs has become available from SensL (SensL, Cork,
Ireland). The array while not being appropriately sized to read out a 10 mm

thick scintillator, was reasonably sized for a 5 mm thick scintillator.
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Additionally, the spatial resolution in this design directly scales with the
light-spread function; a thinner scintillator providing higher spatial
resolution (Figure 7.1). Validated Monte Carlo simulations also predict a
spatial resolution < 1 mm for a 5 mm thick LYSO scintillator readout by the

SensL SiPM arrays (Figure 7.1).

Figure 7.2. Left: The scintillator (5 mm thick and 4 cm diameter LYSO slab) and the
SiPM array (4 x 4 array of 3 x 3 mm? pixels; SensL) used to build a second-
generation light sharing detector. Right: The assembled detector (in the center of he
picture) and the associated front-end electronics used to read-out the detector.
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Figure 7.3. Left: Preliminary spatial resolution measurements with a next generation
light-sharing detector that uses a 5 mm thick LYSO scintillator disk and arrays of 3 x
3 mm2 SiPMs from SensL. Right: Two dimensional reconstruction for two separately
collimated (beam size ~0.7 mmz2) 68Ge beams positioned 2 mm apart. Data was
generated by superimposing two separate data sets positioned 2 mm apart. Simple
Anger-positioning was used to reconstruct the position for both the beams. Note:
Spatial resolution measurements include contributions from the beam (~0.75 mm)
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While the details for the SiPM based detector (with a 5 mm thick LYSO
scintillator) would not be discussed here, preliminary experimental
measurements (Figure 7.2, Figure 7.3) [193] have already demonstrated a
transverse spatial resolution of ~1.3 mm FWHM; timing resolution of ~4 ns
FWHM; and energy resolution of ~20% FWHM. These are significant
improvements over the proof-of-concept Hamamatsu APD detector.

While the ultimate goal is the realization of a compact, high-performance,
small animal scanner (Figure 7.4), there is still plenty of scope for
investigation and improvement. These include developing optimal trigger
algorithms optimized for obtaining best timing, spatial, energy, and count-
rate performance. For example, using groups of 4 or even 3 photodetectors
per side might be desirable - while the smaller number would reduce the
electronic noise, the reduced area might prevent full light collection and
introduce further non-uniformities in positioning performance. The
development of a two-headed prototype, or a large-area planar detector are

possible next steps.
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Figure 7.4. Conceptual layout for a future small animal scanner utilizing a single
continuous scintillator.
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