Stony Brook University

The official electronic file of this thesis or dissertation is maintained by the University
Libraries on behalf of The Graduate School at Stony Brook University.

© All Rights Reserved by Author.



On Balanced Geometric Point Set Partitioning Problems

A Thesis Presented
by
Yogesh M Srihari
to
The Graduate School
in Partial Fulfillment of the
Requirements
for the Degree of
Master of Science
In

Computer Science

Stony Brook University

May 2011



Stony Brook University

The Graduate School

Yogesh M Srihari

We, the thesis committee for the above candidate for the
Master of Science degree, hereby recommend

acceptance of this thesis.

Joseph S.B. Mitchell — Thesis Advisor
Professor, Dept. of Applied Mathematics & Statistics

Jie Gao
Assistant Professor, Dept. of Computer Science

This thesis is accepted by the Graduate School

Lawrence Martin
Dean of the Graduate School



Abstract of the Thesis
On Balanced Geometric Point Set Partitioning Problems
by
Yogesh Srihari
Master of Science
in
Computer Science
Stony Brook University

2011

Motivated by the airspace sectorization problem in air traffianagement, we consider the
following family of geometric partitioning problems: Given aitie set of points within a

geometric domain, we want to partition the domain, and thereby thegmtjrih order that the

resulting disjoint polygonal pieces are load-balanced, so that gace contains a specified
number of points and satisfies specified geometric constraints,asutfatness” (aspect ratio),

convexity of the pieces, etc. We consider different variationd@fproblem having various

optimization criteria, including measures of the balance in t@@eas of pieces, number of
points per piece, and total length of the edges defining the partition.
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Chapter 1

Introduction

Geometric partitioning and load balancing are well studied problems in variousaéippls,
such as resource allocation, political districting (geographic load balaneimginum cost load

balancing in sensor networks, multiple depot vehicle routing, etc.
1.1 Problem Motivation

This thesis has been motivated by studying the airspace gattoriproblem that arises in air
traffic management. The sectorization problem is to determidecamposition of a given
airspace domain into k sectoks,, 1< i <k, according to various operational constraints and
optimization objectives. Decomposition of airspace in 2D means georpartitions of plane
into k sectors or pieces and optimality here means amount of worknleagh of those k pieces,
which is usually quantified by numerical value indicating the amaingffort required to
manage and control traffic in secter The objective functions as in [5] are to minimize the
maximum workload or to minimize the average workload across sestigct to some upper

bound on the number of sectors.

The input to the problem is set of trajectories of airplanes,hwtan be seen as moving set of
points from source point to destination point, so at certain instane@efthe problem is just
geometric partition /load balancing problem with some geometrictraomis which requires
each sector to be of certain aspect ratio, sectors aregiieféo convex, degree of each node of

partition are expected to be of three or less.

The challenge here is to load balance the sectors dynamigtidlghanging time in addition also

maintain fairly reasonable sector geometry with satisfying constraint

Observing the complexity of the problem, this thesis considers segkt@ld geometric partition
/load balancing problems over a static point set.



1.2 Overview

e Chapter 2 discusses the compressive survey over the related me@taic/moving

point set partitioning problems.

e Chapter 3 discusses the initial problem definition and with insigttt inertain variation

of the problem.

e Chapter 4 introduces simple Quad Tree Decomposition Heuristidgzedafor load
balancing and fixes empty Square problem created from the previmbiemrusing Pie

Cutting Heuristics combined with Quad Tree Decomposition.
e Chapter 5 visualizes few more snapshots Quad Tree and Pie Cutting Heuristics.

e Chapter 6 all experiment setup hardware, configuration, framework, platform used.



Chapter 2

Related Work

We are motivated by studying an airspace sectorization préfderarises in air traffic
management. The sectorization problem is a geometric parfioblem, with various
operational constraints and objectives that come from the aictegdplication area. This brief
survey focuses on several related geometric static point $#ibpgoroblems with results of the
variations of the same problem and identifies some of the opdabeprs among the different
variations.

2.1 Introduction

Geometric load balancing/partition problems are well studiedsiouree allocation, map
segmentation, airspace design and air traffic controller workload bajaetcin

In a usual geometric partition there is a region or a polygon Shwiécmust partition into a
collection of n-smaller sub-regions Si, while optimizing certaiactfied criteria and satisfying
certain geometric constraints. Geometric constraint can bmp@lesdisjoint set of partitions,
convex regions, having specified degree of the partition nodeTét.optimizing criteria might
be the area of sub-regions, shape of the region (fatness), nwiipmints in the region,
perimeter of the partition etc.

The results in the survey are reviewed on the basis of the following categories

1) Variation / Definition of the problem
2) Approach used :

3) Application / Result :

4) Time Complexity :

2.2 Static Point Set Partitioning Problems

This major section reviews basically the geometric point sditipaing problem for
static point set as input while optimizing certain critetiahsas area, points, fatness etc of the
partitions and without violating certain geometric constraints.

Atsushi Kaneko et al [1] proposed an algorithm for finding a gemedhbrea and boundary of
the region partition of a given region. Following is the problem definition.



Problem 1: For a region X in the plane, we denote by area(X) the areaanidX(p(X)) the
length of the boundary of X . Let S be a convex set in the plane , mrReger andx as...an
positive real numbers such thati+oo+......... an =1, S can be partitioned into n disjoint
subsets 1T, . so that each of;Batisfies the following two conditions i) area) (¥ o; * area(S)
i) I(Ti NJ(S)) =a;+ 1(6(S)) iii) Each partition has to be continuous curve .

Atsushi Kaneko et al [1] deal with only the proof of existenceuah a partition i.e.Region X
can be partitioned in to such convex subsets with area and boundaghgdaetition satisfying
the criteria parametes;, their paper does not deal with algorithm to find such a partition.

The paper starts of understanding how to achieve a perfect partitmthree convex subsets by
three rays emanating from a point in a convex set in the prahpraves the existence of it and
later proves generalized version of a perfect partition in smbsets proceeding on the same
lines.

Some of the Algorithmic Questions arise out of the papers

Algorithm Question 1:Find an algorithm to compute the perfect partitions in to n convex subsets
on same constraints defined in the problem.

Algorithm Question 2How efficiently or what would be time complexity of such an atpor
since we already know its existence by the results of the paper.

John Gunnar Carlsson et al [2] solves special version of the Probdamy® 1/ n i.e, area of
all the partition are equal to each other and there is anadditonstraint of having a equal
points in each of the partitions.

Problem 2: Collection of points X with |[X| =g.n contained in a convexgpolyC with m
vertices. Partition C into g disjoint convex sub-regions, each havimg #rea(C)/g and
containing n points.

John Gunnar Carlsson et al [2] results have been motivated by imribextcof the multiple
depot vehicles routing, and it has interesting relation to “makespablepn. (Job Scheduling
problems).

This paper actually solves an special cas@®roblemlwith additional constraint of equitable
point partition .John Gunnar Carlsson et al [2] propose an algorithrmdotliie equitable
partition of the given convex polygon C and point set .They also providst wase time
complexity O (Mn’g®) where m is number of vertices of the polygon, n is the number ofspoi
in each partitions and g being the number of partitions.

Paper starts of dealing with existence of equitable 2-3 ipagithrough a topological lemma
which guarantees the existence of such partitions and therbBebwglgorithm works by
constructing such equitable 2-3 partitions with equal point and area cells.



Good thing about the results of John Gunnar Carlsson et al [2] ih@yaprtovide algorithm for

the problem unlike Atsushi et al [1] where existence of proof appmdebate, and also [2]
provides worst case upper bound for the algorithm which seems to yogoa for practical

applications.

[2]'s main application is the dynamic resource allocation problgihsvhere there is need to
allocate resources to the client in a load balanced manner,ricdiseiit is allocation of vehicles
to customers that it should service and also minimize the ttiavelwhich should be roughly
equal in optimal solution.

S.Bespamyatnikh et al [3] propose an algorithm on slightly diffevanation of the problem
which does not concern with the measure area of the partitiohibutplaced with measure of
different kind of point set.

In John Gunnar Carlsson et al [2]'s paper categorizes most of Haesgion of partition
problems results in to balancing two important measurdsl FePoint set or Area or Perimeter
andp, = Point Set.

Problem 3 : Given gn red points and gm blue points in the plane in genert@poshere exists
an equitable subdivisions of the plane into g disjoint convex polygons ,eachcbfashtains n
red points and m blue points .

In S.Bespamyatnikh et al [3] propose an algorithm for constructirgpaiable subdivision of
the plane into g disjoint convex polygons, each of which contains n red pothta blue points.
If points sets are in powers of 2, then ham sandwich cut can bedapplievide and conquer
fashion.

Approach is similar to other two criteria load balancing partifiroblems, proves the existence
of 3-cutting which is again with help of topological lemma idergigxistence of equitable 2-3
partitions , their results are not limited to discrete versiothefproblems , all their existence
theorems of 3-cutting of discrete version are easily extended continuougg-sutidivision.

In S.Bespamyatnikh et al [3] approach of red and blue point partitiosingry similar to
approach of Carlsson et al[2] of area/point partitioning with regpeesing the existence of 3-
cutting and then proceeding to propose an algorithm to find the equitable partitions.

2.3 Moving Point Set Partitioning Problems

The variation of the problem is that partitioning data is notgustt of points but instead consist
of trajectories of moving points, rather than static point skeé motivation for such moving
point set partitioning problem is that of airspace sectorization problem.



Problem: The goal of airspace sectorization problem is to determinecagesition of a given
airspace domain D into a set of k-sectors (sector corresponds to digraxir subdivision in
previous defined problem) in an optimal manner. Optimality is defined mstef numerical
value of workload which amount of effort needed to manage the airplanes in particular sector.

Amitabh Basu et al [5] propose a combination of exact solution foprbblem, BSP and pie
cutting heuristics for 2D airspace sectorization problem ,hengrablem is actually 2D problem
with space and time as parameters thereby 2D problem can thought of 3D (ilyAdditional
time parameter .

Approach in [5] solve the 1D version of the problem exactly by redutie trajectories as a line
segments lying on (x,t) plane which is then solved greedily usweeping rectangle and
intersecting with set of line segments which gives the numbeairplanes in xx; i.e. in a
particular sector , so optimizing parameter can be reducingaxenum workload which can be
solved adding points on; Xsectors) incrementally (greedily) minimizing the maximam
average workload .

In airspace sectorization, the two load balancing measurgeradric partitioning problems
defined above would be changed her@Xo= Aspect Ratio (Fatness of the pied®,= Number
of points at time instant t.

Having equal area partition is not big requirement in airspaceiqarig problem, other static
point set partition results would not be appropriate because refsusrisson [3] shows
partitions which are really skinny and can have equal area vdeithinly will not be good
aspect ratio pieces.

2.4 Open Questions

Questions 1:Is there exists such a partition where equitable point/asgexpartition exists for
just the static point set partitions.

Questions 2is there exists such partition of all sectors such that thetaspi® of all the sectors
are approximately equal to each other within a given approximation bound

Questions 3is there a polynomial time algorithm to find such an equitable paftition



Chapter 3

3.1 Problem Definition

We introduce various problem definitions in this chapter. We provide stiesriin the

subsequent chapters for good subset of the problems introduced in this chapter.
Definition 1:

Input: | = {Set of trajectories with starting and final destinatim2D} , Each trajectory defined
with respect to two parameters ; points (xi,yi,ti) and (xj,yj,tj) wittiahand final (location ,time

) -

Constraint Bounded by k sectors, each of k sectors should have certain adpeand

preferably be convex pieces.

Output: At time instant;t , set of k sectorsofl, o2, G3......... ok} , For each time instant the
output consist of k load balancing sectors , hence dynamiballgutput changes with respect

to the time .

Objective Functionit can be to minimize the maximum workload across all thectoseor to

minimize the average workload across all the k sectors.

Here we are considering moving set of points so output would bef $esectors changing
dynamically with time, so there are many parameters whakerthe problem way too complex.

Certainly one would ask questions such as:
1) How would a set of sectors at time instadifter from set of sectors at time instaj? t
2) Will aspect ratio of all the sectors be controlled well at all any trsiint?
3) Would the sectors be not convex at some time instant t?

4) Are we able to maintain optimal partition at any given time instant?



Since there are too many parameters to keep in state in the ddfovton of the problem, in
the next section we reduce moving point set as input to staticgatimthich can seen as a snap

shot of airspace at some time instant t.

3.2 Variations of the Problem:

Problem 2:
Input: 1={P1, P2.....Pn}in R
Output: O = Set of k sectorss{, 62 ... ony

Geometric Constraint: Sectors should have good aspect ratio. This can be quantified by
specifying a certain numerical value for the aspect ratibthe aspect ratio of each piece should

be within some defined lower and upper bound.

Description: Letm =n/k where n — number of points and k — numbsectors, each

sector has m points. If there is choice of n = k*m points for the input:

1) What is a criterion for distribution of point set in order to havgoad aspect ratio

partition?

2) If good aspect ratio partition cannot be maintained for all distdbudf the point set , is
it possible to have an aspect ratio lie within the bound and allgvairdgs in each sector
to be within certain lower and upper bound while removing restrictidraving exactly

m points in a sector .

Problem 3: Equitable Aspect Ratio Partition:

Input:
Set of points in 2D, Let N be the number of points.

Output:
Set of K Convex Pieces, Each Convex Piece having M points each.

Constraints:
Each of the Convex Pieces should have equal Aspect Ratios.

8



Existence of Equal Aspect Ratio Pieces with Squares:

Say we have a square Bounding Box over the point set, then if wevida tthe bounding box
in to K> 6 squares, then we can have equitable aspect ratio squatierpami — Number of
squares that a given square can be decomposed to.

We know that a square can decomposed into any number of smallessguar®, and for n=4

(Quad tree), it is easy see that any square bounding box canchepbsed in to smaller
squares, each time we have quad tree like decomposition of the square we ihereasaer of

squares by three, now we can have squares 4, 7, 10, 13....

If we start with 6 squares (5 small squares + 1 big squacejrgmsition, then again each square
can divided into four small squares so it again increases by 3 andawdave squares
decomposition of 6, 9, 12...

Similarly for we can start with 8 squares decomposition (7 Issqalres + 1 Big Square) then
again with same idea we can have squares of 8, 11, 14, 17.All squares havepegtzhts.

Basic Quad Tree, we can start with above decomposition if we want partition of 4, 7, 10...




If we can start with n = 6 decomposition, then get partition of squares 6, 9, 12, 15. This shows
that equal aspect ratio partition exists at least for the convex piecegedsty only to squares,

Questions:
1) Is there exists such an equal aspect ratio partition covering givebudistr of the point set?

2) What is the restriction that, we can place on the distribution of the point ket seetcan
have equitable aspect ratio?

3) Can we have some bounded aspect ratio partition of given point set?

10



Chapter 4

Load Balancing Quad Tree Decomposition Heuristics

We consider the following version of the problem for applying the heuristics defirtbd i
subsequent sections.

Problem 4:
Input: Set of random points in {PR,....... Py

Output: Partition of set of points in to K point partitions , so there are N/K such Patrtitions, if N
is divisible by K.

Constraints and Objective Functiofexpected to have good shaped pieces, so the objective
function can be defined t o maximize the ratio MinAregs/ MaxArea 6) for all sectors i.e.
minimize the difference between maximum area piece and minimum acea pi

4.1 Description of Quad Tree Decompositian

For the above defined problem, square bounding box is created for set of input points. K is
bound number of points in the sectors.

Quad decomposition works by dividing the current square in to 4 equal smaller squadesrbas
some specified criteria. The criteria in this case are K point Quad decdiopast if the
squares contain more than k points, divide in to four more squares recursivelg@pmyQuad
decomposition.

The pieces here are always good shaped because aspect ratios ofasquavesys equal.

4.2 Results of Quad Decomposition:

K-point load balancing Quad decomposition:

Suppose K =1, 1-point Quad decomposition, where each piece has not more than single point in
the final partition.

In figure below there are N = 75 points, K =1 , there should be basically N goigte
partitions.

11
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One Point Quad Subdivision Figure 4.1

This sort of subdivisions results in lot of empty squares becausetafe naf Quad like
decomposition. For 75 points in the input set, we have 117 empty Squarbsanéhimdesirable
output partitions.

For K = 3, N = 200 Points Quad decomposition is shown in figure 2vpel® the point density
increases in the input set ; the simple Quad decomposition pefettes , number of empty
squares reduces drastically .

12



[l Visualization Toolkit - Win320penGL #1

Total Number Squares - 144

Total Number Points - 200

Upper Bound Points
in Each Partition - 3

Largest Square / Smallest
Square - 64

=2 r T i wir wir T

3 Point Quad Subdivisions Figure 4.2

The above figure shows that none of the squares has more than 3 poinoahédra are not
many empty squares in the partition.

Ratio of Largest Square / Smallest Square is 64; it showsriexperimental results that this
ratio moves closer to 1 as K, the number of point in the sector increases.

4.3 Empty Squares Problem solved with Pie Cutting
Heuristics within Quad Decomposition.

In previous section, Quad decomposition algorithm continues recursivélthenturrent square
has lesser than K points, the number of points specified in each partition.

In this section pie cutting is applied to a square at certain level of Quad dedtonposi

13



Description: In the recursion of Quad subdivision, when the current square hdabdasé*K
points; instead of the continuing into further quad subdivision, pie cuttisygpised at this stage
of recursion.

Worst balanced sector or piece can have 4*K-1 points, empty secto@most completely
avoided in this combination of Quad and Pie cutting heuristics.

Pie Cutting a Square

i % On each side of the square, finite number of points
6 5 is choosen; this is done for all the square sides. Now we

have finite set of points on the sides of the square.

For Example in the figure 4.3, we define 8 points on the 4
sides of the square. Now we brute force all possible
combination of a degree three pie cut , choose one
among them with best load balancing partition .

1 2
et st

If square has less than 4*K points and more than K points, tharugiegcis applied. Worst
possible pie cut gives an upper bound of 4*K-1 points in sectors .This easstusually does
not occur on a random point set.

Pie cut extends its three rays from the midpoint of the sqaaretdefined set of points on the
sides of the square. The angle of three rays can be digcoetatrolled because rays are
supposed to connect to only set of points chosen on the sides of the squares.

Aspect ratio can also be discretely controlled by using farsubginite chosen point set on the
sides of the square. For above example we could restricted ey alternate points our
subset of selection for pie cutting would be {1 ,3,5,7} ,{1, 4,6,8} ,{1,5,7} etc . Every other
point is ignored. Algorithm selects the best balancing pie cuitiparbut of the aspect ratio
restricted finite chosen point set on the square side.

If farther points on the square sides selected for pie cut, biggemgle created at the midpoint
of the square, hence aspect ratio can be controlled by choagjegdagle points on the sides of
the square.

14



Results of Quad and Pie Cutting Heuristics:

J \ Gmail -1.. | & Microsof.. ficto... L I ‘ | Eﬁ‘jc\ﬂsrs‘.ﬁ.‘ I ﬁc‘wﬂsers‘.,.” | [ Visualizat... I 4, ThesisIm... ‘(@ ﬁ\ﬁ-"’ 5:40 PM

In above Figure, N =25 points, K =3, N/K = 8 sectors. A square with pie cut i.e. i §gquar
and square 2 has less than 4*K points, pie cut optimally balances the sed¢t@puiitts in

each of them. Squares with less than some constant (1.5 in above figure) roUKiplél

never proceed to pie cut or Quad subdivisions. Hence this sort of squares will have lancst ba
of constant multiple of K points.

It can be broadly classified into 3 categories.

1) Squares which undergo pie cut will have worst maximum sector imbalance et 4*K
points and minimum imbalance of zero points.

2) Squares which undergo further Quad Subdivisions has more than 4*K points.

15



3) Squares which have less than constant multiple of K points will neither undergo pie cut
or Quad subdivisions and has worst maximum sector imbalane&ofherea <4.

16



Chapter 5

More Visualization Snapshots

Snapshot 1:

Number of Points - 500

Total Pieces - 1356

Total Sectors - 138

Worst Loaded Sector - 16 points

ebookscl.. | @ Cmail-L. | [l Microsof... 8 Thesssim... | 0 Microsoft., | \! Untitled-.. | s C\Users\. | [ Visualizat.. <@g

Partition Parameters:

N =500 Points.

K = 4 Points Sectors

Worst Imbalanced Piece =16 Points, Which is exactly 4*K points.

There are about 156 sectors in this partition.

17



Snapshot 2:

Total Points -

Total Pieces

)82 -

Worst loaded

Partition Parameters:

2000

N =

Total number of sectors - 582

From above figure, we can see the worst loaded sector is 6. This shows that as thenpiint

increases, the worst loaded sector is minimized i.e. the sectors tends lalaoced.

18



Chapter 6

Experimental Setup:

Implementation of the system is with following system setup:
Programming LanguageC++

IDE Frame Work: Microsoft Visual Studio 2008 Version 9.0
Visualization FrameworkVisualization Toolkit 5.6

On Machines Intel Core 2 Duo P8600, 2.4 GHz, 4GB RAM

19



Conclusion

In this thesis we have studied, defined, surveyed, compared different set ofrgeloaet
balance / partition problem. We have defined many variation of the problem having sever
varying optimization criteria and varying subset of geometric constrauch as equal area,
aspect ratio, convexity etc. Finally we implemented simple Quad Tree URiegC
decomposition heuristics for point load balancing / aspect ratio. It is easytt@mseae could
have practical random point set well balanced through this simple heurispext Astio of the
partition can be discretely controlled well with some lower bound.
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