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Abstract of the Dissertation
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Algorithms for Unattended Sensor Networks
by
Ming Ma
Doctor of Philosophy
in
Electrical Engineering
Stony Brook University
2007

This thesis proposes an integrated suite of self-adaptive, scalable and energy-
efficient algorithms and protocols for large, unattended sensor networks. The pro-
posed approach includes several closely related topics in mobile sensor networks:
(1) self-deployment algorithms which are suitable for different environments and re-
guirements of different tasks; (2) channel reservation MAC protocol for WLANSsS
and sensor networks; (3) reliable position-based routing in mobile ad-hoc/sensor net-

works; (4) energy-efficient data gathering mechanism.

Wireless sensor networks are playing an increasingly important role in a wide-range of
applications, such as medical treatment, outer-space exploration, battlefield surveillance,
emergency response, etc. A wireless sensor network is generally composed of hundreds
and thousands of distributed sensor nodes, with each node having limited communication,
computing and sensing capability. For such large scale and resource-limited networks,

energy-efficiency and scalability become two critical issues. Unlike traditional networks,



sensor networks usually work in an unknown or hazardous environment, such as outer-
space, seabed and battlefield. Little information about the environment can be obtained
before the sensor nodes are deployed. Therefore, each sensor node must be able to “learn
and think” itself, and also cooperate with each other to make decisions more efficiently
and reliably. Thus energy-efficiency, scalability and self-adaptability are very important
capabilities for unattended mobile sensor networks. Due to the special characteristics of
sensor nodes and their working environments, classical algorithms and protocols designed
for traditional networks may not be suitable for sensor networks.

The thesis presents a suite of energy-efficient, scalable and self-adaptive algorithms
and protocols: (1) The adaptive Triangular deployment algorithm (ATRI) provides a self-
adaptive deployment solution to mobile sensor networks, which can greatly increases the
coverage area and reduces the coverage gap. (2) The channel reservation protocol (CR-
MAC) provides a new adaptive collision avoidance mechanism at MAC layer that can
decrease collisions and provide higher throughput than traditional approaches with only
minimum overhead for exchanging control messages. (3) Single path flooding chain algo-
rithm can improve the end-to-end reliability mobile sensor networks. (4) By introducing
hierarchy, clustering algorithm and cluster head positioning algorithm improve the scal-
ability and energy efficiency of large scale sensor networks. (5) Data gathering scheme
introduces mobility to the data collector and can greatly prolong the lifetime of static sen-

sor networks.
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Chapter 1

Introduction

This chapter explains the motivation, challenges, design goals, and contributions of the

thesis.

1.1 Motivation for This Thesis

In recent years, wireless sensor networks have emerged as a new information-gathering
paradigm in a wide-range of applications, such as medical treatment, outer-space explo-
ration, battlefield surveillance, emergency response, etc. [1, 2, 3, 4, 5]. Although most
current existing research on sensor networks is still at the prototype level, see, for exam-
ple, UCB-smart dusts [6], MITAMPS [7], ISI-pc104 [9], UCLA-WINS [8], TmoteSky
nodes [10], and Crossbow MICA [11], it is expected that sensor network technologies will
be applied widely in various areas in the near future [1, 2, 3, 4, 5]. The sensor nodes are
usually thrown into the large scale sensing field without a pre-configured infrastructure.
Before monitoring the environment, sensor nodes must be able to discover nearby nodes,

organize themselves into a network and subscribe to the network. After the network has



been set up, sensor nodes begin to sense the environment and send data to the outside ob-
server. Although sensor nodes are designed with low power consumption in mind, a sensor
node can survive limited lifetime with current technologies [8, 13, 14]. Furthermore, low
computing capacity, limited memory and communication bandwidth of sensor nodes pro-
hibit the use of high complexity algorithms and protocols. Moreover, the topology of the
sensor network may change abruptly due to unexpected failure of sensor nodes. All these
special characteristics of sensor networks bring unique challenges to designing a reliable
and efficient sensor network. The network must be designed such thexdngy-efficient,
scalableandself-adaptive

A sensor network roughly works in three phases: deployment, self-organization, sens-
ing and data gathering. Comparing to first two phases, sensing and data gathering consume
dominant percentage energy because the first two phases are needed only when the network
is initialized. In the phase of sensing and data gathering, the energy consumption on sens-
ing is relatively stable because it only depends on the sampling rate, and does not depend
on network topology or the location of sensors. Therefore the data gathering scheme is
the most important factor that determines the network lifetime. Although applications of
sensor networks may be diverse, most of them share an essential feature, which is all data
packets must be aggregated at the data observer. In a homogeneous network where sensors
are organized into a flat topology, sensors close to the observer consume much more energy
than sensors at the margin of the network, since they need to relay a lot of packets from
sensors far away from the data observer. As a result, after these sensors fail, other nodes
cannot reach the observer and the network becomes disconnected, even most of the nodes

can still survive for a long period.



1.2 Challenges and Design Goals

In the following we discuss several challenges and design goals related to these proper-

ties of sensor networks.

1.2.1 Unattended vs. Human-Controlled

In a human-controlled sensor network, sensor nodes work as passive operators. The
motion, location and coverage of all the nodes in the network are planned and scheduled
by the human-being or a remote controller. In order to make accurate decisions, a large
amount of sensing data and global environment information have to be fed back to the con-
troller. However, the conflict between a lot of energy consumption for uploading data and
downloading commands and limited energy of each small sensor node becomes a primary
obstacle to apply this approach in large scale sensor networks. In addition, the long commu-
nication delay prevents human-control-based protocols from being used in delay-sensitive
and remote exploring applications. For instance, in the recent Mars Rover Project [15] de-
veloped by NASA, it takes about 12 minutes to download a small picture from the Mars
Rover to the earth. Due to the long distance between a sensor and the controller and the
low speed of the wireless channel, the commands can hardly been transmitted to the sen-
sor instantly. Therefore, sensor nodes must have self-configurability and self-adaptability
in an unknown environment. For example, the Mars Rover can turn itself on/off to pro-
long the lifetime. Developing an integrated suite of adaptive algorithms and protocols for

unattended sensor nodes is a primary research task for the future sensor networks.



1.2.2 Dynamic vs. Static Network Topologies

In some sensor networks, such as a roof monitoring system, all nodes have fixed loca-
tions and sufficient energy (usually plugged into electrical outlets). Since no nodes move
or run out of power, the network can work well with existing mature protocols for static
topologies. However, can this type of network be used in monitoring unknown and dynam-
ically changed environments? The answer is clearly no. First, in an unknown environment,
sensors can hardly be placed precisely at the intended locations with little information about
the environment available. Second, mobile sensor nodes are more suitable for dynamically
changed environments and fulfilling the searching and exploring tasks than static sensor
nodes. In addition, limited lifetime and unpredictable damage may also cause the failure
of nodes, thereby change the topology of the network. The dynamic topologies have a
critical impact on the network layer algorithms and protocols, since the traditional routing
protocols for static networks can no longer perform efficiently in dynamic sensor networks.

Most existing routing algorithms for dynamic sensor/ad hoc networks can be divided
into two classes: topology-based and position-based. Topology-based algorithms are based
on network link information, while position-based algorithms use location information of
nodes to achieve packet forwarding. Although some topology-based routing algorithms,
such as DSDV [17], OLSR [18], TBRPS [19], DSR [20, 21], TORA [22], AODV [23, 24],
try to improve the performance by only maintaining the link information that are currently
in use, they still have some inherent limitations. When thousands of moving nodes need to
communicate with each other, the overhead storm leads to tremendous power and time con-
sumption. On the other hand, position-based routing algorithms [25, 26, 27, 28, 29, 30, 31]
do not need to establish and maintain network links, and the routing decisions are mainly

based on the location information of the destination node and the one-hop neighbors of



each forwarding node. In a position-based routing algorithm, each mobile node can obtain
its own location information from Global Positioning System (GPS) or some other posi-
tioning services [33, 34]. A routing decision at a node is triggered by an incoming packet
to the node and is made based on the location information of both the destination node and
the one-hop neighbors of each forwarding node. In general, position-based routing algo-
rithms are more preferred for sensor networks due to their efficiency and reliability, and
may become dominant routing algorithms in dynamic sensor networks in the near future

[25, 26].

1.2.3 Unknown vs. Well-Known Environments

One of the most important functionalities of sensor networks is to sense the human-
unreachable area, such as volcano, seabed and outer-space. Unlike in a well-known en-
vironment, it is impossible to throw sensor nodes to their expected targets in an unknown
working area or provide a map of the working area to sensor nodes before the placement.
However, most of previous research work in this area assume all nodes are well-deployed
or a global map is pre-stored in the memory of all sensor nodes. In fact, in some situ-
ations the environment may be completely unknown to the newly coming sensor nodes.
Without the control of the human being, sensor nodes must be “smart” enough to learn the
working area by themselves, and then deploy themselves to their expected working targets.
There has been some interesting work on self-deployment, such as Potential-Field-Based
Deployment algorithm [59], Virtual Force Algorithm(VFA) [62] and Movement-Assisted
Sensor Deployment algorithms [61] (VEC, VOR, MiniMax). These algorithms focused on
maximizing the coverage area by assuming that the motion of each node can be affected

by virtual force from other nodes and obstacles. In these approaches, sensor nodes can
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Figure 1.1: Features, challenges and design goals of the future sensor networks.

dynamically adjust their positions according to the change of the network structure. How-
ever, sensor nodes were always assumed to be uniformly distributed rather than based on
different task requirements or the distribution of interested events. Self-deployment is a
fundamental preparation step for the subsequent operations in a sensor network, and in
order to prolong the lifetime of the network, this step must be fast and energy-efficient.
Finally, we summary the challenges and design goals of the sensor networks discussed

above in Figure 1.1.

1.3 Contributions

The novel contribution of this thesis includes:

e An adaptive Triangular Deployment Algorithm for Unattended Mobile Sensor



Networks.[94] The adaptive Triangular deployment algorithm can increase the non-
gap coverage of mobile sensors. It also supports adaptive deployment. Without the
map and information of the environment, nodes can avoid obstacles and adjust the

density dynamically based upon different requirements.

e A contention-Based MAC protocol with channel reservation Protoco[96] The
proposed MAC protocol can achieve much better throughput, fairness, packet delay
than IEEE 802.11 RTS/CTS protocol. In particular, under saturated traffic, both the
throughput and the fairness index of the CR-MAC protocol are very close to the

theoretical bound.

¢ Areliable single path flooding chain routing algorithm for mobile ad-hoc/sensor
Networks, called single-path flooding chain algorithm[95] The proposed algo-
rithm can significantly save the bandwidth and power for resource limited mobile
nodes, especially in large networks. The single-path flooding chain algorithm con-
sistently performs well for various mobilities and keeps a high successful packet

delivery ratio(> 75%), which is insensitive to the change of node’s motion speed.

e A clustering and Load Balancing mechanism in Hybrid Sensor Networks with
Mobile Cluster Heads[99, 98, 97, 100] The proposed cluster head positioning al-
gorithm can increase the network lifetime by a significant amount. In addition, the
algorithm can recover the network from unexpected failure of sensors and cluster

heads.



¢ A novel data gathering scheme by introducing mobility and hierarchy into sen-
sor networks[101] The proposed data gathering mechanism can prolong the net-
work lifetime about 30 times compared to a network which has only a static ob-
server, and about 4 times compared to a network whose mobile observer can only

move along straight lines.

The proposed research combines protocol design, algorithm design, analytical, proba-
bilistic and simulation techniques to conduct comprehensive studies on the above issues.
The proposed research will have a significant impact on fundamental design principles and
infrastructures for the development of future sensor networks. The outcome of this project
will be applicable to a wide spectrum of applications, including space, military, environ-

mental, health care, home and other commercial areas.

1.4 Thesis Outline

The proposed design techniques are presented in a bottom-up fashion. Chapter 3 pro-
poses a new position-based routing algorit&mgle Path Flooding Chain algorithifor ad
hoc networks. Chapter 4 proposes a novel and more efficient contention-based MAC pro-
tocol, called theChannel Reservation MAC protogdly introducing a reservation mecha-
nism. Chapter 5 proposes a heuristic algorithm for clustering sensors, positioning cluster
heads and balancing traffic load in the network. Chapter 6 presents data gathering schemes
for large scale sensor networks by introducing hierarchy and mobility. Chapter 7 concludes

the thesis.



Chapter 2

Adaptive Triangular Self-Deployment

Algorithm

This chapter presents a novel sensor deployment algorithm, @albgative triangular
deployment (ATRIglgorithm, for large scale unattended mobile sensor networks. ATRI
algorithm aims at maximizing coverage area and minimizing coverage gaps and overlaps,
by adjusting the deployment layout of nodes close to equilateral triangulations, which is
proved to be the optimal layout to provide the maximum no-gap coverage. The algorithm
only needs location information of nearby nodes, thereby avoiding communication cost
for exchanging global information. By dividing the transmission range into six sectors,
each node adjusts the relative distance to its one-hop neighbors in each sector separately.
Distance threshold strateggndmovement state diagram strategne adopted to avoid the
oscillation of nodes. The simulation results show that ATRI algorithm achieves a much
larger coverage area and less average moving distance of nodes than existing algorithms.
We also show that ATRI algorithm is applicable to practical environments and tasks, such as

working in both bounded and unbounded areas, and avoiding irregularly-shaped obstacles.
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In addition, the density of nodes can be adjusted adaptively to different requirements of
tasks.

The rest of the chapter is organized as follows. Section 2.1 summarizes the existing
work in this area. Section 2.2 studies the optimum node layout for sensor deployment.
Section 2.3 presents the details of the new self-deployment algorithm for mobile sensor
networks. Section 2.4 gives the simulation results for the proposed algorithm. Finally,

Section 2.5 concludes the chapter.

2.1 Related Work

There has been some previous work on the maximum coverage problem for sensor net-
works in the literature Potential-field-based deployment algorithf®] assumes that the
movement of each node can be affected by virtual force from other nodes and obstacles.
In the algorithm, all nodes explore from a compact region and fill the maximum working
area in a way similar to the particles in the micro-world [57]. Although this approach can
maximize the coverage area, since the main idea of this algorithm is obtained from the
micro-world, the nodes in the network may oscillate for a long time before they reach the
static equilibrium state, like the particles in micro world. The oscillation of nodes con-
sumes much more energy than moving to the desired location directly. Moreover, this
algorithm can only be used in a bounded area, since nodes must be restricted within the
boundary by the virtual force from boundary. Without the boundary, each node will not
stop expelling others until there is no other nodes within its transmission rarngeVir-
tual Force Algorithm (VFA]62] divides a sensor network into clusters. Each cluster head
is responsible for collecting the location information of the nodes and determining their

targets. The cluster architecture may lead to an unbalanced lifetime of the nodes and is

10



not suitable for the networks that do not have powerful central naddesstrained Cover-

age algorithm[60] can guarantee that each node has at I€as¢ighbors by introducing

two virtual forces. However, it still does not have any mechanism to limit the oscillation

of nodes.Movement-Assisted Sensor Deployment algoritfhl which consist of three
independent algorithm¥EC, VOR and MiniMax, use Voronoi diagrams to discover the
coverage holes and maximize the coverage area by pushing or pulling nodes to cover the
coverage gaps based on virtual forces. In the VEC algorithm, the nodes which have cov-
ered their corresponding Voronoi cells do not need to move, while other nodes are pushed
to fill the coverage gaps. In VOR, nodes will move toward the farthest Voronoi vertices.
The MiniMax algorithm moves nodes more gently than VOR, thereby avoiding the genera-
tion of new holes in some cases. Compared to potential-field-based deployment algorithm,
movement-assisted sensor deployment algorithms reduce the oscillation and save the en-
ergy consumed by node movement. All three algorithms assume that each node knows its
Voronoi neighbors and vertices. However, Voronoi diagram is a global structure, and all
Voronoi vertices and cells can only be obtained when the global location information of
the nodes in the network is known [58], which means that each node must exchange its
current location information with all other nodes in the network to acquire its correspond-
ing Voronoi vertices and cell. For each location update message, it ma@takene-hop
transmissions to reach all other nodes, wheiethe total number of nodes in the network.

In the case when the GPS system is unavailable, the error in one-hop relative locations of
the nodes may be accumulated. Thus, the error for two far away nodes may be signifi-
cant. In addition, so far most of the existing algorithms are only concerned with deploying
nodes within a bounded area. VOR and Minimax algorithms are based on Voronoi dia-

grams and require every Voronoi cell to be bounded. However, by the definition of Voronoi
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graph [58], each periphery Voronoi cell is unbounded, since it contains a Voronoi vertex at
infinity. Thus, VOR and Minimax algorithms cannot be used in this situation.

Finally, though all the algorithms discussed above intended to maximize the node cov-
erage, minimize the coverage overlap and gap and deploy nodes uniformly, they did not
answer a fundamental question in the deployment: What type of node layout can provide
the maximum coverage with the smallest overlap and gap? We will address this issue in

the next section.

2.2 ldeal Node Layout for Maximum Coverage

Similar to the deployment algorithms discussed in the previous section, one of the
important goals of our algorithm is to maximize the coverage area, where the spans of
the coverage area on both X and Y dimension are much larger than the sensing range of
sensors. However, before we design a maximum coverage algorithm, we need to know
what type of node layout can provide the maximum coverage for a given number of nodes.
In order to find the ideal node layout for maximum coverage, we introduce the Delaunay
triangulation [58] to describe the layout of the network. Neie a set oh nodes, which are
randomly thrown in the plane, anidbe a Delaunay triangulation ®f, such that no other
nodes inN are inside the circumcircle of any triangleTn Suppose that a large number of
sensor nodes are randomly thrown in a two-dimensional field. The entire sensing area can
be partitioned into some Delaunay triangles, whose vertices represent sensor nodes. We
assume that the number of nodes is so large that the entire working area consists of a large
number of Delaunay triangles. We have the following theorem regarding the optimum node

layout.
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Figure 2.1: The maximum no-gap coverage area in a triangle can be obtained, if and only
if the lengths of all three edges of the Delaunay Triangle egf{®al

Theorem 1 If all Delaunay triangles are equilateral triangles with edge lengtBr, the
coverage area af hodes is maximum without coverage gap, where the spans of the cover-

age area on both X and Y dimension are much larger than the sensing range of sensors.

Proof. Since the entire working area can be decomposed into a large number of De-
launay triangles, if we can prove that the no-gap coverage area in any Delaunay triangle is
maximized when the lengths of all its edges equ8r, then the maximum coverage area
of nnodes can be obtained. L&,, C,, andCy, be the circles centered at the poingsny
andny, respectively, which denote the coverage area of corresponding nodes. Without loss
of generality, we assume that cir€g, and circleC,, cross at poinO, whereO andn; lo-
cate on the same side of edgmg,n;) as shown in Fig. 2.1. Lefy = ZnangO, @1 = /ngn; O
and@; = /mny0, where0 < @, @, and@, < 3. Let IniO| denote the distance between
noden; andO, wheren; € {ng,ny,n2}. From Fig.2.1, sinc€,, andCy, cross a, we can
obtain|n;O| = |ngO| = r. In order to maximize the area of the triangle without coverage
gap, |nz_O| should equat. The area of triangléngniny, denoted a#\(Angniny), can be

calculated as the summation of the area of the following three triadglgs O, Angn,O
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andAnyn, O.

A(Anonlnz) = A(Anonlo) + A(AnonZO) + A(Anznlo)

= r2(singycosgy + Sin@, cosp; + Sing, cosgy)
2
— % % (Sin(2@o) + Sin(2e1 ) + sin(2y))

Since
IN1O] = |ngO| = [NO| =
we have
T
%+%+@:§

By replacingg, with (5 — @ —@1) in (2.1), we obtain,

2

A(Angniny) = % X (sin(2@o) + sin(2@1) + sin(2go + 2@1))

Let
f(@o,@1) = Sin(2g) + Sin(2¢y) + Sin(2go + 2¢1)

When

M :Oandm =0
0o 0@

the maximal value oA(Angniny) can be obtained. Thus,

%&’)q’l) — 2c0920) + 2c082¢ +2¢1) = 0
%&;%) = 2c082@1)+2co82@+2¢) =0
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J3r () Sensing Range

Figure 2.2: The perfect node layout for maximum no-gap coverage.

By solving (2.4), we obtain,

2@+ @ = @T K=0,4+1,42,...
W+2p = w m=0,+142,... 2.5)
Since0 < @, @1, < 3, we have,
Tt
2(pO+(P1:(PO+2(91:§ (2.6)

From (2.2) and (2.6), we can obtain that the maximum valua(éihgniny) can only be
achieved whemp = @, = @2 = §. We have shown that whep = ¢1 = ¢ = § and the
lengths of all three edgeagnt, Nz andmang equaly/3r, the area of trianglé&ngniny is
maximized. Therefore, as depicted in Fig. 2.2, if all Delaunay triangles are equilateral

triangles with edge lengtk/3r, the no-gap coverage area in a plane is maximized.

15



Having considered the maximum coverage problem, we now derive the minimum av-
erage moving distance of the nodes under a uniform deployment density. We assume that
initially all sensor nodes are in a compact area near the origin of the polar coordinate system
and eventually will be deployed to a disk-shaped &@®&ath radiusD, that is, the sensors
are uniformly distributed over are®= 1D?. We have the following theorem regarding the

minimum average moving distance.

Theorem 2 When sensor nodes are deployed from a compact area to a disk-shaped area

Swith radiusD, the minimum average moving distance of the nod%@.is

Proof. When nodes are uniformly distributed over a&ahe minimum average mov-
ing distanceD,yg can be computed as the average distance from the origin of the polar

coordinate system. Lép, 0) denote the polar coordinate of the node. Thus,

2 D 2D
Davg=E(p) = [ [ -25pdpdd = = (2.7)

By pluggingS= 1D? into (2.7), we have

2 /S
Davgzé F[ (2.8)

It should be pointed out th&llayg can be achieved only when every node directly moves
to its final position during the deployment. Thus it represents the minimum average moving
distance in the ideal situation. However, this optimum value is difficult to achieve when the
final position of each node is unknown before the deployment and there are obstacles that
may block the movement of the nodes. NeverthelBggg can serve as a lower bound on
the average moving distance of the nodes for any deployment algorithm. We will compare

the average moving distance of our algorithm viit)y 4 in the simulation section.
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2.3 Adaptive Triangular Deployment Algorithm

In this section, we present a new adaptive deployment algorithm based on the optimum
node layout we obtained in the previous section. For presentational convenience, we start
with a simpler version of the algorithm, callethngular deployment (TRI) algorithpthen
discuss some strategies to improve the basic algorithm, and finally present the complete

algorithm.

2.3.1 The Basic Triangular Deployment Algorithm

We have known what type of node layout can maximize the coverage in a plane. Now
the issue that needs to be addressed is how to deploy nodes from a compact area or an
irregular layout to a perfect layout. A large number of sensor nodes are randomly thrown
into a working area or placed in a bunch. As discussed earlier, exchanging global loca-
tion/topology information during such a dynamical deployment period would put a heavy
traffic burden to the network. Furthermore, when a bunch of nodes are located within a
compact area and most of them need to communicate with others at the same time, the
communication will be very inefficient due to the collision at the MAC layer [43]. Thus,
the node movement decision should be based on local information in the deployment pro-
cess. Since the location information is updated periodically, as a result, each node can only
decide its movement periodically.

We now present an algorithm to deploy the sensor nodes close to a perfect equilateral
triangular layout with the maximum coverage. The basic idea of the algorithm is to adjust
the distance between two Delaunay neighborg®o in three different coordinate systems,
namely,XY, X'Y andX"Y", where the angles betweéhaxis andX -axis, and between

X-axis andX"-axis arel andZ', respectively. As shown in Fig. 2.3(a), the coverage area of
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Figure 2.3: Local movement strategies based on the location of one-hop neighbors.

a sensor node is divided into six sector areas, called sectors 1 to 6 counterclockwise, where
X-axis, X -axis andX"-axis symmetrically partition sectors 1 and 4, sectors 2 and 5, and
sectors 3 and 6. The radius of each sector equals the transmission range of the node. The
location of the nodes in sectors 1 and 4, sectors 2 and 5, and sectors 3 and 6, are expressed
by XY, XY andX"Y" coordinates, respectively.

In each sector, the node adjusts its location along the corresponding axis based on the
location of its Delaunay neighbors. However, the adjustment algorithm based on Delaunay
diagram suffers the similar limitation as the solutions based on Voronoi graph, since global
location of all sensor nodes is needed to determine Delaunay triangulations and Delaunay
neighbors. In practice, we use the nearest neighbors to the node in each sector instead
of Delaunay neighbors. For example, as shown in Fig. 2.3(b), Madie the nearest
neighbor of nodd\p in sector 1, where their coordinates X¥ coordinate system are
(X1,Y1) and(Xop, Yp). Let the location vectodx, andtﬁ denote vector§ X; — Xo), 0] and
[0, (Y1 —Y0)], respectively. Iﬂ671)+ 5_>y1] < +/3r, it means that there is too much coverage

overlap between nodgy and nodeN;. Thus, the movement &y should be opposite
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for to reduce the coverage overlap. On the contrarydxf + dy;| > /3r,

a coverage gap may exist between ndigeand nodeN;. We will let Ng move towards

N 6—>
1OXp—/3r 22|

10X
2

N1 alongX-axis for to fill the coverage gap. Besides the movement on X-

coordinate, the movement vectordf projected on Y-coordinate equaﬁ/z. Thus, the

— 67> ——
—
movement vector oy, ovi = '2 X1l

In general, for sectos, each node searches the nearest neighbor within the sector and
calculates the relative horizontal and vertical location veoEBE%sandé_)ﬁ along its corre-
sponding axis. H¢=,\reE§7<S and6—>yS are expressed by relative coordinates corresponding to
sectors. The movement vector of a node in secﬁpé_\/z, can be expressed as

—
S — /3 s 1 By

|OXg|
2

85 = (2.9)

Note that each movement vector is obtained in one of three different coordinate systems,
XY, X'Y" andX"Y". After the movement vectors in all six sectors are obtained, they need
to be transferred into uniform coordinates and added in order to obtain the total movement
vector for the current round. Table 2.1 gives this triangular deployment algorithm. As will
be seen in the simulation results, after several rounds of such adjustments, the layout of the
network will be close to the ideal equilateral triangle layout. As a result, the coverage area

of the network will be maximized.
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Table 2.1: Triangular deployment algorithm

Triangular Deployment Algorithm
for each round
for each nodé=1ton
Broadcast “Hello” message containing its location information to its one-hop neigh
Receive “Hello” message from nearby nodes and obtain their location information;
Divide its coverage area into 6 sectors;
for each sectos= 1106

The node calculates location vecﬁandé_f/ to its nearest neighbor
in the coordinate system,;
— 5_> —
OX—+/3r- X 1 By
H
Calculate and store the movement vector for segtovs = 2‘5)('
Transfer movement vectors of all sectors into uniform coordinates;

Add them up to obtain the total movement vector for ngde

Move;:

2.3.2 Minimizing Oscillation

We have proved that equilateral triangular layout can maximize the coverage, and

bors;

also

proposed a simple algorithm to adjust the network from an irregular layout to the ideal

equilateral triangle layout. However, since the global location information of the network

is difficult to obtain in the deployment process, it is impossible for each node to move to its

desired target directly. Thus, sensor nodes may move back and forth frequently before

they

reach its desired target. To make the algorithm suitable to real-world applications, another

important issue is to reduce the total moving distance of the nodes in the deployment.

Recall that the moving strategy in our triangular deployment algorithm is that if the hor-

izontal distance between two neighbors is longer ti@n, the sensors will move towards

each other to shorten the gap between them. On the contrary, they will move away from

each other to reduce the coverage overlap. According to this strategy, nodes will move all
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Figure 2.4: Threshold strategy for reducing node oscillation. (a) Constant threshold. (b)
Variable threshold.

the time, unless the network reaches the perfect layout or its maximum rounds. In order to
reduce the oscillation, we adopt a threshold strategy by using two distance thre3holds,
andT,, instead ofy/3r for making moving decisions, whefile = v/3r +¢, T, = v/3r — ¢

ande is a small constant. As described in Fig. 2.4(a), the Y-coordidatenotes the dis-

tance between the node and its nearest neighbor. When two far away nodes move towards
each other and the distance between them decreadgs tiwo nodes stop moving. On

the other hand, when two close nodes move apart and the distance between them increases
to Tp, they will stop and keep the current distance between them. This moving strategy
guarantees that the node will not move if it is located betwBeand T, away from its
neighbors, so that the node is affected less when its neighbors move slightly. Note that if
the adjustment granularity is too small, which is given&d/=T; — T, = 2¢, T, and T,

are close to/3r at the beginning of the deployment process and there will be no obvious
difference between the algorithm in Table 2.1 and the algorithm with threshold strategy.
However, ifAd is too large, it is impossible to adjust the network to the perfect equilat-
eral triangular layout. In order to solve this problem, we let the threshldsd T, be

the function of timet. As shown in Fig. 2.4(b), the adjustment granularity decreases as

timet increases. That id; = v/3r +¢(t) andT, = /3r —g(t), respectively, where(t) is
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Figure 2.5: Movement state diagram for reducing node oscillation. L: Move left; R: Move
Right; S andSg: Stay; I: Initial state; |: Expected moving direction is left; r. Expected
moving direction is right.

called the threshold function. In practice, since the algorithm is executed round by round,
the threshold can be changed to a function of the number of rounds. In our simulations in
Section2.4, we useRdyy;) = ?r x e~ Rttur/Rdatal 5 the threshold function, wheRzk,
andRdt4 are the numbers of the current rounds and the total rounds, respectively.

The second strategy, called movement state diagram, is to use a state diagram to reduce
the node oscillation. Each movement can be considered as a vector and be decomposed
into the projection vectors on X and Y coordinates. For X coordinate, nodes can only
move left or right. Oscillation exists when a node moves towards the opposite direction
of the previous movement. In order to avoid oscillation, nodes are not allowed to move
backwards immediately. Two state diagrams are used in the movement vectors projected
on X and Y coordinates separately. Fig. 2.5 shows an example of movement state diagram
for X coordinate, which contains 5 states and is used in our simulation. The diagram has 5
stateslL, R, §, S andl, and two transitions andr. L andR denote the movement to the
left and the right respectively. If the state of a nod&ior Sy, it has to stay where it is till
the next roundl is the initial statel andr represent the moving decision to the left and the
right made by the triangular deployment algorithm. For example, a node plans to move left
after running the triangular algorithm, which means that the current transitionTisen,

it needs to check its current state on its state diagram. If its current slaté &8 S , the
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next state will go td_ after the transitioh. A node can move left only when its next state is

L. If the current state of the node $ (or R), the next state will transit t§_ (or SR) upon

the transition. Thus, the node cannot move until next round. The movement control for

Y coordinate follows a similar procedure. Simulation results in Section 2.4 shows that the
distance threshold strategy and movement state diagram strategy can reduce a significant

amount of movements during the deployment.

2.3.3 Adaptive Triangular Deployment Algorithm

We have discussed how to deploy nodes with equal or almost equal density in an open
area where the entire area needs to be sensed uniformly. However, in many real-world
applications, the working area is partially or entirely bounded. Also, some irregularly-
shaped obstacles may be in the working area. In other situations, sensors may need to be
deployed with different density based on the requirements of tasks. Without the control
from human being or central controller, and without map and global information, sensors
have to be smart enough to make decisions themselves.

In order to make the deployment algorithm more practical, sensors must be able to
avoid obstacles and boundaries. Because an accurate map of the sensing area may not be
always available before the deployment, we assume that each sensor is equipped with an
ultrasonic obstacle detecting module [64] which makes it possible to detect obstacles when
it moves close enough to the obstacles. As discussed above, the triangular deployment
algorithm can only adjust the relative positions of two sensor nodes. However, unlike sensor
nodes, obstacles and boundaries usually have irregular shapes and continuous outlines. In
order to enable the triangular deployment algorithm to adjust the relative positions between

sensor nodes and obstacles and boundaries with only a minor modification, the outlines of
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Figure 2.6: Examples of the adaptive deployment in a bounded area with obstacles.

obstacles and boundaries are abstracted as many virtual nodes, which surround obstacles
and boundaries closely. As shown in Fig. 2.6, each small dotted circle around obstacles and
boundaries denotes a virtual node. In practice, after each sensor node detects the outlines
of obstacles or boundaries within its coverage area, from a sensor node’s point of view,
the outlines of obstacles or boundaries can be considered as many virtual nodes. Like real
sensor nodes, these virtual nodes also “push” real nodes away when real nodes are located
too close to them, or “pull” real nodes close to them when real nodes are located too far
away from them. Similar to the basic triangular deployment algorithm, after a real sensor
node divides its coverage area into six sectors, it takes account of both real nodes and
virtual nodes in each sector of its coverage area. When the real node finds other real or
virtual nodes are located too close to itself in each sector, it moves away from them. On the
contrary, when it is located too far away from other real or virtual nodes, it moves towards
them to fill the coverage gap. However, unlike real nodes, virtual nodes can neither move

nor cover the sensing area. Since virtual nodes cannot actually cover any area, in order
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to avoid the coverage gap or overlap between real nodes and virtual nodes, intuitively,
the optimum distance between adjacent real nodes and virtual nodes should be shorter
than/3r. In Fig. 2.6(a), the coverage areas of two real nodes are equally divided by a
straight line. As discussed earlier, both real nodes need to be at/8ag® away from

the line bisector in the optimum layout. The straight line can be considered as the virtual
“boundary” of the coverage areas of two nodes. In Fig. 2.6(b), when the line becomes a
real boundary of an obstacle or a wall, the node on the right still needs to keep the distance
to the line asy/3r /2 to avoid the coverage gap. Thus, the distance between a real node
and a virtual node needs to be adjusted/@r /2 instead ofy/3r. We revise our algorithm

as follows for deploying nodes in an area with obstacles. rhatenote the deployment
radius. In each sector, if the nearest neighbor of the node is a virtual node, the node sets
its deployment radiusy to 5. If its nearest neighbor is a real node, iigsstill equals its
sensing radius. And then, the node runs the triangular deployment algorithm by replacing

r with rq. Fig. 2.6 shows an example of the layout after nodes are deployed in a partially
bounded area with irregularly-shaped obstacles. We can see that the distance between real
nodes is stilly/3r, while the distance between real nodes and virtual nodes (obstacles or
boundaries) is/3r /2.

Besides avoiding the obstacles in the working area, the location of nodes should also
follow the occurring distribution of the interested events. The higher frequency or density
of the event occurring within a given area, the more sensor nodes are needed to monitor
the status change in that area. On the contrary, it is unnecessary to monitor the event-
blank area where there will never exist interested events. In other words, nodes should
be deployed with different densities based on the requirements of tasks. For example,

suppose sensor nodes have two different types of tasks: sensing and communication. For
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Figure 2.7: Examples of the adaptive deployment based on different task requirements.

different tasks or regions, the coverage range of a node may be different. As shown in Fig.
2.7, a bunch of sensors are thrown into a contaminated chemistry factory to monitor the
density of leaked chemicals, in which contaminated sources locate in separated buildings,
which may not be uniformly distributed. The task of some nodes with high density is
to cover and monitor the contaminated area. And the task of other nodes located in the
event-blank area with low density is to provide communications between any two separated
contaminated buildings. Thus, the algorithm should not only maximize the coverage area
where the nodes need to be deployed uniformly, but also adjust the node density based on
the different distribution of event occurring. It is easy to revise the triangular deployment
algorithm to make it suitable for the adaptive deployment based on different requirements.
In the triangular deployment algorithm, in order to obtain maximum no-gap coverage, each
node tries to adjust the distance to its nearest neighboy&3to When nodes move into

a highly concerned region and find that they need to be deployed more densely, they set
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a new shorter deployment radius, say, instead of the sensing radiusand then run the
adaptive triangular deployment algorithm by replaaingth ry. Note that the deployment
radiusry of each sensor can be decided by itself based on the measurement obtained from
the environment. When a region does not need to be sensed with high density, nodes extend
to a sparser density by choosing a longer deployment radius.

By applying distance threshold, movement state diagram and adaptive adjustment strate-
gies, we obtain the adaptive triangular deployment algorithm (ATRI) that is summarized in
Table 2.2. As will be seen in our simulation results, by incorporating these strategies, our
adaptive triangular deployment algorithm can drive nodes to avoid obstacles in the area and

deploy them with different densities based on the requirements of tasks.

2.3.4 Discussions on Some Practical Issues: Synchronizing Sensors

and Reducing Packet Collision

So far we have assumed that sensors are well-synchronized and the location informa-
tion can be exchanged between sensors without packet collision. However, in practice, the
clocks of sensors can be imprecise due to several reasons. First, the clocks may not be
initially synchronized well. Sensors may be turned on at different times. The clock may
also be affected by the changes of the environment, such as temperature and pressure or
the battery voltage. Without global synchronization, some sensors with “faster clock” may
reach the maximum rounds and stop moving, while others still seek and try to move to
better positions to improve the coverage. In order to make all sensors move at the same
pace, sensors need to be synchronized globally. Synchronization in sensor networks has

been studied in the literature by many researchers. For instance, in [65] Qun et al proposed
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Table 2.2: Adaptive triangular deployment algorithm

Adaptive Triangular Deployment Algorithm
for each round
for each nodé=1ton
Broadcast “Hello” message containing its location information to its one-hop neighbors;
Receive “Hello” message from nearby nodes and obtain their location information;
Detect obstacles or boundaries within its coverage area and obtain location of
virtual nodes;
Divide its coverage area into 6 sectors;
for each sectos= 110 6
Adjust its sensing radiug; adaptively based on the requirement of tasks or location of
virtual nodes;

Calculate the threshold valleHR,

Calculate location vectax andé_fl to its nearest neighbor/virtual node ;
if (0< |d%s| <|v3rq—THR]) or (|dxs| > |[v/3rg+THR)

H
&—ﬁfngré—))/
—
Calculate and store the movement vector for segtdvs = 2‘6)(‘
else

Sve=0;

end if

Transfer movement vectors of all sectors into uniform coordinates;

Add them up to obtain the total movement vector for ngde

Check the state diagram to decide if move or not and make transitions on the state diagra
Move;
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a fully localized diffusion-based synchronization method, which scales well in a large net-
work. This algorithm can be adopted in our deployment algorithm for the synchronization
purpose.

Moreover, in some applications, a large number of sensors are initially placed in a com-
pact area. When every sensor wants to obtain the shared channel to broadcast its location
information, the channel may become so busy that many packets are collided. Though our
main focus of this chapter is on the movement planning of sensors, nevertheless next we
briefly discuss how sensors can exchange location information reliably in such situation.
A simple way to reduce collision is to deploy sensors as sparsely as possible if the envi-
ronment and the application permit. As studied in some existing work [50, 51], another
feasible solution is to adaptively adjust the contention-window size based on how busy the
channel is. However, both solutions cannot completely avoid collision. Unlike some ex-
isting work on MAC protocols, here we are more concerned with the reliability than the
throughput or the channel utilization during the deployment phase. In order to avoid colli-
sion, instead of using a flat topology, we can introduce a hierarchy into the network. During
each round of the ATRI algorithm, we let some sensors act as cluster heads and poll other
sensors to avoid packet collision. Since the network topology keeps changing before the
maximum round of the ATRI algorithm is reached, cluster heads are not fixed and should
be selected at the beginning of each round. To become a cluster head, sensors first operate
in a contention-based mode and compete with each other to obtain the channel. Once a
node obtains the channel by successfully sending out a broadcast message, it becomes a
cluster head. All sensors that receive the broadcast message stop trying to send out the
message and become cluster members. After becoming a cluster head, the sensor polls all

sensors one by one. If the polled sensor is in the transmission range of the cluster head, the
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sensor sends its location information to the cluster head. Otherwise the channel keeps idle
for a short period, and then the cluster head will poll the next sensor. Though the proce-
dure of electing the cluster head is contention-based, after a sensor is selected as the cluster
head, sensors in the cluster stop competing with each other and can upload their location
information to the cluster head in a contention-free manner. After acquiring positions of
all sensors in its transmission range, the cluster head broadcasts all newly updated location
information to all nodes in its transmission range. Thus, by running the polling protocol,
the inner-cluster collision can be avoided.

Unlike traditional one-hop wireless networks, such as WLANSs and Bluetooth networks,
a sensor network may consist of multiple clusters. Each cluster head may not know the
activities of other cluster heads. Thus, if two nearby cluster heads broadcast packets at
the same time, the packets may collide. The inter-cluster collision problem basically is a
hidden terminal problem, which has been extensively investigated in the literature. Busy-
tone-based approaches can solve the hidden terminal problem by using a busy tone to warn
nodes not to send packets. A busy tone can be a simple unmodulated SINE wave transmit-
ted in a separate narrow-band channel. Togagi et al proposed a busy tone multiple access
(BTMA) scheme [66] to solve the hidden terminal problem by requiring a receiver to power
up a busy tone to warn hidden nodes. Haas et al. presented a dual busy tone multiple access
(DBTMA) scheme [67], which uses two physically separate tones, one indicating transmit-
ting busy, and another indicating receiving busy. Other nodes that hear the busy tone will
postpone their transmission to prevent the collision. The idea of busy tones can be used to
solve the inter-cluster collision problem. Once a cluster head obtains the channel, it broad-
casts a busy tone in a separate channel with a much longer transmission range than that for

transmitting regular data to disable the transmission of all nearby cluster heads and sensors.
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Since the busy tone is transmitted in a much simpler waveform and at lower frequency band
than regular data, the busy tone can be transmitted more energy efficiently, even it needs
to be sent further than regular data. Thus, by using the combination of the polling pro-

tocol and the busy-tone scheme, the inner-cluster and inter-cluster packet collision can be

avoided, and location information can be exchanged reliably.

2.4 Performance Evaluations

This section presents a set of experiments designed to evaluate the performance and
cost of the proposed algorithm. Besides the ideal flat open area, the simulation is also
run in the more practical environments, where irregularly-shaped obstacles may block the
movement of nodes. In addition, we implement the adaptive deployment based on different
deployment requirements of the regions. All sensor nodes are equipped with Chipcon
CC2420 Zigbee transceivers [68], which can reach as far as 50 meters away. Each sensor
node can sense the occurring of events within a radius of 3 meters away from itself. At
the beginning of the experiments, sensors are randomly placed wiflmm<alm compact
square which is centered at poif@5m,25m). Then the nodes explode to a large, evenly
deployed layout. In order to limit the oscillation of the nodes, the same movement state
diagram depicted in Fig. 2.5 is used in all scenarios. The distance threshold function
g(Rayr) = \/Térd x @ Rttur/Rdota \whereRd,,, andRd 4 are the numbers of current rounds
and total rounds. We measure the total coverage area and the average moving distance per

node and compare them with existing algorithms.
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2.4.1 Performance and Cost Evaluation

In this subsection, we compare the performance and cost of VEC and ATRI algorithms.
VEC algorithm has similar performance as VOR and Minimax algorithm in a bounded
area. In addition, like ATRI algorithm, VEC algorithm can be used in both unbounded and
bounded areas, while VOR and Minimax algorithms have to know the boundary informa-
tion. For the sake of simplicity, we did not take account of the communication cost for
exchanging location information and assume that location information is error-free, though
VEC algorithm needs global location information and is more vulnerable to inaccurate
location information than ATRI algorithm. In order to see the effects of various node den-
sities, 100 nodes are randomly placed intbnax 1m square around poir{25m,25m) at
the beginning, then they explode from a compact area to a large area. Both algorithms run
for 100 rounds. In order to evaluate the performance and cost of the two algorithms, two
metrics are measured for each simulation round: total coverage area and average moving
distance, which are defined as the coverage area of 100 nodes and accumulated moving
distance per node from the beginning of the simulation, respectively. Fig. 2.8(a) shows the
total coverage area of both algorithms as the simulation rounds increase. We can see that
the total coverage of both algorithms increases rapidly to as hig2@@n? before round
40, and then goes smoothly after round 40. At round 100, ATRI stops at a600t7,
while VEC is close t®500r?. From rounds 10 to 100, ATRI always leads VEC for about
507 to 100mP. Fig. 2.8(b) describes the average moving distance when simulation rounds
range from 10 to 100. Average moving distance has a similar increasing trend to the total
coverage area, as the simulation rounds increase. In both algorithms, after round 60, nodes
are deployed evenly and their average distance is clo§éto Most nodes do not need

to move except minor adjustments. As shown in Fig. 2.9, after round 60, most nodes
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form the equilateral triangle layout. There are no obvious changes between the layout of
round 60 and that of round 80, because the layout of nodes is already very close to the
ideal equilateral triangular layout after round 60. In addition, from total coverage area of

both algorithms, we also calculate optimum average moving distances and plot them in
Fig. 2.8(b). As discussed earlier, given a fixed total coverage area, the optimum average
moving distance can be calculated by (2.8). Recall that optimum average moving distances
can only be obtained when the working environment is well known and each node knows

its expected target before the deployment. Without the map of the environment, nodes have
to move in a zigzag manner, which makes the average moving distances of both algorithms
longer than the optimum values. However, compared to VEC algorithm, ATRI still saves

up to50% of the optimum average moving distance from rounds 10 to 100.

2.4.2 Non-Uniform Deployment

In this subsection, we simulate the scenario that some dangerous chemical is leaking
at point(25m,25m). Without loss of generality, we assume that the contaminated area is
disk-shaped, which is centered at poj@bm, 25m). The radius of the contaminated area
is 10m, which is unknown to the sensors before the deployment. In order to detect the
region of the contaminated area, 200 sensor nodes are thrown within the compact square
area close to the origin of the chemical. The circle aro(@fim, 25m) in Fig. 2.10(a)
represents the contaminated area. The sensor nodes within the contaminated area need to be
more densely deployed than non-contaminated area to detect the small change of chemical
density. Within the contaminated area, the sensing raditisiisvhile the sensing radius
within the non-contaminated area3ds\. The whole sensing area is bounded withim x

50m, which is also centered at poi25m, 25m). Fig. 2.10(b) and (c) plot the deployment
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Figure 2.8: The total coverage area and average moving distance of ATRI and VEC algo-
rithms for 100 runs of simulations.
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(a) Round 0 (b) Round 20
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Figure 2.10: Simulation results for non-uniform deployment: (a) Round 0; (b) Round 20;
(c) Round 60; (d) Zoom-in Snapshot of the contaminated area.

layout at round 20 and round 60, respectively. Fig. 2.10(d) is the zoom-in snapshot of
the contaminated area at round 60. We can see that at round 60, sensor nodes in both
contaminated area and non-contaminated area are deployed evenly with the corresponding
deployment radius. Our adaptive algorithm can also be used in various irregularly-shaped
contaminated areas, or highly concerned areas. In addition, in a more complicated case
that the contaminated area enlarges or shrinks from time to time, the sensor nodes can also

change their deployment density dynamically to satisfy the requirement.
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Figure 2.11: Simulation results for the environment with obstacles: (a) Initial snapshot; (b)
Round 20; (c) Round 40; (d) Round 60.

2.4.3 Exploring the Area with Obstacles

In order to show that ATRI algorithm works well in the sensing environment with ob-
stacles, a circular and a triangular obstacles are placed in the sensing area. As shown in Fig.
2.11, the circular obstacle is centered at p¢88m, 35m) with radius8m. Vertices of the
triangular obstacle arglOm, 20m), (20m, 10m) and(20m, 20m), respectively. Fig. 2.11(a),

(b), (c) and (d) illustrate the deployment layouts at rounds 0, 20, 40 and 60, respectively,

where each “+” symbol denotes the position of its corresponding node. At the beginning,
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Table 2.3: Exploring sensing area with obstacles : moving distance vs coverage area

Number of rounds 20 40 60
Total coverage arearf) 2032 | 3504 | 4415
Average moving distancer) 17.45| 33.33| 46.13
Optimum average moving distanam)(| 16.95| 22.26| 25.00

similar to the previous scenario, 200 sensor nodes are randomly thrown imto<am
square around poirf25m, 25m). As the simulation runs, we can see from Fig. 2.11(b),(c)
and (d) that, the total coverage enlarges round by round. At round 60, nodes are evenly
deployed and no nodes enter the triangular or the circular region during the deployment.
We can see that though obstacles block the movement of some nodes, ATRI algorithm still
performs very efficiently. During the simulation, we measure the total coverage area and
average moving distance at rounds 20, 40 and 60. In addition, we also calculate optimum
average moving distance by plugging the total coverage area into (2.8). All three metrics
are shown in Table 2.3.

In practice, optimum average moving distance is difficult to reach unless the desired
optimum position of each node is known before the deployment and no obstacles block the
movement of the nodes. In the situation that the map of the environment is unavailable and
the movement of some nodes is blocked by obstacles, we can see that the movement cost

of ATRI algorithm is very reasonable compared to the optimum value.

2.5 Conclusions

In this chapter, we have proposed a new adaptive deployment algorithm for unattended

mobile sensor networks, namely, adaptive triangular deployment (ATRI) algorithm. We
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have introduced an equilateral triangle deployment layout of sensor nodes and proved that
it can produce the maximum no-gap coverage area in a plane. By using the only loca-
tion information of one-hop neighbors for the adjustment of each node, the algorithm can
make the overall deployment layout close to equilateral triangulations. In order to reduce
the back-and-forth movement of nodes, the distance threshold strategy and movement state
diagram strategy are adopted, which limit the oscillation and reduce the total movement
distance of nodes. ATRI algorithm can be used in both bounded and unbounded areas. It
also supports adaptive deployment. Without the map and information of the environment,
nodes can avoid obstacles and adjust the density dynamically based upon different require-
ments. Without the control from the human being or central controller, each node can make
decisions itself. In addition, ATRI algorithm is run in a completely distributed fashion by

each node and based only on the location information of nearby nodes.
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Chapter 3

Single Path Flooding Chain Routing
Algorithm

In the first chapter, we have introduced an adaptive deployment algorithm for mobile
sensor networks. After the deployment phase, sensor nodes begin to sense the field and
communicate with each other to exchange sensing data. In the remaining parts of the thesis,
we will introduce some novel algorithms to provide reliable and efficient communication
for sensors.

This chapter gives a theoretical analysis about the effect of the out-of-date location
information on the performance of the single path routing algorithm, and then present a
new position-based routing algorithm for ad hoc networks. As will be seen, the new al-
gorithm achieves much lower communication complexity than the existing flooding-based
algorithms, which is measured by the average number of one-hop transmissions required to
send a packet from a source node to a destination node, and can consistently perform well
for various mobilities.

The rest of the chapter is organized as follows. In Section 3.1 we give a brief overview
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of some position-based routing algorithms. In Section 3.2, we analyze the error probability
of the existing single path routing algorithm caused by the location information periodical
update. Based on the analysis in Section 3.2, we present in Section 3.3 our new single
path flooding chain routing algorithm. Section 3.4 contains some simulation results of the

algorithm, and finally, Section 3.5 concludes the chapter.

3.1 Related Work

The growing interest in ad-hoc/sensor networks has resulted in many routing algorithms
and protocols proposed for such dynamic, self-organizing and resource-limited networks.
Most of work in this area focuses on two types of routing algorithtmgology-basedout-
ing andposition-basedouting algorithms. Traditional topology-based routing algorithms,
which are widely used in wired networks, depend on the link information to make rout-
ing decisions. On the other hand, position-based routing algorithms require the physical
positions of nodes to perform packet forwarding. In general, the topology of an ad hoc net-
work changes too frequently to be updated timely. Maintaining a routing table at each node
introduces a significant amount of network traffic to an ad hoc network. Thus, position-
based routing algorithms were proposed to eliminate some limitations of topology-based
routing algorithms. In a position-based routing algorithm, there is no need to establish and
maintain links, and routing decisions are mainly based on the location information of the
destination node and the one-hop neighbors of the current node. Thus the algorithm can
avoid the overhead of maintaining global information of the network.

In a position-based routing algorithm, each mobile node in an ad hoc network can ob-
tain its own location information from th&lobal Positioning SystetfGPS) or some other

positioning services [33, 34]. A routing decision at a node is triggered by an incoming
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packet to the node and is made based on the location information of both the destination
node and the one-hop neighbors of the sender. However, it is generally not sufficient to
establish routing paths between the source and the destination if all nodes only know their
own location information. In most position-based algorithms, each node broadcasts its lo-
cation information to its one-hop neighbors periodically and requests location information
of the destination node by contacting tleeation servicgd35, 36, 37, 38]. Location ser-

vices are the mechanisms that provide the location information of a specific node in the
network to any node which sends a request to them. Mobile nodes register their location
information with the location service. When a node needs the location of a desired node,
it contacts the location service to obtain the location of that node. An example of location
services is the base station in cellular networks. Each base station is a location server and
provides the location information to all mobile nodes in the cell. A survey on location
services and position-based algorithms can be found in [25]. Position-based routing in ad
hoc networks has been studied extensively in recent years. Most of proposed work can be
divided intoflooding-basedalgorithms [27, 28] ogreedy packet forwardinfsingle-path
based) algorithms [31]. In a flooding-based algorithm, a packet is flooded to the entire or
most part of the network. On the other hand, in a greedy packet forwarding algorithm, a
packet is transmitted through a single routing path and has only one copy in the network at
any time. In this section we discuss some existing flooding-based routing algorithms and

greedy packet forwarding algorithms.

3.1.1 Flooding-Based Routing Algorithms

The simplest flooding-based routing algorithm in an ad hoc network, daliled flood-

ing, is to flood a packet from the source node to all other nodes in the network hop by
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Figure 3.1: Illustration of the expected region in the DREAM Algorithm.

hop. This approach does not need the location information of the nodes in the network and
eliminates the power and bandwidth overhead for exchanging location information. How-
ever, this algorithm has a serious scalability problem. Since each packet passes through
all nodes in the network, the communication complexity of the blind flooding algorithm is
O(n), wheren is the number of nodes in the network. In this chapter, we say two mobile
nodes areonnectedf and only if their distance is less than their transmission radius. Thus
there exists @onnected pathetween a source node and a destination node if any two ad-
jacent nodes in the path are connected. Although the blind flooding does not require the
location information, the high communication complexity prohibits its using in a large ad
hoc network.

An improved flooding-based algorithrbjstance Routing Effect Algorithm For Mobil-
ity (DREAM), was proposed in [27]. In the DREAM algorithm, instead of flooding a
packet to the entire network, a source n&fwods a packet only to a restricted area which
is determined by thexpected regionf the corresponding destination nobe As shown
in Figure 3.1, the circle around nodeis its expected region whose radius can be repre-

sented by = Vinax(t1 — to), whereVimaxis the maximum speed of nod t; is the current
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time, andtp is the time-stamp of nodB’s location information maintained bg Since

nodeD locates in the center of its expected regioripait is unlikely to move out of its
expected region at, even if it always moves at its maximum speed. Thus in order to cover
the expected region of the destination node, the flooding can be restricted only within the
anglea, as shown in Figure 3.1, which is defined by the angle between two tangent lines
of the expected region of nod® Compared to the blind flooding algorithm, the DREAM
algorithm does not need to flood each packet to all connected nodes. However, though only
part of nodes in the network participate in flooding in the DREAM algorithm, as analyzed

in [25], the communication complexity of the DREAM algorithm is s@i{n). This is be-

cause that in the worst case when the distance between the source and the destination node
equals to the diameter of the network, each packet covers a sector of the entire network.
Furthermore, when the destination node moves too slowly and the distdreteeen the
source and the destination node is too far, the flooding must be constrained in a very small
anglea, wherea = Zsinfl(%). If all flooding nodes are restricted in such a very
narrow area, it is difficult to find a connected path between the source and the destination
node. In an extreme case that the destination node is static, the expected region of the des-
tination node becomes a point. Therefore, the packet must be forwarded along the straight
line between the source and the destination node. If not all nodes on this line are connected,
the DREAM algorithm will fail. Compared to the blind flooding, the DREAM algorithm
avoids covering the area outside of the expected region of the destination node, therefore
saves a significant amount of power and bandwidth. HoweverOth¢ communication
complexity of the DREAM algorithm affects its scalability in large networks. As can be
seen in Section 3.3, our newly proposed algorithm eliminates a lot of redundancy of the

DREAM algorithm while achieving comparable performance by flooding packets in each
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limited sub-area.

3.1.2 Greedy Packet Forwarding Algorithms

A group of more efficient algorithms agreedy packet forwardinglgorithms [39, 40,
41, 31]. In a greedy packet forwarding algorithm, there is only one routing path between
the source node and the destination node, if it exists. Any node that is not contained in the
routing path will not participate in forwarding packets. When a packet was forwarded to
a node in a routing path &, it can find the next-hop node among its one-hop neighbors
by using some strategies, for examplégst Forward Within RMFR) [39], Nearest with
Forward Progres§NFP) [40] andCompass Routinf#1]. However, based on the above
forwarding strategies, sometimes the greedy packet forwarding algorithm may fail if the
current node cannot find the next-hop node in the forwarding direction to the destination
node among its neighbors. For instance, in the MFR protocol, if the sender cannot find
a node that is closer to the destination node than itself within its transmission range, it
will fail. To solve this problem, researchers have proposed some recovery mechanisms,
such as the perimeter routing strategy of @reedy Perimeter Stateless Routing protocol
(GPSR) [31]. In these algorithms, a packet will be transferred into the recovery mode,
when it fails to find a “better” node than itself. Because the communication complexity
of forwarding a packet from one node to the other is a linear function of their distance,
the communication complexity of the greedy packet forwardin@(g/n). It should be
pointed out that all algorithms discussed above assume the location information is always
accurate. However, since the location information is usually updated periodically, all rout-
ing decisions have to be based on the most recent updated location information rather than

the current location information. When one node wants to forward a packet to the other
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node, it thought the other node is still within its transmission range based on the old loca-
tion information. But the other node may move too far away to be reached after the last
location information update. Due to the out-of-date location information and the motion
of nodes between two consecutive location information updates, even robust single-path
algorithms, such as GPSR [31], may fail to forward the packet successfully. Thus, we say
that greedy packet forwarding algorithms are more sensitive to the motion of nodes than
flooding-based algorithm. As can be seen from the analysis in Section 3.2 and the simula-
tion results in Section 3.4, a single routing path has higher failure probability when nodes
move intensively. Thus, greedy packet forwarding algorithms are only suitable to static or
low mobility ad hoc networks.

Some researchers try to add some redundancy to enhance the greedy forwarding algo-
rithm. The approach is calledulti-path routing algorithnj32], in which the source sends
several copies of each packet through several separate paths at the same time. The multi-
path forwarding algorithm can perform much better than the single path algorithm. The
successful packet delivery probability of a multi-path forwarding algorifym = 5, Pk,
wherek is the number of multiple paths aiis the successful packet delivery probability
of thek, path. The equation above can be satisfied only when any two of paths have no
dependence. For example, in the case that two paths overlap in some nodes, if any over-
lapping node dies or moves away, both paths will fail. In order to minimize dependence
between any two paths, the source may need to acquire accurate information of the global
node distribution to decide several independent paths, whereas single path algorithm only
needs the location information of nearby nodes. The overhead of exchanging the global in-
formation leads to the tremendous energy and time consumption in large ad hoc networks.

As can be seen in section 3.3, our new algorithm is a kind of “local” algorithm like single
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path algorithm and improve the performance of the single path algorithm by flooding pack-
ets to the nearby area of each forwarding node in the single routing path instead forwarding

packets in an arbitrary direction.

3.2 Path Connectivity Analysis for Greedy Packet Forward-
ing Algorithms

Before we present our new algorithm, in this section we first analyze the error proba-
bility of a routing path caused by the outdated location information. Considerrante
ad hoc network, where all nodes are located in a two dimensional square and have the
same transmission radil®&s Each node is able to communicate with its neighbors at most
R units away from it. In most position-based routing algorithms, each node broadcasts
control packets to update its location information maintained by other nodes in every short
periodT. The motion trace of a node is recorded by a series of discrete positions which
are updated periodically. Since all forwarding decisions are made at these discrete points,
it is not necessary to acquire the actual motion curve between any two adjacent points.
Moreover, during each short period between two consecutive location information updates,
it is very likely for nodes to keep the same direction and the same speed or only change
them slightly. For an easy analysis, we assume that each node keeps the same speed and
motion direction between two consecutive location information updates. During each lo-
cation update period, the speed and the motion direction of each node are given randomly
according to the uniform distribution i0,Vmax) and (0, 2m), respectively, wher¥may is
the maximum speed of the node. Thus the motion curve of a node can be described by a

chain-like curve instead of its actual curve. Also, since the signal transmission time and
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the computing time of each node has little impact on the performance and the cost of the
algorithm compared to the location information update period, we simplify the theoretical
analysis and simulations by ignoring these short times.

In an ad hoc network, a routing decision is made based on the most recently updated
location information. However, all mobile nodes move from time to time, and as a result,
two connected nodes may become disconnected after a short while. There is no guarantee
that the packet coming at timgstill can pass through the routing path based on the location
information at timeg (Wwhereto+T > t; > tg). We define the probability that two connected
nodes become disconnected afielasq, whereAt = t; —to. Assume that there are a total
of m hops from the source node to the destination node and the connection status of any
two nodes is independent. Then the probability that a routing path determined &3 iime

still connected at timé;, Ppath, can be calculated by
Ppath = (1_Q)m (3.1)

In the following, we calculate the probabilitythat two connected nodes become discon-
nected afteiAt. Figure 3.2(a) gives two connected noddsandN, which have absolute
velocitiesVy andVs, respectively. Letp; and@, be the motion directions of nodés and
N, respectively. To see the upper bound of the error probability, we assume a worst case
that both nodeéN; and nodeN, move at the maximum speed, that ||‘§1>| = |\72>| = Vmax
Without loss of generality, we choose nadeas the motion reference object apg= 0.

In this relative motion system, as shown is Figure 3.2(c), nddeecomes the origin of the
polar coordinate, and nod& is located atr,0), where(r, 0) is the position of nod&\ in
the polar coordinate. As shown in Figure 3.2(b), now nNglas velocity\717 = 0and node

— — —
N, has velocityVs = (V5 —\7{), where the motion direction of;, ¢, = /V, = ‘PZ*_g’l*" =
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“’ZT“T. We assume thag and@, can take any direction within O @rtwith the same prob-
ability. Thus, ¢, is uniformly distributed in(Z, 37”), and the probability mass function of
@, (@) = % . In Figure 3.2(c)Sis defined as the distance from point0) to the edge
of the circle in the direction off,, whereS= \/R2 —r2sir?(q, —8) —r cog @, — 8). When

0= (p(z, Sreaches its minimum valu&yi, = (R—r). In the relative motion system, if the

distance of nod&l, moving in the direction ofg, duringto andty is longer thars, that is,

when

IV5|(ty —to) > S (3.2)

nodeN, will move out of the transmission range of nade Thus, the probability that the

link between nodebl; andN, becomes disconnectedtat
Vi
qd=PR{V,|(t1—to) > S} (3.3)
. ﬁ -
Denoting|V,|(t1 —to) in (3.3) asC, we have

q = P{C>S <PR{C> Snin}
< R{C>R-r}=R{r>R-C}
o c2m 4R
= [T [T [ .6, ghdrdedas (3.4)
7 Jo Jrc

We assume mobile nodes are distributed uniformly in the transmission range of node

Nz and the relative motion direction of a node does not depend on its location. Thus,

r

f(r7ev(d2> = f(r, e>f(dz) = T2R2 (3.5)
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Figure 3.2: The motion models of two nodes. (a) Absolute motion model. (b) Velocity
composition. (c) Relative motion model.

Plugging (3.5) into (3.4), we obtain

ooom ROy
< [
4= / / /Rcl‘[szdrded(p(2

< 2
< 2n2R2 / / 2RC— C2d0dd,
< anz / / 2RCHAg,
2C
< = .
< = (3.6)
- H -
ReplacingC = |V,|(t1 —to) in (3.6), we have
Vi
q 2|V5|(t1 —to)
- R
2(|Vi[+[V2]) x (t1 —to)
- R
WNpax X T
< —gp — (3.7)

WhereT is the location information update period avighxis the maximum speed of a
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node. Whelmax T < R, q— 0andPyaih= (1—0)™ — 1. This means that the routing path
based on the location informationftatis still connected at; with probability Ppath — 1.

On the other hand, Whe‘}é@ increases, the single routing path between the source node
and the destination node becomes increasingly instable. A possible solution to this problem
is that after sending a packet to its next-hop node, each node keeps a copy of the packet in
the memory until it receives an acknowledgment from the next-hop node. If the next-hop
node moves out of the transmission range of the current node, it cannot receive the packet
and reply to the current node. If the current node does not receive the acknowledgment
within a certain amount of time, it will wait for the next location information update and
then look for a new next-hop node based on the new location information. After the current
node makes a new forwarding decision, it will re-forward the packet to the new next-hop
node. Although this approach can reduce the error probability of a greedy forwarding al-
gorithm, these handshaking messages introduce extra traffic burden to a resource-limited
network. Moreover, waiting for the new location information update delays the transmis-

sion of packets.

3.3 Single Path Flooding Chain Routing Algorithm

As discussed earlier, flooding-based algorithms are more robust than single-path-based
routing algorithms. However, they usually ha@én) communication complexity for an
n-node ad hoc network, which makes the consumption of energy and bandwidth heavily
depend on the number of nodes and affects the scalability of the network. In this section,
we propose a new routing algorithm that compromises between flooding-based algorithms
and greedy forwarding algorithms. While keeping the low communication complexity, the

new algorithm enhances the robustness of single-path-based routing algorithms by flooding
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the packet only within a limited area near two adjacent nodes in a single routing path.

3.3.1 Sub-area Flooding

A packet forwarding decision is usually based on the location information updated
earlier than the current time. Thus the next-hop node may move out of the transmission
range of the current node and cannot receive the packet. If each node in the single routing
path floods the packet within a limited area rather than forwards the packet in an arbitrary
direction, it is highly possible for the packet to re-capture the “escaped” next-hop node in
constant steps with the help@iay nodesNote that the communication complexity of this
approach i©(,/n), since the flooding only occurs in the nearby nodes of each forwarding
node.

Figure 3.3(a) shows a single routing path along nddes2 -3 —4—-5—-6—17,
which is determined by the location information updatethatHowever, when a packet
needs to pass through this path from node 1 to nodety/ tite routing path may become
disconnected because of the movement of nodes dtyiagdt;. For example, in Figure
3.3(b), node 5 moves out of the transmission range of nodetd athe link between
node 4 and node 5 becomes disconnected. As a result, the packet can no longer reach the
destination node 7 along this path.

In Table 3.1, we give a new position-based algorithm, caiedle-path flooding chain
algorithm Instead of forwarding the packet along a single path, we can choose the “limited
flooding area” for each forwarding node in the single path to flood the packet. At the
current timety, just like the single path routing algorithms, the current forwarding node
decides the next-hop node in the single routing path based on the location information

updated aty. And then it calculates the expected region of its next-hop node, which is the
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(a) Greedy Packet Forwarding Algorithm:
A single path from 1 to 7 determined by the most rece
location information updated @t

(b) Circles around nodes are their expected region

° 0 g\%\.
?/' 2\’ / 4 2
4 .

(c) Node 5 runs out of the transmission range of nodet ¢
Single routing path becomes disconnected.

(d) Single Path Flooding Chain Algorithm:
With the relay of node 4, the packet re—capture nod

Figure 3.3: Examples of greedy packet forwarding and single-path flooding chain algo-
rithms.

circle around the location of the next-hop nodegatvith the radius off = Vinax(t1 —to).

Figure 3.3(b) shows the expected region of forwarding ndd@s3,4,5,6 and7. Each
sender in the single routing path tries to cover the expected region of the next-hop node by
simply flooding the packet to the nodes within two tangent lines of the expected region of

the next-hop node. In Figure 3.3(d), node 4 can re-capture node 5 through the relay of node

4.
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Table 3.1: Single path flooding chain algorithm

Algorithm : Single Path Flooding Chain
for each packet starts from the source nodg at
current node := source node;
while current node# destination node
current node finds the next-hop node based on the location information upd&ted at
current node calculates the expected region of the next-hop node;
current node floods the packet to cover the expected region of the next-hop node;
current node := next-hop node;
end while;
end for
End

3.3.2 Communication Complexity

In this subsection, we analyze the communication complexity of the proposed single
path flooding chain algorithm. Intuitively, the higher density of an ad hoc network, the more
connectivity of the network. Simulation results in [42] showed that six to eight neighbors
can make a small size network connected with high probability. Thus in a high density
network where each node has more than eight neighbors, routing algorithms may not have
a great impact on the performance. Therefore, in order to make a fair comparison on the
performance and the complexity of the routing algorithms, we assume that the network has
a general density, in which each node has a small constant number of neighbors within its
transmission range in average.

In the single path flooding chain algorithm, the packets flooded by a node will cover an
area to reach the next-hop node. We call this &eaered AreaThe covered area has two
possible shapes. As shown in Figure 3.4(a), when the disthbetween the current and

the next-hop node is less than the radiud the expected region (where= Vinaxt1 —to)),
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Figure 3.4: Covered area of the next hop noded(&)r. (b)d >r.

the covered area is bounded by two tangent lines and the arc between two tangent points,
which includes the center of the circle. Figure 3.4(b) is the other case, which shows that
whend is longer tharr, the covered area is a circle centered at the position of the next-hop
node. In both casedl is less tharR, because two adjacent nodes in the single routing
path must be in the transmission ranges of each othisrin fact a measure for the node
mobility during the short period between two location information updates. Few existing
position-based routing algorithms can perform well in a network with a very high mobility
(r >> R) except some algorithms which use the flooding strategy, such as the DREAM
and the single path flooding chain algorithms. As will be seen in Section 3.4, the greedy
packet forwarding algorithm starts to have very poor performance gftei0.5. In fact,
whenr is much larger thaR and is similar to the network diameter, the expected region of

a node in the DREAM or the single path flooding chain algorithm may cover most nodes
in the network. In this case, there is little difference among the DREAM, the single path

flooding chain and the blinding flooding algorithms in communication complexity. In order
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to compare three position-based routing algorithms in a network with a general mobility, we
assume that the radiuf the expected region is at most a constant times the transmission
radiusR. Thus, bothr andd can be expressed as a constant tilReSince the size of the
covered area is a quadratic functiorr@ndd, it can be represented és R?), wherek is a
constant. For given density of nodes, gayach covered area contains a constant number
of nodes, which equals: p- R2.

In the algorithm, before the current node floods a packet to the next-hop node, it puts the
maximum speed and the location information of the next-hop node into the packet header.
When a node receives the packet, it calculates the covered area based on the information
in the packet header and its own location, and then checks if it is in the covered area with
respect to the packet. If yes, it will act as a “relay node” and floods this packet to its one-hop
neighbors in the covered area. Otherwise, the packet will not be forwarded to other nodes.
This strategy guarantees that only a constant number of nodes contained in each covered
area participate in relaying packets between two adjacent forwarding nodes in a single path.
Thus, the complexity of the newly proposed single-path flooding chain algorithm is only a

constant factor higher than that of a single-path-based routing algorithm and@ gfil).

3.4 Simulation Results

We have simulated the greedy packet forwarding, DREAM and the single-path flooding
chain algorithms and compare their performance and complexities. In the simulations, we
use the same node motion model as discussed in Section Bo2les are placed randomly
in a1 x 1kn? square. Each node has the same transmission Rrg&00m. Each time
the location information is updated, the speed and the direction of each node will change

according to the uniform distribution i0,Vmax) and (0, 2m), respectively, wher¥may is
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the maximum speed of the node. In both greedy forwarding algorithm and single-path
flooding chain algorithm, without loss of generality, MFR [39] strategy is used to decide
the next-hop node in the single routing path. In order to analyze the effect of the node
mobility, we introduce a metrif§ = \% to measure the mobility of a mobile node, where

At is the time between the packet arrival and the last location information updat® and

is the transmission radius of the node. We first consider the effect of the node mobility to
the successful packet delivery ratizvhich represents the probability that a packet is sent
successfully from a source node to a destination node. We also compare the communication

complexities of the algorithms by varying the network size.

3.4.1 Successful Packet Delivery Ratio

In this scenario, we compare the successful packet delivery ratios of three algorithms
in a network with 400 mobile nodes by rangifgrom O to 1. For eacl, we generate 100
unicast packets between randomly chosen source-destination pairs. Figure 3.5 shows the
relationship between the successful packet delivery Ritiand the node mobility metric
B. Three curves correspond to the greedy packet forwarding, DREAM and single-path
flooding chain algorithms, respectively. As shown in Figure 3.5, when nodes have very low
mobility (B < 0.1), thePy of the greedy packet forwarding algorithm is greater tB@%a
Since the radius of the expected region is proportions}gAt in the DREAM algorithm,
whenf < 0.1, thePy4 of the DREAM algorithm is less thas0% Whenf3 increases, thgy
of the greedy packet forwarding algorithm becomes too low to be acceptable. On the other
hand, the successful packet delivery ratio of the DREAM algorithm ascerfii;aseases
and exceeds the single-path flooding chain algorithm slightly when the network has high

mobility (B > 0.6). We can see that unlike other two algorithms, the single-path flooding
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Figure 3.5: The successful packet delivery ratio between a randomly chosen source-
destination pair.

chain algorithm is not sensitive to the change of the node’s speed and can keep a stable high
successful packet delivery ratiBy(> 75%) in both low mobility and high mobility ad hoc

networks.

3.4.2 Communication Complexity

From Figure 3.5, we observe that the DREAM algorithm has slightly better successful
packet delivery ratio than the single-path flooding chain algorithm when nodes have high
mobilities (3 > 0.6). We now compare the communication complexity to see the tradeoff
between the DREAM algorithm and the single-path flooding chain algorithm. We analyze
the communication complexity by varying the network size from 100 nodes to 1000 nodes,
for 3 =0.6,0,7,0.8 and0.9, respectively. We can see from Figure 3.6 that the successful
packet delivery ratios of three algorithms all have an increasing trend when the network
size increases from 100 to 1000. In general, the higher network density is, the more con-

nectivity of the network has. However, we notice that the difference in the communication
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complexity between the DREAM algorithm and the single-path flooding chain algorithm
becomes larger as the network size increases. Besides the network size, the mobility of the
nodes also affects the communication complexity. The faster the node’s speed is, the larger
the expected region and the higher communication complexity. From Figure 3.6, we also
observe that the DREAM algorithm has higher communication complexity than the single-
path flooding chain algorithm wheh= 0.9 than that of3 = 0.6,0,7 and0,8. Thus, the
single-path flooding chain algorithm is more scalable than the DREAM algorithm for large
size and high mobility ad hoc networks and always has a better successful packet delivery

ratio than the greedy packet forwarding algorithm.

3.5 Conclusions

In this chapter, we have presented a new position-based routing algorithm called single-
path flooding chain algorithm for mobile ad hoc networks. Compared to flooding-based
routing algorithms withO(n) communication complexity, the newly proposed algorithm
reduces the communication complexity®@j+/n), which is as low as the greedy packet
forwarding algorithm. The new algorithm can significantly save the bandwidth and power
for resource limited mobile nodes, especially in large networks. In addition, simulation
results have showed that single-path flooding chain algorithm consistently performs well
for various mobilities and keeps a high successful packet delivery (ratiéb%), which is

insensitive to the change of node’s motion speed.
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Chapter 4

Channel Reservation MAC Protocol

In chapter 3, single path flooding chain routing algorithm is designed to provide reli-
able end-to-end communication at network layer for mobile ad-hoc/sensor networks. This
chapter focuses on MAC layer and presents a novel contention-based MAC protocol, called
the Channel Reservation MAC protocdily introducing a reservation mechanism. As will
be seen, the proposed protocol achieves much better throughput and fairness and shorter
packet delay than the IEEE 802.11 protocol.

The rest of the chapter is organized as follows. In Section 4.1, we review some tech-
nigue details of the IEEE 802.11 MAC protocol. Section 4.2 gives a brief overview of the
existing work. In Section 4.3, we present the new Channel Reservation MAC protocol.
Section 4.4 gives theoretical analyses on the saturated throughput of the protocol under the
ideal channel condition. In Section 4.5, we discuss some related practical issues. Section

6.4 contains simulation results, and finally, Section 6.5 concludes the chapter.
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4.1 |EEE 802.11 MAC Protocol

Wireless local area networks (WLANS) have achieved a tremendous amount of growth
in recent years. Advanced signal processing and RF technologies accelerate the develop-
ment and applications of WLANS. IEEE 802.11-based WLANS [43], [44], [45], [46] have
emerged as a prevailing technology for the broadband wireless access in both enterprises
and homes. IEEE 802.11 is a family of standards for medium access control (MAC) and
physical layer (PHY) specifications to provide multiple accesses for a shared channel. The
most popular IEEE 802.11b standard operates on the unlicensed 2.4GHZ radio spectrum
and supports data rate upt@Mbps On PHY layer, it uses eithelirect sequence spread
spectrum (DSSSirequency-hopping spread spectrum (FHS®8)nfrared (IR) for modu-
lation. Moreover, the newer IEEE 802.11a and IEEE 802.11g provide higher data rate up to
54Mbps IEEE 802.11 MAC protocol is designed based on@aerier Sense Multiple Ac-
cess/Collision Avoidance (CSMA/Cpiotocol [43], [45].An IEEE 802.11-based WLAN
can be configured in either an infrastructure mode or an ad-hoc mode. Most WLANS in
small-scale homes or offices are usually deployed in the infrastructure mode and use a cen-
tral controller to allocate the channel resource. On the other hand, the ad-hoc mode can
provide more flexible network access than the infrastructure mode without the central con-
trol due to its peer-to-peer nature. In recent years, the rapid growth of large-scale wireless
sensor networking applications has boosted the development of ad-hoc MAC protocols.
The MAC protocol primarily determines the performance of a WLAN. Although IEEE
802.11 MAC protocol is adequate for the basic connectivity and applications, its perfor-
mance still needs to be improved to meet the rapidly increasing demand for more advanced
broadband technology.

Before we present our new protocol, in this section we first review some technique
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Figure 4.1: IEEE 802.11 RTS/CTS mode.

details of IEEE 802.11 MAC protocol. IEEE 802.11 MAC contains two coordination func-
tions, namelyPoint Coordination Function (PCRandDistributed Coordination Function
(DCF) [43], [44], [45], [46] which support the infrastructure configuration and the ad-hoc
configuration, respectively. PCF depends on a central controller to allocate the channel re-
source and provide contention-free services, while DCF is a typical contention-based proto-
col. PCF is built on the top of DCF and performs more efficiently than DCF. However, PCF
requires the presence of a point coordinator and can only be used in the infrastructure con-
figuration. On the other hand, DCF belongs to the class of CSMA/CA protocols. Similar to
other CSMA/CA protocols, DCF protocol provides a mechanism for collision avoidance by
using the carrier sense and the exponential back-off algorithm. In some networks, such as
large scale sensor networks, due to lack of powerful central controllers, contention-based
distributed channel access protocols are more preferred. Next we describe some specific
operations of IEEE 802.11 DCF protocol.

DCF defines two channel access modes: basic mode and RTS/CTS access mode. Both
modes adopt the discrete-time back-off algorithm. Whenever a node has a packet to trans-
mit, it generates a randoback-off counteuniformly from [0,CW — 1], whereCW repre-
sents the size of theontention windowAs long as the carrier is sensed idle for a period of

Distributed Inter Frame Space (DIFShe node begins to decrement its back-off counter
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by one. After that, the back-off counter is reduced by one for each idle slot. If the carrier is
busy, the back-off counter is frozen until the next idle DIFS is sensed. When the back-off
counter is reduced to zero, the node begins the transmission. The minimum and maximum
values ofCW, CWyin andCWhay are determined by the physics layer characteristics. For
example CWhin andCWhax are set to 16 and 1024, respectively for FHSS physical layer

in IEEE 802.11b standard. After each successful transmisSihis reset to its minimum
valueCW,in. After each unsuccessful transmission, the value of the back-off stagé

be increased by 1 ar@@V will be doubled until it reaches its maximum valg®&,ax, that is,

CW = max{ 2"CWh;n,CWhax}. The difference between the basic mode and the RTS/CTS
mode is that the basic mode follows a 2-way handshaking mechanism. Each successful
transmission of the data frame is confirmed by a posdskenowledgement (ACK)essage

sent by the destination, whereas the RTS/CTS mode uses a 4-way handshaking (RTS-CTS-
DATA-ACK) instead of the 2-way handshaking in the basic mode. As shown in Fig. 4.1,
two short conversation framefRequest to Send (RT&)dClear to Send (CTShare sent

prior to the transmission of the data frame. When the source node is ready to send a packet,
it sends a RTS message instead of the data frame. The RTS message contains the expected
duration information for the remaining transmission, as shown in Fig. 4.1, which includes
threeShort Inter Frame Space (SIFBYervals, one CTS message, one data frame and one
ACK message. If no collision occurs, the destination node replies with a CTS message
after a SIFS, which also contains the new expected duration information of the remaining
transmission. Other nodes receiving the RTS and CTS messages updauetivark Al-
location Vector (NAVpased on the duration information in RTS and CTS messages. NAV

is maintained by each node to indicate when the channel is available and is updated by RTS

and CTS messages. All other nodes know when the current transmission will complete
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according to the updated NAV and avoid transmitting packets during this period. Since the
length of the RTS/CTS message is usually much shorter than that of the data frame, even
if the collision of several RTS messages occurs, it still can reduce the collision overhead
compared to the collision of long data frames.

It should be pointed out that although the RTS/CTS mode has much merit compared to
the basic mode, its performance is still very sensitive to the number of active nodes in the
network. In recent years, many researchers have attempted to improve the performance of
contention-based MAC protocols in WLANs. We will give a brief overview of the existing

work in the next section.

4.2 Related Work

Bianchi [48] analyzed the saturated throughput by using the Markov chain model and
the study revealed that the saturated throughput of IEEE 802.11 DCF decreases as the
number of nodes increases. In DCF, the contention window (CW) size is an important
parameter to govern the network throughput and energy consumption. When there are
only a few active nodes in the network, a small CW can reduce the average idle time of
the channel and increase the channel utilization. When there are a large number of nodes
that have packets to transmit, the collision probability can be decreased by using a large
CW. In IEEE 802.11 DCF, the CW size is simply doubled for each packet collision. If the
number of active nodes can be obtained, the CW size can be adjusted adaptively. Based
on the analytical results in [48], Bianchi [49] proposed a method to estimate the number
of competing nodes by using the Kalman filter. The dynamic tuning algorithm in [50]

provides a method to tune the contention window to the optimal size dynamically based on
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the estimated number of active nodes. Unlike the IEEE 802.11 DCF protocol, the back-
off counter in this protocol is randomly generated following the geometric distribution,
instead of the exponential distribution. Fast Collision Resolution (FCR) algorithm [51] can
speed up the collision resolution by actively redistributing the back-off counters. It uses a
smaller contention window for the nodes that just complete the transmission successfully
and reduces the back-off counter exponentially when a fixed number of consecutive idle
slots are sensed. A gentle CW adjustment strategy GDCF, proposed in [52], improved the
throughput and fairness of the DCF by decreasing the CW size gently rather than resets it to
CWhin after each successful transmissi@CF* algorithm [53] improved the throughput

for TCP traffic by combining the TCP ACK and the MAC ACK messages. However, the
improvement of théCF* algorithm is only limited to TCP traffic.

Although some of the above algorithms allow nodes to adjust their back-off counters
flexibly rather than run the exponential back-off algorithm passively, the adjustment strat-
egy is still based on the past channel status. Thus, in the standard DCF algorithm or any
of the above adaptive algorithms, when a node reduces its back-off counter to zero and
prepares to transmit a packet, it does not know if other nodes also have packets to send in
the same time slot. If a node can reserve the channel by informing others when it plans
to transmit the next packet before the next transmission, other nodes may avoid colliding
with the packet. Accordingly, the collision can be avoided or reduced. In the infrastruc-
ture mode, the central controller can easily allocates the channel resource without collision.
However, if a network is configured in the ad-hoc mode, the nodes can hardly reserve the
channel without the central control. Furthermore, it is difficult for nodes to exchange the

reservation information without sending extra packets.
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4.3 A New MAC Protocol with Channel Reservation

In this section, we present a novel MAC protocol with channel reservation mechanism,
called Channel Reservation MAC (or CR-MAC for short) protocol. We first propose a
mechanism for exchanging the reservation information by utilizing the overhearing feature
of the shared wireless channel. And then we describe how nodes reserve the channel by

using these control messages.

4.3.1 Exchanging Reservation Information by Utilizing the Overhear-

ing Feature

In a contention-based algorithm, each node needs to overhear all traffic sent by nearby
nodes within its transmission range. Control messages, such as RTS, CTS and ACK mes-
sages specified in IEEE 802.11, are received by all neighbors within the transmission range
of the sender, and then discarded by non-destination nodes. The overhearing feature of the
contention-based algorithms can be used to exchange information between nodes without
introducing too much overhead. For instance, both RTS and CTS messages in IEEE 802.11
contain the remaining duration of the current transmission. Other active nodes update their
NAVs based on the duration in RTS and CTS messages, and they will not try to transmit
packets until the current transmission is completed. Besides the duration of the current
transmission, if each node can inform other nodes more information about the next trans-
mission during the current transmission, other nodes would try to avoid colliding with the
next transmission of the node. A novel idea of our protocol is to include the reservation
information for the next transmission into the control messages of the current transmission

instead of sending an extra control packet. Thus, the reservation information can be heard
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Version | Type
010011(F- RTS)
011100(FR-RTS)
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Duratior{ RA ‘ TA NTA ‘ FCS

Figure 4.2: RTS, R-RTS, F-RTS and FR-RTS frame formats.

by all nodes within the transmission range of the sender with little extra overhead.

Before we explain the details of our new protocol, we introduce three additional control
messages, termefeservation RTS (R-RT$prwarding RTS (F-RTSand Forwarding-
Reservation RTS (FR-RTBlessages, respectively. The frame formats of RTS, R-RTS,
F-RTS and FR-RTS are given in Fig.4.2. As shown in Fig.4.2, R-RTS has the same length
and fields as the basic RTS message, incluénagne Contro] Duration, Receiver Address
(RA), Transmitter Address (TAAndFrame Check Sequence (FC8gsides all the above
fields in the basic RTS, F-RTS and FR-RTS also contain a 6-byte field ddédgtdTrans-
mitter Address (NTAEach Frame Control field consists of a 6-bit binary code indicating
the type of the frame, for example, RTS(011011), CTS(011100) and Data(100000). In or-
der to differentiate new messages from the existing ones, we put a different code in the
control field for each new frame type. Since the codes from 010000 to 011001 are reserved
in IEEE 802.11, we can use some of them for the new messages without conflicting with
the existing ones. We choose 010101, 010011 and 011100 for R-RTS, F-RTS and FR-RTS
messages, respectively. Besides these three new messages, all other messages are kep

same as in IEEE 802.11.
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Given the above formats of new control messages, we now see how much extra trans-
mission cost would be needed for exchanging the reservation information. In our new pro-
tocol CR-MAC, the sender may send a basic RTS, R-RTS, F-RTS or FR-RTS message in
different situations, where F-RTS and FR-RTS are 6 bytes longer than RTS and R-RTS. To
see the worst case, we can assume that the sender always begins the transmission with the
F-RTS/FR-RTS message. We assume that the transmission cost per bit for different mes-

sages is the same. Then the ratio of transmission cost of the new protocol to the standard

DTransCo%R,MAC .
RTS/CTS m0d°Tran8C0ﬁiTsCTs’ can be calculated as follows:

TransCostr-mac _ Lpatat+Lrrs +Lcts

= 4.1
TransCostrgcts  Lpatat LBasicrRTs+ LeTs (4-1)

whereLpata, LasicrTs LrTs and Lcts represent the lengths of the data frame, basic
RTS message, F-RTS/FR-RTS message, and CTS message, respectivaly- Letrs —
LeasicrTs Compared td_gata, Le has only 6 bytes in length and is usually much shorter

thanlLgata. We obtain

TransCosfr-mac _ Le+LpatatLBasicRTstLers 1
TransCostasic Lpata+ LBasicRTs+ LcTs

(4.2)

The above equation indicates that the extra transmission cost introduced by the new proto-

col is negligible.

4.3.2 Channel Reservation Algorithm

In this subsection, we describe how each node can reserve the channel by using the
above control messages. Besides new control messages, in the CR-MAC protocol, each

node keeps a reservation waiting list to record the transmission sequence of the nodes
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within its transmission range, which contains a series of IDs or addresses of the nodes. In
addition, we assume that all the packets wait in the transmission queue before the transmis-
sion and are sent following the FIFO queueing discipline. Also, a boolean variable is used
to indicate if there are more than one packets waiting in the transmission queue.

In the CR-MAC protocol, each node in the network works alternatively in two periods:
competing periodand reservation period Accordingly, all nodes can be classified into
two subsetscompeting nodeand sequential transmitting nodgsr simply transmitting
node$. Each competing node runs the exponential back-off algorithm as in the RTS/CTS
mode.

As will be explained later, the channel cannot keep idle for longer than a SIFS during
the reservation period. Since the back-off counter of each competing node is frozen dur-
ing the reservation period, it can only attempt to transmit a packet during the competing
period. When a competing node obtains the channel and has no more packets waiting in
its transmission queue, it begins the transmission with a basic RTS message and completes
the transmission in the same way as the standard RTS/CTS mode. If there are already
some other packets waiting in its transmission queue before the transmission of the current
packet, the competing node informs other nodes by sending a R-RTS message instead of
a basic RTS, which has a different field from the basic RTS message. Thus, all nearby
nodes that receive the R-RTS message are informed the fact that the current sender still has
packets ready to send. Then, they put the address of the sender to the end of their reser-
vation waiting lists, which are used to store the transmission sequence based on the FIFO
discipline. After a successful transmission with a R-RTS message, the sender has reserved
a transmission slot in the next reservation period and becomes a transmitting node. And

then, the node regenerates its back-off counter uniformly f@Wkes— 1], instead of the
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range[0, CWin — 1] in the standard RTS/CTS mode, whé&¥kesdenotes the contention
window of the transmitting node and is usually larger tR&#,i,. Each transmitting node

also reduces its back-off counter for each idle slot and attempts to transmit packets when
the back-off counter is reduced to zero. One difference between a transmitting node and a
competing node is that a transmitting node resets its contention windoWieswhen the
collision occurs, instead of doubling the contention window.

Once a transmitting node obtains the channel successfully, the network enters the reser-
vation period. Before a transmitting node transmits a packet, it checks its reservation wait-
ing list. If the list is not empty, the node puts the address of the first node in its reservation
waiting list into the NTA field of the F-RTS or FR-RTS message and starts the transmis-
sion with the F-RTS or FR-RTS message. All nearby nodes acquire the address of the next
sender from the NTA field of the F-RTS or FR-RTS and hence know which node will be
the next sender. After the transmission, nearby nodes remove the address of the sender
from the top of their waiting lists. During the reservation period, transmitting nodes pass
the “transmission token” from one to another. Since only the node designated by the pre-
vious sender can send its packet, the collision can be avoided. In addition, because there is
only a SIFS between two consecutive transmissions, the channel cannot be sensed idle for
a DIFS(DIFS > SIFS during the reservation period. Therefore, every node has to freeze
its back-off counter and stops competing with others until the reservation period ends.

Like competing nodes, transmitting nodes can also reserve the channel by sending a
FR-RTS message. If a transmitting node has more than one packets to send when it just
obtains the channel, it sends a FR-RTS message to reserve the channel for the next packet in
the queue. Nearby nodes then update their reservation waiting lists by putting the address

of the current sender to the end of their waiting lists, which is obtained from the TA field
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Figure 4.3: Transitions between competing nodes and transmitting nodesnd a4 :
Transmission queue of the current sender is empiygndas : Transmission queue of the
current sender is non-empty.

of FR-RTS. Also, the NTA field of the FR-RTS message indicates the address of the next
sender. If the sender has no other packets in the queue except the current packet, the sender
sends a F-RTS message to forward the transmission token to the next sender. Both F-RTS
and FR-RTS messages contain the NTA field indicating the next sender. FR-RTS informs
other nodes to update their waiting lists, while the F-RTS does not have this function. In
the second case, since the sender does not reserve the channel for the next transmission, it
will become the competing node after the transmission. Fig.4.3 describes the transitions
between competing nodes and transmitting nodes.

There are two cases where the reservation period would end and the network would
return to the competing period. One case is that the waiting list of the current sender is
empty. That means there are no other transmitting nodes within its transmission range.
Then the sender cannot pass the transmission token to another nearby transmitting node.
The other case is that when a transmitting node has been designated twice as the next sender
during a reservation period, it will give up the transmission and keep idle for a DIFS. After
the channel is sensed idle for a DIFS, the network returns to the competing period, and all
active nodes begin to reduce their back-off counters to compete for the channel.

The timing diagram of the protocol is depicted in Fig.4.4. Fig.4.4(a) describes two
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Figure 4.4: Timing diagram of the CR-MAC protocol. RTS* denotes F-RTS or FR-RTS
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consecutive transmissions during a reservation period. At the beginning of the first trans-
mission, a F-RTS/FR-RTS message is sent by the first sender, which includes the duration
of the remaining transmission and the address of the next sender. The destination node
replies with a CTS message after receiving the F-RTS/FR-RTS message correctly. All
other nearby nodes update their NAVs based on the duration information in the F-RTS/FR-
RTS and CTS messages. Then a data frame is sent by the first sender, and confirmed by
a ACK message. During the reservation period, since the next sender has been designated
by the previous sender, the next sender only needs to wait for a SIFS to begin the second
transmission after the ACK of the first transmission ends. Thus, no node can activate its
back-off counter during the reservation period. Fig.4.4(b) shows the process that the net-
work changes from a reservation period to a competing period. We can see that, similar
to Fig.4.4(a), Fig.4.4(b) also contains two complete transmissions. The first one is the last
transmission in a reservation period, while the second one is the first transmission of the
following competing period. After the ACK message of the last transmission in the reser-
vation period is over, no transmitting node would use the channel and the channel keeps
idle for at least a DIFS. Then, all active nodes unfreeze their back-off counters and compete
with each other by running the back-off algorithm. In conclusion, during the reservation
period, the time interval between any two consecutive frames is SIFS, thus, competing
nodes cannot reduce their back-off counters. On the other hand, during the competing pe-
riod, the time interval between two consecutive transmissions must be longer than a DIFS,
and the back-off counters of active nodes can be unfrozen after each transmission. Fig.4.5
summaries the transitions between competing periods and reservation periods.

Intuitively, in the CR-MAC protocol, higher throughput can be obtained when the net-

work is in the reservation period than in the competing period, since one transmitting node
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Figure 4.5: Transitions between competing periods and reservation pefipd$Vaiting

list of the current sender is empf§; : Waiting list of the current sender is non-empty and

no node has been designated twice as the next transmitter during the current reservation
period; B3 : Waiting list of the current sender is non-empy;: Waiting list of the current
sender is empty or a node has been designated twice as the next transmitter during the
current reservation period.

can send the packet after another in a collision-free manner. However, a potential problem
with the CR-MAC protocol is that transmitting nodes may be favored more than competing
nodes. As fairness is another important metric to evaluate MAC protocols in addition to
throughput, to address this issue, we forcibly let the reservation period end when a trans-
mitting node obtains the second chance to transmit during the same reservation period.

Next, we explain in more detail on how the CR-MAC protocol balances the transmission

chances between competing nodes and transmitting nodes.

4.3.3 Improving the Fairness of the CR-MAC Protocol

Ina WLAN, all nodes should have almost the same chance to access the channel. In the
ideal situation, as described above, one transmitting node can send packets after another in
a collision-free manner. On the other hand, each competing node has to reduce its back-off
counter before the transmission attempt and may encounter collision during the transmis-
sion. Furthermore, every competing node competes for itself, while all transmitting nodes
can transmit without any collision once any of them obtains the channel. Apparently, com-

peting nodes have less chance to obtain the channel than transmitting nodes in the protocol.
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In order to enhance the fairness of the CR-MAC protocol, we adopt three strategies to
balance the transmission chances between the transmitting nodes and the competing nodes.

The first strategy is that, as discussed above, the transmitting node must give up the
transmission chance, if it obtains the transmission token twice during the same reservation
period. Because only transmitting nodes can obtain the channel during the reservation
period, competing nodes cannot send packets until the reservation period is over. If a node
that always has a non-empty queue obtains the channel, the reservation period will not end
unless it is forced to do so. In order to maintain the fairness among all the nodes, CR-MAC
protocol does not allow any node to send more than one packets during each reservation
period.

The second strategy is that all transmitting nodes will choose a larger initial contention
window than that of competing nodes. In the protocol, the back-off counter of a transmit-
ting node is chosen uniformly from the ran@eCWkes— 1], whereCWkes= CWhin X NRes
CWhin is the initial contention window size of a competing node, &idsdenotes the
length of the waiting list of a transmitting node. WheRes= 1, the transmitting node has
the same initial contention window as competing nodes. When there are many transmitting
nodes within the transmission range of the node, it will choose a large contention window.
Since the larger a contention window, the less chance to obtain the channel, we increase
the size of the contention window of transmitting nodes based on the number of transmit-
ting nodes to balance the chances to obtain the channel between transmitting nodes and
competing nodes.

The last strategy is that, at the beginning of each competing period, transmitting nodes
should freeze their back-off counters until a certain number, \8qyof consecutive idle

slots are sensed. The percentage of the idle slots reflects how busy the channel is. When
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W (W > 1) is a fixed constant, in general, the more nodes compete for the channel, the
longer time is needed to obtaWl consecutive idle slots. At the beginning of each com-
peting period, no transmitting nodes are allowed to reduce their back-off counters before
W consecutive idle slots are sensed. This strategy can adaptively adjust the duration where
transmitting nodes are not allowed to compete with competing nodes, according to how
busy the channel is. As will be seen in Section 6.4, our simulation results show that these
three strategies can help maintain transmission balance between transmitting nodes and
competing nodes, and the CR-MAC protocol can achieve better throughput and fairness

simultaneously than the standard RTS/CTS protocol.

4.4 Analysis of Throughput under Saturated Traffic

The saturated throughput, which is obtained under the overloaded traffic, is an important
metric to evaluate the performance of MAC protocols. In this section, we analyze the
saturated throughput of the CR-MAC protocol by using two random processes to model
the states of the channel and back-off counter of a given node. Given specific parameters of
the network, we calculate the saturated throughput of the CR-MAC protocol and compare
it with the standard RTS/CTS protocol. In order to simplify the analysis, in this section,
we study the saturated throughput under the ideal channel condition, which assumes that
there is no unexpected packet loss or collision in the network, and only one node can use

the shared channel at the same time.

s



4.4.1 Characteristics of CR-MAC Protocol under Saturated Traffic

In order to obtain the saturated throughput, we first study some characteristics of the
CR-MAC protocol under saturated traffic. Under saturated traffic, every node in the net-
work always has packets ready to send, and hence each node will work as a transmitting
node after its first successful transmission. In this section, we assume that all nodes will
become transmitting nodes after the warming-up period and analyze the saturated through-
put in the steady state. The saturated throughput is defined as the payload transmitted per
unit time under saturated traffic. In order to compute the saturated throughput in the steady
state, we need to obtain the average duration of a competing period and a reservation pe-
riod. From the beginning of each competing period, every transmitting node has to freeze
its back-off counter fowW consecutive idle slots to maintain the fairness, so the competing
period begins withw idle slots in the steady state. Then every transmitting node starts to
reduce its back-off counter and competes with others. Once a transmitting node obtains the
channel, the network enters the reservation period. During each reservation period, every
node sends exactly one packet. Therefore, each reservation period conbistsrsfecu-
tive successful transmissions, whétas the number of nodes in the network. After that,
the reservation period is forced to cease and the network goes back to the competing period.

The average duration of a successful transmission consists of not only the duration for
transmitting a data frame, but also the duration for transmitting all the control messages
(e.g. RTS, CTS, ACK, etc.) and inter frame spaces (e.g. SIFS and DIFS). From the timing
diagram in Fig.4.4, we can see that every successful transmission except the last one during
each reservation period consists of a FR-RTS/F-RTS, a CTS, a ACK, a data frame and four
SIFSs, where the data frame includes a MAC header, a PHY header and a payload. The

duration of the last successful transmission of each reservation period is slightly different
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from previous ones, and it ends with a DIFS instead of a SIFS to reactivate the back-off
counters of other nodes. L& be the average transmission duration of the fikst- 1)
successful transmissions, afigbe the average duration of the last successful transmission

in each reservation perioa‘é andTs can be expressed as follows.

Ts = Ter-rTgr-RTST TeTs+ Tack +4TsiFst
TmacHeadert TPHY Headert TPaonad
Ts =Ter RrTsF_RTst Tors+ Tack + 3TsiEst (4.3)

TMACHeadeH‘ TPHY Headert TPaonad+ Tpi FS

=Ts+ Toirs— TsiFs

whereTer_rTgF—RrTs TcTs Tack, TsiFs TvacHeades TPHY Header TPayload 2Nd TpiFs de-

note the durations &FR— RT SF —RTSCT S ACK, SIFS MAC HeaderPHY Header
PayloadandDIFS, respectively. Thus, the average duration of the reservation period can

be easily calculated as follows.

DRes= (N—l)Ts—i—Té: N x Ts+ Tpirs — TsiEs (4.4)

The average duration of a competing period is more difficult to obtain than that of a reser-
vation period. In the steady state, before any transmitting node obtains the channel, only
collisions and idle slots occur in the competing period. T,eandTc be the average dura-

tion of an idle slot and a collision, respectively. Cleafy,equals to the length of a slot.
When a collision occurs, the remaining transmission after the F-RTS/FR-RTS frame is can-
celed. After the channel keeps idle for a DIFS, every node becomes unfrozen. Hence, a

collision contains a DIFS and a F-RTS/FR-RTS, that is,

Tc = Te—rTgFR-RTST TDIFS (4.5)
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Under saturated traffic, each competing period contains only idle slots and collisions. In
order to obtain the average duration of the competing period, in the following, we use two
random processes to model the states of the channel and the back-off counter of a given

node during the competing period.

4.4.2 Random Process of Channel States

The first random process is used to model the channel state during the remaining com-
peting period afteW consecutive idle slots. The channel must be in one of the three
possible states: idle, collision and successful transmission, which are represented by I, C
and S in abbreviation in the following. The channel changes from one state to another step
by step. In each step, the states |, C and STaskc andTs, respectively. Le{ X3, Xo, ...}
be a sequence of random variables to model the channel states, Xyhegresents the
channel state at they, step andX, € {I.C,S}, k=1,2,....

We now derive the state and transition probabilities of this random process. Unlike
the Markov process, the channel state atkfestep depends not only on the state of the
(k— 1), step, but also on all previou& — 1) steps. For example, the channel can be in
| or C state at théky, step if and only if there is no successful transmission at previous
(k— 1) steps, because any successful transmission will cease the competing period. Let
¢k denote the event that there is no successful transmission occurs durikgsfeps. In
other words = (Xk #S X1 #S...., X1 #9). Let &, Cx andly represent the events
that the channel has a successful transmission, a collision, and an idle slokgtdtep,
respectively. LeP(S) be the probability that a node sends the first packet successfully
at thek;, step, andP(S, ¢_1) be the joint probability that a node sends the first packet

successfully at thé, step after(k — 1) idle slots or collisions. We can obtalP(S) =
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P(S. 1) and 5 1 P(S, @-1) = 1, since only idle slots and collisions can occur before
the successful transmission.

Let Dc(k) be the average duration of the competing period excepMirsbnsecutive
idle slots, which is under the condition that the first successful transmission occurs at the
kin step. Letlpayioad b€ the average length of the payload. The average duration of a reser-
vation periodDgrescan be obtained from (4.4). We can calculate the saturated throughput
p as the transmitted payload during one competing period and one reservation period as

follows.

N X Lpayload
= Y P(SqO1)- - -
P k; (So@e1) o +Dc(K) + Dres

N X Lpayioad (4.6)
W x Tj +Dc(k) + N x Ts+ Tpirs — Tsirs '

Let D; be the duration at thig, step(i < k), we have
B k-1 k-1
Dc(k) = E(Di|S) = Y E(Di|S ¢« 4.7
c(k) i; (DilS) i; (DilSc, 1) (4.7)
SinceD; depends only on the channel states of the fiss¢ps. we obtain
E(DilS; 1) = E(Di|®) (4.8)

Before a successful transmission occurs akfhstep, the channel state at tiygstep can

be either | or C. We have
E(Dil@) = P(Ci|@)Tc+P(lil@)T
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P(Ci,@)Te+P(li,@)T,
P(®)
P(C,@-1)Te+P(li,@-1)Ti
PG, @-1) +P(li,@-1)
P(Cil@-1)Te+P(lil@-1)T,
P(Cilg-1) +P(li|@-1)

(4.9)

By combining (4.7), (4.8) and (4.9), we obtain

klpqmln+wum)ﬂ

4.10
PG 01) - P(io 1) (4.10)

By plugging (4.10) into (4.6), we find that the saturated througlppartly depends on the
probabilitiesP (@), P(Ck|®-1), P(Ik|®—1) andP(S|@-1), k= 1,2,.... In addition,P(¢)
also can be expressed BYCy|@®—_1), P(lx|®_1) andP(S|@_1) as follows.

P() = P(®ld1)P(@-1/®2)...P(@|@)P(¢r)
= (P(Cul@-1) +P(lk|p-1)) (P(Ck—1|®c—2)

+P(Ik-1]@c-2)) .- (P(C1) +P(11)) (4.11)

Therefore, ifP(Cy|®-1), P(Ik|®—1) andP(S|@_1) can be solved, the saturated through-
put p can be easily obtained. The conditional probabilitf&€y|gc_1), P(Ik|®-1) and
P(&|@«_1) are determined by the states of back-off counters of nodes. For example, if
more than one nodes reduce their back-off counters at the end ok thé);, step, the
collision must occur at thin, step. If only one node has the zero back-off counter at the
end of the(k— 1) step, it can make a successful transmission atthetep. Thus, we can

find P(Cx|—1), P(Ik|¢—1) andP(S|@—1) from the states of the back-off counters.
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4.4.3 Random Process of Back-off Counter States

Next, we analyze the random process for the back-off counter of a given node. While
the channel state changes step by step, the state of the back-off counter of a given node
follows the Markov process. At the end of each step in the random process of the channel
state, every node changes its back-off counter based on the channel state of the current step.
For example, an idle slot makes every node reduce its back-off counter by one. Thus, we
can say that the change of the back-off counter state is triggered by the channel state. On
the other hand, the state of the back-off counter also causes the change of the channel state.
For instance, when more than one nodes reduce their back-off counters to zero at the end
of the same slot, a collision must occur in the next slot.

We use the Markov chain in Fig.4.6 to model the back-off counter state of a given node
during the remaining competing period aft¥rconsecutive idle slots. The Markov chain
contains(CWkes+ 1) states, namely§,0,1,...,(CWkes— 1), respectively. Each of them
represents a state of the back-off counter of a node. State$@MNg.s— 1) correspond
to the values of the back-off counter. St&elenotes the state that the node has sent a
packet successfully. Unlike a regular Markov chain, not all transition probabilities of this
Markov chain are constants. Some transition probabilities depend on the channel state of
the current step. Ld®%(k) andP;(k) be the conditional probabilities that the channel state
is in statesS andC at thek;, step, respectively. We assume that khetransition of the

back-off counter state occurs at the end of ikhestep of the channel state, and is caused
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by the channel state of the, step. LetR;(k) be the transition probability of the back-off

counter state at thiey, transition from statéto statej, wherei, j =S 0,1,..., (C\WWRes— 1).
We have

1, iI=Sj=S

1-P(k), i=0,j=S

Pe(l) i=0,j=0,1,...,CWkes— 1;

PIJ (k) _ CWRes’ 7] 9 = ) es (412)

PS(k)a i:1727"',CV\heS_1aj:S;

1-Ps(k), i=1,2,...,CWRes— 1, =i —1;

0 others

The first equation accounts for the case that a node sends a packet successfulkat the
step. Thus, the competing period ends, and the back-off counter will stay at state S after
that. The second and third equations model the case that a node tries to send a packet at
the k, step. After a successful transmission, the back-off counter goes toSstaiiéh
the conditional probabilityl — P;(k). Otherwise, the node resets it back-off counter by
choosing a number uniformly from 0 {€Wkes— 1) again. In the fourth equation, whenever
any other node in the network completes a successful transmission, the node will no longer
reduce its back-off counter, and transfer to s@t€&inally, the fifth equation accounts for
the case that the back-off counter is reduced by one unless a successful transmission occurs
at thek, step. From above transition probabilities, we can construct the transition matrix
Rrans(K) by plugging evenpj (k) into its corresponding entry &trans(k).

In addition to the transition probabilities, we also need to know the state probabilities of
the back-off counter to solVe(Cy|@_1), P(lk|®_1) andP(S(|@_1). Let r (k) be the state
probability vector of the back-off counter at thg step. Since a node chooses its back-off

counter uniformly from 0 tqCRres— 1) at the beginning of each competing period, the
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initial state probability vector

T (1) = (0,1/C\kes 1/CWkes . . ., 1/CWeg " (4.13)

From the transition probabilities in (4.12) and the initial state probabilities in (4.13), we

obtain

TR = (1K), 1K), 1K), .., K=t (k)T

k—1
= H(1) x I_l Prans(i) (4.14)

wherep (k), i = S0,1,...,CWkes— 1, represents the probability that the back-off counter
stays at stateat thek, step. Letr(k) denote the conditional probability that a node tries to
transmit a packet at the,, step, under the condition that no successful transmission occurs

before thek;, step. We have

(k) = (4.15)

The conditional probabilitie®:(k) and Ps(k) can be expressed hyk). When a given
node tries to send a packet at thg step, if all otheN — 1 nodes have non-zero back-off
counters, the packet can be transmitted successfully. If some of remaining nodes also try

to send the packets at thg step, the collision will occur. Thus,

P() = (1-1(K)2
Pe(l) =1 (1-T(k)"?

(4.16)

85



From (4.12) to (4.16), we can solve the state probability vegidk) and conditional
packet transmission probabilityk) recursively for anyk > 0. Moreover, we can derive

P(Ck|®—_1), P(lk|®x_1) andP(&|@—1) from t(k). We have

P(ll@c-1) = (1—1(k)N
P(S&I@-1) = NT(k)(1—1(k))N (4.17)
P(Ckl®-1) = 1—P(lk|—1) — P(Sc|c-1)

Though the values d?(Cy|®_1), P(Ik|¢9—1) andP(S|@—1) for anyk > 0 can be calcu-
lated from (4.12) to (4.17), itis still difficult to give a neat expressiop b¥ plugging them

into (4.6) and (4.10). Furthermore, becapss obtained by calculating the summation of
the function ofk in (4.6), whenk ranges from 1 toeo, it is impractical to get precise value
for p by repeating the addition operation for infinite iterations. Therefore, we will find the

approximate value gb in the next subsection.

4.4.4 Numerical Analysis of Saturated Throughput

In order to calculate the approximate value of the saturated throughpue repeat
the addition operations in (4.6) for a sufficiently large numbgrfimes instead of infinite

times. That is,

M

p = kz P(Sdl@e-1)P(@c-1) -
=1

N X Lpayload (4.18)
W x T + Dc(K) + N x Ts+ Tpirs — Tsirs '
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Table 4.1: System parameters used for numerical analyses and simulations

Average Packet Payload 8184 bits
MAC Header 272 bits
PHY Header 128 hits
F-RTS and FR-RTS | 208 bits + PHY Header
Basic RTS and R-RTS| 160 bits + PHY Header
CTS 112 bits + PHY Header
ACK 112 bits + PHY Header
SIFS 28 s
DIFS 128ps
Slot Length 50 s
Transmission Rate(R) 1Mbps
CWhin 16
CWhax 1024
W 4

Table 4.1 illustrates the frame-related parameters and overhead used in the following
numerical analyses and simulations. RecallWas$ a small integer and transmitting nodes
cannot reduce their back-off counters uMil consecutive idle slots are sensed from the
beginning of each competing period. Here we chodse- 4. As discussed above, the
length of F-RTS/FR-RTS in Table 4.1 is 6 bytes longer than that of RTS/R-RTS. In order
to compare the performance with the results in [48], we use the same average length of the
payload as in [48], which is represented Ibyyi0ag and computed by the product of the
average duration of the paylodgkyioagand the transmission rafie All other parameters in
Table 4.1 are the same as the specification of IEEE 802.11b FHSS [43], [44]. By plugging
these parameters into (4.3) and (4.5), we obtain the valugsarfdTc. For a given number
of nodes, we can calculaték), Ps(k), Pc(k), Prans(K), P(lk|®-1), P(S|®-1), P(Ck|®-1)
and P(@¢|@_1) for 1 < k < M, recursively, from (4.12) to (4.17). Finally, from above
numerical results for eacky 1 < k < M, the approximate value gf can be obtained by

repeating the addition operation in (4.18) Mrtimes.
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In addition, we derive the upper bounds of saturated throughput for both RTS/CTS
and CR-MAC. The theoretical upper bound of the saturated throughput can be obtained,
if and only if all transmissions are completed one by one without collisions and extra idle
slots. Thus, the upper bound of the saturated throughput for RTS/CTS and CR-MAC can

be expressed byrtgctsandpcr-mac as follows.

TPaonad xR

PrTSCTS= TLRTSCTS 8557(kbpg (4.19)
S
~ N x TPaonadX R
- = 4.20
PeR-MAC = X Ts+ Toirs — Tsips+W x T (4.20)
RTYCTS , L
where Tg equals to the average duration of each successful transmission in the
RTS/CTS protocol and can be represented as
TSRTS/CTS = Trrs+Ters+ Tack + 3Tsirs+ Toirs +
TmacHeadert TPHY Headert Trayload (4.21)

We chooseM = 80,100 and200 and calculate the approximate saturated throughput for
each case, when the number of nodésanges from 1 to 60. We plot three approxi-
mate curves of the saturated throughputNbe= 80,100and200in Fig. 4.7. In addition,
based on the theoretical analysis in [48], we calculate the numerical results of the saturated
throughput of the RTS/CTS protocol by using the same parameters in Table 4.1, and also
plot the curve in Fig. 4.7. Finally, we plot the upper bounds for RTS/CTS and CR-MAC in
Fig. 4.7 by evaluating equations (4.19) and (4.20).

From Fig.4.7, we have following observations. First, the lakjas, the better approx-

imate saturated throughput can be obtained. We can see that there is very little difference
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Figure 4.7: Numerical results of saturated throughput.

between the curves fo = 100andM = 200. Second, the CR-MAC protocoM = 200)
achieves better saturated throughput than RTS/CTS Wher8 and even exceeds the up-

per bound of RTS/CTS wheN > 18. Finally, we can see that the saturated throughput

of the CR-MAC protocol increases slightly, while the saturated throughput of RTS/CTS
drops sharply, as the number of nodes increases from 1 to 60, due to more collisions after

it reaches its maximum value.

4.5 Discussions on Some Practical Issues

4.5.1 Throughput under Unsaturated Traffic

We have shown that the CR-MAC protocol achieves better saturated throughput under
the ideal channel condition than the RTS/CTS protocol. However, can the CR-MAC proto-
col still perform better than the RTS/CTS protocol under more realistic unsaturated traffic?
In the following, we analyze the throughput of the CR-MAC protocol in this scenario.

In the CR-MAC, since transmitting nodes transmit packets without collision during the
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Figure 4.8: ON/OFF traffic model.

reservation period, intuitively, the higher percentage of transmitting nodes in the network,
the better throughput can be obtained. The percentage of the transmitting nodes depends
on the offered traffic load of every node. For example, if a node always has a non-empty
qgueue, it will work as a transmitting node after the first successful transmission. On the
contrary, if a node has no other packets waiting in the queue, when it begins to transmit the
current packet, it has to compete with other nodes to transmit the next packet. The heavier
the offered load is, the better chance a node can reserve the channel for the next packet
when it transmits the current packet.

In order to see the effect of the offered load on the throughput of the CR-MAC protocol,
we consider an ON/OFF traffic model shown in Fig. 4.8. The traffic model has two states
ON and OFF. ON state means the node is busy and has packets ready to send, while OFF
state means the node is idle. Assume that an active node wants to transmit a packet at time
slott. At that time, it has more than one packets waiting in the queue with probafitity
so that it can keep active after stotAlso, assume that at the end of each idle slot, an idle
node in OFF state produces a packet to send and transfers into ON state with probability
1—q(t). It stays in OFF state with probability(t). Any general traffic, such as TCP and
UDP traffic, can be characterized by the ON/OFF model by choosing a specific transition
probabilitiesp(t) andq(t).

To simplify the analysis and examine the extreme cases, we assunggtthandq(t)
are constantp andq, which range from 0 to 1. Whep = 1 andq < 1, all nodes always

have a non-empty queue, and the network works under saturated traffic. pVaémand
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1> q> 0, there are no other packets waiting in the queue when a node begins the current
transmission. In this case, no node can reserve the channel for the next transmission. Every
node has to compete with each other to obtain the channel all the time. In this case, the CR-
MAC protocol degrades to the standard RTS/CTS protocol, and has the same performance.
Between these two extreme cases, whenp > 0 and1 > g > 0, more or fewer nodes will

work as transmitting nodes for some time. As will be seen in Section 6.4, the simulation
results show that CR-MAC protocol provides better throughput and fairness pvbed,

and the same performance wher- 0 compared to the standard RTS/CTS protocol.

4.5.2 Error Handling in Networks with Unexpected Packet Loss and

Collision

As discussed above, the proposed protocol works well under the ideal channel condi-
tion. However, in practice, a wireless channel may not be as stable as the ideal case. Nodes
may face unexpected packet loss and collision. We will show that the CR-MAC protocol
can also work well in these cases.

Based on the assumption of the ideal network, when a transmitting node broadcasts a
RTS message, all nearby nodes within the transmission range of the sender can receive the
RTS message correctly. Unfortunately, the RTS may be lost due to the interference in the

environment. Furthermore, the RTS collision may occur in a multi-hop network due to the
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hidden node problerib4], [55], which is illustrated briefly as follows. As shown in Fig.

4.9, node A and node C stay too far away to hear each other, and they may transmit RTS
messages to node B in the same time slot. Thus, node B cannot receive the RTS messages
correctly from either of them. This is called the hidden node problem. In this case, when
node A and node C cannot receive the CTS message after a SIFS, they know the transmis-
sions has failed. In the CR-MAC protocol, the failure of RTS transmission may occur in
both the competing period and the reservation period. When node A or node C works in
the reservation period, it cannot forward the “transmission token” to the next sender due to
the RTS failure. Then, the node keeps idle for a DIFS and the reservation period transfers
into the competing period. If the RTS failure occurs during the competing period, the node
will reset their contention window and continue to compete for the channel. In the worst
case that no transmitting node can forward the transmission token to the next sender due
to the transmission failure, the network will not enter the reservation period at all, and all
the nodes compete with each other all the time. Thus, in the worst case, CR-MAC protocol

still has similar performance and cost to the standard RTS/CTS protocol.

4.6 Simulation Results

In this section, we present the simulation results of the CR-MAC protocol. In our sim-
ulation, we assume that all nodes uniformly distributed with0a 50m? 2-dimensional
square. A node can communicate with any other nodes within the transmission range of
80m. 95% of packets can be received correctly. The same parameters of the protocol are de-
scribed in Table 4.1. The simulation was run under the ON/OFF traffic model in Fig.4.8 for
various values ofp,q) pairs. We evaluated four important performance metrics, through-

put, fairness, maximum packet delay and mean packet delay of each node. Moreover, all
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these performance metrics are compared with the standard RTS/CTS protocol under the
same condition. The simulation ran for 100 seconds which contained 20 seconds warming-

up period. All simulation data were collected from 20 seconds to 100 seconds.

4.6.1 Throughput

Fig.4.10(a,b and c) illustrate the throughput of CR-MAC and RTS/CTS protocols for
(p,q) =(1,0),(0.5,0.5) and(0,0), respectively. Wheip = 1, every node always has pack-
ets ready to send, so every node works under saturated traffic. Fig.4.10(a) shows the satu-
rated case whefp,q) = (1,0). We can see that as the number of nodes increases, the satu-
rated throughput of CR-MAC protocol increases slightly, while the throughput of RTS/CTS
drops sharply due to the increase of collisions. In cas¢€(fb)y)) = (0.5,0.5)), a node may
work as a competing node or a transmitting node alternatively. The throughput of CR-
MAC protocol declines a little as the number of nodes increases, since some nodes work
as competing nodes and more collisions occur as the number of nodes increases. How-
ever, all nodes in RTS/CTS are always competing nodes. It is not surprising that RTS/CTS
protocol has more collisions than the CR-MAC protocol, which results in a fast decline of
the throughput. Whep = 0, no nodes can reserve the channel all the time, because every
node always has an empty queue when it wants to send the current packet. In this case, as
discussed in Section 4.5, the CR-MAC degrades to the RTS/CTS protocol, we can see from
Fig.4.10(c) that they have similar throughput when the number of nodes changes from 1 to

80.
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4.6.2 Fairness

To evaluate the fairness of the CR-MAC protocol, we adopt the fairness index defined

in [56], which is widely accepted and used in [52] [51]. The fairness index is defined as

fx) = (ZPI/P)° 4.22)

- N3 (pi/R)?

wherep; and p; represent the throughput and the ideal throughput of mogkspectively,
andN is the number of nodes in the network. We assume that all nodes has the same ideal
throughput. It is easy to show thak f(x) < 1andf(x) = 1if and only if all nodes have
the same throughpgi. Also, the closer to 1 the fairness index is, the better fairness can be
obtained.

Fig.4.11(a,b and c) shows the fairness index whei) = (1,0), (0.5,0.5) and(0,0),
respectively. Fig.4.11(a) shows the fairness under saturated tigfig) = (1,0)). In CR-
MAC protocol, since all nodes always have packets to send, they all work as transmitting
nodes in the steady state. Thus, every node has equal chance to use the channel and send
exactly one packet during each reservation period. Thus, the fairness index of the CR-MAC
protocol always equals to 1, while the fairness index of the RTS/CTS protocol decreases as
the number of nodes increases. In cas€ (p)g) = (0.5,0.5)),we can see that the fairness
index of the CR-MAC protocol still keeps above 0.95. However, the fairness index curve
of the RTS/CTS protocol decreases fast and drops down to 0.91 when the number of nodes
increases to 80. The third ca§#, q) = (0,0)) accounts for the situation that no node can
reserve the channel. In this case the CR-MAC protocol degrades to the RTS/CTS protocol.
In Fig.4.11(c), we observes that CR-MAC and RTS/CTS have almost the same declining
curve as the number of nodes increases. Besides the above three special cases, we also

ran the simulation for various values @f, q) pairs. We found that the CR-MAC protocol
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always provides better fairness than the RTS/CTS protocol wher®, and has a similar

declining curve as the RTS/CTS protocol wheg: 0.

4.6.3 Packet Delay

Packet delay is also an important metric to evaluate a MAC protocol. In the simulation,
we compared the maximum and mean packet delay of the CR-MAC and the RTS/CTS pro-
tocols for each node. We looked at three traffic casesq) = (1,1), (p,q) = (0.5,0.5)
and(p,q) = (0,0)). When the network operates under saturated traffic 1), CR-MAC
can obtain shorter packet delay than RTS/CTS, because RTS/CTS causes much more col-
lisions than CR-MAC. Wherp = 0, as discussed above, CR-MAC protocol degrades to
RTS/CTS and has the same packet delay as the RTS/CTS protocol. Therefore, we only
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Table 4.2: The statistic simulation data for the maximum packet d&l&9uax) and
V (Dwmax) denote the average and variance of the maximum packet delay.

Node E(DMax)iV(DMax) E(DMax)iV(DMaX)
# (CR— MAC) (RTYCTS
8 2.7171+1.8148 7.2405+ 3.1556
16 4.51224+-2.4781 115075+ 2.3972
32 8.7888+3.4135 17.0359+4.7697
64 14.6533+4.5074 21.2358+5.0779

Table 4.3: The statistic values for the mean packet d&léy) andV (D) denote the average

and variance of the mean packet delay.

Node| E(D)£V(D) | E(D)+V(D)
(CR—MAC) (RTSCTS
0.0604-0.0012 | 0.0651+0.0029
16 | 0.13384+0.0050 | 0.1408+0.0108
32 | 0.2830:+:0.0146 | 0.2936-+0.0268
64 | 0.5851+0.0408 | 0.604840.0658

give the simulation results for the cage,q) = (0.5,0.5) here. The simulation program
was run for 10 independent iterations when the number of nNdeguals to 8, 16, 32 and
64, respectively. The packet delay is defined as the duration from the time the packet enters
the queue to the time it leaves. For each node, we collected the maximum packet delay
and the mean packet delay during the time from 20 seconds to 100 seconds, and calculated
the average and variance of maximum packet delay and mean packet delay obalks.
The statistic data of the maximum packet delay and mean packet delay are shown in Tables
4.2 and 4.3, wher&(Dwmax), V (Dwmax), E(D) andV (D) denote the average values and the
variances of the maximum packet delay and mean packet delay, respectively. All data are
measured in seconds.

From Table 4.2, we can see that the average maximum delay of the RTS/CTS protocol

is nearly twice as that of the CR-MAC protocol. The data in Table 4.3 also reflects that the
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RTS/CTS protocol has sightly longer mean packet delay than CR-MAC protocol. There-
fore, we can conclude that the CR-MAC protocol is more suitable to the delay-sensitive

applications than RTS/CTS, such as real-time voice and video traffic.

4.7 Conclusions

In this chapter, we proposed a new contention-based MAC protocol with channel reser-
vation, called CR-MAC protocol. We showed theoretically and experimentally that the
CR-MAC protocol can achieve much better throughput, fairness, packet delay than IEEE
802.11 RTS/CTS protocol. In particular, under saturated traffic, both the throughput and
the fairness index of the CR-MAC protocol are very close to the theoretical bound, regard-
less of the number of nodes in the network. By utilizing the overhearing feature of the
shared medium, the proposed protocol includes the reservation information into the control
messages, rather than transmit extra control packets. Thus, the proposed protocol does not
incur much extra overhead. Moreover, the simulation results show that CR-MAC protocol
achieves shorter maximum and mean packet delay than the RTS/CTS protocol, thus the

new protocol is more suitable to the delay-sensitive applications.
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Chapter 5

Clustering and Load Balancing

Algorithms

In chapter 3 and 4, we assume that wireless nodes have very long battery life. Thus,
single path flooding algorithm and channel reservation protocol focus more on performance
and reliability than energy efficiency. In the next two chapters, the proposed approaches
are designed for low speed, low cost applications, in which sensors can only work properly
for a limited time. For such applications, energy efficiency becomes the first concern.

This chapter investigates the problem of positioning mobile cluster heads and balancing
traffic load in a hybrid sensor network, which consists of two types of nodes: basic static
sensor nodes and mobile cluster heads. In such a network, sensor nodes are organized
into clusters and form the lower layer of the network. At the higher layer, cluster heads
collect sensing data from sensors and forward data to outside observers. Such two-layer
hybrid networks are more scalable and energy-efficient than homogeneous sensor networks.
We show that the locations of cluster heads can affect network lifetime significantly. The

problem of maximizing network lifetime through dynamically positioning cluster heads in
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the network (referred to as the CHL problem in this paper) turns out to be NP-hard. We
present a heuristic algorithm for positioning cluster heads and balancing traffic load in the
network.

The rest of the chapter is organized as follows. Section 5.1 provides some background
of the problem studied in this paper and briefly discusses the related work. Section 5.2
gives the description and the formalization of the problem. Section 5.3 presents the new
clustering algorithm. Section 5.4 gives the performance evaluation results. Finally, Section

5.5 concludes the chapter.

5.1 Background and Related Work

In a large scale hierarchical network, sensors are organized into clusters with a cluster
head in each cluster. Cluster heads act not only as a data aggregation point for collecting
sensing data from sensors, but also as a controller/scheduler to make various routing and
scheduling decisions. Such hierarchical clustered sensor networks can be classified into
two categorieshomogeneouandheterogeneousin a homogeneous network, all nodes
have identical capability and energy at the beginning. Some of the nodes are selected to
serve as cluster heads [69, 70, 72, 71]. However, cluster heads will inevitably consume
more energy than other sensor nodes. In order to avoid the problem of cluster heads fail-
ing faster than other nodes, sensor nodes can act as the cluster head rotationally [69]. In
this type of network, since every sensor node may possibly become a cluster head, each
of them has to be “powerful” enough to handle incoming and outgoing traffic and cache
sensing data, which will increase the overall cost of the entire sensor network. Further-
more, selecting cluster heads dynamically also results in high overhead due to the frequent

information exchange among the sensor nodes. On the contrary, a heterogeneous sensor
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network, or a hybrid sensor network, contains a small number of resource-rich specialized
cluster heads along with a large number of resource-limited basic sensor nodes. Basic sen-
sor nodes have limited communication capability and mainly focus on sensing the environ-
ment, while cluster head nodes are equipped with more powerful transceivers and batteries
but simpler sensing modules. The cluster head organizes basic sensor nodes around it into
a cluster, collects sensing data from sensors and forwards data to the outside observer. A
two-layer hybrid sensor network is depicted in Figure 5.1, where large nodes at the higher
layer are cluster heads and small nodes at the lower layer denote the basic sensor nodes.
The advantages of a heterogeneous sensor network are: first, the hierarchical topology is
more scalable than a flat network without hierarchies; second, as the dominant percentage
of the network nodes, the basic sensors can be made very simple and inexpensive, thus the
overall cost of the network can be reduced.

In a heterogeneous sensor network, after deployed in a two-dimensional area, each
cluster head organizes sensor nodes around it into a cluster. The inner-cluster traffic can be
roughly divided into two types based on the direction of the traffic flow: uploading sensing
data from sensors to the cluster head and downloading commands from the cluster head to
sensors. Since the number of cluster heads is much smaller than the number of sensors and
each sensor has a very limited transmission range, the packets sent by a sensor node may
need multi-hop relaying by other sensors to reach the cluster head. On the other hand, since
a cluster head has a more powerful transceiver, every sensor in the cluster can hear from the
cluster head directly. Cluster head can decide the routing path and poll sensors one by one
in a time-slotted manner. Our recent work [99, 98] focused on the inner-cluster multi-hop
polling scheme for a cluster with a static cluster head. In this paper, we consider mobile

resource-rich cluster heads, and will focus on optimally positioning such cluster heads in
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Figure 5.1: A two-layer hybrid sensor network. Large nodes at the higher layer are cluster
heads. Small nodes at the lower layer are basic sensor nodes.

the network to balance traffic load and prolong network lifetime.

The problem studied in this paper is related to two well-known problems: the facility
location problem [76] and the network flow problem [75]. The facility location problem
(FLP) has been extensively studied in the last decade, which can be briefly described as
follows. Given a set of demand nodes, a set of facility nodes and cost functions, the prob-
lem is to optimize some objectives, for example, kkeenter problem which minimizes the
maximum distance (cost) between any demand node and the nearest facikiynéokan
problem which minimizes the sum of distances to the nearest facility, and so on. As many
other optimization problems, thecenter ank-median facility location problems are NP-
hard. In the problem we consider in this paper, demand nodes and facilities correspond to
sensor nodes and cluster heads, respectively. However, different from the traditional facil-
ity location problem, we introduce the capacity, or energy limit, to each sensor node, to
find the maximum lifetime of the entire network. The network flow problem is to optimize

the flow between any pair of nodes in a graph according to various objective and constraint
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functions. The network flow problem was first introduced to multi-hop wireless networks
by Chang and Tassiulas [73], and then discussed in other literatures as well, see, for ex-
ample, [74, 99, 98]. In this paper, we will use the network flow as a mathematical tool to
balance the traffic load to maximize network lifetime by applying different constraints.

We consider the applications, such as environment monitoring, where the sensing data
is generally collected at a low rate and sensing data is not very delay-sensitive so that it
can be accumulated into fixed-length data packets and uploaded once a while. For such
applications, we have the following assumptioms.static sensors angk mobile cluster
heads are uniformly deployed onto a two-dimensional working area. Due to limited trans-
mission power, sensor nodes can only reach nearby nodes within a limited range. The total
power consumption for transmitting a packet, including processing power consumption,
such as coding/decoding, modulation/demodulation, A/D-D/A, and so on, and radio power
both are assumed to be proportional to the size of the packet. For the sake of simplicity,
we only consider the major energy consumption for communications and ignore those for
sensing and other tasks. Cluster heads can move to anywhere within the working area, and
are equipped with more powerful transceivers and batteries having much longer lifetime
than those of sensor nodes. Sensing modules can be optional for cluster heads. In addition,
cluster heads are connected directly without the relaying of sensor nodes. We assume that
all sensors and cluster heads obtain either their absolute positions from the GPS [33] or rel-
ative positions from other location services [34, 77]. In the area without the GPS system,
we assume that each sensor can estimate the relative location information to nearby nodes

by detecting the relative distance and angle [34, 77].

103



5.2 Problem Description and Formalization

Before describing the problem we are considering, we first give an example to see how
the position of the cluster head affects the network lifetime. Here we defineetinrk
lifetime as the lifetime of the first failure node in the network. As shown in Figure 5.2(a),
two cluster heads and twenty sensor nodes are randomly deployed in the sensing field. The
network is organized into two spanning trees rooted at two cluster heads respectively. Due
to limited transmission power of sensors, a packet may need multi-hop relays to reach the
cluster head. We can see that in the left cluster, node 1 is a bottleneck node, because it has to
relay the packets from its six child nodes to the cluster head. An even worse situation occurs
in the other cluster: node 2 suffers heavier load than node 1, which has seven children.
Since node 1 and node 2 are bottlenecks in the corresponding clusters, they will consume
energy much faster than other nodes. After they fail, the network becomes disconnected.
Figure 5.2(b) shows the network layout in which two cluster heads are placed at better
positions. Some traffic load forwarded by node 1 and node 2 before is now re-directed via
other nodes with lighter traffic load. As a result, the most unlucky node in Figure 5.2(b) has
only two child nodes. We can see that due to the movement of cluster heads, the traffic load
is balanced and the network lifetime is prolonged significantly. From this simple example,
we observe that, in order to maximize the network lifetime, the maximum load of any
node should be minimized. In addition to load balancing, positions of cluster heads can
also affect the directions of traffic flow, thereby have a significant impact on the network
lifetime. In the following, we will start with the networks with static cluster heads and then

consider the networks with mobile cluster heads.
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Figure 5.2: (a) Initial topology of two clusters. (b) New topology after two cluster heads
move to better locations.
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5.2.1 Load Balancing in Networks with Static Cluster Heads

As discussed above, due to the different amount of traffic each sensor node relays, some
nodes may fail sooner than others. In order to maximize the network lifetime, relaying
paths must be carefully planned to balance traffic load. Load balancing problem in sensor
networks has been investigated in some existing work, such as [73, 74, 99], and can be
formalized into a network flow problem or a linear program under different objectives and
constraints. For a network with static cluster heads, the problem of maximizing network
lifetime can be formalized as the following network flow problem.

A static sensor network can be modeled as a directed g&SIC,A), whereS =
{s1,%2,...,5n} is the set of all sensor nodeS,= {c1,Cy,...,Cn.} is the set of all cluster
heads and\ is the set of all directed linka(i, j) wherei € S j € SC. Given a directed

graphG, its corresponding flow grap®'(S,C’, Src Dst,A’) can be constructed as follows:

e For eacts € S add two vertices| ands’ to S; an arca(s,§') is added intoA” with

(rs TRy
r

capacityEs‘_T +r5T; for eachc; € C, add a vertex; to C';

e For each ar@(s,sj) € A wheres;,sj € S, add an ar@(s',s)) into A’ with infinity

capacity;

e For each ar@(s;,cj) € A wheres € Scj € C, add an ar@&(s’,cj) into A" with

infinity capacity;

¢ A pair of source and destination nod&sxandDst are added int&'; for eachs € S,

connectSrcands by an arca(Src ) with capacityrs T;

e For eaclt] € C', connect; andDst by an arca(cj, Dst) with infinity capacity.

106



whererg and Eg denote the data generating rate and energy limit of rspdigy and P
represent the power consumption for generating and relaying a unit of traffic, respectively,
andT is the network lifetime. Since the sensing data is sent out periodically, say,&Very
time. We can sef = AT at the beginning and increaseby AT every time. For any given

T, the problem is a regular maximum flow problem and can be solved by Ford-Fulkerson
algorithm in polynomial time. In this constructiory T limits the flow fromSrcto s and
represents the flow generated $yithin time T, which consumesrs T Ry) energy. Due

to the energy constraint of nodg the maximum flow that nodg can relay within timer

is w. Thus, the total flow a nodg can generate and relay in tinfeis limited by
%?TP@ +r5T. When the maximum flow equals; csrs T, it means that until timé, all

generated traffic bys sensor nodes is received by cluster heads. Thusg ansors must
be alive untilT. We can keep increasirigand running Ford-Fulkerson algorithm to obtain
the maximum flow for every value, until the maximum flow is less thgh csrs T, which
means that some nodes have failed before im&inally, the value ofl obtained before
the last run of Ford-Fulkerson algorithm is the maximum network lifetime. An example of
the construction is depicted in Figure 5.3.

We now analyze the time complexity of this method. Uetlenote the maximum units
of traffic any sensor node generates and relays within TimevhereT* is the maximum

network lifetime obtained by the algorithm. Then

The running time of this method (U Mg), whereMs = nc + ns is the total number of
cluster heads and sensors in the network.

Note that the above optimization needs global location information of sensor nodes
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Figure 5.3: (a) Connection patterns of a network with two clusters. (b) Network flow graph
for maximizing the network lifetime, where the capacities of unmarked arcs are infinity.
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and cluster heads and connection patterns of the network. As we know, exchanging global
location information is very energy-consuming and impractical for a large sensor network.
Here we give this global optimal solution is only for the purpose of comparing the lifetime

of the network with mobile cluster heads later.

5.2.2 Possible Locations of Mobile Cluster Heads

Next we consider the problem of maximizing the lifetime of the network where cluster
heads are allowed to move in the sensing field. From the example we discussed earlier, we
can see that the position of a cluster head can greatly affect the network lifetime. Before
cluster heads decide where to move, they need to know where they can move to. The
possible location sdt of cluster heads is defined as a set of target positions where cluster
heads can move to, stay and be reached by sensor nodes. For most applications, cluster
heads are able to move continuously on the two-dimensional plane, which includes an
infinite number of points. However, not every point in the field can be a possible location
for a cluster head, because once a cluster head moves to a point, nearby sensor nodes must
be close enough to communicate with the cluster head. We defingetgbbor sebf a
point as a set of sensor nodes which can communicate with the cluster head placed at this
point. A point is a possible location of the cluster head, if and only if its neighbor set is
non-empty and the set has been obtained or estimated by the cluster head.

Possible locations of cluster heads can be classified into two types: known positions
whose neighbor sets have been obtained, and unknown positions whose neighbor sets can
be estimated. In some cases, such as indoor applications, due to the reflection from walls
and obstacles, wireless propagation is difficult to be modeled into a neat form [78]. The

transmission range of a node may be in an irregular shape. It is impractical to obtain the
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L ocation Before Optimization
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Figure 5.4: Grid scheme: cluster head can only move to crossing points of grid cells.

neighbor set of an unknown point, unless a cluster head moves there or a sensor node
has stayed there. In this situation, only the points where sensor nodes or cluster heads
have been located can be possible locations, because only the neighbor sets of these points
can be obtained precisely. A cluster head will choose its next position from these known
possible locations. Though these possible locations can guarantee the cluster head to com-
municate with its neighbor set, some positions in an unknown area may be better than these
known positions. When sensor nodes are deployed in an open two-dimensional field, where
received wireless signal strength is inversely proportional to the square of the distance be-
tween the transmitter and the receiver. In this case, the two-ray model can be used to model
the propagation of wireless nodes. The transmission range can be approximately modeled
by a unit disk centered at the transmitter, whose radius is proportional to its transmission
power. Given relative positions and maximum signal strengths of all sensor nodes and

cluster heads, the neighbor set of any point in the field can be estimated according to the
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two-ray propagation model. Thus, the possible location set becomes an infinite set. In or-
der to simplify the problem, we assume that each cluster divides the sensing field into grid
cells. Only the crossing points of grids can be the possible locations. We refer to these two
methods to obtain possible locations of cluster heads described ab&wews position
schemendgrid schemerespectively. An example of using the grid scheme is illustrated

in Figure 5.4, where the sensing field is divided into grids, and the cluster head will choose

and then move to the best location among all crossing points of the grids.

5.2.3 Problem Definition and Formalization

For a network withng sensor nodes amgi mobile cluster heads, we assume that each
cluster head can move to any one of theossible locations. We now consider the prob-
lem of finding the positions ofi; cluster heads from; (nj > n¢) possible locations, and
determining which cluster head serves eachs@ensors to maximize the network lifetime.
We call this problenCluster Head Locatioproblem and refer to it as CHL problem. CHL
problem can be formally stated as follows.

The sensor network can be modeled as a directed @&gf., A), whereS= {s1,%, ..., S}
is a set of all sensor nodels= {l1,12,...,l } is a set of all possible locations of cluster
heads, and is the set of all arcs i®. LetNg; be a set of sensors that can reacin one
hop, and\;; be a set of sensors that can reach the cluster hdathaine hop, anc[ixlgj be
a set of sensor nodes and possible locations of cluster heads which are in the transmission
range of sensas;j. An arca(sj,sc) belongs toA, if and only if sensos, can be reached by
sj inone hop, and an aags;, ly) exists in G, if and only if the possible locatiyis located
within the transmission range of senspr Letns = |§], nj = |L| andn be the number of

cluster heads, wherg > n.. Each vertess;(s; € S) hasn indicator variables's‘j, vlj € L.
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Each ara(sy,t) in A containsn flow valuesfé‘(t, wheres, € St € S|JL andl; € L. Each
element; in L corresponds to a variablé indicating whether a cluster head stay$ at

Given a graphG(S,L,A), the problem can be formalized as follows:

Maximize T

Subject to

I"={0,1},vl; e L
1 = ne

licL

g ={0,1},WlieL,VsjeS

z Clsil. =1VvljelLVseS

lieL
fgp <1 xM
Sj€ lj
li F .
licLteNy lieL 5N

]
te S/J e s

All variables> 0

In this program[T is the network lifetime, andfi is an indicator variable denoting whether
a cluster head is placed at possible locationSincen cluster heads will choose their
positions fromn; possible locations, the summation 16t for all I; € L equalsnc. c:'sij is
another indicator variable denoting whether sesgbelongs to the cluster head at possible
locationl;. Since each sensor can only belong to one cluster, onI)c'g}rfer all lj e L

can bel, while others equaD. In the fifth constraintM is a large positive constant and
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represents the maximum traffic a cluster head can handle. Since cluster heads are powerful,
M can be assumed to be any constant larger than the total flow in the network. If there is
a cluster head staying at possible locatigrthe total flow received by the cluster head
must be less thaM. Otherwise, no flow goes tp. The sixth constraint accounts for the

fact that, for each sensor node, the total outgoing traffic equals the sum of total incoming
traffic and the total locally generated traffig, is the data generating rate of sensprThe
seventh constraint says that the total energy consumption of sgmeast be limited by its
maximum energy limiEs;. From this constraint, we can also see that vw,ﬂ?ﬁ: 0, that is,

when sensos;j does not belong to the cluster head} avoth fé}t(t €Ng) andfé‘(sj (ke Ng))

equal zero, which means no flow goedjtoia sensos;.

5.2.4 NP-Hardness of the CHL Problem

We next show that it is NP-hard to obtain optimal clustering and locations of cluster

heads which maximizes the network lifetime.
Lemma 1 The CHL problem is NP-hard.

Proof. In order to show that CHL is NP-hard, we give a reduction fromkteenter prob-
lem [76]. Thek-center problem is a basic facility location problem, which aims at locating
k facilities in a graph and to assign demand vertices to facilities, so as to minimize the
maximum distance from a vertex to the facility to which it is assigned. Given any instance
of the k-center facility location problem, an instance of CHL problem can be constructed
as follows.

Let G denote the graph of tHecenter problemDem= {D1,Dy,...,Dy,} denote a set

of demand vertices, arfetac= {F1,F,..., - } be the set of possible locations of facilities.
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A graph of CHLG'(S,L,A) can be constructed as follows, wh&gd_ andA are as defined

in Section 5.2.3.

e For each demand vertdX; in G, add a vertes; to S, with infinity energy capacity

Es; and data generating ratg = 1.
e For each vertex denoting a possible facility locati®im G, add a verte; into L.

e For each pair oD andF in G, add an intermediate vertem‘j into S, with the

energy capacit)Em-j = d(D—aF.) and data generating ratc,g]ij = 0, whered(Dj,F)

is the distance between demand ver2x and possible locatiofi; in G. Con-

nectm) andl;, s; andm) with two arcsa(m,l;) anda(sj,m.), respectively, where

j
a(mi,li),a(s;,m;) € A

In the construction, the number of cluster heagl;n CHL equals the number of facil-
ities, k, in thek-center problem, and the number of possible locations of cluster mgads
equals the number of possible facility locationg, in the k-center problem. Power con-
sumption for generating and relaying a unit of traffig,andP;, both equal 1. An example
of the construction o&’ from G is shown in Figure 5.5. Figure 5.5(a) contains four demand
vertices and two possible facility locations, while two possible locations of cluster heads
vertices and twelve sensor vertices are added in Figure 5.5(b). Among all twelve sensor
nodes,m‘j,(j =1,2,3,4;i = 1,2), are intermediate nodes which have zero data generating
rate and act as relaying-only nodes.

In the optimal solution of CHL, if there is a non-zero flow goes frgno |; via the path
Sj — mij — lj, a demand nodBj is assigned to the facilitf5. In addition, the maximum

flow generated by; within time T, which equalsTrs;, must be less than or equal to the
E

m

. ]
maximum flow the intermediate nomg can relay, which equals;*. Since botr? andrs,

r

114



(b)

Figure 5.5: Reduction from thie-center problem to CHL. (a) Graph of thecenter. (b)
Graph of CHP.

are 1 in this construction, we know that the lifetifies bounded bynin; max Emij, where
Emij is the energy constraint of the intermediate veni-;xfori =12,....,ng,j=1,....np.
SinceEy; = a0 - We havemaxT = maxmin max (g5 y)-

Therefore, the optimal clustering achieves the maximum lifefinie G, if and only if
demand vertices i@ can be organized intoclusters with the maximum-minimum distance
from any demand vertex to the facility to which it is assigned can be minimizéd to

We have shown that it is NP-hard to find a clustering which maximizes the lifetime
T in the CHL problem. In addition to the NP-hardness of the problem, for a centralized
algorithm, collecting global location information and connection patterns will be a very
energy-consuming task for a large scale network. Even if a suboptimal solution can be
obtained by relaxation or other methods, the centralized algorithm may not be suitable for
a large sensor network. In a network which consists of hundreds and thousands of nodes, it
will be a huge burden to forward location and topology information to one central controller

instead of sending to multiple distributed cluster heads. For these reasons, in the following

we present a practical distributed heuristic algorithm for the above problem.

115



5.3 Clustering a Hybrid Sensor Network: A Heuristic Clus-
tering Algorithm

We propose a heuristic clustering algorithm as outlined in Figure 5.6. The algorithm
can be divided into two phases: organizing sensor nodes into different clusters and finding
the best location for every cluster head. These two steps can be executed rotationally as

shown in Figure 5.6. We will explain the algorithm in details next.

5.3.1 Organizing Sensor Nodes into Clusters

A straightforward way to organize sensor nodes into clusters is to assign each sensor to
the “nearest” cluster head from it. Here, the distance from a sensor node to a cluster head
is measured by the hop count. After sensor nodes and cluster heads are deployed in the
field, first, they need to discover their neighbor nodes around and transmission links among
them. During the neighbor discovery phasie]lo messages will be generated and flooded
by each sensor node. In order to avoid extra overhead, thelfmessages are also used
to construct clusters in our algorithm. A cluster will be organized into a spanning tree as
follows. At the beginning, each cluster head generatelello message, which includes
three extra fields in addition to other regular conte®sot ParentandLeve| whereRoot
andParentare marked by the ID of the cluster head, amdeldenotes the current level of
the cluster head in the spanning tree and is set to zero. Then the cluster head broadcasts the
Hello message with the same transmission power as sensor nodes. Each sensor node will
also maintain its node level, parent ID and root ID in the tree, where level is set to infinity at
the beginning. Once a sensor node receilebo messages from the cluster head or other

sensor nodes, they will check thevelvalue in the message and compare it with its node
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Figure 5.6: The heuristic clustering algorithm.
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level. If theLevelin the message is less than its own node level, it updates its root ID, parent
ID and level according to the valuesiRbot ParentandLevelin the message, respectively.
Then, it increments thieevelof the message by one, sets Baentof the message with its
node ID, and broadcasts it again. If thevelin the message is not less than its own node
level, it simply drops the message. Finally, when no mde#io messages are broadcast
in the network, every sensor node will know which cluster it belongs to and which sensor
node is its parent node in the spanning tree. The cluster forming process will end after a
fixed-length of the time, which should be long enough to guarantee every sensor can find
its nearest cluster head. At the end of the cluster forming phase, each sensor node uploads
its location and neighbor information to its nearest cluster head through the branch of the
spanning tree. This phase is described in Table 5.1.

We now analyze the complexity of the clustering algorithm. Each sensor has at most
n one-hop neighbors, whereis the total number of nodes in the network. Each sensor
needs to receivilello messages from all its one-hop neighbors, and also send ¢iglits
message to all of them, which nee@n) times one-hop transmission. Thus, the total

complexity of the clustering algorithm B(n?).

5.3.2 Finding Best Locations of Cluster Heads

After the cluster forming phase, the entire network is organizednptmdependent
clusters. Each of them consists of a cluster head as the root and a bunch of sensor nodes.
The next step is to find the best location for each cluster head from its possible locations.
The new location of a cluster head should balance the traffic and minimize the maximum

traffic load of each sensor node.

118



Table 5.1: Clustering forming algorithm

Cluster Forming Algorithm

Procedure of a cluster head:
for each cluster head;
Generate &lello messagd;, including

ParentM;) = C;;
RootM;) =GC;;
Leve(M;) =0;

Broadcast thélello messag®/; with the same
transmission power as sensor nodes;
end for

Procedure of a sensor node:
for each sensan;
while (Cluster forming phase is not ended)
Overhear the channel and receive Hello messages;
if Leve(M) >Level of n;
Discard the message;
else
Level of nj = Leve(M) +1;
Parent ID ofn; = ParentM);
Root ID of nj= ParentM);
ParentM) = n;;
LevelM) = Leve(M) +1;
Broadcast Hello messadé,
end if
end while
Upload its location and neighbor information
to the nearest cluster head,;
end for
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Search for Best Locations of Cluster Heads

During the clustering forming phase, each cluster head has acquired a “map” of the
entire cluster which includes the positions and connection patterns of all sensor nodes in
the cluster. From the map, a cluster head can obtain some possible locations by using
the known position scheme or the grid scheme discussed earlier. Then the cluster head
tests possible locations one by one. For each possible location, the cluster head assumes
that it has moved there and nearby sensors have been organized around it into a cluster.
The minimum lifetime of sensor nodes will be maximized by running the network flow
algorithm we will introduce next. After all possible locations are tested, the cluster head
will compare all max-min lifetime values and choose the maximum one. Its corresponding
possible location will become the next position of the cluster head. It should be pointed out
that in the grid scheme, the number of possible locations is determined by the size of grids,
while the number of known positions is fixed for a network. The more possible locations
are available, the better locations of cluster heads may be obtained, though small grid size
increases the processing time and complexity. We will compare how different grid sizes

affect the network lifetime in Section 5.4.

Load Balancing by Using Network Flow Algorithm

For each possible location of a cluster head, we assume that the cluster head has moved
there and find the maximum-minimum lifetime of the cluster. Since each cluster only
contains one cluster head and the location of the cluster head has been fixed, the problem
of maximizing the minimum lifetime of the cluster becomes a simplified version of the

CHL problem withn, = nj = 1. The problem can be formalized as follows.
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Maximize T
Subject to

| | ,
fsh = foes; T 15T, VSj €S
teNy KEN;
] J

te 4 SEN;

All variables> 0

All the above notations have the same definitions as those in Section 5.2.3. The two con-
straints account for the flow and energy constraints at each sensor node, respectively. Com-
pared to the CHL problem, this problem is a regular network flow program, which can be

formalized into a linear program and solved in polynomial time.

Time Complexity of Finding the Best Location of the Cluster Head

Let M be the number of possible locations aviglbe the total number of sensor nodes
and cluster head in the cluster. For each possible location, the above linear program can
be solved by the method we introduced in Section 5.2.1. Thus, the maximum lifetime can
be obtained irO(UM?2) time, whereU is as defined in Section 5.2.1. Therefore, the total

running time for finding the best location of the cluster hea@(s M_M2).
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5.3.3 Recovering from Unexpected Failure of Cluster Heads and Sen-

Sors

In this subsection, we discuss how a two-layer hybrid sensor network can recover from
unexpected failures of some sensor nodes and cluster heads. One of the most important
functionalities of a sensor network is to sense the human-unreachable area, such as volcano,
seabed and outer-space, where unexpected hazards occur from time to time. These hazards
may lead to unexpected failure of cluster heads and sensor nodes. Without the remote
control from human being, alive cluster heads and sensors must be able to re-organize the
network self-adaptively. Cluster head can find the failure of sensor nodes in the cluster, if
it cannot receive sensing data from these nodes for a while. When the hazard occurs in a
small region, only a small number of sensor nodes are destroyed by the hazard, the cluster
head may ignore the failures. If a large percentage of sensor nodes in the cluster fail, or
some cluster heads are down, alive cluster heads need to re-organize the network to balance
the traffic for the new network layout. What they need to do is to execute the clustering
algorithm again. Note that all operations are dynamic and self-adaptive and no control from

human being is needed.

5.4 Performance Evaluations

We implemented the proposed clustering scheme on the NS-2 simulator. In the simula-
tion, we assume that 800 sensor nodes and 6 cluster heads are uniformly deployed within
a 670x 670m two-dimensional square. The two-ray propagation model is used to de-
scribe the feature of the physical layer. With the maximum transmission go8&8nw,

each node can communicate with other nodes as fdf@saway. The radio bandwidth
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is 200kbps. CBR traffic on the top of UDP is generated to measure the throughput. Each
packet has a fixed size of 80 bytes, including header and payload. Within each cluster,
multi-hop polling protocol [99] is used as the inner-cluster protocol to avoid packets colli-

sion at the MAC layer. The performance of the algorithm was evaluated from three aspects:

network layout, network lifetime and recovery from failures.

5.4.1 Network Layout

In this scenario, 800 sensor nodes and 6 cluster heads are randomly deployed to cover
the sensing field, which will be organized into 6 clusters. The sensing field is divided into
10m x 10m grids by cluster heads. In Figure 5.7, six triangle symbols in different colors
denote cluster heads, and other smaller symbols represent sensor nodes. The cluster head
and sensor nodes that belong to the same cluster are marked in the same color. Figure
5.7(a), (b), (c) and (d) depict the initial network layout and the layout after the first, second
and third round of adjustments, respectively. In the center of Figure 5.7(a), We can see
that three cluster heads are initially placed so close that they are near the margins of their
corresponding clusters. It is inefficient to upload sensing data to cluster heads for those
sensor nodes located too far away from cluster heads. However, after several rounds of
adjustments, as shown in Figure 5.7(b), (c) and (d), we can observe that, first, the crowded
cluster heads move apart from each other and now are closer to the center of each cluster;
second, some sensor nodes are re-allocated from one cluster to the other, which can balance

the sizes of clusters.
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Figure 5.7: Network layout where triangle symbols denote cluster heads, while other sym-
bols represent sensor nodes. Sensor nodes and cluster heads are marked in the same color
if they belong to the same cluster. (a) Initial layout. (b) Layout after round 1. (c) Layout
after round 2. (d) Layout after round 3.
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5.4.2 Network Lifetime

Next we will see how mobile cluster heads can improve the lifetime of a sensor network.
After the network is deployed, for the initial layout of a network, the optimal network life-
time can be obtained by running the flow algorithm discussed in Section 5.2.1. Here we
assume that the global location information and connection patterns needed by this global
algorithm are available, though it may be impractical to obtain such global information in a
large network. The optimal lifetime obtained will only be used as a performance reference
for the comparison purpose. We also run the known position scheme and grid scheme to
optimize the lifetime of the network with mobile cluster heads. Figure 5.8 shows the rel-
ative lifetime ratio of the known position scheme and the grid scheme with grid distances
5m, 10m and 20m, respectively, to the optimal lifetime of the network with static cluster
heads. We can see from Figure 5.8 that the relative lifetime ratio is less than 1 at the be-
ginning. This is because that the initialization of the clustering phase is only based on the
local information, and the traffic flow is optimized within the range of each cluster, while
the maximum lifetime in the static network is obtained from the global optimization. How-
ever, after the first round of running the grid scheme, the relative lifetime ratio increases to
about 1.2 for the grid sizém, and about 1.0 for the grid siZEdm and20m. We can see
that by running the grid scheme for 5 rounds, the relative lifetime ratio goes above 1.32 for
all three different grid sizes. The known position scheme is not as good as the grid scheme
after round 1, but the relative lifetime ratio of the known position scheme keeps increasing
and reaches 1.10, 1.26 and 1.30 after round 2, 3 and 4, respectively. We can observe that,
both the grid scheme and the known position scheme can achieve &Jégistprovement

of the network lifetime after 5 rounds of adjustments.
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Figure 5.8: The relative lifetime of the grid scheme (Grid size = 5m, 10m and 20m) and
known position scheme for the network with mobile cluster heads, compared to the optimal
lifetime for the network with only static cluster heads.

We also investigate how the transmission range of sensors can affect the network life-
time. Figure 5.9 shows the relative lifetime of the known position scheme compared to the
optimal lifetime for the network with only static cluster heads as the transmission range
increases fronlOm to 100m. The figure plots the relative lifetime obtained by executing
rounds 1, 3 and 5 of the heuristic approach. We can see that all the three curves decline
slightly as the transmission range increases. When the transmission rangel8Gumathe
relative lifetime after round 3 is close 1005. This is because that increasing the transmis-
sion range can enhance the connectivity of the network, and the packets can be forwarded
to cluster heads with fewer relays. Also, the maximum burden of bottleneck nodes can
be reduced. When the transmission range is long enough, the load balancing algorithm
for static cluster heads can achieve close performance to the approaches for mobile cluster

heads. In practice, the transmission ranges of most existing prototypes of wireless sensors
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Figure 5.9: The relative lifetime of the known position scheme compared to the optimal
lifetime for the network with only static cluster heads vs. the transmission range.

are10m—50m. In these cases, using mobile cluster heads can greatly increase network

lifetime compared to using static cluster heads.

5.4.3 Recovering from Unexpected Failures of Cluster Heads and Sen-

Sors

In this scenario, we assume that one cluster head and 100 sensor nodes are destroyed
suddenly, after round 3 in the last scenario. All failed cluster heads and sensors are ran-
domly chosen. Due to the failure of cluster heads and sensors, packets from some sensors
cannot be forwarded to cluster heads through old relaying paths. In order to fix this prob-
lem, the clustering algorithm and cluster head positioning algorithm need to be executed

again to determine new locations of cluster heads and clustering of sensors for the new
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network layout. From Figure 5.10(a), we can see that the cluster head of the cluster lo-
cated at the top-right corner is down. After re-clustering, the network is re-organized into

five clusters. In Figure 5.10(b), sensor nodes in the cluster which lost its cluster head are
re-allocated to two nearby clusters. Then, in Figure 5.10(b) and (c), each cluster head
searches for and moves to the best location within the cluster. The simulation results of this
scenario show that the proposed clustering algorithm can adaptively recover the network

from unexpected failure of partial sensors and cluster heads.

5.5 Conclusions

In this paper, we have considered the problem of positioning mobile cluster heads in
a two-layer hybrid sensor network to maximize network lifetime. Two-layer hybrid net-
works are more scalable and energy-efficient than homogeneous sensor networks. In such
a network, since all sensing data goes to cluster heads, the positions of cluster heads may
affect the direction of traffic flow significantly. In order to prolong the lifetime of sensors,
the location of the cluster head needs to be planned to balance the traffic load. We first
showed that the problem of positioning cluster heads to maximize the network lifetime is
NP-hard. We then presented a heuristic algorithm for positioning the cluster heads and
balancing the traffic load in the network. By moving the cluster head to a better location,
the traffic load is balanced and the network lifetime is prolonged. Simulations were run on
the NS-2 simulator, and the results show that our cluster head positioning algorithm can in-
crease the network lifetime by a significant amount. In addition, the algorithm can recover

the network from unexpected failure of sensors and cluster heads.
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Figure 5.10: Network layout after unexpected hazards which cause 100 sensors and 1 clus-
ter head to fail. (a) Layout after 100 sensors and 1 cluster head fail. (b) Layout after round
1. (c) Layout after round 2.
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Chapter 6

Gathering Data with Mobile Data

Collectors

In pervious chapter, we have seen how the hierarchical topology can improve the net-
work lifetime. This chapter presents a new data gathering mechanism for large scale mul-
tihop sensor networks. A mobile data observer, caBedCay which could be a mobile
robot or a vehicle equipped with a powerful transceiver and battery, works like a mobile
base station in the network. SenCar starts the data gathering tour periodically from the static
data processing center, traverses the entire sensor network, gathers the data from sensors
while moving, returns to the starting point, and finally uploads data to the data processing
center. Unlike SenCar, sensors in the network are static, and can be made very simple and
inexpensive. They upload sensing data to SenCar when SenCar moves close to them. Since
sensors can only communicate with others within a very limited range, packets from some
sensors may need multihop relays to reach SenCar. We first show that the moving path of
SenCar can greatly affect the network lifetime. We then present heuristic algorithms for

planning the moving path/circle of SenCar and balancing traffic load in the network. We

130



show that by driving SenCar along a better path and balancing the traffic load from sensors
to SenCar, the network lifetime can be prolonged significantly.

The rest of the chapter is organized as follows. Section 6.1 discusses some related
work. Section 6.2 presents our data gathering scheme for a connected network. Section
6.3 describes the data gathering scheme for a disconnected network. Section 6.4 gives
performance evaluation results and some discussions. Finally, Section 6.5 concludes the

chapter.

6.1 Related Work

Mobility of sensor networks has been studied in some literatures recently [79, 80, 81,
82, 83, 84, 85, 88, 90, 86, 87]. In [79] and [80], radio-tagged zebras and whales are used
as mobile nodes to collect sensing data in a wild environment. These animal-based nodes
wander randomly in the sensing field, and exchange sensing data only when they move
close to each other. Thus, sensor nodes in such a network are not necessarily connected
all the time. Moreover, the mobility of randomly moving animals is hard to predict and
control, thus the maximum packet delay cannot be guaranteed. For sensor networks de-
ployed in an urbane area, where public transportation vehicles, such as buses and trains,
always move along the fixed routes. These vehicles can be mounted with transceivers to
act as mobile base stations [82, 83]. Compared to the randomly moving animals, the mov-
ing path and timing are predictable in this case. However, data exchanging still depends on
the existing routes and schedules of the public transportation, and thus is very restrictive.
In [86], the authors exploited controlled movement to improve data delivery performance.
Some mobile observers, called message ferries, are used to collect data from sensors. Two

variants were studied based on whether ferries or nodes initiate proactive movement. In
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[88, 89], a number of mobile observers, calldata MULES pick up data directly from

the sensors when in close range, buffer it, and drop off the data to wired access points.
The movement of MULEs are modeled as two-dimensional random walk. The primary
disadvantage of two approaches in [86, 88, 89] is increasing latency because mobile ob-
servers have to traverse transmission range of each sensor one by one to collect data. In
[85], mobile observers traverse the sensing field along parallel straight lines and gather data
from sensors. In order to reduce latency, packets sent by some sensor are allowed to be re-
layed by other sensors to reach mobile observers. This scheme works well in a large scale,
uniformly distributed sensor network. However, in practice, data mules may not always
be able to move along straight lines, for example, obstacles or boundaries may block the
moving paths of data mules. Moreover, the performance and cost of the data mule scheme
depends on the number of data mules and the distribution of sensors. When only a small
number of data mules are available and not all sensors are connected, data mules may not
cover all the sensors in the network if they only move along straight lines. In [87], the
authors proposed a data gathering scheme to minimize the maximum average load of any
sensor by jointly considering the problems of movement planning and routing. Based on
the assumption that sensors are distributed as poisson process, the average load of a sensor
can be estimated as a function of the node density. However, the estimation of the average
load may be inaccurate in cases when sensors are not densely deployed as poisson distri-
bution. [90] discussed several advantages and design issues for incorporating controlled
mobility into the networking infrastructure, and mainly focused on motion/speed control
and communication protocol design. [81, 84] also consider mobile observers in sensor
networks. [81] mainly discussed hardware/software implementation of underwater mobile

observers, while [84] proposed an algorithm to schedule the mobile observer, so that there
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is no data loss due to the buffer overflow. In order to make a data collecting scheme suitable
to various network topologies, it is more realistic and efficient to plan the moving path of
the mobile observer dynamically based on the distribution of sensors. This is the motiva-
tion of our work in this paper. In the following, we first give a data collecting scheme for a
connected network with an arbitrary topology and then discuss the case where the network

consists of several isolated clusters.

6.2 Data Gathering Scheme for a Connected Network

Sensor networks are usually deployed in dangerous or even human-unreachable areas,
such as volcano, outer-space, seabed and so on. In such environments, human beings may
not move close to the sensing field. A mobile observer, or SenCar, will be sent out to gather
data from sensors periodically. Since the network may contain a large number of nodes,
each tour may take a long time. In order to save the energy, sensors may turn on their
transceivers only when they need to send or relay packets. Except for the transmission pe-
riod, transceivers of sensors could be turned off. The entire sensor network can be divided
into several clusters, where sensors in each cluster must be connected to SenCar while it is
moving through the cluster. When SenCar moves close to the cluster, all sensors belonging
to the cluster will be waken up and prepare to send packets. Sensing data can be collected
by SenCar while it is traversing the cluster. To make this scheme work, two issues must be
resolved here. The first issue is how to wake up and turn off sensors only when needed. A
radio wake-up scheme was proposed in [91], which allows the transceivers of sensors to be
deactivated when they are idle. The second issue is how to divide sensors into clusters. As
will be described later, a moving path of SenCar consists of a series of connected line seg-

ments. Sensors close to each line segment will be organized into a cluster by SenCar, such
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that the entire network can be divided into a number of clusters. A straightforward way to
organize sensor nodes into clusters is to assign each sensor to the “nearest” line segment in
the moving path from it. The details of clustering algorithm will be given in Section 6.2.3.
While moving, SenCar will poll each sensor one by one to collect data. Relaying path
and transmission time of packets are determined by SenCar. Thus, packet collision can be
avoided and no routing paths need to be maintained by sensors. In addition, while planning
the relaying paths, traffic load needs to be balanced to prolong the lifetime of sensors. The
data gathering scheme includes three related issues: load balancing, movement planning
and clustering. Given a moving path of SenCar, the load balancing algorithm can be used
to find the optimal relaying paths from sensors to SenCar, when SenCar move through this
path, such that the network lifetime can be maximized. The movement planning algorithm
accounts for how to choose the best path from a set of candidate paths. Given a set of paths,
SenCar computes the maximum lifetime that each path can achieve by running the load bal-
ancing algorithm, and then picks the best one. The clustering algorithm is used to divided
the network into clusters, such that the load balancing algorithm and movement planning
algorithm can be run recursively. Next, we will introduce three related issues separately,

and then describe how to put them together into an integrated data gathering scheme.

6.2.1 Load Balancing

As discussed above, due to the different amount of traffic each sensor node relays, some
nodes may fail sooner than others. In order to maximize the network lifetime, relaying
paths must be carefully planned to balance the traffic load. Load balancing problem in
static sensor networks has been investigated in some existing work, such as [73, 74, 99].

Next we will describe how to formalize the problem of maximizing network lifetime in our
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of SenCar St c St
S3 S

Src Dst

Figure 6.1: (a) Connection patterns of a sensor network. (b) Directed @é&plc,A)
corresponding to the connection patterns of the network. (c) Network flow graph
G/(S, Src, Dst, A') for maximizing network lifetime, where the capacities of unmarked arcs
are infinity.

network into a network flow problem.

Given the connection patterns of the network and the moving path of SenCar, a sensor
network can be modeled as a directed gr&08, c,A), whereS= {s;,S,...,S} is the set
of all sensor nodes; denotes SenCar arlis the set of all directed linka(i, j) where
i €S j e SU{c}. For each pair of nodes, sj € S, if 5 can reacls; in one hop, ar@(s;, s;)
will be added intdA. If the moving path of SenCar traverses the transmission rangeaf
equivalentlys can reach SenCar in one hop while SenCar is moving, add(atc) into

G. Figure 6.1(a) and (b) shows how to construct the directed graph from the connection
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patterns of a network.
Given the directed grapB of a network, its corresponding flow gra@(S, Src Dst, A')
can be constructed as follows:

e For eacls € S add two vertices{ ands’ to S, and an ar@(s, ') is added intoA’

with capacity%fw@) +r5T;

e For each ara(s,sj) € A wheres;,sj € S, add an ara(s',s)) into A’ with infinity

capacity;

e A pair of source and destination nodeésc andDst are added int@’, and for each

§ € S, conneciSrcands by an arca(Src §) with capacityrsT;

e For each ar@(s,c) € A, wheres € S add an ara(s’, Dst) into A’ with infinity

capacity;

whererg andEg denote the data generating rate and energy limit of repdgy and B
represent the power consumption for generating and relaying a unit of traffic, respectively,
andT is the network lifetime. Since SenCar visits sensors periodically, say, Aletiyne.

We can sefl = AT at the beginning and increa3eby AT every time. For any giveit,

this problem is a regular maximum flow problem [75] and can be solved by Ford-Fulkerson
algorithm in polynomial time. In this constructiofrg T) limits the flow fromSrcto s and
represents the flow generated $ywithin time T, which consumesrs T Ry) energy. Due

to the energy constraint of nodg the maximum flow nodg can relay within timeT is

%?TP@,)_ Thus, the total flow a nodg can generate and relay in tinfeis limited by
%?TPQ) +r5T. When the maximum flow equafgscsrs T, it means until timeT, all

generated traffic by sensor nodes is received by SenCar. Thus) séinsors must be alive

until T. We can keep increasing and running Ford-Fulkerson algorithm to obtain the
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maximum flow for everyT value, until the maximum flow is less thgi, csrs T, which
indicates some nodes have failed before timeFinally, the value oflf obtained before
the last run of Ford-Fulkerson algorithm is the maximum network lifetime. An example
of constructing the flow graph from the connection patterns of the network is depicted in
Figure 6.1.

We now analyze the time complexity of this algorithm. ILetdenote the maximum
units of traffic any sensor node generates and relays withinTimahereT * is the maxi-
mum network lifetime obtained by the algorithm. Then

Es— (rsT*P
U= max{ S (15 T'Ry) +rST*}
seS P

According to Ford-Fulkerson algorithm [75], the maximum flow will be reached when no
more flow augmenting paths can be found in the graph. A flow graph may caaf
edges, wher@ denotes the number of nodes. The maximum flow can be added to each
edge is bounded by. Thus, the running time of this algorithm @(Un?). Based on

the connection patterns of the network and the moving path of SenCar, the optimal traffic
relaying paths which maximize the network lifetime can be obtained in polynomial time
by running the flow algorithm. Next we will discuss how to determine the moving path of

SenCar.

6.2.2 Determining Turning Points of the Moving Path

Before formally describing the problem we consider, we first give an example to see

how the moving path of the SenCar affects the network lifetime. As shown in Figure 6.2(a),
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Figure 6.2: SenCar moves from A to B and collects data from nearby sensors. (a) SenCar
moves along a straight path. (b) SenCar moves along a well-planned path.

SenCar traverses the sensing field frarto B, where fifteen nodes are deployed. We as-
sume that each sensor forwards one packet to SenCar, while SenCar movéstér@n

Due to limited transmission power of sensors, packets may need multi-hop relays to reach
SenCar. The sensors are organized into spanning trees to forward packets to SenCar. We
can see that in Figure 6.2(a), node 1 is a bottleneck node, because it has to relay eight pack-
ets from itself and its seven child nodes to SenCar. Thus, node 1 consumes energy much
faster than other nodes. After node 1 fails, the child nodes of node 1 cannot reach SenCar
any more, unless SenCar changes the moving path. Figure 6.2(b) shows the relaying paths
of sensors when the moving path of SenCar is well planned. We can see that each node has
at most one child node and needs to send at most two packets to SenCar. In this example,
if we only consider the energy consumption for transmission and roughly measure it by the
number of packets transmitted, the well-planned moving path of SenCar can increase the
lifetime three times compared to the straight-line moving path. From this simple example,
we observe that a well-planned moving path of SenCar may minimize the maximum load
of any sensor, save a lot of energy and prolong the network lifetime significantly. In addi-

tion to traffic load, the moving path of SenCar can also affect the directions of traffic flow,
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Figure 6.3: SenCar moves from A to B and collects data from nearby sensors. (a) SenCar
moves from A to B through a straight path. (b) SenCar moves from A to B with turning
point (¥25*8 2Ay). (c) SenCar moves from A to B with turning poitd25*8 Ay). (d)
SenCar moves from A to B with turning poi(ﬁ%, —Ay

thereby have a significant impact on the network lifetime. Next we consider the problem of
maximizing the lifetime of the network, by carefully planning the moving path of SenCar.
In practice, since it is difficult for vehicles or robots to move along any continuous curve

smoothly, we simply assume that the moving path of SenCar consists biconnected
straight line segments from the starting pofto the end poinB. That means SenCar
needs to turrt times before it reaches the end of the path. petp,,..., pr denotet
turning points. Then, the moving path of SenCar can be representdd-by; — p2 —

-+ — py — B. Let(xa,Xa), (X8,YB) and(Xy;,Yp;) denote the coordinates Af B and p;, for
i=12,...,t. We assume that thecoordinate of any sensor is betweenandxg. We
will use the divide and conquer strategy to fintlrning points to reduce the maximum
traffic load of any sensor needs to send out. Without loss of generality=I2t — 1, where
k denotes the iterations of the path planning algorithm lardl, 2, .... First, given the
positions ofA andB, we will find the position of the first turning poirn%. Since every

point betweerA andB could become the first turning point, it makes the set of candidate
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turning points an infinite set. For the sake of simplicity, we assume that the first turning
point can only be chosen from a finite set of points in the bisector of the initial path. For
the sake of simplicity, we assume that the first turning point can only be chosen from a
finite set of points in the bisector of the initial path. Let theoordinate of the first turning

pointXp,., = % and they-coordinate of the first turning poit, ., = mx Ay, where
2

Ay is a fixed grid length andh can be any integer that ensuresg, . , ,zypm) to be within

the range of the sensing field. After a set of eligible possible Ic?iatio?s of the turning point
are obtained, we can check each possible turning point and find the one that minimizes the
maximum traffic load a sensor has to send out. For example, in Figure 6.3(a), the initial path
of SenCar begins frorA to B. Given the grid lengtiAy and the range of sensing field, there

are three possible locations of the first turning point, Iocate(di’@ﬁ,ZAy), (MZXB,Ay)
and(%,—Ay), as shown in Figure 6.3(b), (c) and (d). For each possible turning point,
the load balancing algorithm introduced in the previous subsection can be used to obtain
the maximum-minimum lifetime of the sensors for its corresponding moving path. Figure
6.3(a)-(d) show the connection pattern graph of four different moving paths, where nodes 1,
2, 3 and 4 are the bottleneck nodes in Figure 6.3(a)-(d), which need to send four, six, three
and nine packets to SenCar, respectively. Thus, the third moving path, tur(ﬁ‘-égf&my),
provides a longer network lifetime than others. In the first step, QW,Ay) is chosen

as the first turning point of the moving path. Note that sometimes better moving path may
not be found by moving the turning point along the bisector of the current path. In this
case, the new turning point can be simply set to the mid point between two end points of

the current path.
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Figure 6.4: SenCar moves from A to B and collects data from nearby sensors. (a) Two line
segments of the moving path cross transmission ranges ofsaaless andss. (b) Graph
G(SL,E) of the network. (c) Clustering obtained from the shortest path tré& &L, E).

(d) Shortest path tree obtained@{S L,E).

6.2.3 Clustering the Network along the Segments of the Moving Path

After the first turning point is obtained, the moving path consists of two connected
line segments. Then, sensors will be organized into two clusters, where each cluster cor-
responds to a line segment. In order to save energy, two clusters of sensors can be waked
up sequentially. Sensors in one cluster forward packets to SenCar before it makes the turn,
while sensors in the other cluster send data after SenCar turns. A straightforward way to
organize sensor nodes into clusters is to assign each sensor to its “nearest” line segment in
the moving path from it. Here, the distance from a sensor to the line segment in the routing
path is measured by the hop count. Given a set of sei$ams a set of line segmernits
clustering the network can be implemented by running Dijkstra shortest path algorithm in

graphG(S L, E), which can be constructed as follows:
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A root vertexrt is added intd/;

For each line segment, add a verteito L and an edge(rt, l;) into E with weight

1.

For each sens@j € S add a vertess; into V; Connects; andl; by an edgee(s;, ;)

with weight 1, if and only if sensas; can reach line segmehtin one hop;

For each pair of nodes;, sq € S, connectsj ands, by an edgee(s;j, ) with weight

1, if and only if sensorsj ands, can reach each other in one hop;

As shown in Figure 6.4(a), two line segments of the moving path cross the transmission
ranges of nodes;, s, andss. The corresponding grapB(S L,E) of the network is
shown in Figure 6.4(b). By running Dijkstra algorithm @, we can find the shortest
path from the root vertex to all other vertices, then a shortest path tree can be obtained,
which contains|L| first level vertices. Figure 6.4(d) and (c) show the shortest path tree
of G(SL,E) and the clustering of the network. Each first level vertex represents a line
segment in the moving path. All child vertices of the first level veltér G represent a

cluster of sensors corresponding to line segnhentthe network.

6.2.4 Finding the Moving Path: Divide and Conquer

By combining the above algorithms of load balancing, finding turning points and clus-
tering, the moving path planning algorithm can be described as follows: organizing the net-
work into a cluster, determining the turning point from a set of possible locations of turning
points, revising the path by adding the new turning point, and then dividing each cluster
into two clusters. For each cluster, run the above algorithm recursively. After rukning

iterations of the moving path planning algorith@iktl 2(-1) turning points are obtained.
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Figure 6.5: SenCar moves from A to B and collects data from nearby sensors. (a) Initial
moving path is a straight line. (b) Moving path contains 1 turning point after iteration 1.
(c) Moving path contains 3 turning points after iteration 2. (d) Moving path contains 15
turning points after iteration 4.

Figure 6.5 gives an example of the moving path planning algorithm. Figure 6.5(a)-(d) show
the moving paths and network flows of the initial, first, second and fourth iteration, respec-
tively. We can observe that node 1, 2 and 3 are bottleneck nodes in Figure 6.5(a), (b) and
(c), which need to relay packets to SenCar from 6, 5 and 2 child nodes, respectively. These
bottleneck nodes consume energy much faster than their child nodes. On the other hand, in
Figure 6.2(d), SenCar traverses through the transmission range of every node. Thus, each
node can send data to SenCar directly without relaying from other nodes. The moving path
after iteration 4 increases the lifetime seven times compared to the initial moving path.

In the moving path planning algorithm, we can observe that adding turning points into
the moving path will increase the total moving distance of SenCar, according to the triangle
inequality rule. However, in practice, the total moving distance or the length of each tour

may be restricted by several factors. First, the length of each tour may be determined
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Table 6.1: Moving Path Planning Algorithm

Moving path planning algorithm
i=1;
flag=1;
while (flag==1) .
Divide the network int®' 1 clusters;
for j=1to21do

Find the best turning point if, cluster from all possible

locations of turning points;

Add the best turning point into the moving path;

if the total moving distance/time cannot satisfy the
constraints after the new turning point is added.

D

flag= 0;
Remove the new turning point from the path;
end if
end for
i+t
end while

by the buffer size and data collecting rate of sensors as sensing dat
by SenCar before the buffer overflows. If all sensors have the same
and data rateate, the maximum length of each tour must be less tHgH

maximum moving distance of SenCar without recharging may be limi

terminate before the distance or time bound is reached.
By incorporating these constraints into the algorithm, we summariz

planning algorithm in Table 6.1.
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ted by its battery
capacity. Third, for some delay-sensitive applications, sensing data must be uploaded to
the data processing center within limited time after being collected from the environment.

Thus, in many applications, the recursive moving path planning algorithm may have to

e the moving path

We now analyze the time complexity of this algorithm. Leenote the total number of

memonyeize

Second, the



turning points in the moving path, when the algorithm terminates. Suppose that the sensing
field is divided intog grids. In order to determine a turning point, at mgspossible
locations of the turning point would be checked. As discussed earlier, it reqijts?)

time to obtain the maximum network lifetime for each possible location of the turning
point. Thus, the running time of moving path planning algorith@(gU r?), whereU and

n have the same definitions as that in Section 6.2.1. Finally, we would like to point out that
the moving path planning algorithm is run off-line by SenCar before the first data gathering
tour. After that, only when some nodes fail or the topology of the network changes, SenCar

needs to recalculate the new moving path adaptively.

6.2.5 Determining the Moving Circle of SenCar

In some applications, SenCar not only needs to traverse the sensing field, but also has
to return to the starting point and upload data to the static data processing center. For
such applications, moving paths become moving circles. Instead of a one-way straight
line, the initial circle becomes a round-trip tour, which consists of two overlapped paths
of the same shape but in opposite directions. The initial circle origins from the starting
point, traverses the network, turns around and then moves back to the starting point. Both
one-way paths of the initial circle pass through the network and divide the network into
two parts. Sensors on each side of overlapped paths form a cluster. Each one-way path
corresponds to one cluster and can be considered as the initial path of its corresponding
cluster. Then, the moving path planning algorithm can be run recursively in each cluster.

Finally, two separate moving paths form a moving circle.
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Figure 6.6: Planning the moving path in the sensing field with obstacles. The line segments
from A to 2 and from 2 to B are blocked by obstacles. Thus, 2 cannot be a turning point,
while 1 is eligible to be a turning point.

6.2.6 Avoiding Obstacles in the Sensing Field

We have discussed how to plan the moving path and circle of SenCar in an open sens-
ing field. However, in most real-world applications, the working areas may be partially
bounded, or have some irregular-shaped obstacles located within the sensing area. In order
to make the moving path planning algorithm feasible in these situations, SenCar has to be
able to avoid obstacles. Here, we assume that the complete map of the sensing field has
been obtained before SenCar begins to collect data, which should include the location and
shape information of obstacles in the sensing field. Then it is not difficult to adjust the
basic moving path planning algorithm in Table 6.1 to avoid obstacles. For each candidate
location of a turning point, SenCar will check if the line segment from the last turning point
to it and the line segment from it to the next turning point are blocked by obstacles. If so,
the candidate location is not eligible to be the turning point. Figure 6.6 shows an example
of how to check the eligibility of each possible location of the turning point. A new path
from point A to point B will be chosen frolA — 1 — B or A — 2 — B. Since the straight

lines betweer and?2, and betweer2 andA are blocked by obstacleg,is not eligible to
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be a tuning point. Thus, the new path fréxto B can only go through poirt.

6.3 Data Gathering in a Disconnected Network

We have given the moving path planning algorithm for a connected network. However,
in reality sensors are not always connected. In some applications, sensors are deployed
to monitor separate areas. In each area, nodes are densely deployed and connected, while
nodes that belong to different areas may be disconnected. For such applications, a mobile
observer is especially suitable for data gathering. First, given the positions of sensors, a
disconnected network can be divided into several connected clusters. Then, SenCar can
visit connected clusters one by one, and collect data from each cluster. Thus, the entire
moving circle can be divided into inter-cluster circles and inner-cluster paths. In each clus-
ter, inner-cluster moving path can be determined by the moving path planning algorithm
we gave in the previous section. Next we will describe the algorithms for clustering and

inter-cluster circle planning.

6.3.1 Dividing the Network into Clusters

The objective of the clustering algorithm is to find the smallest number of connected
components in the network. At the beginning, each node itself forms a connected compo-
nent. If a node is connected to any node in another component, the node will be added into
that component. The size of a connected component is maximized if no more nodes can be
added into the component. The algorithm will not terminate until the sizes of all connected
components are maximized. The clustering algorithm is shown in Table 6.2. The first part

of the clustering algorithm is the neighbor discovering phase. It t&kagtime for each
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node to find all its one-hop neighbors, wheris the total number of nodes in the network.
Thus, the time complexity of the neighbor discovering phas¥i€). All nodes are added

into the selN at the beginning, which denotes the set of all nodes. In order to construct set
Cm to represent the set of nodes in tg, cluster. We can start from an empty €at. A
nodet; € N is added into boti€y,, and a temporary sdtmp and removed fronN. After

that all the one-hop neighbors ipfare also added intGy,, andT mp and removed froni.

Next, remove;j from Tmp Thus, nodes connectedtiocan be added intGy, one by one,

until Tmpis empty. WherN is empty, the clustering algorithm stops. Since each element
in N will be added intdal mpand removed from botN andT mp and finally be added into

the set denoting its corresponding cluster. The complexity of this part of the algorithm is

O(n). Thus, the total time complexity of the clustering algorithn®ig?).

6.3.2 Planning Inter-Cluster Circle: Touring all Clusters

In this subsection, we propose an algorithm for planning the inter-cluster moving circle.
The objective of the inter-cluster circle planning is to find the shortest circle that visits all
clusters and returns to the starting point of the tour. Before describing the details of the

algorithm, we first introduce some terms and assumptions.

e LeftandRight We assume that all sensor nodes are in the same coordinate system.
Node A is on thdeft of node B if thex-coordinate of A is less than that of node B.

Similarly, we can defin®ight

e Most left nodeandmost right nodef a cluster represent the node with the minimum
and the maximunx-coordinates, respectively. If a tie exists, the most left or right
node can be randomly picked. In the following, the most left and right node of

clusterC; are denoted bin; andrn; respectively.
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Table 6.2: Algorithm for dividing the network into clusters

Algorithm for Dividing the Network into Clusters
Add all nodes into sell;
for each elememnt; in N do
Find and add all one-hop neighborsrpinto setNB(n;);
end for
m=0;
while N is not empty;
mt++:
Construct a new empty s€f, for themy, cluster;
Pick a noden; from N, add it into sefl mpandC;,, and remove it froniN;
while T mpis not empty
for each elemert in Tmpdo
for each elementb in NB(tj) do
Removenb, from N, and add it intol mpg
end for
Removetj from Tmp Addt; into setCp,
end for
end while
end while

149




As shown in Figure 6.7(a), in each moving circle, SenCar traverses each cluster exactly
once. Thus, the moving circle crosses the boundary of each cluster twice. In each cluster,
we assume that the inner-cluster path either starts from the most left node to the most right
node of the cluster or in the opposite direction. Given the most left and most right nodes
of the cluster, the inner-cluster moving path can be determined separately without affecting
the inter-cluster circle. For inter-cluster circle planning, we do not need to consider the path
inside each cluster. We can simply find a shortest circle to con@égtairs of most left
and most right nodes, whef€| denotes the number of all clusters. In order to minimize
the moving distance of the inter-cluster tour, given a set of clusters, a @@pE) can be

constructed as follows:

e For each clusteg; in the network, add three verticegs, ¢, andci,, intoV, wherec;,
andc;, denote the most left node; and most right noden; of clusterC;; Connect
ci, andci, by edgee(ci,,ci,) with distance 0; Conned;, andc;, by edgee(ci,,Ci,)

with distance 0;

¢ Forany two cluster§; andC;, add edges(c;;, Cj, ), €(Ci,,Cj;), €(Cis, Cj, ) ande(Ci,, Cj;)
into E with distanced(In;,Inj), d(Inj,rnj), d(rnj,Inj) andd(rn;i,rn;) respectively,
whered(a,b) denotes the distance between nadend nodeb, a € {Inj,rn;} and

be {Inj,r;j}.

e Add a starting poinsin V, for each cluste€; in the network, conned andc;, by
edgee(s, ¢, ) with distanced(s,In;), connects andci, by edgee(s, ¢i,) with distance
d(s,rnj), whered(s,In;) andd(s,rn;) denote the distance from the starting point to

Inj andrn;.
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In the above construction, in order to visit vertgxin G, the circle must include either
segment;, — ¢, — Cj; Or Ci; — Ci, — Cj,, because;, has only two neighbors;, andc;,.
Thus, if the shortest circle that visits all vertices and returns to the starting point can be
found, the shortest inter-cluster circle visiting all clusters can be obtained. We next show
that the problem of finding the shortest inter-cluster circle is NP-hard, and refers to the

problem asSICCproblem.
Lemma 2 The SICC problem is NP-complete.

Proof. First, it is easy to see that SICC is in NP. The shortest inter-cluster circle can be
proved to achieve the shortest distance by adding up the distances of all segments in the
circle. In order to show that SICC is NP-hard, we give a reduction from the well-known
Traveling Salesman Problem (TSP) [92]. Given any instance of the TSP, an instance of
SICC problem can be constructed as follows.

Let G'(V/,E’) denote the graph of the TSP problem, whéfe= {s,V},V,,..., v}, A

graph of SICGG(V, E) can be constructed as follows.

e For each/ in G/, add three vertices, , ¢i, andc;,, intoV, connect;, andc;, by edge
e(ci;,Gi,) with a distance 0, and connegi andci, by edgee(ci,, ci,) with distance

0.

e For any edge(v;,V|) € E’, add edgeg(ci,, Cj, ), &(Ci,,Cj,), €(Ci, Cj, ) ande(cig, Cj,)
into E with the same distanai(V}, v;), whered(v;,V;) denotes the distance between

nodev; and nodev;.

e Add a starting poinsto V, for each edge(s,v|) € E’, connects andc;, with edge
e(s, ¢j,) with distanced(s,Vv]), and connecs andc;i, with edgee(s, ¢i,) with distance

d(s,v).
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Figure 6.7: SenCar gathers data from a disconnected network. (a) The sensor network
consists of three connected clusters. (b) Graph of SICC. (c) Graph of TSP.

An example of constructing from G’ is shown in Figure 6.7(b) and (c), where four
vertices in Figure 6.7(c) are extended to ten vertices in 6.7(b). In the optimal solution of
SICC, if the shortest circle i contains segmertj, — ¢, — Ci; — Cj, — Cj, — Cj;, the
shortest TSP circle i@’ should include; — ;. The shortest circle that visits all vertices
in SICC can achieve the shortest total distance, if and only if the optimal solution of the
TSP can be found. In addition, the shortest distance of the SICC problem is equal to that
of the TSP.

Though the SICC problem is NP-hard, approximate algorithms for the TSP can be
adopted for the SICC. For example, a well-known 2-approximate algorithm [92] can be
implemented inO(|C|2log|C|) time, where|C| is the number of clusters. Note that in

practice,

C| is usually a small constant (say, less than 10). In this case, an exhaustive

search may be used to find the shortest inter-cluster circle.
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By combining the inner-cluster path planning algorithm, clustering algorithm and inter-

cluster circle planning algorithm, SenCar can find a circle in a disconnected network.

6.4 Performance Evaluations

We have conducted extensive simulations to validate the algorithms we propose. In the
simulation, we assume that a bunch of sensor nodes are densely deployed in the sensing
field. Two-ray propagation model is used to describe the feature of the physical layer.
With the maximum transmission pow@i858mw, each node can communicate with other
nodes as far ad0m away. The radio bandwidth is 250kbps. CBR traffic on the top of
UDP is generated to measure the throughput. We assume each packet has a fixed size
of 80 bytes, including header and payload. Each sensor has 10kBytes flash memory for
storing its sensing data. Sensors collect data at a fixed rate 100 Byte/minute. Thus, in
order to avoid the data overflow, sensing data has to be uploaded to SenCar every 100
minutes. After SenCar moves into the transmission range of a sensor, it stops, wakes up
the sensor, collects data, and moves again after the data transmission is finished. Let the
grid length in the moving path planning algorithm b@m. Within each cluster, multi-hop
polling protocol [99] is used as the inner-cluster protocol to avoid packets collision at the
MAC layer. We evaluated the moving planning algorithm for both connected networks and

disconnected networks.

6.4.1 Finding the Moving Circle in an Area with Obstacles

In this scenario, suppose that 800 sensors are densely deployed into a contaminated

chemistry factory building to monitor the density of leaked chemicals. The map of the
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Figure 6.8: SenCar starts the data gathering circle from the entrance of the building, collects
data from sensors and returns to the entrance. (a) Initial layout of the network. (b) Layout
and moving circle after iteration 2. (c) Layout and moving circle after iteration 4. (d)
Layout and moving circle after iteration 8.
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building and the initial layout of a bunch of sensors are shown in Figure 6.8(a). The build-
ing consists of siX200m x 200m large rooms, which are on both sides df@00m x 100m

aisle. The entire building is bounded by brick walls. SenCar has to move within the build-
ing. SenCar enters the building from the entrance, which is at the coord{@atgz50m),

collects data from all sensors, and returns to the entrance after a tour. We assume that the
location information, connection patterns of sensors and the map of the building have been
obtained during the network deployment phase. Based on this information, SenCar cal-
culates the routes iteration by iteration by using the moving circle planning algorithm. As
shown in Figure 6.8, the initial moving circle consists two overlapped, straight-line moving
paths,(0Om,250m) — (1000m, 250m) and(1000m, 250m) — (0m, 250m). Figure 6.8(b), (c)

and (d) show the moving circle after iterations 2, 4 and 8, respectively. From the figures, we
can observe that, first, SenCar enters every room without hitting the walls of the building;
second, as the number of iterations increases, SenCar moves zigzag around the building to
get closer to the nodes. We next show that the movement of SenCar can balance the traffic

load and prolong the network lifetime.

6.4.2 Network Lifetime

We now compare the network lifetime of the following three data gathering schemes:
Scheme 1A static observer placed in the center of the network (at p&@Aom, 250m));
Scheme 2 A mobile observer which can only move back and forth through the straight
line betweenOm,250m) and(1000m, 250m); Scheme 3SenCar which can move through
a well-planned circle that starts and ends at pddnt, 250m). We introduce a new metric,
called x% network lifetime which is defined as the network lifetime whéh00— x)%

sensors either run of battery or cannot send data to the data sink due to the failure of relaying
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Figure 6.9: The relative network lifetime of Scheme 3 compared to Scheme 1 and Scheme
2. (a)100%network lifetime, (b)90% network lifetime, (c)50% network lifetime.
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nodes. In this scenario, we meas@tg = 50% 90% and100%network lifetime. For the
network only containing static observer, we measured the opk#ealetwork lifetime by

using the load balancing algorithm in [99]. We also evaluated the lifetime of the network,
in which a mobile observer moves through straight lines. The optimal lifetime of the first
two schemes is used as the performance reference for comparison purpose. The®élative
network lifetime ofScheme 8ompared t&cheme AndScheme 2re plotted in Figure 6.9.
From the figure we can observe that all the relai%enetwork lifetime ratios of SenCar
compared to Scheme 1 and Scheme 2 keep increasing from iterations 1 to 10, and reach
29.8 and 4.5 at iteration 10 whefro = 100% 26 and 4.2 at iteration 10 whe®o = 90%,

14.9 and 2.8 at iteration 10 whe®o = 50%, respectively. From this experiment, we can
see that a mobile observer can prolong the network lifetime significantly compared to a
static observer. Moreover, a well-planned moving path performs much better than a fixed

straight line path for a mobile observer.

6.4.3 Comparison with Traveling Salesman Problem (TSP) Approach

The movement planning problem can also be modeled as the well-kiiaveling
Salesman Problem (TSHj) we force SenCar to visit the location of every sensor one by
one rather than gather data remotely. The goal of TSP is to find a minimum length (cost)
tour that visits every sensor exactly once, which is known to be NP-hard. Intuitively, TSP
can achieve longer lifetime than our approach, since each sensor can upload data directly
to SenCar without relays. On the other hand, TSP may also yield longer tour length than
our approach, since SenCar needs to visit the location every single sensor. Because of
the NP-hardness afSP, the brutal force search method of the optimal solution in a large

network becomes impossible. However, we have managed to run the optimal algorithm for
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Figure 6.10: SenCar gathers sensing data from disconnected clusters. Continuous and
dotted lines denote inter-cluster circles and inner-cluster paths, respectively. (a) Initial
layout of the network. (b) Layout and moving circle after iteration 2. (c) Layout and
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Figure 6.11: Comparison with Traveling Salesman Problem(TSP) approach

a small network for comparing with our heuristic algorithm. We use Concorde TSP solver
[93] to obtain the optimal solution of TSP in a relatively small network, where 200 nodes
are uniformly deployed in 450m x 300m area. We compare our approach to TSP in terms

of tour length and th&00%network lifetime, and plot relative length/lifetime ratio of our
approach compared to the TSP approach in Figure 6.11. We can observe in Figure 6.11,
both relative length and lifetime keep increasing as the number of iterations increases. At
iteration 4, our approach achieveg%of the 100%network lifetime of TSP, with only#6%

of the tour distance of TSP. After iteration 6, the relative lifetime keeps ar8ufrd where
relative distance increases rapidly and reaches as higBrasf the optimal solution. After
iteration 8, our algorithm makes little improvement on the network lifetime, because it is
hard for any polynomial algorithm to achieve the performance close to the optimal solution
of a NP-hard problem. Therefore, if the tour length/delay is totally not a design concern or
packet relays are not allowed, the optimal solution of TSP can achieve the longest network
lifetime, tough it is NP-hard. Otherwise, our approach can provide quite good performance

with relatively low cost compared to TSP.
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6.4.4 Finding the Moving Circle in a Disconnected Network

In this scenario, sensor nodes are organized into five connected clusters. The mov-
ing circle of SenCar starts and ends at the same go6m{400m). Since each cluster is
disconnected from others, SenCar has to visit every cluster one by one to gather sensing
data. Figure 6.10(a) depicts the initial layout of the network. We can see that sensors are
deployed onto five separate areas in various shapes, including a circle, a sector, an “M”-
shaped area, a “T’-shaped area, and a triangle. 300 nodes are densely deployed in each
cluster. The continuous lines between clusters denote the inter-cluster circle, while the dot-
ted lines represent inner-cluster paths. Figure 6.10(b), (c) and (d) give the moving circle
after iterations 2, 4 and 8. We can observe that clusters are connected by the inter-cluster

circle, and SenCar moves zigzag in each cluster to collect data.

6.5 Conclusions

In this paper, we have proposed a new data collecting mechanism by introducing a mo-
bile data observer, SenCar, in sensor networks. SenCar works like a mobile base station,
starts the data gathering tour from the outside observer, traverses the entire sensor network,
collects the data from nearby sensors, and then returns to the outside observer. We have
showed that the moving path of SenCar can affect the network lifetime significantly. We
presented a heuristic algorithm for planning the moving path/circle of SenCar and balanc-
ing traffic load in the network. By adopting a load balancing algorithm which finds the
turning points and clusters the network recursively, network lifetime can be prolonged sig-

nificantly. The moving planning algorithm can be used in both connected networks and
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disconnected networks. In addition, SenCar can avoid obstacles while moving. Our sim-
ulation results show that the proposed data gathering mechanism can prolong the network
lifetime about 30 times compared to a network which has only a static observer, and about

4 times compared to a network whose mobile observer can only move along straight lines.
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Chapter 7

Conclusions

This thesis presents a self-adaptive, scalable and energy-efficient integrated framework
for large scale, unattended sensor networks, which includes: The adaptive Triangular de-
ployment algorithm [94] can increase the non-gap coverage of mobile sensors. It also sup-
ports adaptive deployment. Without the map and information of the environment, nodes can
avoid obstacles and adjust the density dynamically based upon different requirements. The
CR-MAC [96] protocol can achieve much better throughput, fairness, packet delay than
IEEE 802.11 RTS/CTS protocol. In particular, under saturated traffic, both the throughput
and the fairness index of the CR-MAC protocol are very close to the theoretical bound. The
single path flooding chain routing algorithm [95] can provide reliable end-to-end routing,
and significantly save the bandwidth and power for resource limited mobile nodes, espe-
cially in large networks. The clustering and Load Balancing mechanism [99, 98, 97, 100]
can increase the network lifetime by a significant amount. In addition, the algorithm can re-
cover the network from unexpected failure of sensors and cluster heads. The data gathering
mechanism [101] by using SenCar can prolong the network lifetime greatly by introducing

a mobile data collector.
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The proposed research combines protocol design, algorithm design, analytical, proba-
bilistic and simulation techniques to conduct comprehensive studies on the above issues.
The proposed research will have a significant impact on fundamental design principles and
infrastructures for the development of future sensor networks. The outcome of this project
will be applicable to a wide spectrum of applications, including space, military, environ-

mental, health care, home and other commercial areas.
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