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Abstract of the Dissertation

TRACKING A VARIABLE NUMBER OF TARGETS BASED ON RSS

MEASUREMENTS IN WIRELESS SENSOR NETWORKS

by

Jaechan Lim

Doctor of Philosophy

in

Electrical Engineering

Stony Brook University

2007

The main problem studied in this dissertation is the tracking of targets by

particle filtering in wireless sensor networks, where the sensors measure received signal

strength (RSS). The number of targets is assumed unknown and it may vary with

time. The initial locations of the targets are also unknown as are the time-varying

reference powers of the targets. The task of tracking multiple targets under the made

assumptions is a very challenging task for several reasons. First, the initial localization
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can be complicated. Second the received signal is a superposition of possibly several

sources (targets) whose number is unknown. Third, the reference powers of the targets

can also be unknown. Fourth, model selection has to be implemented at every time

instant in order to choose the number of targets present in the network.

In the proposed tracking, we apply the least squares (LS) method for quick

initialization of the procedure. This includes initial localization of the targets and

estimation of their reference powers. Basically, we solve a nonlinear LS problem by

using an iterative method. We also implement a criterion for deciding the number of

targets in the sensor field. Once the number of targets and their initial parameters are

determined, we apply particle filtering for performing the tracking. The algorithm

allows for decrease or increase of the number of tracked targets and quick initial

localization of the newly detected targets.

iv



Contents

List of Figures ix

List of Tables xii

Acknowledgments xiii

1 Introduction 1

1.1 Sensor networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Time delay of arrival (TDOA) . . . . . . . . . . . . . . . . . . 3

1.1.2 Direction of arrival (DOA) . . . . . . . . . . . . . . . . . . . . 5

1.1.3 Signal energy sensor . . . . . . . . . . . . . . . . . . . . . . . 7

1.1.4 RSS (Received signal strength) . . . . . . . . . . . . . . . . . 7

1.1.5 Complete and binary measurements . . . . . . . . . . . . . . . 8

1.2 Review of particle filtering . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2.1 Monte Carlo (MC) integration . . . . . . . . . . . . . . . . . . 11

1.2.2 Sequential importance sampling . . . . . . . . . . . . . . . . . 12

2 Signal processing problems in sensor networks 17

2.1 Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

v



2.2 Localization/Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 Tracking of unknown number of targets 20

3.1 Known number of targets . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2 Unknown number of targets . . . . . . . . . . . . . . . . . . . . . . . 23

4 Preliminary results 24

4.1 RSS model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2.1 State equations . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.3 Solution by particle filtering . . . . . . . . . . . . . . . . . . . . . . . 26

4.3.1 Sampling importance resampling (SIR) filter . . . . . . . . . . 26

4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5 Localization of a target by the ML approach 31

5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.3 RSS measurement model . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.4 Approximate least squares method . . . . . . . . . . . . . . . . . . . 34

5.5 Maximum likelihood estimate . . . . . . . . . . . . . . . . . . . . . . 36

5.6 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

6 When the reference powers are unknown 44

6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

vi



6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.3 Measurement model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.4 The ratio LS method . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.5 The ML method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

6.6 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

6.7 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 48

7 Initial State Estimation 54

7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

7.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

7.3 The Model of the Problem . . . . . . . . . . . . . . . . . . . . . . . . 56

7.3.1 The Measurement and State Space Model in Wireless Sensor

Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

7.3.2 Varying Pattern of The Number of Targets . . . . . . . . . . . 58

7.4 Initialization of a single target with a known reference power . . . . . 59

7.4.1 Approximate least squares method . . . . . . . . . . . . . . . 59

7.4.2 Initial localization of a new target in presence of multiple targets 59

7.5 Initializing a target with an unknown reference power . . . . . . . . . 60

7.5.1 Performance of initial localization with an unknown reference

power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

7.5.2 Performance comparison . . . . . . . . . . . . . . . . . . . . . 65

7.6 Simultaneous initial localization of multiple targets . . . . . . . . . . 67

7.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

8 Tracking a variable number of targets 75

vii



8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

8.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

8.3 The system model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

8.3.1 State space model and measurements . . . . . . . . . . . . . . 77

8.3.2 Varying patterns of the number of targets . . . . . . . . . . . 77

8.4 Initializing a single target with known reference power . . . . . . . . 78

8.4.1 Least squares for multiple targets . . . . . . . . . . . . . . . . 78

8.5 Initializing a target with unknown reference power . . . . . . . . . . . 78

8.6 Tracking by particle filtering . . . . . . . . . . . . . . . . . . . . . . . 79

8.6.1 Sampling importance resampling (SIR) filter . . . . . . . . . . 79

8.6.2 SIR particle filter combined with initialization algorithm . . . 80

8.7 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

8.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

9 Conclusion 92

Appendices 94

A The Newton-Raphson method 94

B Cramer-Rao Bound (CRB) 98

Bibliography 104

viii



List of Figures

1.1 An example of two sources with one pair of sensors showing angles of

DOA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 A source emitting acoustic energy and sensors . . . . . . . . . . . . . 8

1.3 Comparison between sensors that provide binary and complete

information. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3.1 General target tracking situation. A : Initial situation, two targets,

T1, T2 B : Newly appeared target T3, C : Number of targets in time. . 21

4.1 Two targets tracked by randomly deployed sensors. The starting points

of the two targets are (0,0) and (100,100). . . . . . . . . . . . . . . . 28

4.2 The true and estimated trajectories of two targets. . . . . . . . . . . 28

4.3 Two targets tracked by randomly deployed sensors. The starting points

of the two targets were at (0,0) and (100,100). . . . . . . . . . . . . . 29

4.4 The true and estimated trajectories of two targets. . . . . . . . . . . 29

4.5 The root mean squared error of estimated trajectories. The peak of

the error is when the two targets met each other. . . . . . . . . . . . 30

5.1 Two-dimensional sensor field. . . . . . . . . . . . . . . . . . . . . . . 37

ix



5.2 Estimated positions of the target when noise power is 0.01 dB . . . . 38

5.3 Estimated positions of the target when the noise power is 0.1 dB . . . 39

5.4 Estimated positions of the target when the noise power is 0.2 dB. . . 40

5.5 Mean of the error magnitude of the two methods. . . . . . . . . . . . 41

5.6 Comparison between the CRB and the variances of the estimates

obtained by the two methods - X coordinate. . . . . . . . . . . . . . . 42

5.7 Comparison between the CRB and the variances of the estimates

obtained by the two methods - Y coordinate. . . . . . . . . . . . . . . 43

6.1 A two-dimensional sensor field. . . . . . . . . . . . . . . . . . . . . . 48

6.2 Estimation results of the four methods when the noise power was 0.01

dB. There were 1000 runs. . . . . . . . . . . . . . . . . . . . . . . . . 50

6.3 Mean of error magnitude. There were 1000 runs. . . . . . . . . . . . . 51

6.4 The variance of the estimates obtained from 1000 runs - X coordinate. 52

6.5 The variance of the estimates obtained from 1000 runs - Y coordinate 53

7.1 Estimated location of a target in a two-dimensional sensor field. The

noise power was 0.2 dB . . . . . . . . . . . . . . . . . . . . . . . . . . 65

7.2 The mean error magnitude and the variances of the estimates obtained

with 1000 runs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.3 The mean error or the reference power obtained with 1000 runs. . . . 67

7.4 The variances of the estimates of the reference power obtained with

1000 runs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

7.5 Estimates of target location with known reference power. . . . . . . . 69

7.6 Estimates of the target location with unknown reference power. . . . 69

x



7.7 The mean of the error magnitude of the location estimates obtained

with 1000 runs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

7.8 A comparison with the CRB, X coordinate. . . . . . . . . . . . . . . 71

7.9 A comparison with the CRB, Y coordinate. . . . . . . . . . . . . . . 71

7.10 Simultaneous initial localization of two targets. . . . . . . . . . . . . 72

7.11 Simulation result of simultaneous initialization of two targets, 1000 runs. 74

8.1 Tracking two targets in a two-dimensional sensor filed. . . . . . . . . 82

8.2 Track of target 1 - X coordinate. The estimate is the mean of 1,000 runs. 83

8.3 Track of target 1 - Y coordinate. The estimate is the mean of 1,000 runs. 84

8.4 Track of target 2 - X coordinate. The estimate is the mean of 1,000 runs. 85

8.5 Track of target 2 - Y coordinate. The estimate is the mean of 1,000 runs. 87

8.6 Mean of the error for target 1 from 1,000 runs. . . . . . . . . . . . . . 88

8.7 Mean of error for target 2 from 1,000 runs. . . . . . . . . . . . . . . . 89

8.8 The reference power of target 1. The estimate is the mean of 1,000 runs. 90

8.9 The reference power of target 2. The estimate is the mean of 1,000 runs. 91

xi



List of Tables

1.1 Sequential Importance Sampling Algorithm . . . . . . . . . . . . . . . 14

5.1 Simulation results. MEM: mean error magnitude, CRB: Cramer-Rao

bound, X: X coordinate, Y: Y coordinate, LS: least squares, ML:

maximum likelihood. . . . . . . . . . . . . . . . . . . . . . . . . . . 39

6.1 Simulation results. Comparison of the mean of error magnitude of the

four methods. (RLS stands for ratio LS.) . . . . . . . . . . . . . . . 49

6.2 Comparison of the variances of the estimates and the CRBs [X, Y]: [X,

Y] coordinate, the MKS unit of the CRB and variance is [m2]. . . . . 49

7.1 Initializing a new target in presence of multiple targets via the LS

method (known reference power). . . . . . . . . . . . . . . . . . . . . 61

8.1 LS initialization of a new target for particle filtering . . . . . . . . . . 86

8.2 Mean error of the initialized parameters. . . . . . . . . . . . . . . . . 87

xii



Acknowledgments

I would like to thank my academic advisor, Dr. Petar M. Djurić for not only his
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Chapter 1

Introduction

1.1 Sensor networks

In recent years, there has been a trend for using densely populated sensor

networks for collecting and processing information for better monitoring of various

phenomena and understanding of the physical world. Such deployment of a large

number of sensors has been driven by the advance of technology that has made

available increasingly cheap and yet powerful sensors. In practice, sensors are

interconnected to form a sensor network in order to communicate and possibly

exchange information among themselves. An important class of sensor networks are

the wireless sensor networks. They have a very strong potential and are already

becoming a dominant technology. They provide great opportunities for observing the

physical world and can be used in a wide range of applications including applications

in health, transportation, military, and home.

There are several kinds of sensors that are capable of sensing different type of

1



CHAPTER 1. INTRODUCTION 2

information such as acoustic energy, seismic energy, infrared signals and so on. The

selection of the type of sensors that are used in a sensor network depends on the

application. Typically, a sensor network may use several kinds of sensors deployed in

the region of interest.

An important application of sensor networks is the tracking of moving targets.

The problem involves the estimation of the position of one or more moving targets

within the network field. There are three important categories of methods that are

used for tracking (and localization, in general). The categories are defined according

to the type of physical parameters read by the sensors.

The first group of methods is based on the time delay of arrival (TDOA) of the

signal generated be the tracked target. According to these methods, the signal that

is emitted from a source is received with different time delays by the sensors, which

are proportional to the sensor-source ranges, also called range differences (RDs). The

TDOA-based methods require very high accuracy of the time delay measurements

in order to obtain reasonable estimates of the target locations or estimates of their

trajectories and kinematic parameters (if they move). The source location is estimated

from the intersection of a set of hyperboloids defined by the RD measurements and

the known sensor locations. Some signal processing techniques that are used for the

solution of the emitter location problem include the iterative least-squares (ILS) [1]

method, the maximum likelihood (ML) estimation [2] technique, and the sequential

Monte Carlo (particle filtering) algorithm.

The second group of methods is based on direction of arrival (DOA). In principle,

it is the most conventional direction-finding technique. The assumption made in

using this method is that the source energy is concentrated at discrete angles that
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are referred to as the source directions of arrival. No scattering of energy is assumed.

However, in sonar, radar, and communications, the point source assumption may

be incorrect because of signal scattering that causes angular spreading of the source

energy. In that case, a distributed source model is more suitable than the point source

model. DOA-based methods use the difference of the phase of several source signals

to estimate the direction of arrival of the signal. DOA measurements are relatively

expensive because they usually require antenna arrays at each sensor node.

The last group of methods is based on the received signal strength (RSS). These

methods use measurements of the sensors that represent received energy or power

emitted by the target(s). The used sensors that collect such measurements are simpler

and less expensive than the ones that measure TDOA or DOA.

In this report, we develop methods that use RSS measurements. In particular,

we develop particle filtering algorithms for target tracking, which includes estimation

of their trajectories and their kinematics. Before, we address sensors that measure

RSS, we briefly review the TDOA and DOA sensors.

1.1.1 Time delay of arrival (TDOA)

One of the main drawbacks of TDOA-based methods is that they are relatively

complicated because of the requirement of arrays of antennas to obtain the TDOAs.

In addition, they can suffer from pulse distortions which result from multipath

propagation. Nevertheless, TDOA-based methods are used in a variety of fields and

various algorithms have been developed for the estimation of TDOAs between two

signals.
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Consider the following general discrete-time model [3]:

y0,t = xt + v0,t

y1,t = xt−D + v1,t (1.1)

where y0,t and y1,t are received signals by two sensors, for example microphones, xt

is the signal of interest that is a reference signal with no delay available at the first

channel and xt−D is D sequence time delayed signal at the second channel. The

symbols v0,t and v1,t denote noises in each of the channels and they can possibly be

correlated. The goal is to estimate D from a segment of observed data by the two

sensors without prior knowledge about the source signal xt or the noises. In a more

general scenario, we can imagine that we have more than two sensors that collect

information.

Among various algorithms, the most common method for estimation of D is the

generalized cross correlation technique defined as follows [4, 5]:

D̂ = arg max
D

∫

w

W (ejw)Y0(e
jw)Y ∗

1 (ejw)e−jwDdw (1.2)

where Y0(e
jw) and Y1(e

jw) are the discrete-time Fourier transforms of the signals y0,t

and y1,t, respectively, and W (ejw) is a cross correlation weighting function. Among

various weighting function suggested in the literature, the most common function

results in the PHAT (PHAse Transform) method. According to this method, the

estimate of the delay D is obtained as follows:

D̂ = arg max
D

∫

w

cos(wD − (∠Y0(e
jw)− ∠Y1(e

jw)))dw. (1.3)
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1.1.2 Direction of arrival (DOA)

Methods based on DOA locate a source target by determining the signal’s

direction of arrival when a signal is detected. These methods can be applied to

complex problems where, for example, more than one source exists, or when the

number of sources is unknown or to even more complicated problems which involve

moving sensors.

Mathematical description of the DOA problem

When applying the DOA method [6], the signals are assumed to be narrowband

signals and, therefore, can be approximated as plane waves of fixed frequency. To

facilitate our discussion, let us make some assumptions and define variables. Assume

that there are K source targets and M pairs of sensors. We take M= 2 in this

example. The spacing between each pair of sensor is δ and the sources are far away

from the sensors. The signals are narrowband and have constant frequency. The

angle between the plane wave of source k and the sensor pair connecting line is equal

to θk , for k = 1, · · · , K.

Let sk,t be the signal emitted from the kth source at time t and st is the vector

consisting of the K source signals. The vector x1,t is composed of the received signals

by the first pair od sensors at time t, and x2,t denotes the corresponding received

signal at the second pair of sensor.

The DOA is defined as the angle between each plane wave and the line connecting

each sensor pair as in Fig. 1.1. It is denoted as θk, k = 1, · · · , K. There will be K

angles for each sensor pair. Given the above definitions, the measurement equation
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source 1 source 2

1 2

paired sensors

Figure 1.1: An example of two sources with one pair of sensors showing angles of
DOA.

model can be stated as follows:

x1,t = Ast + ε1,t (1.4)

x2,t = AΓst + ε2,t (1.5)

where Γ is a K ×K diagonal matrix containing information about the phase delays

between the signals received by the corresponding pairs of sensors, and A is an

unknown M ×K matrix. The kth element of Γ is expressed as,

Γk = ejwδ sin θk/c, k = 1, · · · , K (1.6)

where c is the speed of the signal which is equal to 300, 000km/s in free space. The

goal here is to estimate Γ, where x, δ and the signal frequency ω are known and

A, st, ε1,t, ε2,t and K are unknown. The problem can be more complicated when the

source is moving, which makes Γ a time-varying function. There are many algorithms

available in the literature to find Γ for many different scenarios [7, 8].
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1.1.3 Signal energy sensor

The received signal energy is one of the most common measurements obtained

by sensors in practice. The received energy by a sensor is expressed as follows [9]:

yn,t = gn

K∑

k=1

sk,t

|rn − lk,t|2 + vn,t, n = 1, 2, · · · , N (1.7)

where lk,t is the location of the k−th source at time instant t, n is a sensor index, t

denotes time, K is the number of sources (targets), y is the sensed energy, g is the

gain of each sensor, sK,t is the energy emitted by the k−th source at time instant t

and measured at 1m distance from the source, rn is the location of the n−the sensor,

vn,t is noise, and N is the number of sensors in the sensor field.

The expression of (1.7) is based on the signal energy decay model where the

signal energy decays inversely proportional to the square of the distance between

the source and the sensor under the conditions that the signal propagates in free

and homogeneous spaceNote that, unlike in the DOA problem, the signal energy

propagates omni-directionally and not as a plane wave as assumed in Fig. 1.2.

1.1.4 RSS (Received signal strength)

The Received Signal Strength model is discussed, for example, in [10].There, the

received power is expressed in dBm. Thus, the received power signal at sensor n at

time instant t is expressed as follows:

yn,t =
∑

k

[
P0 − 10α log10

( |rn − lk,t|
d0

)]
+ vn,t, n = 1, · · · , N (1.8)
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source sensors

Figure 1.2: A source emitting acoustic energy and sensors .

where P0 is the power received by the sensor at a reference distance d0, rn is the

position of the n−th sensor, lk,t is the location of target k at time instant t, α is an

attenuation parameter that depends on the transmission medium, vn,t ∼ N (0, σ2
v)

is a Gaussian noise process with known variance σ2
v , N is the number of sensors, and

K is the number of targets.

1.1.5 Complete and binary measurements

Complete measurements, also called range free measurements, mean that the

sensors theoretically sense the existence of a target irrespective of its location. Binary

measurements only provide information if a signal due to targets is present or not. In

other words, when the signal power (energy) is above a sensing threshold, the sensor
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outputs a 1, otherwise it sends a 0 as in Fig. 1.3.

Binary sensors

Suppose yn,t is the power received by the n−th sensor. Each sensor processes its

measurements and transmits either 1 or 0 to a central unit following the following

rule: The measurement is compared with a threshold, and

• if it is greater than the threshold, transmit 1,

• if it is less than the threshold, transmit a 0.

signal, power of P

signal, power of P

If P>range, 1

If P<range, o

P

Binary measurement

Complete measurement

source

sensor

sensor

Figure 1.3: Comparison between sensors that provide binary and complete
information.

1.2 Review of particle filtering

Particle filtering is a sequential Monte Carlo method based on the Bayesian

methodology. It is primarily used for the estimation of the states of dynamic systems.
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It is especially useful when the dynamic systems are nonlinear and/or non-Gaussian.

Many problems in statistical signal processing may be formulated in a state space

form where the state transition equation expresses a hidden Markov process and the

observation equation represents the observation as a function of the current state.

Mathematically, these two equations can be stated as follows [11]:

xt = f(xt−1) + ut

yt = h(xt) + vt (1.9)

where xt is an unobserved hidden Markov process, yt is the observed measurement,

f(·) and h(·) are generally non-linear functions, and ut and vt are random noise

vectors with known distributions.

An example of a dynamic system is the Bearings only Tracking [12]. A moving

object is being tracked in a two and three dimensional spaces. The hidden state xt

comprises of the position and velocity of the object. The observations are bearings or

angles of the object in a given coordinate system. The measurements are embedded

in additive noise and are expressed by

yt = arctan(xv,t/xh,t) + vt (1.10)

where xv,t and xh,t are the vertical and horizontal coordinates in a two dimensional

space. With this formulation, we would like to estimate the trajectory and velocities

of the moving object given the bearings.
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1.2.1 Monte Carlo (MC) integration

According to the Bayesian paradigm, the information about unknowns is

contained in the posterior probability density function of the unknowns x0:t given

by p(x0:t|y0:t), where {xt; t ∈ N} is the state sequence assumed to be an unobserved

hidden process, and {yt; t ∈ N} are observations which are conditionally independent

given the process {xt; t ∈ N}. Note that x0:t , {x0, · · · ,xt} and y0:t , {y0, · · · , yt}
are the state sequence and the observations up to time t, respectively. Suppose there

are N independent identically distributed (i.i.d.) streams {x(i)
0:t; i = 1, · · · , N} with

a distribution p(x0:t|y0:t). Then, a Monte Carlo estimate of this distribution is given

by [13]:

P̂ (dx0:t|y0:t) =
1

N

N∑
i=i

δ
x

(i)
0:t

(dx0:t).
1 (1.11)

If I(ft) as the expected value of a function ft(x0:t) with respect to the posterior

p(x0:t|y0:t), its Monte Carlo estimate is given by

ÎN(ft) =

∫
ft(x0:t)P̂ (dx0:t|y0:t) =

1

N

N∑
i=1

ft(x
(i)
0:t). (1.12)

Using the strong law of large numbers (SLLN), we can show that ÎN(ft)
a.s.→IN(ft),

where
a.s.→ denotes almost sure convergence as N → ∞ [14]. Thus, from (1.12) we

can see that when obtain random i.i.d. samples from the posterior distribution,

we can estimate IN(ft) easily without difficulties. The convergence is dependent on

N . One difficulty in this Monte Carlo method is the lack of efficient methods for

generating i.i.d. samples from the posterior distribution, which is often multivariate,

1The symbol δx(dx0:t) denotes the Kronecker delta function, δx(dx0:t) = 1 if x ∈ dx0:t, otherwise
δx(dx0:t) = 0.
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non-standard and known only up to a proportionality constant.

1.2.2 Sequential importance sampling

Suppose that N particles {x(i)
0:t}N

i=1 can be drawn from a distribution π(x0:t|y0:t),

which we refer to as importance function. Then we can use the importance sampling

identity to write

p(x0:t|y0:t) = w(x0:t)π(x0:t|y0:t) (1.13)

where the importance weight w(x0:t) is defined as

w(x0:t) =
p(x0:t|y0:t)

π(x0:t|y0:t)
(1.14)

and where it is assumed that the distributions can be computed completely (including

their normalizing constants). An estimate of p(x0:t|y0:t) can be obtained by

p̂N(dx0:t|y0:t) =
N∑

i=1

w̃
(i)
0:tδx

(i)
0:t

(dx0:t) (1.15)

where the w̃
(i)
0:t’s are normalized weights obtained by

w̃
(i)
0:t =

w(x
(i)
0:t)∑N

i=1 w(x
(i)
0:t)

. (1.16)

Similarly, the filtering density p(xt|y0:t) can be approximated by

p̂N(dxt|y0:t) =
N∑

i=1

w̃
(i)
t δ

x
(i)
t

(dxt). (1.17)
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Actually, (1.15) is an equivalent of the point mass approximation of p(x0:t|y0:t) and

in the case of perfect sampling, π(x
(i)
0:t|y0:t) = p(x

(i)
0:t|y0:t), and w̃

(i)
0:t = 1/N for all

i. If we want to obtain the estimate of p(x0:t|y0:t) sequentially, we have to be able

to propagate this estimate in time sequences without subsequently modifying the

past time instance trajectories {x(i)
0:t}N

i=1. This means that π(x0:t|y0:t) should admit

π(x0:t−1|y0:t−1) as a marginal distribution, or

π(x0:t|y0:t) = π(x0:t−1|y0:t−1)× π(xt|x0:t−1, y0:t)

= π(x0|y0)
n∏

t=1

π(xt|x0:t−1, y0:t). (1.18)

Such importance function allows for recursive evaluation of the importance weights

in time when successive observations yt become available. The importance weights

wt can be evaluated recursively as

wt = wt−1 × p(yt|xt)p(xt|xt−1)

π(xt|xt−1, yt)
. (1.19)

One can summarize the above concept and obtain the sequential importance sampling

filter given in Table 1.1. Many variants of this algorithm have appeared in the

literature which are actually special cases of the general algorithm. Some of these

algorithms were proposed in the early 1970 [15, 16].

There is an unlimited number of choices for the importance distribution. The

only constraint is that its support should include that of p(x0:t|y0:t). However, in

practice one obtains quite poor performance of the algorithm when π(x0:t|y0:t) is

not chosen properly. Therefore, the selection of the importance function is of great

importance in sequential importance sampling.
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Table 1.1: Sequential Importance Sampling Algorithm

For time instances t = 0, 1, 2, · · ·
1. For sample i = 1, · · · , N , sample x

(i)
t ∼ π(xt|x(i)

0:t−1, y0:t) and define x
(i)
0:t ,(

x
(i)
0:t−1,x

(i)
t

)
.

2. For i = 1, · · · , N , evaluate the importance weights up to a normalizing constant:

w
(i)
t = w

(i)
t−1

p
(
yt|x(i)

t

)
p
(
x

(i)
t |x(i)

t−1

)

π
(
x

(i)
t |x(i)

0:t−1, y0:t

) , w
(i)
0 =

1

N
. (1.20)

3. For i = 1, · · · , N , normalize the importance weights:

w̃
(i)
t =

w
(i)
t∑N

i=1 w
(i)
t

. (1.21)

Degeneracy of the algorithm

The optimal choice of importance function (proposal function) is of course the

posterior distribution of p(x0:t|y0:t) in which case all the weights {w(i)
t }N

i=1 are equal.

However, for all non-trivial cases, it is not possible to draw samples directly from it.

When an importance function is of the form (1.18), after few iterations sample

degeneracy occurs. That is, all but only few of the particles will have weights

different from zero. The variance of the importance weights only increases over time.

Thus, propagating such samples is simply a waste of computational resources as their

contribution to the final estimate is almost zero.

There are two techniques to alleviate the degeneration problem. One is to have

a good choice of an importance function and the second one is to apply a procedure

called resampling. Resampling can simply be explained as a procedure that allows
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replicating of samples with significant weights while discarding those with almost zero

weights. The resampling algorithm [17] can be implemented as follows:

Resampling Algorithm

• [{xj∗
t , wi

t, i
j}P

j=1

]
= resample

[{xj
t , w

i
t}P

j=1

]
, where P is the number of particles.

• Initialize a cumulative distribution function (CDF): c1 = 0

• For i = 2 : P

- Construct a CDF according to ci = ci−1 + wi
t

• End For

• Start at the bottom of the CDF : i = 1

• Draw a starting point : u1 ∼ U [0, P−1]

• For j = 1 : P

- Move along the CDF : uj = u1 + P−1(j − 1)

- While uj > ci

* i = i + 1

- End While

- Assign sample : xj∗
t = xi

t

- Assign weight : wj
t = P−1

- Assign parent : ij = i

• End For

The choice of the importance function (proposal density)
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To decrease the severity of the degeneracy problem, the importance function should

be chosen so that it minimizes the variance of the importance weights conditional

upon the sampled trajectory x0:t−1 and the observations y0:t. It is shown that the

importance function that minimizes the variance of the weights is given by [18]

π(xt|x(i)
0:t−1, y0:t) = p

(
xt|x(i)

t−1, yt

)
. (1.22)

This proposal function is known as the optimal proposal density.

Optimal importance function

It seems that the proposal density p
(
xt|x(i)

t−1, yt

)
was used for the first time in

[19, 20]. The importance weight corresponding to this proposal density is given

by w
(i)
t = w

(i)
t−1p

(
yt|x(i)

t−1

)
. Although this density is optimal in the sense that the

variance of the resulting sample weights is minimum, there are important drawbacks

in using it. First of all, it is usually difficult to draw samples from this density and

second, in order to compute the importance weights of the samples, it requires the

evaluation of the integral,

p
(
yt|x(i)

t−1

)
=

∫
p(yt|xt)p

(
xt|x(i)

t−1

)
dxt (1.23)

which in most cases is not trivial.
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Signal processing problems in

sensor networks

The challenge of sensor networks is to achieve reliable performance by dynamic

configuration and the collaboration of these sensor nodes that have limited sensing and

communication capabilities. Some of the tasks of these sensor networks may include

detection, localization, tracking and classification of objects which are of interest to

diverse military, industrial and civilian applications [21].

2.1 Detection

The detection problem in sensor networks is basically a hypotheses testing

problem [22]. The null hypotheses usually represents noise only and the alternative

stands for signal in noise. Let us consider a Bayesian detection problem where

y1,t, y2,t, · · · , yN,t is a sequence of observations and each corresponding to a specific

sensor. The sensors are required to send summaries mt,n(yt,n) of their own

17
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observations to the fusion center. The fusion center receives noisy versions of them,

un,t, where

un,t = mn,t(yn,t) + wn,t (2.1)

with wn,t representing noise. The hypothesis testing problem amounts to deciding if

H0 or H1 is true, based on the received data un,t at the fusion center [23].

2.2 Localization/Tracking

In sensor networks, localization is one of the key tasks in many applications,

where a number of sensor devices are used for instance, to locate one or more, static

or moving targets. The goal of localization is to locate the target in the domain

based on the observed data with as good accuracy as possible [24]. If the targets are

of interest and are moving, then the localization problems will be a tracking problem

[25]. There are many algorithms developed to solve these problems. The tracking

problem is of main interest in this thesis.

2.3 Classification

Classification of objects moving through the sensor field is an important

application that requires collaborative signal processing (CSP) among nodes. Given

the limited resources of nodes, a key constraint is to exchange the least amount of

information between them and still achieve desired performance. The information

exchanged between nodes may be based on correlated or independent measurements.

The former requires data fusion for optimal performance - exchange of (low
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dimensional) feature vectors that yield sufficient information for discrimination. For

the latter,decision fusion is sufficient - exchange of local likelihood values (scalars)

computed from individual measurements. Generally, the measurements are a mixture

of correlated and independent components so that a combination of data and decision

fusion between nodes is necessary.

For example, if we consider that there are M classes of targets and assume that

y denotes a vector of measurements, which under hypothesis Hj, j = 1, · · · ,M , is

modeled as [26]

Hj : y = sj + w, j = 1, · · · ,M (2.2)

where sj denotes a signal corresponding to the j-th class of targets, and w denotes

additive noise with some known distribution, we can define a classifier C that maps

the vector y to one of the target classes. If we further assume that all the classes are

equally likely, we can use the maximum likelihood (ML) classifier (which is a special

case of the maximum a posteriori (MAP) classifier) as the optimal classifier which

has the form

C(y) = arg max
j∈{1,··· ,M}

pj(y) (2.3)

where pj(y) denotes the likelihood function for j-th class.
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Tracking of unknown number of

targets

Target tracking is a crucial problem in sensor networks. Before target tracking

can begin, one has to (a) detect the targets in the sensor field and (b) estimate their

initial locations (localization). Another related problem is classification of the targets.

A brief description of these problems was provided in Chapter 2.

Consider the following scenarios of target tracking in a sensor network field [27]:

1. Multiple targets may be present in the sensor field.

2. The targets may appear and disappear with time. In other words, the number

of targets is a time varying function.

3. The targets may maneuver.

For example, in Fig. 3.1, two targets are being tracked initially, but there is a newly

appeared target later during tracking. Two types of situations are discussed in the

20
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Figure 3.1: General target tracking situation. A : Initial situation, two targets, T1, T2

B : Newly appeared target T3, C : Number of targets in time.
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following sections; one where the number of targets is known and another, when the

number of targets is unknown.

3.1 Known number of targets

If we know the number of source targets, then detection is not necessary. Tracking

of multiple targets is a lot more difficult and complicated than tracking a single target.

The conventional joint probabilities data association filter algorithm [28] is well known

for solving multi-target tracking problems.

Joint Probabilities Data Association Filter (JPDAF)

Data association is important in multiple target tracking when the sensor usually

measure signals from one source. Typical algorithms to deal with such problems

are the joint probabilities data association filter (JPDAF) proposed in [28]. The

basis of JPDAF is the calculus of joint probabilities between the measurements and

the tracks. The algorithm assigns weights for reasonable measurements to update

the tracks. Kalman filtering is applied for estimation of the states of the individual

objects. While the Kalman filter has been shown to provide highly efficient state

estimates, it is restricted to Gaussian distributions of the noise processes in the state-

space equations. In the case of a single target, this filter is known as probabilities

data association filter (PDAF). As we have discussed, more recently, particle filters

have been introduced to estimate non-Gaussian, non-linear dynamic processes [18].

The major advantage of this technique lies in the ability to represent multi-modal

state densities. One way to apply particle filters to the problem of tracking multiple

targets is to estimate the combined state space. Unfortunately, the complexity of this
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approach grows exponentially with the number of objects to be tracked. One can

take advantage of particle filters and the efficiency of existing approaches for multiple

target tracking. There are methods where particle filters are used to track the states

of the source targets and JPDAFs are applied to assign the measurements to the

individual source targets [29].

3.2 Unknown number of targets

If the number of targets is known and constant over time, the state-space

(spanned by the individual state-spaces of all targets) has a known and constant

dimensionality. However, if the number of targets is unknown or varies over time,

the number of targets, K is a random variable and a part of the state space. Since

the dimensionality of the state space varies with K, it is not trivial to compare

two states corresponding to different values of the random variable K. One way to

address this problem is to estimate K separately from the rest of the state space,

and then given this, estimate the other state variables [30]. Another approach [31]

is to evaluate the likelihood in a space of constant dimensionality, thus avoiding the

problem of comparing spaces of different dimensionality. However, the problem can

also be addressed by employing finite set statistics (FISST) [32, 33], which is an

extension of Bayesian analysis to incorporate comparisons of between state spaces of

different dimensionality. Thus, a distribution over K can be estimated with the rest

of the state space. FISST has been used extensively for tracking problems, mainly

implemented as a set of Kalman filters.
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Preliminary results

In this chapter we show some preliminary results of target tracking by particle

filtering. The prior density is chosen as the importance density and resampling is

applied at every time step. The algorithm is applied to track up to two source

targets. It is assumed that the number of targets has been correctly detected and

that the initial locations of targets are known.

4.1 RSS model

Here we use the RSS model discussed in Section 1.1.4. For convenience, we

rewrite the measurement equation, i.e.,

yn,t =
K∑

k=1

[
P0 − 10α log10

( |rn − lt,k|
d0

)]
+ vn,t, n = 1, · · · , N

where vn,t is zero-mean Gaussian noise with variance σ2
v . This expresses the received

signal power by the n−th sensor at time t. So, the observation vector will be as

24
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follows:

yt = [y1,t y2,t · · · yN,t]
> . (4.1)

Note that here we assumed that the emitted signal powers of all the targets are the

same.

4.2 Problem Statement

Two targets are moving with random accelerations from the starting points (0,0)

and (100,100). Our objective is to track the two targets by particle filtering. The

sensors are distributed randomly over the sensor field.

4.2.1 State equations

The state equations are written as follows:

αk,t = αk,t−1 + wk,t (4.2)

uk,t = uk,t−1 + αk,t−1T (4.3)

lk,t = lk,t−1 + uk,t−1T +
1

2
αk,t−1T

2 (4.4)

where αk,t is the acceleration of the k−th target at time t and is a hidden state. The

velocity of the k−th target is denoted by uk,t, and its location by lk,t. Note that

the location and the velocity are functions of αk,t according to the law of classical

mechanics. The noise wk,t is distributed uniformly between Wmax and Wmin, and T

is the sampling time interval.
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4.3 Solution by particle filtering

4.3.1 Sampling importance resampling (SIR) filter

We use the prior p(αt|α(i)
t−1) as the proposal density so that we generate particles

according to (4.2), and we do resampling at every time step. Therefore, the non-

normalized weights are computed by

w
(i)
t ∝ p(yt|α(i)

t ). (4.5)

If we define,

g
(i)
t =

[
g

(i)
1,t, · · · , g

(i)
N,t

]

where

g
(i)
n,t = P0 − 10α log10

(
|rn − l

(i)
t,k|

d0

)

the weights will be proportional to

p
(
yt|α(i)

t

)
= (2πσ2

v)
−N

2 exp

[
− 1

2σ2
v

(
yt − g

(i)
t

)> (
yt − g

(i)
t

)]
. (4.6)

4.4 Experiments

All the units are expressed in the MKS system. The simulations were done with

40 time sequences, 1,500 particles, and 500 sensors. The sensors were randomly

distributed within the range of the target tracks. Namely, we first generated

the trajectories and then we randomly drew the locations of the sensors from a
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uniform distribution within the range of the trajectories. The other parameters were

P0 = 4.0488(dB), α = 2, 3 and d0 = 1m.

Targets with trajectories that do not cross

Two experiments were conducted. In the first, two targets never crossed from the

initial time instant to the end of the tracking. Fig. 4.1 shows two trajectories of

targets and the locations of the sensors, and Fig. 4.2 shows the estimated trajectories.

As can be seen, the tracking was accurate.

Problems arise when the two targets meet each other as in Fig. 4.3. It is clear

that according to (4.5), if the targets have the same power and they come very close to

each other, one may not be able to discriminate which one is which. If the targets have

discriminating features, for example different emitting powers and/or different state

transition equations, confusion may not happen. For example, in our simulation, each

target had different kind of wk,t. The state noise of one of the targets was uniformly

distributed and of the other, it was normal. Fig. 4.4 shows an example when the

targets were tracked well even though they had crossing trajectories. Fig. 4.5 shows

the mean squared error of the estimated trajectories. Note that the peak point of the

error was at the moment when the two targets crossed each other.
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Figure 4.1: Two targets tracked by randomly deployed sensors. The starting points
of the two targets are (0,0) and (100,100).
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Figure 4.2: The true and estimated trajectories of two targets.
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Figure 4.3: Two targets tracked by randomly deployed sensors. The starting points
of the two targets were at (0,0) and (100,100).
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Figure 4.4: The true and estimated trajectories of two targets.



CHAPTER 4. PRELIMINARY RESULTS 30

0 5 10 15 20 25 30 35 40
0

2

4

6

8

10

12

Time

rm
se

Figure 4.5: The root mean squared error of estimated trajectories. The peak of the
error is when the two targets met each other.
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Localization of a target by the ML

approach

5.1 Summary

In this chapter, a localization technique based on a multiple number of received

signal strength (RSS) measurements is presented. The “least squares (LS)” method

can be applied in determining the node locations in ad-hoc sensor networks or a

cellular phone localization where the RSS measurement model is employed. We

apply an iterative ML method to the non-linear LS problem where the measurement

equations cannot be solved directly by the ML method. We adopt the solution of

the LS method as an initial guess of the numerical ML method. We compare the

performance of the iterative ML method to the Cramer-Rao bound (CRB). The ML

approach outperforms the LS method.

31
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5.2 Introduction

In this chapter, we propose a localization technique based on a combination of

well known existing methods, i.e., the least squares (LS) and maximum likelihood

(ML) method. In certain specific problems regarding localization of targets, network-

based localization solution using received signal strength (RSS) is very important.

For example, one has to determine the location of a node in ad-hoc sensor networks

[34] or a cellular phone by networked base stations [35], and so forth. Note that in

the U.S., the Federal Communications Commission (FCC) mandated wireless service

providers to locate mobile phones of emergency 911 dialers (the enhanced 911, E-

911) in 1996, and revised the mandate in 1999. Several methods for this problem

have been proposed and discussed in recent years, such as methods based on time

of arrival (TOA) [36], time difference of arrival (TDOA) [37], angle of arrival (AOA)

[38], and so on. All the methods estimate the location of an object (a node or a

cellular handset) relating the “object” and the “networked sensors or base stations”.

The approximated LS method (linearized LS method) is a good choice for providing

a solution for this problem because it does not require information about the noise

distribution, and it is relatively simple and easy to apply.

In this chapter, we provide a more accurate solution for localization based on RSS

measurements. We note here that the methods which do not use RSS measurements

require expensive processing to estimate the necessary parameters such as “time

delay” or “angle” at the step before estimating the distance or location of a source

target. By contrast, the RSS model is relatively quite simple. We assume a one-to-

one mapping between a target source and a sensor node or base station in the RSS

model in order to apply the LS method. This is achievable by a grid spacing of the
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field [39].

The RSS measurement model shows a direct relation between the location of

the target and the measurement. However, we need to use a numerical ML method

because it is not possible to compute the ML estimate of the location directly. An

important part of the iterative ML method is finding a good initial guess of the

estimate. We can acquire a good initial guess by the approximate LS method (see

Chapter 5.4). We show the accuracy of the result of combining these two popular

methods by comparing them with the Cramer-Rao bound (CRB) (see Chapter 5.6).

We also show that our approach outperforms the approximate LS method in target

localization [40].

5.3 RSS measurement model

We consider situations where N sensors make RSS measurements of a target

whose location is unknown. (The problem is equivalent when we have to locate

mobile phones from RSS measurements made by base stations). The received signal

strength is described by a non-linear model according to [10]:

yn = 10 log10

(
Ψdα

0

|rn − l|α
)

+ vn, n = 1, 2, . . . , N (5.1)

where l is the location of the target, n is the index of the sensor (the sensor’s location

is known), Ψ is the received power at a reference distance d0, rn is the location of

the n−th sensor, α is an attenuation factor (α ≥ 1), vn is background zero-mean

Gaussian noise, and N is the total number of sensors in the sensor field.

By maximizing the likelihood function (which is obtained from this equation), we
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get the ML estimate. It is clear that a closed form solution for the location l can not

be obtained. Even if we try to apply the LS method, the equation has to be modified

so that we can use the linear LS method (see Chapter 5.4). Note that the optimized

non-linear LS method is equivalent to the ML method if vn is zero mean and white

Gaussian [41]. We can obtain the ML solution by using an iterative method such as

the Newton-Raphson method. For its initialization, we adopt the the solution found

by the approximate LS method.

From the received measurement, we can estimate or compute the distance

between the n−th sensor and the target as follows (without loss of generality, we

assume d0 is 1m and α is 2):

|rn − l|2 = Ψ10−( yn
10

). (5.2)

The strength of the RSS measurement drops very quickly as the distance between

the sensor and the target increases. Because of that, we do not use information from

sensors that are located relatively far from the target. In fact, we only use the three

measurements with largest RSS.

5.4 Approximate least squares method

The LS method has been frequently applied for localization [34, 40, 42]. We

adopt it for providing the initial guess of the ML iterative method. Next, we present

the details of the approximate LS method in localizing a target sensor node using

RSS measurements.

We estimate three distances from the noisy measurement according to (5.2), and
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we denote them by rA, rB, and rC , respectively. If A(a1, a2), B(b1, b2), and C(c1, c2)

are the known locations of the three sensors that provided the RSS measurements,

the modified linear LS method of estimating the target location is based on [43]

Hx = d + e (5.3)

where

H =




2(a1 − c1) 2(a2 − c2)

2(b1 − c1) 2(b2 − c2)




d =




a1
2 − c1

2 + a2
2 − c2

2 + rC
2 − rA

2

b1
2 − c1

2 + b2
2 − c2

2 + rC
2 − rB

2




x =




x

y




and e is some zero mean error.

The LS estimate is given by

x̂ = (H>H)−1H>d.

When the distances are estimated from the measurements, the LS method finds

as a solution a point which gives the least sum of squared differences between the

function of data and the function of estimated point. When H is not a full rank

matrix, there is not a unique solution. In that case, we should use more measurements.

In our RSS measurement model, if a sensor is far from the target sensor, the received
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power is low and the information about the distance between the sensor and the

target may not even be in the measurement. Therefore we use only the three best

measurements, which means we use the three strongest measurements received for

obtaining the initial guess for the iterative ML method.

5.5 Maximum likelihood estimate

The maximum likelihood estimator (MLE) is the most popular and practical

estimator. In nonlinear problems, it may be very difficult to find the MLE from

the ML function (sometimes it may be difficult to find the ML function). In

those situations, we use a numerical method for obtaining the ML estimates, e.g.,

the Newton-Raphson or scoring method or the expectation-maximization (EM)

algorithm.

From (5.1), we find the ML estimate by minimizing the cost function,
∑ [

yn − 10 log 10
(

C
Dn

)]2

where C = Ψ dα
0 and Dn = |rn − l|α. The cost function

is the same as the one of the LS method with zero mean white Gaussian noise [44]

(note that the LS method is not the same as the “approximate LS method” that

was explained in the previous section). We cannot find the analytical solution which

maximizes the likelihood function, and therefore, we have to use a numerical approach.

To that end we adopt the Newton-Raphson method (see Appendix A [45]).

5.6 Simulations

In this section, we show the results of the simulations where we apply the

approximate LS method at the first step, and then apply the ML method using
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the solution of the LS method. We compare the two methods with the Cramer-Rao

bound (CRB). The CRB is derived in Appendix B.

When we apply an iterative method, we have to be very careful because the

method may diverge. This may happen when the second derivative of the log-

likelihood function is small [44]. Therefore, in the simulations, we set a threshold

for the second derivative so that when the inverse of the derivative is larger than the

threshold, the iterations stop. Then we use the LS estimate.

In the simulations, we ran 10 iterations. The two-dimensional sensor field is

depicted in Fig. 5.1. The reference power was selected as 10, 000 [J/s], which is
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Figure 5.1: Two-dimensional sensor field.

known in practical situations (the reference power of the mobile phone or anchor

node is known). In the simulations, a number of different locations of the targets
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were estimated. The source targets were located at (20, 20), (130, 10), (140, 140),

(20, 150), and (200, 200), respectively. There were 5 × 5 sensors, and the number

of simulation runs was 1000. The background noises had three different values (0.01,

0.1, and 0.2 [dB]), which in practice can be known in advance.
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Figure 5.2: Estimated positions of the target when noise power is 0.01 dB

If we compare each pair of results when the target sensor is located at (20, 20),

Figures 5.2, 5.3, and 5.4, show that the ML method had better estimates. Note that

some ML iterative estimates have relatively larger errors, which most likely is due

to the divergence of ML method (as we mentioned, in those cases, we stopped the

iteration and used the LS estimate).

As the noise power increases, the results show that, even though the ML iterative

method provides better performance, the worst estimates of both methods do not

seem to be very different. The simulation results are summarized in Figures 5.5 to

5.7, and Table 5.1 where the values are averaged over all the locations of the targets.

Figure 5.5 shows the mean of error magnitude of the two methods. The iterative ML
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Figure 5.3: Estimated positions of the target when the noise power is 0.1 dB

methods clearly outperforms the LS method.

In Figures 5.6 and 5.7, the performances of the two methods are compared with

the CRB. When the noise power is low (0.01 dB), the ML iterative method performs

very close to the CRB. The exact values can be seen in Table 5.1. As the noise power

increases, the performances of the methods deteriorate quickly.

Noise
Power
[dB]

MEM-
LS
[m]

MEM-
ML
[m]

CRB-
X
[m2]

CRB-
Y
[m2]

Var-
LS-X
[m2]

Var-
LS-Y
[m2]

Var-
ML-
X
[m2]

Var-
ML-
Y
[m2]

SNR
[dB]

0.01 1.38 0.44 0.16 0.16 1.19 1.25 0.13 0.14 38.38
0.1 4.52 1.45 1.58 1.58 12.79 12.88 2.12 1.66 28.38
0.2 14.19 10.57 16.77 16.76 138.21 131.39 111.14 99.70 18.29

Table 5.1: Simulation results. MEM: mean error magnitude, CRB: Cramer-Rao
bound, X: X coordinate, Y: Y coordinate, LS: least squares, ML: maximum likelihood.
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Figure 5.4: Estimated positions of the target when the noise power is 0.2 dB.

5.7 Conclusions

In this chapter, we proposed a combined LS and iterative ML technique for

locating a target based on RSS measurements. The method can be applied in many

scenarios such as locating mobile stations in wireless cellular systems or sensor nodes

in ad-hoc wireless sensor networks. The method is simple and quick. The additional

computational cost of the numerical ML method over the LS method is modest. We

compared the result of the LS method-only (which is currently a prevalent method

for localization) and the iterative ML method with the CRB.
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Figure 5.5: Mean of the error magnitude of the two methods.
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Chapter 6

When the reference powers are

unknown

6.1 Summary

We present a method for localization of a source based on RSS measurements

where the reference signal power of the source is unknown. We compute the ML

estimate by using an iterative approach which takes the LS estimate as its initial guess

(as was the case in the previous chapter). The proposed method can be applied in the

situations that have already been discussed. We show and compare the performances

of the methods with CRBs. The results suggest that the iterative ML method that

uses the “ratio LS” estimate as initial guess yields the best performance.

44
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6.2 Introduction

The importance of the problem of localizations was discussed in the previous

chapter, so we will not repeat it here. In the same vain as there, we present an iterative

ML method which uses an LS estimate of the location as its starting estimate. The

main difference between this method and the one from Chapter 5 is that here we

relax the assumption of known reference power.

6.3 Measurement model

The measurement model is the same as before. We rewrite it here for convenience

[46]:

yn = 10 log10

(
Ψdα

0

|rn − l|α
)

+ vn, n = 1, 2, . . . , N (6.1)

where the symbols have the same meaning as in Chapter 5. Recall that we do not

use measurements from the sensors that are relatively far from the target because

they do not receive strong enough signal that can provide good information about

the location of the source.

6.4 The ratio LS method

We apply the LS method by taking advantage of the multiple measurements

[34, 40, 42]. From (6.1), when we assume α = 2 and d0 = 1 [m], we can estimate the

squared distance between a sensor and the target location by

|rn − l|2 , Υn
2 = Ψ

(
10

yn
10

)−1

. (6.2)



CHAPTER 6. WHEN THE REFERENCE POWERS ARE UNKNOWN 46

If we use the measurement of three sensors, the distances can be denoted by Υ1, Υ2,

and Υ3 respectively. If we denote the locations of the three sensors by (a1, b1), (a2, b2),

and (a3, b3) respectively, we can find the LS estimate from (5.3) in Chapter 5.4. Note

that the solution by (5.3) requires that Ψ is known,

We are able to estimate the location of the target even when the reference power

is unknown.We can do it by canceling out the common “reference power factor” from

the measurements of the multiple sensors, which results in a new set of equations.

From (6.2), we have
∣∣∣Υi

Υj

∣∣∣ , γij =

√
10

(
yj−yi

10

)
. If

ζij
2 = |l− τij|2

where

τij =
ri − γij

2rj

1− γij
2

, ζij =
γij|ri − rj|

1− γij
2

it is easy to see that we can apply the LS method straightforwardly. We use i = 1

and j = 2, 3, 4, implying that now we need at least four measurements. We use the

four strongest received powers.

6.5 The ML method

From (6.1), we realize that we have to use a numerical method to maximize

the likelihood function because it is impossible to find the ML estimate analytically.

The derivation of the ML estimator is given in Appendix A. The initial guess of the

algorithm is obtained by the ratio LS method.
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6.6 Simulations

We compare the performances of target location of four methods. The

comparisons include the CRB which is derived in Appendix B. The sensor field

is depicted in Figure 6.1.

When applying the iterative ML method, we used as initial estimates the ones

obtained by the LS and the ratio LS methods. The reference power was selected as

10, 000 [J/s], the source target was located at (200, 200), and the number of networked

sensor nodes was 5 × 5. There were 1000 simulation runs, and the background noises

were chosen to have 4 different levels (0.01, 0.1, 0.5, and 1 [dB]).

During the simulation, we used a threshold for the second derivative so that

when the inverse of the derivative was larger than the threshold, the iterations were

stopped and for estimates we used the initial estimates. We chose 10 as the maximum

number of iterations.

The estimation results of the four methods when the noise power was 0.01 dB

are shown in Figure 6.2. The ratio LS method and the iterative ML method with

initial guess by the regular LS method showed approximately similar “mean error

magnitude” as shown in Figure 6.3. However, the ratio LS method well outperformed

the iterative ML method with LS initial value when we compared them by the

variances of the estimates, as shown in Figures 6.4 and 6.5.

The iterative ML method with ratio LS initial guess clearly has lower variance

than the CRB as shown in Figure 6.4. It produces better performance than the

computationally expensive iterative ML method with LS initial guess. The numerical

result of the simulations are presented in Tables 6.1 and 6.2.
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Figure 6.1: A two-dimensional sensor field.

6.7 Summary and Conclusion

We used the ratio LS method as the initial guess of the iterative ML method to

locate a target based on RSS measurements. The iterative method that takes this

initial guess shows the best performance of the four methods. The proposed method

can be practically applied to problems where the reference powers of the signals are

unknown.
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Noise Power [dB] LS [m] RLS [m] ML-LS [m] ML-RLS [m] SNR [dB]
0.01 1.66 0.52 0.50 0.49 36.30
0.1 5.59 1.73 1.50 1.50 26.30
0.5 11.06 4.42 4.23 3.44 19.31
1 14.20 6.75 6.81 4.98 16.30

Table 6.1: Simulation results. Comparison of the mean of error magnitude of the four
methods. (RLS stands for ratio LS.)

Noise [dB] CRB-
X

CRB-
Y

LS-
X

LS-
Y

RLS-
X

RLS-
Y

ML-
LS-
X

ML-
LS-
Y

ML-
RLS-
X

ML-
RLS-
Y

SNR
[dB]

0.01 0.22 0.22 1.89 1.73 0.19 0.18 0.16 0.16 0.16 0.16 36.30
0.1 2.21 2.21 18.73 22.94 2.00 2.06 1.39 1.53 1.43 1.54 26.30
0.5 11.05 11.05 79.32 81.24 14.55 13.27 33.75 27.24 8.21 7.32 19.31
1 22.09 22.09 127.78 129.19 35.15 32.60 69.89 78.84 16.94 14.73 16.30

Table 6.2: Comparison of the variances of the estimates and the CRBs [X, Y]: [X, Y]
coordinate, the MKS unit of the CRB and variance is [m2].
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Figure 6.2: Estimation results of the four methods when the noise power was 0.01
dB. There were 1000 runs.
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Figure 6.3: Mean of error magnitude. There were 1000 runs.
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Figure 6.4: The variance of the estimates obtained from 1000 runs - X coordinate.
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Chapter 7

Initial State Estimation

7.1 Summary

We present a techique for initial state estimation in a multi-target tracking

scenario where the number of targets in the sensor field is unknown. Since, generally, a

one-to-one mapping between RSS measurements and a target location is not possible,

initializing the state of a target (location, velocity, reference power) is certainly a

challenging problem. We assume that an initial estimate needs to be provided for only

a single target. We apply an approximate LS method for the initial localization of a

target, that is very quick and simple. Even if we may apply an optimum non-linear LS

method (or equivalently, the ML method), we prefer the approximate LS method for

its simplicity. Since the initial estimate is needed for tracking purposes, any tracking

method (for example, particle filtering), with a reasonably good starting value will be

able to improve on the accuracy of the initial estimate. This chapter focuses on the

initialization of the targets in the tracking system where particle filtering is assumed

54
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to be applied for tracking. Therefore, we mainly focus on estimating the location and

reference power of a newly appearing target in the sensor field. We also introduce a

simultaneous initialization of multiple targets.

7.2 Introduction

We mentioned that the objective is to use a quick and simple method for

initializing the state of the target that needs to be estimated sequentially. In general,

the approximated LS method (linearized LS) shows quite a good performance [40],

and we adopt it here. It is used in mobile phone locating systems [35, 42] and for

sensor node localizations in wireless ad-hoc sensor networks [34].

Previously, we have proposed a general tracking algorithm by particle filtering in

wireless sensor networks where we assumed that the initial location of the target and

its reference power are known [47]. Here we mainly present a detection and initial

localization technique for targets with unknown reference powers.

When the reference power of the target is unknown, first we directly estimate

the distance between a predicted new target and each sensor from the measurement

equations. Then, we manipulate the equations so that the common reference power

cancels out [48], and finally we apply the LS method.

If we have targets being tracked from the past time steps, we use predicted

measurements for the continuing targets in order to estimate the distance from the

possible new target to each sensor (see Table 7.1 for more details). The predicted

measurements of the existing targets are generated by the particle filter according

to the state space equation. Again, we do not use all the measurements from the
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sensors because the strength of the received signal drops quickly as the distance from

the target and the sensor increases (as can be seen from the adopted measurement

model (7.1). Therefore, we use only the four strongest sensor measurements when

the reference power is unknown, and only three measurements when the reference

power is known. After quickly initializing the location of the new possible target, we

estimate the reference power given the location estimate (see Chapter 7.5). When

initializing a single target without any other existing targets, we can apply the LS

method directly and achieve a good estimate of the reference power. However, when

we have existing targets, a modified approach is applied. We also show how to localize

the initial location of multiple targets simultaneously in Chapter 7.6.

7.3 The Model of the Problem

7.3.1 The Measurement and State Space Model in Wireless

Sensor Networks

We consider a two-dimensional sensor field with possibly randomly distributed

RSS sensors. Here we repeat the RSS model [10]:

yn,t = 10 log10

(
K∑

k=1

Ψkd
α
0

|rn − lk,t|α
)

+ vn,t, n = 1, 2, . . . , N (7.1)

where lk,t is the location of the k−th target at time instant t, n is a sensor index,

t denotes time, K is the number of targets, Ψk is the reference power of the k−th

target measured at the reference distance d0, rn is the location of the n−th sensor, α

is the attenuation factor (α ≥ 1), vn,t is background zero-mean Gaussian noise, and
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N is the total number of sensors used in the field.

Sensors that are located closely to the source target receive strong signals while

the strength decreases very quickly as the distance increases. Therefore, we do not use

information from the sensors that are located relatively far from the target because

they do not have very useful information about the source location. We use the best

three or four sensors, that is, we use the three strongest received signals when the

reference power is known and the four best measurements when the reference power

is unknown. When we deal with the tracking problem, we have to be able to estimate

the locations and reference powers of the targets in addition to tracking the targets,

which is a challenging problem.

We model a single moving target system by a state space model as follows:

xt = f t(xt−1,ut) = Gxxt−1 + Guut (7.2)

where xt = [x1,t x2,t ẋ1,t ẋ2,t]
> is the state vector which indicates the position,

and the velocity of a target respectively in a two-dimensional Cartesian coordinate

system, Gx and Gu are known matrices according to the classical mechanics defined

by

Gx =




1 0 Ts 0

0 1 0 Ts

0 0 1 0

0 0 0 1




, Gu =




T 2

2
0

0 T 2

2

Ts 0

0 Ts




, ut = [ẍ1,t ẍ2,t]
>

where ut is a Gaussian noise-like acceleration turbulence, and Ts is the sampling time
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(s). Thus, the targets maneuver with a random acceleration based on the classical

dynamics (a discrete time sampled version). Only a part of the state enters the

measurement equation (the location). Nonetheless, we can estimate the complete

state of the target.

7.3.2 Varying Pattern of The Number of Targets

We suppose that particle filtering is used for tracking a variable and multiple

number of targets in accordance with the initialization step in this chapter. In that

case, at any time instant, particles are propagated according to the dynamic state

space model. We assume a certain pattern by which the number of target varies with

time. In particular, we suppose that the number of targets varies in consecutive two

time steps according to one of three patterns as in [47] as follows:

1. the number of targets remains the same as in the previous time step with the

same identities, or

2. the number of targets increases by a newly appearing target, or

3. the number of targets decreases by one.

This assumption is realistic when the sampling time interval is small. Depending

on the number of targets at the current time step, there is a certain number of

hypothesized models for the next time step. We assume that each model has the

same independent transition probability from the previous time step. We select the

model whose particles have the largest total of particle weights.

The initialization of a new target is performed obviously only if the new model

includes a new target.
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7.4 Initialization of a single target with a known

reference power

We initialize the location of a target using the measurements from multiple

sensors. We apply the LS method to estimate the distance between the target and each

sensor. We note that in the context of sequential signal processing, the localization

has to be performed with a method that is fast and simple. There is no need for more

accurate and computationally expensive method because the particle filtering only

needs an approximate estimate. It will improve the estimate of the target’s location

with time.

7.4.1 Approximate least squares method

We consider a target in a two-dimensional wireless sensor network, where the

RSS measurement sensor model is employed. From (7.1) and with α = 2 and d0 = 1

[m], we have (omitting the time index):

yn = 10 log10

(
Ψ

|rn − l|2
)

+ vn, n = 1, 2, . . . , N. (7.3)

The initial location can be estimated as in Chapter 5.4.

7.4.2 Initial localization of a new target in presence of

multiple targets

One of the most difficult scenario in target tracking is when the number of targets

varies with time. The LS method has to be modified so that it can be applied. Suppose
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the varying pattern of the number of targets follows as in Section 7.3.2. If there are

already targets being tracked, and an additional target appears, we have first to

cancel (remove) the contribution to the measurements of the continuing targets. We

call the method residue cancelation least squares (RCLS). In that case, since we use

the predicted locations of the continuing targets, the performance degrades when

compared to that of tracking a single target. After we remove the contribution to the

measured power of the continuing targets, we estimate the distances between a new

target and each sensor. Then we select the three best sensors based on the residual

powers and proceed in the usual way of estimating the location of the new target.

The whole procedure is summarized in Table 7.1. If there are no continuing targets,

then the RCLS is reduced to the regular LS method as in Chapter 7.4.1.

7.5 Initializing a target with an unknown reference

power

If the reference power of the target is unknown, the problem is more challenging.

We start the process in a similar way as when the power of the target is known. We

then cancel out the power as follows:

∣∣∣∣
Υi

Υj

∣∣∣∣ , γij =

√
10

(
yj−yi

10

)
(7.5)

where the notation is the same as in the previous chapter. We can also write

|l− τij|2 = ζij
2 (7.6)
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Table 7.1: Initializing a new target in presence of multiple targets via the LS method
(known reference power).

• Suppose that the number of sensors in the field is N and the number of
continuing targets is K. At any time instant, we receive the measurements
y1:N , where

yn = 10 log10

(
K+1∑

k=1

Ψkd0
α

|rn − lk|α
)

+ vn

, 10 log10

[(
K∑

k=1

Ψkd0
α

|rn − lk|α
)

+
ΨK+1d0

α

|rn − lK+1|α
]

, 10 log10

[
Γn +

ΨK+1d0
α

Υn
α

]
(7.4)

where

Υn =

[
ΨK+1d0

α

10(yn/10) − Γn

]1/α

Γn =
K∑

k=1

Ψkd0
α

|rn − lk|α .

The symbol Γn denotes the estimated or predicted part of the measurement due
to the continuing targets, Υn = |rn − lK+1| is the estimated distance between
the new target and each sensor, ΨK+1 is the reference power of the new target,
and l1:K represents the predicted locations of the propagating targets from the
previous time step.

• From Υ1:N , find the minimum of Υmin.

• The LS algorithm uses the information of {rmin, Υmin} by estimating the initial
location of the newly appeared target by using the neighboring sensors of the
best sensor (rmin). Find the best two neighboring sensors that have shorter
distances than the rest of the neighbors (we have to make sure that these three
sensors do not lie on a straight line).
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where

τij =
ri − γij

2rj

1− γij
2

, ζij =
γij|ri − rj|

1− γij
2

. (7.7)

We use i = 1 and j = 2, 3, 4 (this means that we use the four strongest received signal

powers; a different combination of sensor measurements can also be employed). The

LS method is then applied to the equations obtained by forming the ratios of the

power canceled equations. Once the target location l is estimated, we can directly

apply a method for estimating the reference power of the new target.

If we rewrite the measurement equation,

yn = 10 log10

(
Ψ

Υn
2

)
+ vn (7.8)

then,

yn + 10 log10

(
Υn

2
)

= 10 log10 Ψ + vn. (7.9)

If we set

yn + 10 log10

(
Υn

2
)

= ỹn, and 10 log10 Ψ = θ

and provided vn is Gaussian, the ML estimates of θ and Ψ are respectively given by

θ̂ML =
1

N

∑
ỹn, and Ψ̂ML = 10

[
1
N

∑
ỹn

10

]

. (7.10)

If a new target is initialized in the presence of multiple targets, the solution has

to be slightly modified. We rewrite the measurement equation as follows:

yn = 10 log10

(
Ψ

Υ2
+ Γn

)
+ vn (7.11)
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where Γn is the estimated (predicted) contribution to the measured power of the

existing targets. Similarly to the case of a single target initialization, from (7.11), we

can perform the initialization as follows. First we find

|rn − l|2 , Υn
2 = Ψ

(
10

yn
10 − Γn

)−1

. (7.12)

After canceling out the power, we obtain

∣∣∣∣
Υi

Υj

∣∣∣∣ , γij =

√
10(

yj
10
−Γj)

10( yi
10
−Γi)

. (7.13)

The rest of the steps are the same as in (7.6) and (7.7), where only γij is differently

formulated. In the multiple target case, for estimating the reference power of the

new target we can not apply the ML method directly because we can not solve the

ML function directly. This is due to the Γn factor. It can be easily shown that the

maximum log-likelihood function has the following formula:

10
∑

yn
10 =

∏ (
Ψ

Υ2
+ Γn

)
(7.14)

Therefore, we apply the LS method to estimate the power of the new target.

In summary, the only difference between target initialization with unknown and

known reference powers is in the equations on which we apply the LS method and the

need to use at least one more sensor measurement in the former scenario. Otherwise,

we follow the same steps for the two cases. We show the performance of the initial

localization method when the reference power is unknown in the following subsection.
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7.5.1 Performance of initial localization with an unknown

reference power

In this section, we present simulations where a target was located at (200, 200),

and it had four different reference powers (10, 100, 1000, and 10000 W), and the noise

power was fixed as 0.2 dB. The result were obtained with 1,000 runs. The sensor field

is depicted in Figure 7.1 with estimates of the target location when the reference

power was 10,000 W, and the measurement was received at each sensor according to

(7.1) .

The estimation results with different powers are similar. When the reference

power is unknown, we use the four best sensors in applying the LS method. In the

simulations, the four right top sensors were used for most of the time. We show the

performance of the result in Figure 7.2 by displaying the mean error magnitudes and

the variances of the estimates. Generally, the performance did not depend on the

reference power except when the reference power was 10 W where the errors and the

variances were the least. Therefore, the signal strength does not seem to affect the

location estimate in this case. However, as shown in Figures 7.3 and 7.4, the signal

strength strongly affects the performance of estimating the reference power of the

target.

Interestingly, the performance is inversely proportional to the signal strength.

This is caused by the error while canceling out the reference power from the

measurements. This error does not affect the performance of the location estimates,

but it affects the estimates of the reference power which are based on the location

estimates. The reason can be easily deduced from the equations used in deriving the

method.



CHAPTER 7. INITIAL STATE ESTIMATION 65

−50 0 50 100 150 200 250
−50

0

50

100

150

200

250
S=10,000 W, when power is unknown

X Coordinate [m]

Y
 C

oo
rd

in
at

e 
[m

]

Estimates
True (200, 200)
Sensors

Figure 7.1: Estimated location of a target in a two-dimensional sensor field. The
noise power was 0.2 dB

7.5.2 Performance comparison

In this section we compare the performances of the proposed methods for initial

localization of one target when the reference power is known and when it is unknown.

The simulations were performed with a fixed reference power of 10,000 W, and three

different values of noise powers (0.01, 0.1, and 1 dB, respectively). The rest of the

simulation conditions were the same as in the previous section when the reference

powers were unknown.

The estimated target locations of 1000 runs when the noise power was 1 dB are

depicted in Figures 7.5 and 7.6. The figures clearly show that the result of the method

with an unknown power is better than the method with a known power. We can see
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Figure 7.2: The mean error magnitude and the variances of the estimates obtained
with 1000 runs.

more details of the performance comparisons from the following figures. Figure 7.7

shows that the LS method with an unknown reference power well outperforms the LS

method with a known reference power, and Figures 7.8 and 7.9 show the comparison

of the variances of the estimates with the CRBs. The variance of the estimates of

the LS method with an unknown reference power approaches the CRB when the

noise power is 0.01 and 0.1 dB quite closely. This result means that we do not have

many advantages of using the regular LS method with a known reference power over

the LS method with an unknown reference power. That is because even if we know

the reference power of the target, we still would better use the LS method with an

unknown reference power for better localization performance. The only disadvantage

of applying the LS method with an unknown reference power is that we have one more
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Figure 7.3: The mean error or the reference power obtained with 1000 runs.

step of canceling out the common power, and we need one more sensor measurement.

Therefore, when we track multiple targets with a known reference power, we may

apply the LS method for initial localization after canceling out the common power

factor in the measurement. However, we need some more work to get additional

insight for understanding this counterintuitive result.

7.6 Simultaneous initial localization of multiple

targets

So far, we have presented initialization results of a single target in cases of

a known and unknown reference power of the target. In this section we present
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Figure 7.4: The variances of the estimates of the reference power obtained with 1000
runs.

a technique for simultaneous initialization of two targets. We take advantage of

the property of the RSS measurement that the strength of the signal is inversely

proportional to the log-squared distance between a sensor and a target, which means

the strength of the power decreases rapidly as the distance between the sensor and

the target increases. In that case, we can initialize the first target as if there was only

a single target in the sensor field of interest. However, in that case, the best sensors

(the best sensors mean sensors that receive the strongest signals from the target) are

not neighboring to each other any more. Therefore, once we find the best sensor, we

determine two more neighboring sensors and apply the LS method to initialize the

first target. After the first target is localized, the procedure is the same as initializing

a target in the presence of multiple targets whose details are explained in Chapter
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Figure 7.5: Estimates of target
location with known reference power.
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Figure 7.6: Estimates
of the target location with unknown
reference power.

7.4.2. The process may be iterated to produce better performance.

If the two targets are far away from each other, the method performs better than

when they are in each other’s proximity. The criterion of nearby or distant targets

has to be studied carefully. However, we can come up with a criterion as follows. We

consider that two targets are fairly close enough if the best sensors and neighboring

sensors of the two targets are the same when the iterative method is performed. Two

targets are distant when the three best sensors for each target are different when the

iterative method is performed.

For instance, in Figure 7.10(a), the best sensors for each target are among sensors

around each target. The three measurements for each LS method are completely

different. In Figure 7.10(b), the best sensors that are used for the LS method are three

sensors of the four sensors surrounding both targets. And these three sensors that

receive the best measurements do not change as the iterative method is performed.

Simulation were performed with a reference power of 10,000 W, three different noises
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Figure 7.7: The mean of the error magnitude of the location estimates obtained with
1000 runs.

(0.01, 0.1, and 1 dB), and 7 different iteration numbers (0,1,2,3,4,10, and 100).

In this section, we focus on introducing the technique of initial localization of

two targets at the same time rather than its performance. Therefore, we apply the

LS method with a known reference power of the target, and we assume the reference

power of both targets to be known. We may improve the performance if we apply

the LS method after canceling out the common reference power even if the reference

powers are known, which was shown in Section 7.5.2. We leave the joint initial

localization and estimation of the reference power of multiple targets for future work.

In Figure 7.11, we compare the performances of the methods when the two targets

are well separated and when they are close to each other. Generally, the results show

that the initialization is far better when the two targets are distant. The effectiveness
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of the iterative method is only conspicuous in the mean error magnitude of the first

target and when the two targets are distant, as shown in Figure 7.11(a). The estimates

of the second target are not affected by the iterative method. The iterative method

also decreases the two variances of the estimated locations of the targets as shown in

Figure 7.11(c). However, the more iterations we use does not imply that we will have

better performance. Most of the results show that the performance does not improve

beyond the first iteration except for the mean error magnitude of the estimated target

location when the targets are distant, as shown in Figure 7.11(b). Even though more

iterations yield improved results as measured by the mean error magnitude, they do

not decrease the variance of the estimates (see Figure 7.11(d)).

7.7 Conclusions

In this chapter, we introduced an initialization technique based on RSS

measurements in wireless sensor networks when there are multiple targets. The
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Figure 7.10: Simultaneous initial localization of two targets.
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number of targets may vary, and so may the unknown reference powers of the targets.

The method first assumes that there is one target, and it estimates its position.

Then it proceeds to estimate the location of the second target but now using the

information about the first target and so on. The process is repeated iteratively. We

provided simulation results that show the performance of the proposed method when

the reference powers of the targets are known. The case of unknown powers is left

for future work.
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Figure 7.11: Simulation result of simultaneous initialization of two targets, 1000 runs.



Chapter 8

Tracking a variable number of

targets

8.1 Summary

We present target tracking in wireless sensor networks where the tracking is

based on RSS measurements where the tracking is performed by particle filtering and

where the number of targets is unknown and varies with time, the reference powers

of the targets, too, are unknown and vary with time, and the initial locations of the

target are also unknown. We combine the initialization method introduced earlier

with particle filtering which tracks the states of the targets. Since it is assumed that

the reference powers of the targets are unknown, we apply the LS method that first

localizes the targets after canceling out the reference powers, and then estimates the

reference power with estimated locations of the targets.

75
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8.2 Introduction

In this chapter, we detect and track targets based on RSS measurements where

the number of targets is unknown and varies with time. The reference powers of

the targets are also unknown and vary with time. Previously, we proposed a general

algorithm for tracking of multiple targets by particle filtering and based on RSS

measurements [47]. Here we combine this approach with an initialization method

based on the LS principle. We note that rather than very accurate initializations we

need quick initializations.

If the reference power of the target is unknown and it varies with time, the

problem is by far more challenging. In fact, that scenario is the main subject of this

chapter and the solution is proposed in Chapter 8.5. The initialization step then

comprises two sub-steps. First, we directly estimate the distance between a possible

new target and each sensor from the observation equations, and then expand the

equations with respect to the squared estimated distance to cancel out the common

reference power before applying the LS method [48]. When we estimate the distance

between the possible new target and each sensors, we use the predicted RSS of the

existing targets. The predicted RSS can be computed from the particles propagated

from the previous time step by the particle filter. Since all the particles are supposed

to generate offspring particles that have new targets, the initialization step is applied

to every single particle.

Even though many sensors are deployed in the sensor field, we do not use all the

measurements from the sensors because many of the senosrs are far from the targets

and their measurements do not contain information about the location of the targets.

In fact, as before we only use the four strongest sensor measurements and apply
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the LS method when the reference power is unknown, and only three measurements

when the reference power is known. After quick estimation of the location of the

new possible target, we estimate its reference power given the estimated location (see

Chapter 8.5). When initializing a single target without any other existing targets,

we can apply the ML method directly and achieve a good estimate of the reference

power. However, when we have existing targets, we can not directly apply the ML

method and instead, we use an LS method to estimate the reference power. We

provide computer simulations in Section 8.7.

8.3 The system model

8.3.1 State space model and measurements

The model of the problem follows what we described in Section 7.3.1. The state

space model of a single target and the measurement model are given by 7.2 and 7.1.

8.3.2 Varying patterns of the number of targets

The main tracking is based on the use of a particle filter which needs initial

estimates of the unknowns. When each particle propagates according to the state

space model, we assume the pattern by which the number of targets changes with

time as in Section 7.3.2. This assumption is similar to the birth/death model which

is adopted in the literature on multiple target tracking. However, according to our

model, any particle that has the information of the target state will have a move for

birth, death, or unchanged number of targets, whereas the birth/death events are

random in most of the literature [49].
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8.4 Initializing a single target with known

reference power

We already know that the LS method is not the best performer in initialization

(see [50]). However, when we use particle filtering, quick and approximate

initialization is quite appropriate (the LS method has this feature) because the particle

filtering will improve the accuracy of the location very quickly. The procedure for

initial localization of a target with the LS method is the same as before (see Chapter

5.4 for details).

8.4.1 Least squares for multiple targets

The LS method has to be modified when the number of targets varies. Suppose

the varying pattern of the number of target follows as in Section 8.3.2. If there

are existing targets and an additional target appears, we cancel out the portion of

the measurement due to the continuing targets. After we remove the portion of the

continuing target measurements, we re-estimate the distances between the new target

and all the sensors. Finally, we apply the LS method in the usual way. The whole

procedure is summarized in Table 7.1 of Section 7.4.2.

8.5 Initializing a target with unknown reference

power

The initialization method of a new target when the reference power of the target

is unknown is explained in Section 7.5. The same steps of initialization are applied
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in this section for tracking of multiple targets.

8.6 Tracking by particle filtering

We apply the LS method and/or ML estimator to find the initial estimates of the

unknown states of a new target which are then used by the particle filtering algorithm

for tracking [51, 17, 18]. When the reference power of the target is unknown, the states

of the particles have one more element, and the initialization algorithm produces the

location and the reference power of the new target.

When we apply particle filtering, we need to select the best model among the

possible models by summing up the weights of each model. The model which has

maximum weight sum will be selected as the surviving model (although a random

mechanism, for selection can also be used) (see Section 8.3.2) [47]. Any particles that

are generated by the particle filtering produce offsprings of a new target [47] even if

they can be removed after the model selection step or resampling [18]. Therefore the

initialization step is applied to every single particle at every time step of the tracking

algorithm.

8.6.1 Sampling importance resampling (SIR) filter

There are many particle filtering algorithms [17] and our choice for tracking

system is the sampling importance resampling (SIR). SIR is relatively easier to apply

and is generally applicable to any model. If we denote the state function, observation

function, state, observation, and the weight by ft, ht, χt, yt, and wi
t (where t is

the time index and i is the particle index) respectively, the importance density,
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q(χt|χi
t−1,y1:t) is the prior density, p(χt|χi

t−1), and because resampling is executed

at every time step, the weight is computed as

wi
t ∝ p(yt|χi

t). (8.1)

8.6.2 SIR particle filter combined with initialization

algorithm

In tracking of varying number of targets, the state space equation must include

the state of the number of targets. We denote it by Kt at time step t. As

mentioned previously, the number of targets Kt has three patterns of evolution, e.g.,

Kt = Kt−1 + 1, Kt = Kt−1, and Kt = Kt−1 − 1 [47]. Because Kt is not a random

variable in our model, every single particle produces all the possible descendants.

The number of descendants depends on Kt−1. If Kt−1 = 0, then there two offsprings:

Kt = 0 and Kt = 1. If Kt−1 = n > 0, then the descendants will have n − 1, n,

and n + 1 targets. The total number of hypotheses is n + 1 because when a particle

produces a descendant with n − 1 targets, it will have n different ways of switching

from n to n−1 targets because all the targets have equal possibility of disappearance.

When Kt = 0, then the state space contains only the number of targets.

The posterior function of interest will be p(K1:t,S1:t,x1:t|y1:t) (where S is a vector

denoting the reference powers of the target and x a vector of the dynamic state

parameters), and the distribution is approximated by the probability mass function,

p(χm
1:t) = p({Km

1:t,x
m
1:t,Sm

1:t}) = wm
1:t, where m = 1, 2, · · · ,M , and M is the total

number of the particles. We compute the weight (when we use the SIR particle filter)
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by

wm
t ∝ p(y1:N,t|xm

t ,Km
t ,Sm

t ).

If we use only the three best sensors and assuming that the signals picked by the

sensors are not correlated, then

wm
t ∝

3∏
n=1

p(yn,t|xm
t ,Km

t ,Sm
t ).

We need to apply the initialization algorithm when we generate a particle that

has newly appearing target (this is the case when Kt = Kt−1 + 1). The algorithm

generates an estimated location and reference power of the target. The summary

of the initialization and its use with particle filtering is given in Table 8.1. The

initialization algorithm is explained in Section 8.5. If we cancel the reference power to

estimate the location of the new target, we do not use neighboring sensors anymore.

Note that when the reference power is known, even though we use the three best

measurements for estimation of the states, the initialization algorithm has to use the

sensors that are neighboring to each other (see Table 7.1) because sometimes, the

three best sensors may not be neighbors to each other which may cause failure of the

LS method.

8.7 Simulations

In this section, we present a simulation based on the proposed approach. We

assume that the reference power of the target is unknown and varies according to

St = St−1 + N (0, σ2). The initial reference powers of the targets were 200 and 180
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[J/s], respectively. We used 300 particles. A target appeared at (0, 150) initially, and

two time steps later, another target appeared at (200, 0). The two targets were in

the field until t = 62. The second target disappeared at t = 63 and the first target

at t = 80. The acceleration-noise followed a zero mean Gaussian distribution with

variance one. The background noise power was 0.01 [dB], the variance of the reference

power was 0.001, and there were 5 × 5 sensors.
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Figure 8.1: Tracking two targets in a two-dimensional sensor filed.

A single simulation result is depicted in Figure 8.1. We ran 1,000 realizations.

The results show that the algorithm, in general, performed well with accurate

detection of a new target and disappearance of a target. When we initialized a

new target, if it had too low reference power or if it was located outside the field of

interest, it was removed even if it was initialized as a new target in the initialization
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step.

Figures 8.2 to 8.5 show the results of 1000 runs. They compare the true tracks

and the mean of the estimated tracks with respect to each coordinate of each target.

Figures 8.6 and 8.7 show the mean of the estimation errors of each target, and Figures

8.8 and 8.9 present the results of 1000 runs comparing true power and the mean of

the estimated power of each target. Note that the error for target 1 increases during

the interval from t = 3 to t = 62 as shown in Figures 8.2, 8.3, and 8.6. The initialized

parameters have very small mean errors as shown in Table 8.2.
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Figure 8.2: Track of target 1 - X coordinate. The estimate is the mean of 1,000 runs.
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Figure 8.3: Track of target 1 - Y coordinate. The estimate is the mean of 1,000 runs.

8.8 Conclusions

In this chapter, we presented a general tracking algorithm based on particle

filtering that uses RSS measurements where the multiple targets are unidentified, the

number of targets varies, and the reference powers of the targets are unknown and

vary with time. We introduced an initialization step of the tracking algorithm where

the LS method is applied. We assumed only a single target at the beginning of the

tracking. However, simultaneous initialization of two targets can also be accomplished

[52]. In that case, the estimated reference power may not be accurate. In the future,

we can improve on this method and study the simultaneous localization of more than

two targets.



CHAPTER 8. TRACKING A VARIABLE NUMBER OF TARGETS 85

0 10 20 30 40 50 60
100

120

140

160

180

200

220
Track of Target 2 − X

X
 C

oo
rd

in
at

e 
[m

]

Time Step

True
Estimate

Figure 8.4: Track of target 2 - X coordinate. The estimate is the mean of 1,000 runs.
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Table 8.1: LS initialization of a new target for particle filtering

At time t, from all the measurements ys1:N
, find the three best measurements

(y(s1,s2,s3,s4),t) and the identities of the corresponding sensors (s1, s2, s3, s4). Suppose
Km

t−1 = 1 (the method can easily be generalized for any value of Km
t−1).

• η = 0,

• For m = 1 : M (M is the number of particles.)
∗ Model 1: KM+1+η

t = 0 (the particle M + 1 + η is generated from particle m).
The elements of the other states become empty. Compute the weight, wM+1+η

t .
∗ Model 2: Km

t = 1 (particle m is generated from particle m). Generate a new
particle χm

t as follows:

χm
t = {Km

t ,Sm
t ,xm

t } = {1,Sm
t ,xm

t }, {xm
t ,Sm

t } ∼ p(xt,St|xm
t−1,Sm

t−1)
according to the SIR particle filter. Compute the weight, wm

t .

∗ Model 3: KM+2+η
t = 2 (particle M + 1 + η is generated from particle m).

Suppose

yn,t = 10 log10




KM+2+η
t∑

k=1

Ψkd
α
0

|rn − lk,t|α


 + vsn,t

= 10 log10







Km
t−1∑

k=1

Ψkd
α
0

|rn − lpk,t|α


 +

Ψnewdα
0

|rn − lnew,t|α




= 10 log10

[
Γn +

Ψnewdα
0

Υsn,t
α

]
then, Υsn,t =

(
Ψnewdα

0

10(ysn,t/10) − Γn

)1/α

(8.2)

where Γn=
∑Km

t−1

k=1
Ψkdα

0

|rn−lpk,t|α
is the predicted part of the measurement by the

continuing target, and Υsn,t = |rn − lnew,t| is the estimated distance between
the new target and each sensor. The symbol Ψnew is the reference power of the
new target, and lpk,t are the predicted locations of the targets propagating from
the previous time step.

- Cancel the power from Υs1:4,t by forming (if α is 2)

∣∣∣∣
Υsi

Υsj

∣∣∣∣ , γij =

√
10(

yj
10
−Γj)

10( yi
10
−Γi)

, i = 1 and j = 2, 3, 4. (8.3)

- Apply the LS method to estimate lnew, and then, using lnew, estimate
the reference power.

- Compute the weight, wM+2+η
t .

∗ η = η + 2

end

• Compute the weight sum of each model to select the maximum, then find the
MMSE estimate of the state.
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Figure 8.5: Track of target 2 - Y coordinate. The estimate is the mean of 1,000 runs.

Table 8.2: Mean error of the initialized parameters.
X coordinate Y coordinate Reference Power

Target 1 -0.0465 0.2536 -0.0936
Target 2 0.5690 0.5060 0.0327
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Figure 8.6: Mean of the error for target 1 from 1,000 runs.
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Figure 8.7: Mean of error for target 2 from 1,000 runs.
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Figure 8.8: The reference power of target 1. The estimate is the mean of 1,000 runs.
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Figure 8.9: The reference power of target 2. The estimate is the mean of 1,000 runs.



Chapter 9

Conclusion

Sensor networks have been attracting increasing research interest, primarily due

to the recent advances in micro electronics, array processing, and wireless networking

technology. Some of the tasks of these sensor networks include detection, localization,

tracking and classification of objects. Sensor networks have many applications in the

military and industry.

The received signal strength (RSS) sensors have advantages and disadvantages

when compared to sensors that measure TOA, TDOA, and DOA. Generally, RSS

measurements represent a superposition of signals whose sources are different and

therefore the measurements do not allow one-to-one mapping unless the signal

transmitter and receiver are synchronized and able to independently communicate

with each other. Thus, the problem of multiple target tracking, especially when the

number of targets varies, is quite challenging.

In this dissertation, we proposed a solution to tracking of targets based on RSS

measurements. Our solution is valid for cases when at the beginning of the tracking

92
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there is at most one target in the field. The number of targets from then on can vary

with time and can increase and/or decrease. The reference powers of the targets are

assumed unknown.

In the dissertation we suggest a number of solutions regarding detection,

localization, and state estimation of the targets. However, we leave many

problems open for further work in the future. One of them is the simultaneous

localization/initialization of more than one target. Another problem is the

use of compressed RSS measurements (the extreme is binary measurements) for

initialization and tracking. It will also be interesting to study the tracking problem

when the sensor may provide biased measurements where the biases are also unknown.

Tracking of manoeuvering targets in our scenario is also an unresolved problem.

Finally, it will be important to test the proposed methods on real data.



Appendix A

The Newton-Raphson method

From (5.1), if we set Ψdα
0 = C, α = 2, and |rn − l|α = Dn, the log-likelihood

function becomes

ln py(y; l) = ln

{
1

(2πσ2)N/2
exp

{
− 1

2σ2

∑[
yn − 10 log 10

(
C

Dn

)]2
}}

(A.1)

where y = [y1 y2 y3]
> (these are the three sensor measurements). It can be rewritten

as

K − 1

2σ2

∑[
yn − 10 log10

(
C

Dn

)]2

(A.2)

where K is a constant which does not depend on the parameter we want to estimate,

and we can rewrite it as

g(y) +
1

σ2

∑ {
yn10 log

(
C

Dn

− 1

2

[
10 log10

(
C

Dn

)])}
(A.3)
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where g(y) is a function of y, and the parameter does not depend on it. Therefore,

ln py(y; l) = g(y) +
1

σ2

∑
(A) (A.4)

where A is defined as
∑

(A) , d>y − 1

2
d>d (A.5)

and

d =

[
10 log10

(
C

D1

)
10 log10

(
C

D2

)
10 log10

(
C

D3

)]>
. (A.6)

Therefore,

ln py(y; l) = g(y) +
1

σ2

∑(
d>y − 1

2
d>d

)
(A.7)

and maximizing the likelihood function is the same as maximizing d>y − 1
2
d>d. In

order to solve

∂ ln p(y; l)

∂l
= 0, ⇒ ∂

∂l

(
d>y − 1

2
d>d

)
= 0 (A.8)

we need to apply an iterative method to find l that satisfies (A.8) as follows:

lk+1 = lk −
[

∂2

∂l2

(
d>y − 1

2
d>d

)]−1
∂

∂l

(
d>y − 1

2
d>d

) ∣∣∣∣
l=lk

. (A.9)

Before we proceed, we make the following abbreviations:

1

|rn − l|2 =
1

(rnx − lx)2 + (rny − ly)2
=

1

Dn

= Rn (A.10)

Xn = rnx − lx, Yn = rny − ly (A.11)

Q , d>y − 1

2
d>d. (A.12)
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Then, d>y − 1
2
d>d can be modified as

Q =
∑

yn10 log10

(
C

Dn

)
− 1

2

∑ [
10 log10

(
C

Dn

)]2

(A.13)

=
∑

yn10 log10(RnC)− 1

2

∑
[10 log10(RnC)]2 . (A.14)

Then, the first and second derivatives of Q can be computed as

∂Q

∂lx
=

∑(
yn

∂Rn

∂lx

1

Rn

)
−

∑ [
10 log10 (RnC)

∂Rn

∂lx

1

Rn

]
(A.15)

= 2
∑

(ynXnRn)− 20
∑

[log10 (RnC) ·XnRn] . (A.16)

Similarly, we can find the first derivative with respect to the y coordinate,

∂Q

∂ly
= 2

∑
(ynYnRn)− 20

∑
[log10 (RnC) · YnRn] . (A.17)

Next, the second derivative can be computed as

∂Q

∂lx
2 =

∂

∂lx

{
2
∑

(XnRnyn)− 20
∑

[XnRn · log10 (RnC)]
}

(A.18)

= 2
∑ [

∂

∂lx
(XnRnyn)

]
− 20

∑{
∂

∂lx
[XnRn · log10 (RnC)]

}
. (A.19)

The first and second term can be obtained, respectively, as follows:

∂

∂lx
(XnRnyn) =

∂Xn

∂lx
(Rnyn) + Xn

(
yn

∂Rn

∂lx

)
(A.20)

= −Rnyn + Xn · 2XnRn
2yn = Rnyn

(
2Xn

2Rn − 1
)
. (A.21)
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and the second term is

∂

∂lx
[XnRn · log10 (RnC)] =

∂

∂lx
(XnRn) · [log10 (RnC)] + (XnRn)

∂Rn

∂lx

1

Rn

= Rn

(
2Xn

2Rn − 1
) · [log10 (RnC)] + 2Xn

2Rn
2.

Therefore,

∂Q

∂lx
2 = 2

∑ [
Rnyn

(
2Xn

2Rn − 1
)]−20

∑ {
Rn

(
2Xn

2Rn − 1
) · [log10 (RnC)] + 2Xn

2Rn
2
}

.

(A.22)

Similarly,

∂Q

∂ly
2 = 2

∑[
Rnyn

(
2Yn

2Rn − 1
)]−20

∑{
Rn

(
2Yn

2Rn − 1
) · [log10 (RnC)] + 2Yn

2Rn
2
}

(A.23)

where

∂Rn

∂lx
=

2(rnx − lx)

[(rnx − lx)2 + (rny − ly)2]2
= 2XnRn

2 (A.24)

∂Rn

∂ly
=

2(rny − ly)

[(rnx − lx)2 + (rny − ly)2]2
= 2YnRn

2. (A.25)

We use the initial guess of l1 from the solution of the LS method using three

measurements (see Section 5.4).



Appendix B

Cramer-Rao Bound (CRB)

We derive the CRB of location of a source target when we use only three

measurements from sensors that form a right triangle. The parameter is denoted

by θ = l = [x y]>. From (5.1), the log-likelihood function is

ln p(y; θ) = ln

(
1√

2πσ2

)3

+

[
− 1

2σ2

3∑
n=1

(yn − fn(θ))

]
(B.1)

where

fn(θ) = 10 log10

[
Ψ

gn(θ)

]
(B.2)

and

gn(θ) = gn(x, y) = |sn − l|α = (snx − x)2 + (sny − y)2. (B.3)

The derivative with respect to the x coordinate is

∂ ln p

∂x
=

∂

∂x

[
− 1

2σ2

3∑
n=1

(yn − fn)2

]
= − 1

2σ2

3∑
n=1

{
∂

∂x

[
(yn − fn)2

] }

︸ ︷︷ ︸
A

. (B.4)
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We have

A =
∂

∂x

[
(yn − fn)2

]
= 2 [yn − fn(θ)]

[
−∂fn(x, y)

∂x

]

︸ ︷︷ ︸
B

. (B.5)

and

−B =
∂fn(x, y)

∂x
=

∂

∂x

{
10 log10

[
Ψ

gn(x, y)

]}
(B.6)

= −10
∂

∂x
[log10 gn(x, y)] =

20

ln 10

(snx − x)

gn

. (B.7)

If we plug B into A ,

A = 2[yn − fn(θ)]

[
− 20

ln 10

(snx − x)

gn

]
. (B.8)

Plugging A into (B.4), we get

∂ ln p

∂x
=

20

σ2 ln 10

∑ {
[yn − fn(θ)](snx − x)

gn(x, y)

}
. (B.9)

Similarly, we can derive the derivative of the y coordinate

∂ ln p

∂y
=

20

σ2 ln 10

∑{
[yn − fn(θ)](sny − y)

gn(x, y)

}
. (B.10)

The second derivative of the x coordinate is

∂2 ln p

∂x2
=

20

σ2 ln 10

∑ ∂

∂x

[
(yn − fn)(snx − x)

gn(x, y)

]
. (B.11)
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If we define

Px(x, y) , (snx − x)(yn − fn) and G , ∂

∂x

(
Px

gn

)
=

Px
′gn − Pxgn

′

gn
2

(B.12)

where

Px
′ = −(yn − fn)− (snx − x)fn

′, (B.13)

fn
′ =

20

ln 10

(snx − x)

gn

from B, and gn
′ = −2(snx − x). (B.14)

(B.15)

Then,

Px
′ = −(yn − fn)− 20

ln 10
· (snx − x)2

gn

. (B.16)

Plugging Px
′ into G, we find

G =
2(sn − x)2(yn − fn)− (yn − fn) · gn − 20

ln 10
· (snx − x)2

gn
2

. (B.17)

Then, (B.11) becomes

∂2 ln p

∂x2
=

20

σ2 ln 10

∑ [
2(sn − x)2(yn − fn)− (yn − fn) · gn − 20

ln 10
· (snx − x)2

gn
2

]
.

(B.18)

Similarly, we can derive it with respect to the y coordinate.

∂2 ln p

∂y2
=

20

σ2 ln 10

∑ [
2(sn − y)2(yn − fn)− (yn − fn) · gn − 20

ln 10
· (sny − y)2

gn
2

]
.

(B.19)
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In finding the elements of the Fisher information matrix, we write

∂2 ln p

∂y∂x
=

∂

∂y

{
20

σ2 ln 10

∑ [
(yn − fn)(snx − x)

gn

] }
(B.20)

=
20

σ2 ln 10

∑ [
∂

∂y

(
Px

gn

)]

︸ ︷︷ ︸
Qn

. (B.21)

∂Qn

∂y
=

Px
′gn − Pxgn

′

gn
2

=
2(snx − x)(sny − y)(yn − fn)

gn
2

−
20

ln 10
(snx − x)(sny − y)

gn
2

(B.22)

where ∂gn

∂y
= −2(sny − y), ∂fn

∂y
= 20

ln 10

(snx−x)(sny−y)

gn
2 . Therefore

∂2 ln p

∂y∂x
=

20

σ2 ln 10

∑[
2(snx − x)(sny − y)(yn − fn)− 20

ln 10
(snx − x)(sny − y)

gn
2

]
.

(B.23)

Similarly,

∂2 ln p

∂x∂y
=

20

σ2 ln 10

∑[
2(snx − x)(sny − y)(yn − fn)− 20

ln 10
(snx − x)(sny − y)

gn
2

]
.

(B.24)

The Fisher information matrix is

I(θ) =



−E

(
∂2 ln p
∂x2

)
−E

(
∂2 ln p
∂x∂y

)

−E
(

∂2 ln p
∂y∂x

)
−E

(
∂2 ln p
∂y2

)


 (B.25)



APPENDIX B. CRAMER-RAO BOUND (CRB) 102

note [expectation of fn] = yn, and from (B.18) and (B.23), we have

E

(
∂2 ln p

∂x∂y

)
=

20

σ2 ln 10

∑[− 20
ln 10

· (snx − x)(sny − y)

gn
2

]

= −
(

20

σ ln 10

)2 ∑ [
(snx − x)(sny − y)

gn
2

]
. (B.26)

Similarly,

E

(
∂2 ln p

∂y∂x

)
= −

(
20

σ ln 10

)2 ∑ [
(sny − y)(snx − x)

gn
2

]
. (B.27)

E

(
∂2 ln p

∂x2

)
=

20

σ2 ln 10

∑[− 20
ln 10

· (snx − x)2

gn
2

]
= −

(
20

σ ln 10

)2 ∑[
(snx − x)2

gn
2

]
.

(B.28)

and

E

(
∂2 ln p

∂y2

)
=

20

σ2 ln 10

∑[− 20
ln 10

· (sny − y)2

gn
2

]
= −

(
20

σ ln 10

)2 ∑[
(sny − y)2

gn
2

]
.

(B.29)

Therefore,

I(θ) =

(
20

σ ln 10

)2

·




∑ [
(snx−x)2

gn
2

] ∑[
(snx−x)(sny−y)

gn
2

]

∑[
(snx−x)(sny−y)

gn
2

] ∑ [
(sny−y)2

gn
2

]


 . (B.30)

Since

var
(
θ̂i

)
≥ [

I−1 (θ)
]
ii

(B.31)
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var(x̂) ≥
(

σ ln 10
20

)2 ·∑
[

(sny−y)2

gn
2

]

∑ [
(snx−x)2

gn
2

] ∑ [
(sny−y)2

gn
2

]
−

{ ∑ [
(snx−x)(sny−y)

gn
2

]}2 . (B.32)

Similarly,

var(ŷ) ≥
(

σ ln 10
20

)2 ·∑
[

(snx−x)2

gn
2

]

∑ [
(snx−x)2

gn
2

] ∑[
(sny−y)2

gn
2

]
−

{ ∑ [
(snx−x)(sny−y)

gn
2

]}2 . 2

(B.33)
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