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Abstract of the Dissertation

End-to-End Abstractions for Application-Aware Storage
by

Gopalan Sivathanu

Doctor of Philosophy
in
Computer Science

Stony Brook University
2008

Modern computer systems are a composition of several libgicalependent layers.
From a very simple hardware-software layering in early dayis layering in computer
systems has increased significantly over time in both itshdepd complexity. For exam-
ple, in the past, file systems communicated directly withdis& hardware, whereas today
layers such as logical volume managers, RAID, or even a nmktean exist in between.
Although providing many important benefits, this rampagélang has also led to the well-
explored problem of information-divide in the systems ktd@yers hide information, thus
constraining functionality and limiting the power of inddual layers. A particularly strik-
ing instance of this general problem exists in the storagekstoday. Modern high-end
storage systems have significant processing capabiliiidsjespite their potential, stor-
age systems are constrained in their functionality bectneseare oblivious of knowledge
about higher layers such as the applications using them.

In this thesis proposal, we seek to answer a simple questiom can we convey
application-level information across the diverse modetorage stack in a simple and
generic manner?We propose two flexible abstractions to solve this problerhe first
abstraction we present is the notion of type-awarenessisttirage stack. In type-aware
storage, lower layers of the storage stack such as the dis&veaire of the pointer rela-
tionships between disk blocks that are imposed by highargaguch as the file system.
Type-awareness enables semantics-aware optimizatidhe lower layers of the storage
stack, and also active enforcement of invariants on datasacbased on the pointer re-
lationships, resulting in better security and integrityheTsecond abstraction we evolve
is Context-Aware I/O (CAIO), a generic mechanism to propagaformation end-to-end
through the storage stack. CAIO provides a simple, yet effemterface to communicate
application-dataandapplication-1/Orelationships to the storage stack, enabling interest-
ing functionality.

Through several case studies, we demonstrate the flexihitid benefits of both ab-
stractions and show that they present a simple yet effegeveral interface to build the
next generation of storage systems.
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Chapter 1

Introduction

Computer system design over the past years has revolveddatbha principle of layer-
ing [19]. Building systems as a hierarchy of layers enabdeslized and independent
innovation in the individual layers. For example, in thewatk protocol stack comprising
layers such as application, transport, network, and dakadiach layer can independently
innovate as long as the interface exported to the otherdagdantact. With the growing
complexity of today’s systems, layering has become indispble in hardware and soft-
ware design.

Despite its obvious benefits, layered system design alsesovith an inevitable side-
effect: information available at one layer is not visibletla¢ other layers beyond what
is permitted by the interface separating those layers. iipact of this lack of informa-
tion is becoming more pronounced in the recent years as thexeneed for individual
layers to support advanced functionality, requiring cHag®r information. This problem
is exacerbated by the fact that recent advancements in demgy¢stems such as virtual
machine technology [7] have introduced more layers of @lraation in the systems stack,
further widening the information-gap. Past research hastified this general problem in
the context of different domains [4, 23, 55].

In the modern storage hierarchy, the general problem ofamétion-gap between lay-
ers has hampered development of new functionality. Laogéesstorage systems today
comprise diverse resources that include high processimgpdundreds of gigabytes
of RAM, solid state storage media such as flash, and hundre@sem thousands of
disks [16, 37]. Despite this advancement in storage hamlwsiorage systems are con-
strained in the range of functionality they can provide duse they lack information about
higher-level data semantics. Several solutions have begoged to workaround this prob-
lem [5, 18,53, 70, 71], but they are mostly limited in scopa] aone of them have been
widely adopted.

In this thesis, we evolve a new class of abstractions and amésims to effectively
bridge the information-gap in the storage stack with midimadifications to existing
hardware and software infrastructures. Our solution igtép@gate minimagenericinfor-
mation about application-level semantics across thegémstack, in an end-to-end manner.
By decoupling thgyenerationof such information from how the information issedin the



storage stack, our solution provides a simple and genesafface for better application-
awareness in the lower layers of the storage stack. We sgadlyifintroduce two new
abstractions under this category, to encode higher-lexmlastics: type-awarenesand
context-awareness

In type-aware storage, higher-layers encode structui@iration about data by way of
pointersand communicate it to the disk subsystem, enabling the diskpport semantics-
aware optimizations and constraints. In context-awareagt applications can commu-
nicateapplication-dataand application-1/Orelationships to the storage stack by way of
logical contexts In the slew of related work that aims at bridging the infotima-gap, our
solution explores a unique design space of techniques tbgtaverful, simple, and easy
to deploy. We have developed a number of case-studies ugintyvo new abstractions,
that demonstrate our claim.

In the rest of this section, we explain at more length, theivaton behind our work,
existing solutions, and the effectiveness of our new abtitras.

1.1 Information-Gap in the Storage Stack

In a simple storage stack comprising applications, fileesyst and the storage hardware,
each of the layers have different kinds of information alibaetdata they manage. Appli-
cations have extensive knowledge about the higher-leugttsires of data (e.g., a B-tree
stored in a file) and their access characteristics. Fileegysknow about the organization
of data in the disk (e.qg., the set of disk blocks belonging pawicular file), and disk sys-
tems contain hardware-specific information such as cuhead position, hardware RAID
configuration, exact physical location of blocks (e.g., LBNphysical sector mapping
systems) etc.

In today’s storage stack, information available in eactheét layers is not available to
any of the other layers. If there is better exchange of indrom among the layers of the
storage stack, a wide range of new functionality can be.bddére are some examples:

¢ High performance I/O-intensive applications such as detaband Web servers have

long wanted a means for controlling the placement of theta da disk [73]. How-
ever, today’s file systems do not provide mechanisms fordritgvel applications to
communicate their desired data layout. For example, HkSkilie systems [52] such
as Ext2 group files and directories based on generic haagrigtid cannot tune their
policies for individual applications. If file systems are ae of application-level
access patterns and locality characteristics, they caiorpeinformed placement
decisions to optimize 1/O.

e Many recent systems have looked at saving power by switafirgsubset of disks
in a large RAID array in such a way that applications can #titiction properly
without the switched-off disks [87,90]. These systems ggreat complexity to
identify the subset of data that is currently under use, lyete techniques are most
often approximate and too coarse-grained. If the disk ays$tas knowledge about
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the working-setsof data used by specific higher-level applications, they dara
much better job at such power optimizations by being moreesgive and more
accurate.

¢ Reliability mechanisms (e.g., replication) at the storagstem treat all blocks
equally. However, from an application viewpoint, data kedave varying
importance. For example, meta-data blocks are more impuidtian regular data as
they impact accessibility of other data. Information abitwgt semantic importance
of data items can improve the effectiveness of reliabikgttires.

1.2 Bridging the Information-Gap: Past Approaches

Utilizing application knowledge within the lower layers afcomputer system has long
been an attractive goal in computer systems research. Matgrss have been proposed
with this high-level goal of bridging the information gapttveen applications, the OS, and
the hardware. Most existing research in this area can bsitidasunder the following four
categories.

Extensible systems. A very common way to bridge the information gap between appli
cations and the system layers is to enable the system comipmnige dynamically exten-
sible by the application. Extensible operating systems30026, 41, 47, 65] are examples
of this type. There have also been proposals to extend sttwaglware by enabling appli-
cations to dynamically download code [1, 62]. Extensibletegns provide a lot of control
to the application, but in the process, essentially tiemtb@gether. For applications to
actually use such extensible layers, they need to have arrably intricate understanding
of the system, thus making them complex to design.

Hint-based systems. Another approach that has been explored to solve the intioma
gap problem is a more evolutionary one; provide specific pikres at the system level
that the applications can use to convey information to therafing system. Informed
prefetching [78] is an example of such a system. Researtla@esalso looked at the flip-
side of the problem: provide information about the opeasgstem to the application
so that the application can make intelligent decisions Ih, Most of these hint-based
approaches are often tied to a specific kind of optimizatidomctionality. In other words,
the information being transferred is designed with a paldicpurpose in mind. This in
turn limits the flexibility of such a system because each nkgscof functionality may
require yet another new primitive to be added to the intexfac

Brand new interfaces. A large body of research that aims at bridging the infornmatio
gap examine new interfaces between file systems and diskgst¢tl, 17,18,49]. The
Object-based Storage Interface [53] is a classic exampli® Most of these interfaces
are designed with some specific applications or scenariosnd. For example, it is hard
to implement a database in an object-based disk. Moreoraardimew interfaces require a



complete revamp of existing infrastructures, and henceualikely to be deployed in the
near future.

Inference-based systems. The final class of related work pertains to approaches that
take the extreme viewpoint along the axis of being evol@rgrand less intrusive. These
systems attempt to achieve cross-layer awareness, buduvigxplicitly communicating

it from one layer to another [70, 71]. Gray-box systems [4l] dader this category. Al-
though valuable from the viewpoint of being easily depldgadénd less intrusive, these
approaches have their own limitations because they arelyreanstrained in terms of not
changing interfaces. This in many cases results in additicomplexity, making it hard to
reason about correctness while also limiting the usageaf siferred knowledge to less
aggressive applications that can tolerate inaccuracy.

1.3 Our Approach

As described in Section 1.2, almost all existing solutiambitidge the information-gap
have one or more of the following problems: (1) They are kdiin scope such that they
bridge the gap between just a sub-set of layers in the statagk. (2) They require wide-
scale modifications to existing infrastructures makingrtdeployment too unlikely. (3)
They are built with specific functionality in mind requirirxplicit co-ordination between
layers. In a multi-vendor setup, such coordination traeslanto industry-wide consensus
on the interface, a standardization process that takes.year

Our approach to solve the problem of information-gap is tmppgateminimal and
genericinformation relating to data and 1/O, from higher-levelday of the storage stack
to the lowest-level (the storage hardware). We evolve tweege abstractions to encode
structuralandoperationalinformation available at the application-level and comicate
it as part of I/O operations. Our first abstractiontyipe-awarenessvhich is to commu-
nicate pointers between disk blocks to the lower layers of the storage stahinters
establish relationships between disk blocks in a genericngia and are maintained by
layers such as file systems or databases. Our second abstiacbntext-aware storage
which is to communicate higher-levielgical contextof 1/0O operations across the storage
stack. For example, all I/O operations generated from alesinger application can be
grouped under the same logical context.

The following are the three key characteristics of our apphothat differentiates our
work from previous approaches.

1. The information being communicated from higher-levgéls is already available at
the corresponding layers (e.g., file systems already trlodkipointers), and hence
communicating such information requires limited and gi#forward modifications
to existing infrastructures. More specifically, the modifions required to layers
in our approach, arenplementation-levelThese modifications are much easier to
make compared to th@esign-levemodifications required with brand-new abstrac-
tions such as Object-based Storage [53].
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2. By decoupling th@enerationof information at the higher layers from how the in-
formation isusedat the lower layers, we obviate the need for explicit cocation
between any two layers to support our abstractions. Ouitgoan context informa-
tion is not generated with any specific layer or functioyahtmind.

3. Our abstractions extend end-to-end across the storagje éte., from user applica-
tions to the storage hardware), hence allowing a wide-rafhg#eresting function-
ality in the different layers of the storage stack.

Next, we present our two abstractions in more detail andriesseveral case-studies
that we built to demonstrate the generality and usefulnesarcapproach.

1.3.1 Type-Awareness

Pointers are the fundamental means by which modern fileregsteganize raw disk data
into semantically-meaningful entities such as files andalories. Pointers define three
things: (1) the semantic dependency between blocks (edataablock is accessible only
through a pointer from an inode block); (2) the logical grimgpof blocks (e.g., blocks
pointed to by the same indirect block are part of the same fildirectory); and (3) the
importance of a block (e.g., blocks with many outgoing peistare important because
they impact the accessibility of a large set of blocks).

Despite the rich semantic information inherently avaiatiirough pointers, pointers
are completely opaque to disk systems today. We proposedtienrof atype-safe disk
(TSD), a disk system that has knowledge of the pointer aatips between blocks. A
TSD uses this knowledge in two key ways. First, semanticciire conveyed through
pointers is used to enforce invariants on data access,dingvbetter data integrity and
security. For example, a TSD prevents access to an unahbdddck. Second, a TSD
can perform various semantics-aware optimizations treatldficult to provide in the cur-
rent storage hierarchy [69, 70]. A TSD extends the trad@idmock-based read-write disk
interface with three new primitives: block allocation, pi&r creation, and pointer removal.

We demonstrate the utility of type-awareness through footgbype case studies.

A Capability Conscious Extended Storage System (ACCESS).In our first case-study,
we show that a disk system can provide better data securitphbstrainingdata access to
conform to implicit trust relationships conveyed througsirpers. ACCESS (A Capabil-
ity Conscious Extended Storage System) is a TSD prototygdeptiovides an independent
perimeter of security by constraining data access even Wieaperating system is com-
promised due to an attack.

Automatic Consistency Enforcing Disk (ACE-disk). In our second case study, ACE-
disk, we show how a disk system can preserve the semanti¢csteamsy of data using
pointers. ACE-disk automatically constructs dependenmoygs based on pointer opera-
tions and ensures atomic commit of blocks in resolved degmrydgroups. We developed
a prototype ACE-disk and show how it preserves the congigtehan Ext2 file system.
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A Discriminating Hierarchical Storage System. In the third case-study, we propose
and evaluate a hierarchical storage system, DHIS, thapedate of discriminating between

data with different access characteristics, and then pugiog its layout and caching poli-

cies to each type. DHIS allows annotating pointers with aoc$efeneric attributes that

convey various properties such as data importance, apegtesns etc. We show via a
prototype implementation that customizing policies tocsfie data requirements has sig-
nificant performance benefits.

A Secure Deleting Disk System. The fourth case-study is secure deletion [30], a type-
aware disk system prototype that automatically overwauiteleted blocks. When the last
incoming pointer to a block is removed (making the block acteble), our secure delet-
ing disk overwrites the block to provide secure deletion.skDievel secure deletion is
considered more secure, compared to existing softwaet-egthods [69].

1.3.2 Context-Awareness

Our second abstraction is the concepCaintext-Aware I/qCAIO), a simple and generic
way for applications to convey arbitrary information abthdir I/O behavior and relation-
ships, without worrying about how the information will beedgisby the storage stack. In
CAIO, an application-levetontextis propagated along with an 1/O operation across the
entire storage stack, in an end-to-end fashion. An applicdével context is represented
by one or morecontext identifiersFor example, a database application can have a unique
identifier that it can propagate along with every 1/O it gettes, such that any storage layer
can easily group all I/0 generated by the database applicati

Decoupling the generator and consumer of the context irdbon leads to an interest-
ing challenge: when the application could conceivably useenthan one possible granu-
larity of grouping I/0O, how can it decide which one to use whiking oblivious to how the
grouping is interpreted by the lower level? For example,talslsse application can group
the I/O requests it generates based on the database usensésnsaction, or query for
which the I/O is issued; but the lower layers are obliviouthegranularity of the context.
To solve this issue, contexts in CAIO dneerarchical With hierarchical contexts, higher
layers can encode multiple granularities of grouping, aeddwer layers can decide which
granularity is the best for the particular functionalityatihey provide.

We have implemented the CAIO framework in the Linux kernead amaluated its us-
ability. To illustrate the power and generality of this cexttabstraction, we prototyped
and evaluated three case studies, described below:

Working-Set Identifier (WorkSIDE).  Our first case study is an automatic working set
identifier, WorkSIDE which operates at the block-based storage hardware |1&yerk-
SIDE automatically tracks the data working set requiredaforapplication context to run
to completion. WorkSIDE correlates contexts with the 1/@ #me corresponding data they
access, thus obtaining a complete view of the entire settafittans that the particular ap-
plication context requires. This working set can then béoaiaed as appropriate in order



to improve performance and availability, or to enable poommmizations.

Context-Aware Disk-Level Caching. Our second case study is a context-aware cache-
placement algorithm within the disk that automaticallyckswhich application-level con-
texts exhibit sequential access pattern and avoids cacbmgests with that context. We
demonstrate the usefulness of both of our case-studieg psitotype implementations
we built for the Linux kernel, and evaluate various worklsad

A Proportional-Share Disk Scheduler. In our third case-study, we built a context-based
proportional-share disk scheduler which shows the flagyilf using resource shares as-
sociated with logical contexts, in a disk scheduler. We hay@lemented a prototype of
our scheduler in the Linux kernel.

Overall, we find that our end-to-end abstractions enabled®wange of functional-
ity and optimizations in the different layers of the storaggck, while requiring minimal
modifications to the storage interfaces.

1.4 Evaluation Methodology

We have implemented prototypes of both our abstractionsaliritie case-studies, in the
Linux kernel 2.6.15. For evaluating disk-level functiabalwe built our own software-
level disk prototyping framework. Our framework operatesagseudo device driver that
interposes between the file system and the regular diskrdrié@ne key challenge in this
prototyping environment is to ensure there is no perforraamerference between the host
application and the processing at the pseudo driver laygrcaBeful use of kernel isola-
tion techniques, we isolate the CPU and memory usage of thease prototype from the
“host” applications, thus providing a very close approxim@ of an actual hardware pro-
totype with its own processing and memory. We believe thatglototyping environment
is valuable more generally for evaluating other kinds ottionality in the storage system.

1.5 Contributions

They key contributions of this dissertation are as follows:

e Formulation of thgointerabstraction and the design of the Type-Safe Disk interface
that enables easy communication of higher-level pointetke disk system.

e Design, implementation, and evaluation of four case-studhat demonstrate the
security functionality and performance optimizationd tiype-awareness enables.

e Formulation of théhierarchical contexabstraction and the Linux implementation of
the context propagation infrastructure.

e Design, implementation, and evaluation of three caseietud demonstrate the
power and generality of the context abstraction.
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e Implementation of a software-level framework to easily audurately prototype
disk-level functionality. This framework provides an irgsting choice between
hardware-level prototyping and entirely simulation-lmhgeototyping.

1.6 Outline

The rest of this thesis is organized as follows.. Chapters2udises some background
information. In Chapter 3, we present the detail design,|l@ementation, and evaluation
of type-aware storage. In Chapters 4, 5, 6, and 7, we desgubéur case-studies that
use type-aware storage. Chapter 8 presents context-aM@are IChapters 9, 10, and 11,
we describe the three case-studies of context-aware I/Ohéapter 12 we discuss related
work, and we finally conclude in Chapter 13.



Chapter 2

Background

In this section, we discuss background information abosihtlodern storage stack, large-
scale storage systems, RAID levels, and file systems.

2.1 Modern Storage Stack

In the past file systems communicated directly with disks &g hardware-specific in-
formation such as tracks and sectors. The storage stackvhb®&e@ significantly since
then. Figure 2.1 shows an example of the modern storage. staisk hardware infor-
mation is virtualized through block-based interfaces saglSCSI and ATA. Layers such
as RAID [59] or logical volume managers can exist beneattsfilgems, and they aggre-
gate several independent disks. File systems are completalvare of whether they are
communicating with a single disk system or a RAID array. ldags storage stack, even
a network can exist between file systems and the storage herdd3, 64,67, 75], and
higher-level user applications are completely oblivouthtgse intermediate layers.

2.2 Large-scale Storage Systems

Large-scale storage systems today comprise diverse mesoiimat include high processing
power, hundreds of gigabytes of RAM, solid state storageiangach as flash, and hun-
dreds or even thousands of disks [16]. Modern storage sgstemcomplex software to
provide functionality such as reliability, fault-toler@® and high performance 1/0. One of
the challenges in such storage systems is to effectivel\agethe wide range of resources
to provide optimal performance and customizable featutesvever, despite the advance-
ment in storage hardware, the interface used for commundcatith hardware devices
is still simple and narrow in most scenarios. For example,S&SI interface supports
just two main primitives, block ead andwr i t e, resulting in the storage system being
mostly oblivious to higher-level information. This makdfi@ent resource management
within modern storage systems a difficult problem, as s®sgtems cannot discriminate
between the different kinds of information they store.
Some existing systems try to work around this problem by gkpgpmore information

to higher-level software [18, 34]. For example, certaireegnmtise-class storage systems al-

9



User Applications

File System

Virtual Machine Monitor

A

Network

Logical Volume Managers

Device Drivers

Disk Interface

RAID

ooo0od

Figure 2.1:Modern Storage Stack

low higher-level software to choose the RAID level to usedanew volume, during its

creation [35]. However, this requires that the file systerhigher-level storage software
be aware of the characteristics of each volume, which coeltbtally tied to the internal

architecture of the specific storage systems. For exampi®rage system could contain
several fine-grained RAID levels, and devices such as NVRAM solid state memory.

Storage architectures could also be different across veramlmd models, and it may be
cumbersome to customize file systems for specific storagerags Moreover, the ab-

straction of a volume is in most cases too coarse-graineapess difference in access
characteristics across files.

2.3 RAID levels

Redundant Array of Independent Disks (RAID) is one of the ncosnmon ways used to
improve storage system performance and reliability [3§, $8ere are several configura-
tions of RAID (commonly referred to aRAID level$ that are used in practice. Each of
these configurations have their own performance, relighéind cost characteristics. In
this section, we describe three most commonly used RAIOdeve

RAIDO performs plain striping across several disks withany redundancy and hence
it has the lowest reliability level among the three. Howewerterms of performance,
RAIDO is good for sequential and random read-write workkathis is mainly because
I/O operations get parallelized across the individual slisken data is striped. In terms of
cost per gigabyte, RAIDO is the cheapest as there is no reshaydind the storage capacity
is the sum of the individual disk capacities.

RAID1 mirrors data across two disks. As two disks contaimtaml data at all times,
data reliability is better as it can tolerate a single dislufa. In terms of performance,
RAID1 has similar characteristics for both sequential aamdom 1/0. Reads are faster
than writes as reads can be parallized across the two diskie ¥peed is in tune with
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that of a single disk, because for every write, both diskehawe updated, but in parallel.
RAID1 has the highest cost per gigabyte as the total capatttye drives is halved due to
mirroring.

RAIDS stripes both data and parity information across tlergaore drives. In principle
itis similar to having a single dedicated parity drive, batity blocks are distributed across
all drives RAID5 can recover from single disk failures andtehas comparable reliability
to RAID1. Read performance in RAID5 is similar to that of RAIDHowever, for small
random writes RAIDS5 performs poorly. This is because for lsmates that do not span
a complete stripe, computation of new parity involves regdhe old contents of the data
block and the parity block. In terms of cost per gigabyte, BAls the second best among
the three, as there is a single parity block for a stripe.

2.4 Overview of File Systems

Several applications need to store data persistently condgecy storage disks. Storage
software such as file systems and databases provide a garierface to access storage
devices and maintain their own structures to track abstrast For example, each file
system has its own on-disk layout. In this section, we pr@a@dbackground of file systems
in general and about the layout of the Ext2 file system in paldr. We also discuss briefly
a few other common storage structures that software usernageadata on disk.

File systems abstract raw disk blocks into logical entifesh as file and directories.
To track the set of blocks that constitute a logical file oediory, a file system uses various
forms of meta-datasuch meta-data can be broadly classified into directdilesspecific
meta-data, and structures required for free-space marsageBirectories link logical file
identifiers to file specific meta-data. File-specific mettad@ntains the file attributes and
links to the actual data blocks. Allocation structures uide bitmaps and free-lists that
required for managing disk space. In common Unix file systérasfollow the semantics
of the Berkeley Fast File System (FFS) [52], per-file mettadjects are calleithodes

2.4.1 The Layout of the Ext2 File System

The Ext2 file system which has its roots in BSD’s FFS, groupstioer a fixed number of
sequential blocks into a block group and the file system isaged as a series of block
groups. This is done to keep related blocks together. Eamdkigiroup contains a copy of
the super block, inode and block allocation data-strustuaed the inode blocks. The inode
table is a contiguous array of blocks in the block group tloatains on-disk inodes. The
number of inodes and their location are statically deteeahiduring themkfsoperation.
Each inode block can contain several inodes. Each inodddresiblock is treated as an
allocatableunit, and bitmaps keeps track of allocated and free inod#sma block group.

2.4.2 File System Consistency

Today'’s block-based disks export a flat array-like absivaatf fixed size blocks. To man-
age data in the form of groups (e.g., a file) and to provide tt®n of hierarchy (such as
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directories), they need to manage pointers between bl&tksh pointers are vital entities
in storage and in most cases they impact the accessibilityeoflata. For example, when
an inode block is lost, all data pertaining to the correspapdiles become unreachable
and hence inaccessible. More importantly, tbesistencyf these pointers determines to
a large extent the semantic consistency of the informatiored in a disk. For example,

during ar enane operation in Ext2, a directory entry (which is a pointer tarasde block)

in a directory block is removed and added in another dirgdttwck. If the system crashes
after the removal operation is done, a file becomes inaddessien though its data items
are intact. While complex storage software maintain strfongns of consistency such as
the consistency between the size field in an inode and thalddti size, mere pointer

consistency is sufficient in most cases. For example, if@hters from an inode are con-
sistent, the size field can be re-constructed by just lookintipe set of pointers. In this

work, we focus on ensuring pointer consistency at the digidle
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Chapter 3

Type-Aware Storage Infrastructure

Type-safety is a well explored concept in the field of prograng languages, with proven
benefits such as controlled access to memory. We proposéetiodethe property of type-
awareness and type-safety to the disk subsystem, and shbivdan significantly improve
the security and functionality of the disk subsystem. Sjedly, we advocate regulating
access to disk blocks to conform to well-defined rules, thatederstood and enforced
by the disk itself. In building this, we leverage the facttttitee semantics of most file sys-
tems today can be broadly classified into two categories:data blocks, an@ointersor
references that implement logical relationships betwesa blocks (for example, dentries-
inodes and inodes-data blocks). We defirtgpe-awaredisk as one that can differentiate
between these two distinct types of information it storesc®a disk has this information,
it can exploit this knowledge to provide better functiohaliWe believe that this simple
type-awareness could be a significant source of semantomattion that can bridge the
semantic gap between file systems and storage devices.uglitseveral existing research
projects like Object-store Disks (OSD) explore alterredito bridge this gap, we believe
that adata-pointerabstraction is the right interface that a disk should prevafile sys-
tems. A disk that is type-aware canforcetype safety by limiting block accesses to only
the legal set of pointers, thus preventing arbitrary bloeteterencing. We call such a disk
atype-safe diskTSD).

TSDs require a few changes to the current block-based aterfFirst, like any other
type-safe system, allocation and deallocation has to benthd control of the disk ssyste.
By performing block allocation and de-allocation, a TSDebdhe file system from the
need for free-space management. Similar in spirit to tygfe-programming languages, a
TSD also exploits its pointer awareness to perform autangatibage collection of unused
blocks; blocks which have no pointers pointing to them actaimed automatically, thus
freeing file systems of the need to track reference countslémks in many cases.

In this chapter we present in more detail, our type-awanagtabstraction, and four
case-studies that we built to show the usefulness of ouraaibiin.

This chapter is organized as follows. In Section 3.1 we dis¢he utility of pointer
information at the disk. Section 3.2 discusses the desidriraplementation of the basic
TSD framework. In Section 3.3 we describe file system supfpoffSDs. In Section 3.4
we present the software-level disk prototyping environiribat we built to evaluate the
idea of TSDs and all our case-studies. We present the ei@iuatour prototype imple-
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mentation of TSD in Section 3.6.

3.1 Motivation

In this section we present an extended motivation.

Pointers as a proxy for data semantics The inter-linkage between blocks conveys rich
semantic information about the structure imposed on the lo\ahigher layers. Most mod-
ern file systems and database systems make extensive usent#r@pdo organize disk
blocks. For example, in a typical file system, directory B®d¢ogically point to inode
blocks which in turn point to indirect blocks and regularalatocks. Blocks pointed to
by the same pointer block are often semantically relateg,(#hey belong to the same file
or directory). Pointers also define reachability: if an ieddock is corrupt, the file sys-
tem cannot access any of the data blocks it points to. Thustgue convey information
about which blocks impact the availability of the file systenvarious degrees. Database
systems are very similar in their usage of pointers. Theglatree indexes that contain
on-disk pointers, and their extent maps track the set okislbelonging to a table or index.

In addition to being passively aware of pointer relatiopshia type-safe disk takes it
one step further. It actively enforces invariants on datess based on the pointer knowl-
edge it has. This feature of a TSD enables independent \aialircof file system opera-
tions; more specifically, it can provide an additional peier of security and integrity in
the case of buggy file systems or a compromised OS. As we sh8edation 4, a type-safe
disk can limit the damage caused to stored data, even by arkattwith root privileges.
We believe this active nature of control and enforcemensipteswith the pointer abstrac-
tion makes it powerful compared to other more passive in&tion-based interfaces.

Pointers thus present a simple but general way of captupplication semantics. By
aligning with the core abstraction used by higher-leveliapfion designs, a TSD has the
potential to enable on-disk functionality that exploitsadaemantics. In the next subsec-
tion, we list a few examples of new functionality (some prega in previous work in the
context of alternative approaches) that TSDs enable.

Applications There are several possible uses of TSDs.

Selective Data Replication Since TSDs are capable of differentiating data and pointers
they can identify metadata blocks as those blocks that toatagoing pointers and repli-
cate them to a higher degree, or distribute them evenly salbghe disks. This could
provide graceful degradation of availability as providgddsGRAID [70].

Data colocation Using the knowledge of pointers, a TSD can co-locate blodtsga
with their reference blocks (blocks that point to them). é&mgral, blocks will be accessed
just after their pointer blocks are accessed, and hence Wauld be better locality during
access.
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Intelligent Prefetching TSDs can perform intelligent prefetching of data becausaef
pointer information. When a pointer block is accessed, a t&Dprefetch the data blocks
pointed to by it, and store it in the on-disk buffers for imyped read performance.

Disk-level security TSDs can provide new security properties using the poimemnk-
edge by enforcingmplicit capabilities. We discuss this in detail in Section 4.

Secure deletion TSDs can perform automatic secure deletion of deleted blbgkrack-
ing block liveness using pointer knowledge. We describgithdetail in Section 7.

3.2 Type-Safety at the Disk Level

Having pointer information inside the disk system enablgereement of interesting con-
straints on data access. For example, a TSD allows accesgytthose blocks that are
reachable through some pointer path. TSDs manage blockatibms and enforce that
every block must be allocated in the context of an existinigeo path, thus preventing
allocated blocks from becoming unreachable. More intergist TSDs enable disk-level
enforcement of much richer constraints for data securityessribed in our case study in
section 4.

Enforcing such access constraints based on pointer neddtiijos between blocks is a re-
stricted form oftype-safetya well-known concept in the field of programming languages.
The type information that a TSD exploits, however, is nagpim scope: TSDs just differ-
entiate between normal data and pointers.

We now detail the TSD interface, its operation, and our pyg® implementation.
Figure 3.1 shows the architectural differences betweemalbdisks and a TSD.
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Figure 3.1:Comparison of traditional disks vs. type-safe disks
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3.2.1 Disk API
A type-safe disk exports the following primitives, in addit to the basic block-based API:

e SET_BLOCKSIZE(Size): Sets the file system block size in bytes.

e ALLOC_BLOCKS(Ref, Hint,Count): AllocatesCount number of new file system
blocks from the disk-maintained free block list, and createinters to the allocated
blocks, from blockRef. Allocated blocks need not be contiguouge f must be a
valid block number that was previously allocatédint is the block number closest
to which the new blocks should be allocateff.int can be NULL, which means
the disk can choose the new block totally at its own discretReturns an array of
addresses of the newly allocated blocks, or NULL if thererateenough free blocks
on the device.

e ALLOC_CONTIG.BLOCKS(Ref, Hint, Count): Follows the same semantics Ais-
LOC_BLOCKS, except that it allocate§'ount number of contiguous blocks if avail-
able.

e CREATE_PTR(STc, Dest): Creates a pointer from blocKrc to block Dest. Both
Src and Dest must be previously allocated. Returns success or failure.

e DELETE_PTR(ST¢, Dest): Deletes a pointer from blockrc that points to block
Dest. Semantics similar tcREATE_PTR.

e GET_FREE Returns the number of free blocks left.

3.2.2 Managing Block Pointers

A TSD needs to maintain internal data-structures to keegktad all pointers between
blocks. It maintains a pointer tracking table calfehBLE that stores the set of all pointers.
ThePTABLE is indexed by the source block number and each table enttgicsithe list of
destination block numbers. A neRTABLE entry is added every time a pointer is created.
Based on pointer information, TSD disk blocks are classifiemithree kinds: (alReference
blocks blocks with both incoming and outgoing pointers (such aslenblocks). (bPata
blocks blocks without any outgoing pointers but just incomingrers. (c)Root blocksa
pre-determined set of blocks that contain just outgoingieos but not incoming pointers.
Root blocks are never allocated or freed, and they are sligtidetermined by the disk.
Root blocks are used for storing boot information or the prynmetadata block of file
systems (e.g., the Ext2 super block).

3.2.3 Free-Space Management

To perform free-space management at the disk level, we tracknd free blocks. A TSD
internally maintains an allocation bitmaplLOC-BITMAP, containing one bit for every
logical unit of data maintained by the higher level softw@eg., a file system block). The
size of a logical unit is set by the upper-level software tigto theSET_BLOCKSIZE disk
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primitive. When a new block need to be allocated, the TSD t@ose a free block closest
to the hint block number passed by the caller. Since the TSDegaloit the low level
knowledge it has, it chooses a block number which requiresethist access time from the
hint block.

TSDs use the knowledge of block liveness (a block is defindaetdead if it has no
incoming pointers) to perform garbage collection. Unlikaditional garbage collection
systems in programming languages, garbage collection D W& penssynchronously
during a particulaDELETE_PTR call which deletes the last incoming pointer to a block.
A TSD maintains a reference count tabRTABLE, to speed up garbage collection. The
reference count of a block gets incremented every time a neaming pointer is created
and is decremented during pointer deletions. When theaeder count of a block drops
to zero during eDELETE_PTR call, the block is marked free immediately. A TSD per-
forms garbage collection one block at a time as opposed forp@ng cascading deletes.
Garbage collection of reference blocks with outgoing parmis prevented by disallowing
deletion of the last pointer to a reference block beforewtijoing pointers in it are deleted.

3.2.4 Consistency

As TSDs maintain separate pointer information, TSD poste&uld become inconsistent
with the file system pointers during system crashes. Therefgon a system crash, the
consistency mechanism of the file system is triggered whindtks file system pointers
against TSD pointers and first fixes any inconsistencies émtvboth. It then performs
a regular scan of the file system to fix file system inconsisésnand update the TSD
pointers appropriately. For example, if the consistencghmaism creates a new inode
pointer to fix an inconsistency, it also calls thREATE PTR primitive to update the TSD
internal pointers. Alternatively, we can obviate the neaddonsistency mechanisms by
just modifying file systems to use TSD pointers instead ofrta@ning their own copy in
their meta-data. However, this involves wide-scale maddiftns to the file system.

File system integrity checkers suchfasck for TSDs have to run in a privileged mode
so that they can perform a scan of the disk without being stdgjeto the constraints
enforced by TSDs. This privileged mode can use a specialragirative interface that
overrides TSD constraints and provides direct access fo$bepointer management data-
structures.

Block corruption  When a block containing TSD-maintained pointer data-stmes gets
corrupted the pointer information has to be recovered, asl#ita blocks pertaining to the
pointers could still be reachable through the file systemandeta. Block corruption can
be detected using well-known methods such as checksumidimon detection, the TSD
notifies the file system, which recreates the lost pointers fits meta-data.

3.3 File System Support

We now describe how a file system needs to be modified to use aWwebrst describe the
general modifications required to make any file system wothk a/il SD. Next, we describe

17



our modifications to two file systems, Linux Ext2 and VFAT, gewur framework.

Since TSDs perform free-space management at the disk-fégedystems using TSD
are freed from the complexity of allocation algorithms, émadking free block bitmaps and
other related meta-data. However, file systems now needlttheadisk API to perform
allocations, pointer management, and getting the freekbloount. The following are the
general modifications required to existing file systems ppsut type-safe disks:

1. Thenkf s program should set the file system block size usingstiie BLOCKSIZE
primitive, and store the primary meta-data block of the filstam (e.g., the Ext2
super block) in one of the TSD root blocks. Note that the TSBt kdocks are a
designated set of well-known blocks known to the file system.

2. The free-space management sub-system should be eledifratm the file system,
and TSD API should be used for block allocations. The file @ystoutine that
estimates free-space, should call heT_FREE disk API, instead of consulting its
own allocation structures.

3. Whenever file systems add new pointers to their meta-daBATE_PTR disk prim-
itive should be called to create a TSD pointer. Similarlg DELETE_PTR primitive
has to be called when pointers are removed from the file system

In the next two sub-sections we describe the modificatioaswle made to the Ext2
and the VFAT file systems under Linux, to support type-sasési

3.3.1 Ext2TSD

We modified the Linux Ext2 file system to support type-saf&siisve call the modified
file systemExt2TSD The Ext2 file system groups together a fixed number of se@lent
blocks into a block group and the file system is managed asess#rblock groups. This
is done to keep related blocks together. Each block groupactna copy of the super
block, inode and block allocation data-structures, andribde blocks. The inode table is
a contiguous array of blocks in the block group that contaidisk inodes.

To modify Ext2 to support TSDs, we removed the notion of blgobups from Ext2.
Since allocations and de-allocations are done by usingikeAPI, the file system need
not group blocks based on their order. However, to perforsy @ode allocation in tune
with Ext2, we maintain inode groups which we calEGMENTS Each isegment contains
a segment descriptor that has an inode bitmap to track théeuaf free inodes in that
isegment. The inode allocation algorithm of Ext2TSD is sawn¢hat of Ext2. Thekf s
user program of Ext2TSD writes the super block, and allactite inode segment descrip-
tor blocks, and inode tables using the allocation API of tisi.dIt also creates pointers
from the super block to all blocks containing isegment dpsars and inodes tables.

The organization of file data in Ext2TSD follows the same dtite as Ext2. When
a new file data or indirect block is allocated, Ext2TSD calis oc_BLOCKS with the
corresponding inode block or the indirect block as the eafee block. While truncating
a file, Ext2TSD just deletes the pointers in the indirect klbanches in the right order
such that all outgoing pointers from the parent block to litddcblocks are deleted before
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deleting the incoming pointer to the parent block. Thus kédoelonging to truncated or
deleted files are automatically reclaimed by the disk.

In the Ext2 file system, each directory entry contains thelénoumber for the cor-
responding file or directory. This is a logical pointer redaship between the directory
block and the inode block. In our implementation of Ext2T8[@,create physical pointers
between a directory block and the inode blocks correspgnidinhe inode numbers con-
tained in every directory entry in the directory block. Miythg the Ext2 file system to
support TSD was relatively simple. It took 8 days for us tdd&xt2TSD starting from
a vanilla Ext2 file system. We removed 538 lines of code fror2Bxhich are mostly the
code required for block allocation and bitmap managemeng. adtled 90 lines of new
kernel code and modified 836 lines of existing code.

3.3.2 VFATTSD

The next file system we consider is VFAT, a file system withiosgn Windows. Specifi-
cally, we consider the Linux implementation of VFAT. We chade modify VFAT to sup-
port TSDs because it is sufficiently different in architeetfrom Ext2 and hence shows
the generality of the pointer level abstraction provided®pDs. We call our modified file
systemVFATTSD

The VFAT file system contains an on-disk structure calledRie Allocation Table
(FAT). The FAT is a contiguous set of blocks in which each emriontains the logical
block number of the next block of a file or a directory. To get thext block number
of a file, the file system consults the FAT entries correspumdd the previous block of
the file. Each file or directory’s first block is stored as pdrthe directory entry in the
corresponding directory block. The FAT entry correspogdio the last block of a file
contains arEOF marker. VFAT tracks free blocks by having a special markehaFAT
entry corresponding to the blocks.

In the context of TSDs, we need not use the FAT to track freeksloAll block alloca-
tions are done using the allocation API provided by a TSD. ifkies file system creation
program allocates and writes the FAT blocks using the disk Mddifying the VFAT
file system to support TSDs was substantially simpler coegpém Ext2, as VFAT does
not manage data blocks hierarchically. We had to maintdastsutially lesser number of
pointers.

In VFAT, we created pointers from each directory block tdaddicks belonging to files
which have their directory entries in the directory blockacE FAT block points to the
block numbers contained in the entries present within. TBB Therefore tracks all blocks
belonging to files in the same directory block. Also, all theectory blocks and the FAT
blocks contain outgoing pointers. The disk can track th@kall metadata blocks present
in the file system by just checking if a block is a data block cgfarence block.

Modifying the VFAT file system to support TSD was relativetyesghtforward. It took
4 days for us to build VFATTSD from the VFAT file system. We ad@S lines of code,
modified 26 lines of code, and deleted 71 lines of code. Thetelélcode belonged to the
free space management component of VFAT.
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Figure 3.2:DPROTO Architecture

3.4 A Software-Level Disk Prototyping Framework

In this section, we describe our generic disk functionaliptotyping framework,
DPROTO, that we built for the Linux kernel 2.6.15.

We developed DPROTO as a pseudo-device driver that stackspoof one or more
lower-level disk or software RAID drivers, in a single maohi One of the main chal-
langes in developing DPROTO is isolating the resourceswoes by components that are
supposed to go inside the disk firmware if it were a real imgetation. For example,
if the functionality being prototyped is a disk-level datangression technique, the part
of DPROTO that performs compression has to consume resotivaeare completely iso-
lated from that used by applications and file systems, whichifficult in a single machine
setup.

While developing DPROTO we aimed at isolating key resoyr€#J and memory,
between disk-level functionality and higher-level apgations. For CPU isolation, we use
a multiprocessor setup and ensure that disk-level funalitgralways gets executed in an
isolated processor. For memory isolation, we implementedalated preallocated mem-
ory pool and ensured that disk functionality never accessamory beyond the preallo-
cated range.

Figure 3.2 shows the architecture of DPROTO. We implemetitedposeudo-device
driver as two layer, the upper layer running in the contexheffile system, and the lower
layer running as a separate thread bound to an isolated CBKI/D requests generated
from the file system reach the upper layer of DPROTO, whiclsdle request to a shared
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gueue. The lower layer services requests from the queuevandually passes it down to
physical storage. Any disk-level functionality such as poession would be handled by
the lower-level service thread and hence runs in an isol@aid. All memory allocations
done by both layers of DPROTO use the preallocated memory pberefore, DPROTO
requires specifying the total memory requirement for amgieenctionality before hand.

To test the performance of a disk-level functionality ptgped using DPROTO, the
comparison reference can be run with one processor disaplédvith the appropriate
size of memory preallocated. For example, if a compressisk g/stem is compared to
a regular disk system for a particular workload, the regdlak run of the workload has
to be done with one processor disabled and the preallocadetbny equal to the memory
requirement of the compression disk. With this procedure,domparison becomes fair
and closely represents the results of a real implementation

Our implementation of DPROTO had 5,790 lines of new kernélecand 350 lines of
user-level code.

3.5 TSD Implementation

We implemented a prototype TSD using our DPROTO softwarekldisk prototyping
framework, in the Linux kernel 2.6.15. It contains 3,108Bbrof kernel code. The TSD
layer receives all block requests, and redirects the conmesaxh and write requests to the
lower level device driver. The additional primitives recpd for operations such as block
allocation and pointer management are implemented asrdroet | s.

We implementedTABLE and RTABLE as in-memory hash tables which gets written
out to disk at regular intervals of time through an asynchusncommit thread. In imple-
menting theRTABLE, we add an optimization to reduce the number of entries ra@ed
in the hash table. We add only those blocks whose refereng& ogreater than one. A
block which is allocated and which does not have an entryaRtiABLE is deemed to have
a reference count of one and an unallocated block (as iredidat theALLOC _BITMAP)
is deemed to have a reference count of zero. This significaatluces the size of our
RTABLE, because most disk blocks have reference counts of zeroeo(eng., all data
blocks have reference counts zero or one).

Memory usage. In our prototype implementation we maintained all TSD dsttactures
in memory. The space overheads associated with TSD ponateking and free-space
management is directly related to the number of file systemMsl on disk. We found
that the TSD pointer meta-data per file system block will leselto 20 bytes (with an
average of one incoming pointer per block). Assuming a fisteay block size of 4KB, the
total space overheads for TSDs totals upto 0.5% of the desk $n a real firmware-level
implementation of TSDs, the entire meta-data need not bataiaed in memory. At any
given time, the working-set of TSD pointers is limited to tiieectories and files being
accessed at any given time. Hence, we believe that it woukubicient if a fraction of
the TSD meta-data (about 10%) is cached in memory, and thefrdse meta-data can be
stored on secondary storage.
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3.6 Evaluation

We evaluated the performance of our prototype TSD framewuaitke context of Ext2TSD.
We ran general-purpose workloads and also micro-benchsearkur prototype and com-
pared them with unmodified Ext2 file system on a regular didkis Tection is organized
as follows: first we talk about our test platform, configuras, and procedures. Next, we
analyse the performance of the TSD framework with the Ex21i& system.

3.6.1 Testinfrastructure

We conducted all tests on a 2.8GHz Xeon with 1GB RAM, and a 250G&ILogic SCSI
disk. We used Fedora Core 6, running a vanilla Linux 2.6.XBéde To ensure a cold cache,
we unmounted all involved file systems between each test. avalt tests at least five
times and computed 95% confidence intervals for the meas&tggystem, user, and wait
times using the Studentdistribution. In each case, the half-widths of the inteswakre
less than 5% of the mean. Wait time is the elapsed time lesstRrtused and consists
mostly of I/O, but process scheduling can also affect it. A@orded disk statistics from
/ proc/ di skst at s for our test disk. We analysed the following detailed dislage
statistics while interpreting the results: the number @idré/O requestsr( 0), number
of write I/O requestswi 0), number of sectors read gect ), number of sectors written
(wsect ), number of read requests mergedrér ge), number of write requests merged
(wrer ge), total time taken for read requestsuse), and the total time taken for write
requestsuse).

3.6.2 Benchmarks and configurations

Postmark We used Postmark v1.5 to generate an I/O-intensive workldadstmark
stresses the file system by performing a series of operasiotis as directory lookups,
creations, and deletions on small files [42]. Postmark igglly configured by specifying
a number of initial files, and a fixed number tvaAnsactions Postmark then creates the
initial pool of files, performs the fixed number of transan8pand removes any left over
files.

Kernel Compile To simulate a relatively CPU-intensive user workload, wenpied
the Linux kernel source code. We used a vanilla Linux 2.6.a%&l, and analyzed the
overheads of Ext2TSD, for theake ol dconfi g andmake operations combined.

Sprite LFS Benchmarks To isolate the overheads of individual file system operation
we ran the entire suite of Sprite LFS benchmarks [63]. Th&&pFS benchmarks con-
tains two sets of workloads, for meta-data and data opesatidhe first set deals with
small files and tests, file creation, read, and file deletidre Jecond set operates on large
files and performs sequential and random reads and writes.
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Figure 3.3:Postmark Results: 10,000 files, sizes 100KB to 200KB, 1Gra®8actions.
Ext2NULL indicates the results for regular Ext2 over a NULdepdo-device driver.

3.6.3 Postmark Results

We ran the Postmark benchmark on three setups: (1) regutardzer a regular disk, (2)
regular Ext2 on DPROTO, and (3) Ext2TSD over our impleméoadbf TSD. We used
configured Postmark with two different configurations. Ia thist configuration, we used
10,000 files with sizes ranging from 100KB to 200KB, and 10,6@nsactions. Figure 3.3
shows the overheads of DPROTO and the TSD infrastructuréhierconfiguration. As
evident from the figure, Ext2 over our prototyping infrastture DPROTO had negligible
overheads compared to Ext2 over a regular disk. HoweverTBSi2ran 7% faster than
regular Ext2 inspite of a 1.3 times increase in system tintge iNcrease in system time
is because of the devideoct | s that Ext2TSD calls for the pointer operations. From
the kernel disk 1/O statistics, we found that the 10% de@&@asvait time for Ext2TSD
compared to regular Ext2 is caused by more requests gettmget at the device driver
layer. This is because, block allocation is performed by $80he case of Ext2TSD, and
there was better spatial locality compared to regular Ext2.

Figure 3.4 shows the results for a different configuratioRastmark. For this we used
1000 files with sizes ranging from 1MB to 3MB, and performe@®®@&ansactions. In this
configuration, Ext2TSD had an elapsed time overhead of 50¥pared to regular Ext2.
The system time overhead was 1.9 times and wait time was S8érlédsan regular Ext2.
This shows that for larger files, the savings in 1/O time bseanf better spatial locality is
lesser compared to smaller files.
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3.6.4 Kernel Compile Results

Results for the kernel compilation benchmark is shown irufég3.5. Ext2TSD had a
small elapsed time overhead of 1.5% compared to regular. B}t was caused by a 7%
increase in system time and 60% increase in wait time. Theisy8me increase in this
case is smaller compared to the Postmark results becauss kempile is a predominantly
CPU-intensive workload and hence has much lesser numbeirdaEpoperations. The wait
time increase is because the main compilation thread waithé DPROTO disk thread to
complete pointer operations. The wait time increase is rpavaounced here because the
time interval between 1/O is larger than that of Postmark.

3.6.5 Sprite LFS Benchmark Results

We ran the entire suite of Sprite LFS benchmarks on Ext2 ovegaar disk, and Ext2TSD
over our prototype TSD.

Meta-data benchmarks To generate a small file creation workload, we created
1,000,000 files, with size 4KB each, in 1,000 sub-directorieor reads, we remounted the
file system and read all the 1,000,000 files we created. Fetaelwe unlinked all files.
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Figure 3.6:Sprite LFS benchmarks: Create results

Figure 3.6 shows the overheads of Ext2TSD. Ext2TSD had gsethtime overhead
of 6.4% compared to regular Ext2. This is because of a 61%aser in system time.
The system time increase is because of the pointer opesa®this workload consists of
intensive meta-data write operations. The wait time masalysed by 1/0O, reduced by 22%
because the TSD allocation policy is favorable for smaltfile
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Figure 3.7:Sprite LFS benchmarks: Read results

Figure 3.7 shows the results of the read workload. Ext2TSiibpeed 3% better than
regular Ext2. The system time reduced by 5% because of tvgonsa First, there are
no pointer operations in a read workload. Second, the isolaechnique in DPROTO
offloads part of call stack of I/O operations such as loweell&CSI driver calls, to the
DPROTO disk thread.

The delete workload results shown in Figure 3.8 shows tleaélfpsed time overhead
of Ext2TSD is 23% compared to regular Ext2. This is causedls of a 2.1 times
increase in system time. This increase is because of a lamgpder of pointer deletion
operations happening within a short period of time.

Overall, even under extremely meta-data intensive woddpéhe elapsed time over-
heads are moderate. In most common environments such metantensive workloads
are unlikely.

Data benchmarks For generating Sprite LFS data benchmark workloads, we ased
large file of size 4GB. For random workloads we performed Q0,tandom 4K reads
or writes. To eliminate cache effects, we generated a datglifree list of random page
numbers. For sequential workloads, we performed 1,000s@00ential 4K reads on the
file.

Figure 3.9 shows the results for the random read workload2TESO had no visible
overheads for this. As this is a read workload, it generategainter operations. For
random write, as shown in Figure 3.10, Ext2TSD had an elapsedoverhead of 6.7%.
This is mainly caused by a 6.7% increase in wait time. The tak increase is because
the main benchmark thread had to wait for the DPROTO diskathte service pointer
operations.

Figure 3.11 shows the results for sequential read. Therdiifee in elapsed time
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between Ext2TSD and regular Ext2 was negligible. Howeves, dystem overhead in
Ext2TSD was 2.3 times. This was offset by a 21% reduction iit thae. As this is a
sequential workload, a very large number I/0O operationgw&ecuted within a short time
interval. This resulted in making CPU overheads more wsifilhe CPU overheads were
due to lock contention for the request queue shared by the Ioesichmark thread and the
DPROTO disk thread. Our implementation usagpan_| ock for this, and hence it shows
up as system time. The wait time decrease is because of bp#tal locality in the case
of Ext2TSD.

Figure 3.12 shows the results for sequential writes. Thehmasls of Ext2TSD were
similar to sequential reads, as our sequential write waiklperformed overwrites of ex-
isting file data, resulting no additional pointer operasion
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Figure 3.12:Sprite LFS benchmarks: Sequential write results

In summary, our evaluation shows that the overheads assdaidath our TSD disk
infrastructure and the Ext2TSD file system is quite mininaddqut 2%) for normal user
workloads. This is shown by the results of our kernel contipifebenchmark. For more
I/O-intensive workloads such as Postmark and Sprite mata-denchmarks, Ext2TSD
shows overheads as high as 23%. We used such benchmarkswthehworst case over-
heads of TSDs. However, such 1/O-intensive workloads aoermmon in real scenarios.
Most of the system-time overheads were caused by pointeatpes issued by the file
system. This could be reduced by aggregating the operatiotisending it to the disk
system in batches. While the allocation primitive has toyreckronous, pointer creation
and deletion can be made asynchronous.

29



Chapter 4
Case Study: ACCESS

We describe how type-safety can enable a disk to providerssgturity properties than ex-
isting storage systems. We designed and implemented aesstoniage system called AC-
CESS A Capability ConsciousExtendedStorage System) using the TSD framework; we
then built a file system on top, called Ext2ACCESS. We firstivate the need for enforc-
ing disk-level capabilities, then present a detailed desfgACCESS. Finally, we describe
our prototype implementation of ACCESS and the implememaif Ext2ACCESS, a file
system that supports ACCESS.

Protecting data confidentiality and integrity during irgi@ns is crucial: attackers
should not be able to read or write on-disk data even if they gaot privileges. One
solution is to use encryption [12,89]; this ensures thatuotérs cannot decipher the
data they steal. However, encryption does not protect th& flam being overwritten
or destroyed. An alternative is to use explicit disk-legapabilitiesto control access
to data [2,25]. By enforcing capabilities independentlylisk enables an additional
perimeter of security even if the OS is compromised. Othgpdoeed using disk-level
versioning that never overwrites blocks, thus enablingélcevery of pre-attack data [74].

ACCESS is a type-safe disk that uses pointer informationnforee implicit path-
basedcapabilities, obviating the need to maintain explicit daip@es for all blocks, yet
providing similar guarantees.

ACCESS has five design goals. (1) Provide an infrastructulienit the scope of confi-
dentiality breaches on data stored on local disks even wieattacker has root privileges
or the OS and file systems are compromised. (2) The infrasneishould also enable pro-
tection of stored data against damage even in the event éharieintruder gaining access
to the raw disk interface. (3) Support efficient and easycation of authentication keys,
which should not require costly re-encryptions upon retioca (4) Enable applications
to use the infrastructure to build strong and easy-to-usergg features. (5) Support data
recovery through administrative interfaces even whenemiibation tokens are lost.

4.1 Design

The primitive unit of storage in today’s commodity disks ifix@d-size disk block. Au-
thenticating every block access using a capability is tatlgan terms of performance and
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usability. Therefore, there needs to be some criteria bgkvhlocks are grouped and au-
thenticated together. Since TSDs can differentiate betwmeemal data and pointers, they
can perform logical grouping of blocks based on the refexdrhacks pointing to them. For

example, in Ext2 all data blocks pointed to by the same ictlibeock belong to the same

file.

ACCESS provides the following guarantee: a bleatannot be accessed unless a valid
reference blocly that points to this block is accessed. This guarantee implies that pro-
tecting access to data simply translates to protectingsadoethe reference blocks. Such
grouping is also consistent with the fact that users oftesinge files of related importance
into individual folders. Therefore, in ACCESS, a single abitity would be sufficient to
protect a logical working set of user files. Reducing the neind$ capabilities required is
not only more efficient, but also more convenient for users.

In ACCESS, blocks can have two capability strings:esad and awr i t e capability
(we call theseexplicit capabilitie$. Blocks with associated explicit capabilities, which we
call protectedblocks, can be read or written only by providing the appratgrcapability.
By performing an operation on a blodkef using a valid capability, the user gets an
implicit capabilityto perform the same operation on all blocks pointed tddey, which
are not directly protected (capability inheritance). Ifatgcular reference blockpoints
to another blockj with associated explicit capabilities, then the impli@apability ofi is
not sufficient to accesg the explicit capability ofj is needed to perform operations on it.

As all data and reference blocks are accessed using valdgpeistored on disk, root
blocks are used to bootstrap the operations. In ACCESSg tirer three kinds of access
modes: (1) All protected blocks are accessed by providiegattpropriate capability for
the operation. (2) Blocks which are not protected can inhbgir capability from an
authenticated parent block. (3) Root blocks can be accegsldut any reference block
by providing the appropriate capability, if they are prosec

4.1.1 ACCESS meta-data

ACCESS maintains a table namedABLE indexed by the block number, to store the
blocks’r ead andwr i t e capabilities. During every block access it checks if thecklo
has akTABLE entry. If there is &KTABLE entry, the capability provided by the user is au-
thenticated against the stored capability before perfogrttie operation. ACCESS tracks
the list of all reference blocks that are accessed sucdbssfa given period of time, and
uses it to authenticate accesses to the blocks that do nesawciated capabilities.

ACCESS also maintains a temporal access table calledLE which is indexed by
the reference block number. TheABLE has entries for all reference blocks whose asso-
ciated implicit capabilities have not timed out. The timad entries in the.TABLE are
periodically purged.

4.1.2 Preventing replay attacks

In ACCESS, data needs to be protected even in situationsawherOS is compromised.
Passing clear-text capabilities through the OS interfazddclead to replay attacks by a
silent intruder who eavesdrops capabilities. To proteeira) this, ACCESS associates a
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sequence number with capability tokens. To read a protéxdbet, the user has to provide
a HMAC checksum of the capability’(,) concatenated with a sequence numbig) (H,
=HMAC(C,+ S, C,)). This can be generated using an external key card or a haldd-h
device that shares sequence numbers with the ACCESS dignsy&ach user has one
of these external devices, and ACCESS tracks sequence nsifobeach user’s external
device. Upon receivind?, for a block, ACCESS retrieves the capability token for that
block from thek TABLE and compute$f s = HMAC(Ca+S4,C4), whereC4, andS4 are
the capability and sequence number for the block, and aretamaed by ACCESS. If7,,
andH 4 do not match, ACCESS denies access. Skews in sequence rsuanddandled by
allowing a window of valid sequence numbers at any given time

4.1.3 ACCESS operation

During every reference block access, an optional timedaetval (Interval) can be pro-
vided, during which the implicit capabilities associateiwvthat reference block will be
active. Whenever a reference blaBk f is accessed successfully, @aBLE entry is added
for it. This entry stays untilnterval expires. It is during this period of time, that we call
thetemporal windowall child blocks of Ref which are not protected inherit the implicit
capability of accessingef. Once the timeout interval expires, all further accessekdo
child blocks are denied. This condition should be captungdhle upper level software,
which should prompt the user for the capability token, arehtball the disk primitive to
renew the timeout interval fake f. The value off nterval can be set based on the security
and convenience requirements. Long-running applicativatsare not interactive in nature
should choose larger timeout intervals.

At any instant of time when the OS is compromised, the sulfdatocks whose tem-
poral window is active will be vulnerable to attack. This sabwould be a small fraction
of the entire disk data. The amount of data vulnerable dufiSgcompromises can be re-
duced by choosing short timeout intervals. One can als@fthre timeout of the temporal
window using theeORCE. TIMEOUT disk primitive described below.

To read a data block in ACCESS, the base pointer should befisadrom one of
the root blocks, by presenting the appropriate capabilitghe access of the root block
is successful, ACCESS will add an entry for the root blockhettaBLE. Once this is
done, all blocks pointed to by the root block that do not hassmaiated capabilities can be
accessed until theTABLE entry times out. In the context of a file system, the initiatro
block read would be its super block, and this occurs dumiognt . The temporal locality
of the initial super block access is used as an implicit caipabor accessing subsequent
blocks. Whenever an implicit capability for a block need®éoverified, the disk checks
if the reference block passed by the upper level softwareahasABLE entry for it. If
an entry does not exist, ACCESS denies access to the blodke Heference block has
anLTABLE entry, ACCESS looks up theTABLE to find if the reference block indeed has
a pointer to the block whose implicit capability needs to befied. The reference block
passed by the upper level software is only used for optirgiperformance during the
temporal lookup.

For blocks with associated capabilities, the appropriagbility string must be pro-
vided. Each reference block can have its own read and wiitahikties depending on the

32



owner of that reference block. For example, an indirectlotfa particular user’s file will
have that user’s capabilities, and cannot be read by anytbee than that person.

4.1.4 ACCESS API

To design the ACCESS API, we extended the TSD API (Sectioh\8ith capabilities,
and added new primitives for managing capabilities anddime Note that some of the
primitives described below let the file system specify tifenence block through which
the implicit capability chain is established. However, as describe later, this is only
used as a hint by the disk system for performance reasonsEASGnaintains its own
structures that validate whether the specified referenmekias indeed accessed, and it
has a pointer to the actual block being accessed. In thioeeshen we refer to read or
write capabilities we mean the HMAC of the corresponding capabilities and aesece
number.

1. SET_.CAPLEN(Length): Sets the length of capability tokens. This setting is globa

2. ALLOC_BLOCKS(Ref, Ref.orCy, Count): Operates similar to the TSDAL-
LOC_BLOCKS primitive with the following two changes. (1) IRef is protected the
call takes the write capability ake f, C,,; (2) otherwise, the call takes the reference
block Ref, of Ref, to verify that the caller has write accessitef.

3. ALLOC_CONTIG_BLOCKS(Ref, Re f,.orC,,, Count): Same as theLLOC_BLOCKS
primitive, but allocates contiguous blocks.

4. READ(Bno, ReforC,,, Timeout): Reads the block represented By.o. Ref is
the reference block that has a pointerBao. C,,, is either the read or the write
capability of blockBno. The second argument of this primitive must Bef if
Bno is not protected for read, and must®g, if Bno is protectedTimeout is the
timeout interval.

5. WRITE(Bno, Re forC,, timeout): Writes the block represented W3no. C, is the
write capability of Bno. Other semantics are similar READ.

6. CREATE_PTR(Src, Dest, Re fsorCly,,, Ca,or Refy,): Creates a pointer from block
Src to block Dest. If Src or Dest are protected, their capabilities have to be pro-
vided. For blocks which are not protected, the caller musviple valid reference
blocks which point toSrc and Dest. Note that although the pointer is created only
from the source block, we need the write capability for thetid@tion block as well;
without this requirement, one can create a pointer to anigrarp block and gain
implicit write capabilities on that block.

7. DELETE_PTR(STc, Dest, Ref,orCy,): Deletes a pointer from blocKrc to block
Dest. Write credentials foSrc has to be provided.

8. KEY_CONTROL(Bno, Cyy, Cprr, Crw, Ref): This sets, unsets, or changes the read
and write capabilities associated with the bldgko. C,,, is the old write capability
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of Bno. C,, andC,,, are the new read and write capabilities respectively. A ref-
erence blockRef that has a pointer t@no needs to be passed only while setting
the write key for a block that did not have a write capabiligfdre. For all other
operations, like unsetting keys or changing keysf need not be specified because
C,., can be used for authentication.

9. RENEW_CAPABILITY (Ref, C.,,, Interval): Renews the capability for a given ref-
erence block.C,., is the read or write key associated wittef. Interval is the
timeout interval for the renewal.

10. FORCE TIMEOUT(Ref): Times out the implicit capabilities associated with refer
ence blockRef.

11. SET_BLOCKSIZE andGET_FREE TSD primitives (Section 3.2) can be called through
the secure administrative interface discussed in Secti®n 4

4.2 Path-Based Capabilities

Capability systems often use capabilities at the grartylafiobjects(e.g., physical disk
blocks, or memory pages); each object is associated wittpabdéy that needs to be
presented to gain access.

In contrast, the implicit capabilities used by ACCESS pa¢h-level In other words,
they authenticate an access based on the path through wieidctess was made. This
mechanism of authenticating paths instead of individugab is quite powerful in en-
abling applications to encode arbitrary trust relatiopshin those paths. For example, a
database system could have a policy of allowing any userdesaca specific row in a ta-
ble by doing an index lookup of a 64-bit key, but restrict scahthe entire table only to
privileged users. With per-block (or per-row) capabibti¢his policy cannot be enforced at
the disk unless the disk is aware of the scan and index loogamtions. With path-based
capabilities, the database system could simply encod@dhisy by constructing two sep-
arate pointer chains: one going from each block in the tabtae next, and another from
the index block to the corresponding table block—and juseltifferent keys for the start
of both these chains. Thus, the same on-disk data item caiffeeedtiated for different
application-levebperations, while the disk is oblivious to these operations

Another benefit of the path-based capability abstractighasit enables richer modes
of sharing in a file system context. Let’'s assume therenansers in a file system and
each user shares a subset of files with another user. Withidread encryption or per-
object capability systems, users has to use a separate kepdh other user that shares
their files; this is clearly a key management nightmare (withitrary sharing, we would
needn? keys). In our model, users can use the same key regardlessivofniany users
share pieces of their data. To enable another user to shadee alfthat needs to be done
is a separate link be created from the other user’s diredtotlyis specific file. The link
operation needs to take capabilities of both users, but tireceperation is complete, the
very fact that the pointer linkage exists will enable thersttg but at the same time limit
the sharing to only those pieces of data explicitly shared.
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4.3 Key Revocation and Data Recovery

ACCESS enables efficient and easy key revocation. In normalyption based security
systems, key revocation could become pretty costly in ptapoto the size of the data, as
all data have to be decrypted and re-encrypted with the ngw\gh ACCESS, one just
changes the capability for the reference blocks insteddeoéntire set of data blocks. Data
need not be modified at all while revoking capabilities. Tikisne of the main advantages
of ACCESS compared to traditional encryption-based sicsyistems.

Secure key backup is a major task in any encryption-baseal fatection system.
Once an encryption key is lost, usually the data is fully last cannot be recovered.
This is ironical because a mechanism used for protecting mesults in making the data
inaccessible. ACCESS does not have this major problem. Batat encrypted at all,
and hence even if keys are lost, data can be retrieved or {serkay be reset using the
administrative interface described below.

Often system administrators need to perform backup andrairastrative operations
for which the restricted ACCESS interface might not be sigfit ACCESS will have a
secure administrative interface, which could be througpexisl hardware port requiring
physical access, in combination with a master key. Usings#ueire administrative inter-
face, the administrator can backup files, delete unimpbfiias, etc., because the data is
not stored internally in encrypted format.

4.4 ACCESS Prototype

We extended our TSD prototype to implement ACCESS. We imphdred additional hash
tables for storing th&TABLE andLTABLE required for tracking capabilities and tempo-
ral access locality respectively. All in-memory hash tablesre periodically committed
to disk through an asynchronous commit thread. The allooand pointer management
i oct | sin TSD were modified to take capabilities or reference ldoak additional ar-
guments. We implemented th&Y _CONTROL primitive as a new oct | in our pseudo-
device driver.

To authenticate theead andwr i t e operations, we implemented a newct | ,
KEY_INPUT. We did this to simplify our implementation and not modifetheneric block
driver. TheKEY_INPUT i oct | takes the block number and the capabilities (or reference
blocks) as arguments. The upper level software shouldrgall bct | before every read or
write operation to authenticate the access. Internakéydibk validates the credentials pro-
vided during the oct | and stores the success or failure state of the authenticiben
a read or write request is received, ACCESS checks the dtéte previouskey _INPUT
for the particular block to allow or disallow access. Onceess is allowed for an opera-
tion, the success state is reset. When a walid _INPUT is not followed by a subsequent
read or write for the block (e.g., due to software bugs), weetout the success state after
a certain time interval. This method of usingiamct | for sending the credentials greatly
simplified our prototype implementation, as we did not havenbdify the generic block
driver interfaces to send additional arguments during ¢lael and write operations.
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4.5 The Ext2ZACCESS File System

We modified the Ext2TSD file system described in Section 3@support ACCESS; we
call the new file systerExt2ACCESSTo demonstrate a usage model of ACCESS disks,
we protected only the inode blocks of Ext2ACCESS with readi\arite capabilities. All
other data blocks and indirect blocks had implicit capébsiinherited from their inode
blocks. This way users can have a single read or write capdioif accessing a whole file.
An alternative approach may be to protect only directorg@blocks. ACCESS provides
an infrastructure for implementing security at differemtdls, which upper level software
can use as needed.

To implement per-file capabilities, we modified the Ext2 iaallocation algorithm.
Ext2 stores several inodes in a single block; so in Ext2ACERBS needed to ensure that
an inode block has only those inodes that share the sameilitigmbTo handle this, we
associated &apability tablewith every isegment (Section 3.3.1). The capability table
persistently stores the checksums of the capabilities @fyemode block in the particular
isegment. Whenever a new inode needs to be allocated, anes¢gs chosen using the
inode allocation algorithm of Ext2, and then the isegmersicenned for an inode block
with a matching capability for the new inode to be created.rfatching block is found, the
inode is allocated in that block, otherwise a free block issgn from the isegment. When
a new block is chosen, the capability checksum for that bisalpdated in the capability
table. If there are no free blocks left in the isegment, tige@dhm searches forward in the
remaining isegments.

Ext2ACCESS has two file systenoct | s, calledSET_.KEY andUNSET_KEY, which
can be used by user processes to set and unset capabilitidedo Thesd oct | s take
the pathname as an argument. When users need to create aotegteat file, they have to
call theset key i oct| before the create. Ext2ACCESS then associates the capabili
with the newly created pathname, and then performs inodeatlbn appropriately. For
subsequent operations on the file, the user has to providegthiecapability before the
operations. The life of a user's key in kernel memory can baddel by the user. For
example, a user can call tis=T KEY i oct | before an operation and then immediately
call theUNSET.KEY i oct | after the operation is completed to erase the capabilityi fro
kernel memory; in this case the life of the key in kernel megmisrlimited to a single
operation. Ext2ACCESS uses tReY_INPUT devicei oct | of ACCESS to send the
user’s key before reading an inode block. For all other ldpdksends the corresponding
reference block as an implicit capability, for temporalkaaritication.

An issue that arises in Ext2ACCESS is that general file systeta-data such as super
block and descriptors need to be written to all the time (agrtk must have their capabil-
ities in memory). This can potentially make them vulnerablmodifications by attackers.
We address this vulnerability by mapping these blocks t¢ Iptmcks and enforce that no
pointer creations or deletions can be made to root blockspxtbrough an administrative
interface. Accordinglynkf s creates set of pointers to the relevant inode bitmap and iseg
ment descriptor blocks, but this cannot change after thiatisTwe ensure confidentiality
and write protection of all protected user files and diraetor

Although the above solution protects user data during kdtdbe contents of the meta-
data blocks themselves could be modified (for example, fieeklzount, inode allocation

36



status, etc). Although most of this information can be ratarcted by querying the pointer
structure from the disk, certain pieces of information aaedho reconstruct. Our current
implementation does not handle this scenario, but thergaareus solutions to this prob-
lem. First, we could impose that the disk perform periodiapstotting of root blocks;
since these are very few in number, the overhead of snapsietill be minimal. This
enables an administrator to recover those root blocks t@aqus snapshot in the event
of an attacker modifying these blocks. Alternatively, scemeount of NVRAM could be
used to buffer writes to these global metadata blocks anddgieally (say once a day) an
administrator “commits” these blocks to disk using a spemapability after verifying its
integrity.

4.6 Evaluation

We evaluated the performance of ACCESS using our Ext2ACCHSSystem. We com-
pared Ext2ACCESS with a regular Ext2 file system mounted agalar disk. The hard-
ware setup we used was same as that for evaluating the TSi3tinfcture, described in
Section 3.6. We ran three different workloads: Postmarkpddecompilation, and Sprite
LFS meta-data benchmark. We discuss the results of ourai@below:

4.6.1 Postmark Results
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Figure 4.1:Postmark Results for ACCESS

Figure 4.1 shows the results for Postmark. For this bendkmee configured Post-
mark with 10,000 files of sizes ranging from 100KB to 200KBdd®,000 transactions.
Ext2ACCESS performed 19% better than regular Ext2, maiatalise of a 24% decrease

37



in I/O time. The difference in 1/0O time in this case is morerthiaat of Ext2TSD vs. regular
Ext2 discussed in Section 3.6 because ACCESS pre-allogaiss memory than regular
TSD for its data-structures. This results in reduced cacteeraaking the impact of spa-
tial locality more pronounced. The system time for Ext2AES3Ewas 3 times more than
that of regular Ext2 mainly because of pointer and key mamagei oct | s issued by
Ext2ACCESS.

4.6.2 Kernel Compile Results
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Figure 4.2:Kernel Compile Results for ACCESS

Figure 4.2 shows the kernel compilation results for Ext2A&SS. As evident from the
figure, the overall elapsed time overhead of Ext2ACCESS wasémpared to regular
Ext2. This is caused by a 29% increase in system time and ragstincrease in wait
time. The wait time increase in this case is because the datign thread waits for the
disk thread to service the key management and pointer opesatThe wait time is more
pronounced in this benchmark compared to Postmark, bed¢ausel compilation has a
small I/0O component by virtue of its CPU-intensive nature.

4.6.3 Sprite LFS Benchmark Results

We ran the Sprite LFS meta-data benchmarks consisting afrileting, reading, and file
deletion. We used the same setup as described in Section 3.6.

Figure 4.3 shows the results for the file creation phase. ZXCESS had an elapsed
time overhead of 10%. The system time overhead was 110% yr@anked due to a large
number of pointer and key management operations. As thisrista-data I/O-intensive
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Figure 4.3:Sprite LFS benchmark: Create results for ACCESS

workload, the system time increase is more pronounced. Hittiwe for ExXt2ACCESS
reduced by 34% because of better spatial locality.

As shown in Figure 4.4, the elapsed time overheads for Ex€RES for the read
phase was negligible. However, there is a 22% increase tersyme caused by key
managementoct | s. The system time increase is smaller compared to the qrbate,
as this is a read-only benchmark and hence pointer opesafimnot occur.

Figure 4.5 shows the overheads of Ext2ACCESS for the deletsgoof the Sprite LFS
meta-data benchmarks. The elapsed time overhead was 19¢acshto regular Ext2.
This is because of a 149% increase in system time. The systeniricrease is because of
a large number of pointer deletion operations within a stuoré interval, as filaunl i nk
operations results in a smaller amount of I/O.

Overall, ACCESS has more system time overheads comparesjtdar TSD. This
is mainly because of additional key managementt| s such askeEY_INPUT that
Ext2ACCESS had to call while reading meta-data. For norrsal workloads (such as
kernel compilation), ACCESS has a small overhead of 5%.
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Figure 4.4:Sprite LFS benchmark: Read results for ACCESS
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Figure 4.5:Sprite LFS benchmark: Delete results for ACCESS
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Chapter 5

Case Study: Disk-level Data Consistency

A key challenge in persistent data storage on disk is enguhieconsistencyf data in
the face of crashes. In many cases, on-disk data is unusallelesut conforms to certain
software-specific invariants that define its consistenayr éxample, an on-disk B-Tree
with dangling pointers in some of its nodes cannot be useddaté data items. Simi-
larly, in a file system, a directory pointing to invalid or Uiogated inodes constitutes a
consistency violation.

Given the importance of consistency, most file systems amet gbftware that manage
on-disk storage incorporate mechanisms to ensure on-dististency. While some tech-
niques involve optimistically updating on-disk state ahelrtfixing consistency violations
based on a disk scan (e.§.sck), more modern techniques such as journalling [27] or
Soft updates [24] involve constraining updates in such ativaiconsistency is enforced.
These mechanisms are quite complex; for example, modersyBkems owe a significant
portion of their complexity to satisfying this requirement

This traditional approach to managing consistency egtatthe file system or software
is fraught with two key weaknesses. First, the disk systeooimpletely oblivious to the
consistency of the data it stores, which constrains thegrahfunctionality it can provide.
For example, today’s block-based disk systems cannot merdonsistent snapshotting of
data. Snapshotting is a popular and useful feature in thrag#andustry, but consistent
shapshotting has so far been restricted only to storageragsexporting a richer NFS-
like interface [32]. Similarly, modern storage systemdqen backup and asynchronous
remote mirroring [39]; consistency-awareness at the glavel can increase the utility
of these techniques.

A second problem with the current approach to consistencyagement is that every
file system and every software layer that manages on-diskiddorced to duplicate the
mechanisms needed to enforce consistency. This raiseatiierbmplementing any disk-
resident data structures. Although applications can usergetransactional libraries, it
often requires restructuring the application to be awarearfsactions and tracking trans-
action context across concurrent, asynchronous opesatiéior example, although the
journalling block device (JBD) layer in Ext3 provides a tsantional interface, the Ext3
codebase had to go through a substantial amount of restingto actually use JBD [81].

To address these problems, we pregeiE-Disk anAutomaticConsistencyenforcing
Disk, a disk system that preserves the semantic consistéistyred data. In our approach,
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the disk system takes responsibility for consistency mamegnt, and thus is empowered
to provide consistency-aware functionality such as snatfisiy. Applications simply in-
form the disk about the relationship between various bldbks the application already
knows about. Specifically, we advocate usinfype-Safe DiskTSD) [68], a disk system
that is aware of the pointer relationship between blockggetioconsistency, with minimal
modifications at the software-level.

Our disk-level consistency mechanism enforces the follgvdonstraint: the on-disk
version of data should always be consistent. To accomplish tve need to discover
semantically consistent groups of blocks and commit thesmatally to the disk when
they are written by higher level software such as the fileesystAll inconsistent block
updates should be buffered inside the disk until they becoomsistent. For example,
when a new file is created, the corresponding directory blouk the inode block have
to be updated. When just one of the writes arrives at the disklicates an inconsistent
update. In that case, we need to buffer the update until ttensieblock write also arrives.
When both the directory block and inode block writes havvedrat the disk, we need to
ensure (at the disk level) that both these blocks are comdgiiomically to stable storage.

In this section, we describe the main aspects of our diséHEansistency mechanism.
First, we discuss some related work. Second, we describeupoate dependencies be-
tween blocks can be inferred from pointers. Third, we presen enhanced pointer in-
terface that make dependency inference robust. Fourth,eseritbe the consistency en-
forcement process a key issue in disk-level consistenayresnent. We finally detail our
prototype implementation of the system, and discuss somigations of pointer-driven
consistency.

5.1 Inferring Dependencies from Pointers

Determining semantic relationships between blocks at thle lével requires additional
information exchange between the software layer and the daday’s block-based disks
treat all stored information as opaque data and they do na kaowledge of data se-
mantics. For example, today’s disks cannot differentig®vben a data and meta-data
block in a file system. We leverage the idea of Type-Safe D{Fi&Ds) [68], to obtain
pointer-relationships between blocks as maintained b¥idpeer level software.

Pointers at the disk level not only convey structural infation about data items stored
on disk, but also they enable the disk to infer dynamic reteghips between blocks that
get updated. For example, when a new bladk allocated and a pointer is created to it
from another block, botha andb depend on each other. If the system crashes when just
one of the blocks is updated, the disk is left in an inconeistate. This is because, if only
block a is updated, it would be pointing to a block with junk data (et written), and if
only b is updated, it becomes unreachable as there would be no inggminters to it.

The existing TSD interface consists of primitives for ation and pointer operations
as discussed in Section 3.2. We discuss how each TSD praa#iv be used to infer update
dependencies.

The allocation primitive internally creates a pointer te tmewly allocated block, in
the reference block passed. This operation relates twdk&ldbe newly allocated block
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and the reference block. Updating one of the blocks alorerlgiéeaves the system in an
inconsistent state; hence these two blocks constituteendigmcy constraint and they have
to be committed atomically to stable storage.

The pointer creation primitive creates a pointer from any anbitrary allocated blocks.
In this case, the source blookustbe written subsequent to the pointer creation operation
to write the new pointer value in it. However, the destinataddock need not necessarily be
written, as the it is a previously allocated block. For exanwhile creating a new file in
the Ext2 file system, a pointer gets created from the dirgditarck to an already allocated
inode block that contains the inode of the new file. In thiscasth these blocks constitute
a dependency. This is because the directory block has todegtegbwith the new pointer
to the inode block, and the inode block has to be updated vailid information about
the newly created file. Failure to commit the latter will riés$a a directory entry pointing
to an invalid inode. As a counter example, if we consider aroomindex-based storage
structure, a set of index blocks point to data block. In tlise; duplicating an index block
for reliability reasons would result in creation of new peirs from the duplicated index
block to the existing data blocks. Here only the index bloekats to be written and not the
data blocks. Therefore, the pointer creation primitivevpded by TSD does not convey
enough information to decide whether or not the source astindgion blocks constitute a
dependency.

A pointer deletion operation deletes an existing pointemfiblocka to blockb. This
operation has a special case: if the deleted pointer is ghiéneoming pointer to block,
we garbage colleat and it can be re-allocated during future allocation recgielst both
cases, it is clear that blockhas to be written subsequent to this operation for it to reflec
the pointer deletion. The destination bldck the case of garbage collection need not be
written. However, it does constitute a dependencynust not be re-allocated until is
written. For example, when the last pointer from an inodelkblo a data block is deleted
during at r uncat e operation, re-allocating the data block to another inoderkethe
old inode is written could result in a state where the old epdints to the contents of a
different file. In the normal case of a pointer deletion whgaebage collection does not
occur, we cannot infer whether the source and destinatiostitote a dependency for the
same reason as explained in the case of pointer creation.

5.2 An Enhanced Pointer Interface

As described in the previous section, the pointer APl exqablly a TSD do not always
convey enough information to make correct inferences inreege manner. In this work,
we fine-tune the TSD API to make it more complete in terms ofvegimg pointer infor-
mation.

We introduce the notion of aub-blockin a TSD. We use sub-blocks to formalize
allocatableunits inside a block, as maintained by the higher-levehgmit. For example,
in Ext2 each inode block can contain several inodes, eadteat tillocated and freed at the
software level. Although formalizing these units in a psecmanner requires knowledge
about the unit size and offsets inside a block, we just neadlementary knowledge of
sub-blocks to infer dependencies. For example, to deciagheh or not a create or delete
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pointer operation constitutes a dependency we just needdw K that pointer points to
a sub-block. This intuition is based on the fact that, to @nes pointer consistency we
need to guarantee two properties: first, no pointer pointsnteritten (junk) units, and
second, no allocated units become unreachable. In oueméermechanism we make use
of additional disk primitives for creating and deleting ipk&irs to sub-blocks. Note that the
disk need not track information about sub-blocks, but it juseds to dynamically know
sub-block pointer operations by way of explicit primitivedsigher-level software call the
respective sub-block primitives while creating and delgtointers to newly allocated or
freed sub-blocks. For example, Ext2 has to call a sub-bladkter creation primitive to
create a pointer between a directory block and inode blodlewheating a file. From this
we can infer that the directory and inode blocks form a depeaoyg constraint.

We present an extended pointer interface to TSDs that eagptupst cases of depen-
dency inferences. In the primitives described below, thampatert refers to a logical
timestamp value for the operation. This is to let the diskvkadpout the temporal ordering
of operations as they are issued by the higher level softwdre purpose and usage of this
parameter is discussed in detail later in this section.

1. READ(Blockno): Block read primitive.
2. WRITE(Blockno, t): Block write primitive.

3. ALLOC_BLOCK(Ref, t): Allocates a new block from the disk-maintained free-
block list and creates a pointer to it iRef. Both Ref anda constitute a write
dependency constraint.

4. CREATE_PTR(STrc, Dest, t): Creates a new pointer frosvc to Dest. This primitive
does not create any dependency.

5. DELETE_PTR(ST¢, Dest, t): Deletes an existing pointer frotstrc to Dest. If this
is the last incoming pointer tdest, Dest is garbage collected (marked free) and it
creates a new dependency between the writgérofand the re-allocation abest.

6. MOVE_PTR(Src, Dest, Newsre, t): Moves the source block of an existing pointer
from Src to Newsrc. This operation results in creation of a new dependency for
the writes ofSrc and Newsrc. This primitive is useful for handle cases such as a
r enamne operation in a file system, or a B-tree node split where pnteed to be
moved from one block to another.

7. ALLOC_SUB_BLOCK(Ref, Target, t): Creates a new pointer between bloBk f
and blockT'arget. Target is a block that contains multiple allocatable software-
level structures. This primitive is called when a softwhaeel structure inl’arget
is allocated. This disk does not track these structuress Gieates a new write
dependency betweeRe f andTarget. The disk differentiates this primitive from
the CREATE_PTR primitive only to infer dependencies.

8. FREE.SUB_BLOCK_PTR(Ref, Target, t): Deletes an existing pointer betwe&a f
and Target. Target is a block that contains multiple allocatable softwareslev
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structures. This primitive is called when a software-lestalcture inl'arget is freed.

If this operation deletes the lastincoming pointer to bldek get, T'ar get is garbage
collected and a new dependency is created betufeginupdate and re-allocation of
Target. If the pointer deleted is not the last incoming pointeriterget, a new
dependency is created for the updateieff andT arget.

5.3 Consistency Enforcement

In this Section we detail how an ACE-disk guarantees cassistata commits to stable
storage. Figure 5.1 shows the overall architecture of an-AGE
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Figure 5.1:Architecture of an ACE-disk

An ACE-disk consists of five main components: {Bpendency buffea buffer layer
made of high-speed memory where inconsistent block updagebuffered until the cor-
responding dependency becomes consisteriu{r swap space swap area in the disk
which is used to swap out inconsistent buffer data when tbleeces full; (3)journal space
an area on disk which is used to ensure atomic update of exbdependencies; (gyoup
manager which tracks the pointer operations and constructs degemnes;group index
a data-structure used by the group manager to store disjepgndencies and the blocks
affected by each of those dependencies. The buffer laysrbath as a read and write
cache, and gets invalidated during power down of the diskinabnsistent block updates
are buffered in the cache to ensure that the state of datddgtoplace is always consistent.
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The swap space is used when the number of inconsistent dacked the size of the high
speed buffer memory.

When an ACE-disk infers a dependency during a pointer ojoer,dt associatesgroup
object with that dependency. This group object containermétion about the set of blocks
that are affected by that dependency. We use the tgroup objectanddependency group
interchangeably in the rest of the report to refer to a lidilotks that needs to be commit-
ted atomically to stable storage to ensure consistengyoBp entryrefers to a member of
a group which contains a block number and the time at whiclag added. When a block
is written after it is added to a dependency group, the corresponding grouy femn that
block is marked “ready.” When all entries in a dependencyprare ready, the group is
said to beresolved and all blocks associated with it can be committed atoryi¢althe
disk.

In a simple case, when the first pointer operation happengliskacausing a depen-
dency creation between two blockandb, a new dependency groupis created and both
the blocks are added to it. When write requests for loéimdb have arrived at the disk,
the dependency group is said to beesolvedand all the blocks i can be committed
atomically to the disk. However, if another pointer operathappens befor€@ is resolved
introducing a dependency between bloékandc, the operatiorextendshe existing de-
pendency group. This is because, one of the blocks in the epe&rdlency (block) is
already part of an existing dependency. Thus, in this seehéwck ¢ should be added to
groupG as well. Therefore, whenever there is a new dependencyduntenl between any
two blocksz andy by way of a pointer operation, one of the following three @t are
taken:

1. If bothz andy are not part of any existing dependencies, a new dependeoap g
is created and andy are added to it.

2. If only one ofz or y is associated with an existing dependency gréiphen both
blocks are associated with and are marked “not ready.”

3. If bothz andy are already associated with the same gr6éuphen no group action
needs to be taken. However, the entries in the group pertaioi blocksz andy
have to be marked “not ready” as a new constraint is addeddeetihe two blocks.

4. If bothx andy are associated with different grou@s andG-, thenG; andG, are
merged and the entries far andy are marked “not ready”

As pointer operations construct dependencies betweerkd)bigher-level software
must ensure that the pointer management primitives aredgsuthe diskbeforethe source
and destination blocks are updated. This constraint isiamigl enforced for the block
allocation primitive as a block cannot be updated before dliocated. However for the
pointer creation and deletion primitives, higher-levdtware has to ensure that it follows
this ordering rule. For example, whercaeat e happens in Ext2, the sub-block pointer
creation primitive has to be issued for the directory andribde blocks before the contents
of the blocks are updated.
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5.3.1 Temporal Ordering of Operations

ACE-disk’s consistency mechanism relies on the tempoiatiomships between opera-
tions seen at the disk level. For example, an entry in a degaydgroup is marked ready
when a write arrives after the dependency creation. Howeverday's modern operating
systems and disks, operations can be re-ordered at any [Egelexample, file systems
today predominantly perform asynchronous 1/0O where blocite® are buffered at the
software level and are flushed to the disk in regular interaditime. Moreover, modern
disk device drivers re-order or merge disk requests begwmaing to the disk for perfor-
mance reasons. These factors make the temporal orderingpdtons that the disk sees
completely different from the order that the higher-levadtware issued. Therefore, unless
additional ordering information is communicated from tbé&ware-level, the disk cannot
obtain the precise temporal order of operations.

ACE-disk solves this problem by introducing two constrsioh the operations: (a) all
pointer primitives take place synchronously and (b) allrapens have associated logical
timestamps. These two constraints enable the disk to optairise temporal ordering of
the operations. Although synchronous pointer operatioayg aifect performance, it is
mitigated by the fact that these operations do not resulldokd/O inside the disk, in the
critical path. Timestamps in this case are logical. For eplarthey can be a monotonically
increasing sequence number. Whenever higher-level satisaues a pointer operation,
it has to pass a sequence number along with it. Similarly vihenn-memory copy of a
disk block is updated by the software, a sequence numbemhas adssociated with the
buffer for that block. Whenever a pointer operation introelsia dependency, its sequence
number is associated with the corresponding group enffies.entries are marked ready
only when a subsequent write arrives with sequence numleeterthan the stored one.
Note that introducing sequence numbers with block I/O dp@ra is simple—we have
modified the Linux kernel to support sequence numbers alatighuffers whenever they
are dirtied. This modification was trivial and required chiang just 50 lines of code.

When a dependency group is resolved all blocks in the grosgdibe committed in
place atomically. A power failure while committing a dependy group should not leave
the in place data in an inconsistent state. ACE-disk usegg@rig mechanism to ensure
this. All blocks in a resolved groups are first written to a bogd synced with a commit
identifier before the in place commit happens. The log isaltbed when the in place
commit is complete. After a crash, an ACE-disk checks thefdmgalid group data and
replays them. The log contains separate journals for eapbndiency group and hence
each of them are replayed after the crash to bring the syst@eansistent state.

5.4 Bounding Commit Interval

The amount of data lost during a crash depends on the inteetaken the instant a block
write arrives at the disk and the time when it is actually catted to stable storage. In
an ACE-disk, inconsistent block data gets buffered unélehtire dependency group is re-
solved. ACE-disk’s mechanism of managing dependency grallpw extending a group
whenever pointer operations happen from or to a member ofjtbep. Thus, during
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normal operation, a dependency group could potentiallyegegnded repeatedly during
a continuous workload that performs pointer operations. example, in Ext2, for a re-
cursive directory creation workload, the entire working weuld form part of the same
dependency group as all blocks branch out from the inodeefdbt directory. More-
over, as pointer operations always precede the block wpigeations, a dependency group
could never get resolved for a continuous workload. Thiersalnise before the time when
all blocks in a group are marked ready, the group could benegie several times with new
blocks or new dependencies for the existing blocks. Thisltg# two problems. First,
large amounts of data may get lost in the event of a crashguaitinthe on-disk state is con-
sistent. Second, excessively long dependency groupsrecouifering of a large number
of blocks and hence impose onerous space requirements.

Bounding the interval between dependency commits is aingilhg particularly at the
disk level because the disk has no knowledge about inteateedersions of block data that
are known to the higher-level software. This is because mmgsier-level software buffer
writes and hence the versions of block data that reach tlkecdisld be a small subset of
total number of versions that the software knows about. kanmgle, if a file is created
in Ext2, an inode block is modified. Before the inode blocktevis issued to the disk, if
another file is created whose inode is in the same block, #les#ies only the version of
the block updated with both inodes. Therefore, the disk caapawn a new dependency
group during a pointer operation for a block, when the exgstiroup containing a block
has reached a time threshold.

Blocking pointer operations at the disk level until an exigtdependency is commit-
ted could be a solution to the bounding problem, but requaid&cal modifications to the
higher-level software to support it. This is because sa#vgch as file systems perform
locking of data-structures at an operation level. When atgoioperation blocks, the file
system could sleep after grabbing a lock on the data-steiethich reside on a block
that needs to be committed for some dependency to resolus.cdbld result in a dead-
lock as the block containing the data-structure cannot benaitted until the operation in
execution completes.

An ACE disk solves this problem by having new error modes fuinfer creation op-
erations. The allocation and pointer management prinsitbeeild optionally return one of
the following errors to the higher-level softwai®yNC_BOTH, SYNC_SRC, Or SYNC_DEST.
As the names indicate, the disk can fail a pointer operatnoichoose to request the higher
level software to write the source, destination, or botrckdoassociated with that opera-
tion. Upon receiving one of these errors the software shimslde a write of the current
version of the corresponding blocks, and then retry thetpomperation. At the disk level,
whenever a dependency group is unresolved beyond a tim&hthiceit isfrozen When-
ever new dependencies are created for a block that is alpsatipf a frozen group and in
an “not ready” state, the disk returns one of three errorstioeed above, depending on
whether the block is the source, destination, or when betstlurce and destination blocks
exist in frozen groups in “not ready” state. This way of foigithe software to commit the
intermediate version of the data helps the disk to spawn mep&mdency groups for blocks
that are already ready in a frozen group. An ACE-disk ensilvasat a block is never part
of more than two groups at a time, the older of which is froZEnis is done by ensuring

48



that a group is not frozen until all blocks in the group are patt of any other frozen
group. This method ensures commit of dependency groupsmwith the block write

interval of the higher level software. We verified the cotness of our bounding solution
by implementing this in the Ext2 file system. Each every cdsecommit interval of the

dependency groups were in tune with that of the softward iexte-back interval.

5.5 Implementation

We implemented a prototype ACE-disk as a pseudo-devicednithe Linux kernel 2.6.15

that stacks on top of an existing disk block driver. The psedeVice driver layer receives
all block requests, and redirects the common read and vedpeasts to the lower level de-
vice driver after the required processing. The additiomahipives required for operations
such as block allocation and pointer management are impitd@s driver oct | s.

To enable sequence numbers with block I/0 requests, we adaded field to the buffer
header object and theequest token object in the Linux kernel. Whenever a buffer is
marked dirty, we generate a sequence number and updatéené ivutfer header. When a
write is issued for a buffer, the sequence number is carwedto ther equest object and
hence available to the ACE-disk pseudo-device driver. 8ecgl numbers are generated
by an atomic increment of a counter value. The same counkae ¥&used during pointer
operations and modifying buffers. Our prototype ACE-disktained 6900 lines of kernel
code of which 3060 lines of code were reused from the exiStBD prototype.

5.6 Limitations of Pointer-driven Consistency

While the update dependency information conveyed by pantequite rich and as we
show, sufficient to enforce consistency, it has some linoitstwhen compared to the more
general notion of transactional consistency. Specifictily dependency information con-
veyed by pointers is limited to a pair of blocks; e.g. if a geims created between two
blocks, the two blocks will be updated atomically. Howewarr mechanism cannot sup-
port atomic commits of an arbitrary group of blocks. For epéanon creation of a new
directory (i.e. mkdir) in ext2, a pointer is created from fye@ent directory block to the
inode of the child directory, and the inode initialized. Teenew block is allocated for the
child directory and a pointer created between the childénarad the child directory’s new
data block. With a transactional system, these three blatlkbe committed atomically.
But in our case, the first pointer creation and the initiadizeode could be committed be-
fore the second pointer creation. As a result, a directoogénmay end up with a state
where it has no blocks at all, which is an apparent violatibcomsistency.

However, we argue that this consistency problem falls uaataiss obnline-patchable
consistency violations. For example, just by looking atitfigalized directory inode with
no pointers, it is unambiguous that a crash happened justédtfe new directory’s block
got allocated, so it's safe to immediately allocate a newlbfor the directory and assign it
to the inode. Note that in contrast, a more “real” consistgaroblem would be a directory
pointing to the wrong inode, perhaps a regular file inode,revlites not obvious what the
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correct state should be. Pointer consistency could leaddb sansient online-patchable
consistency violations the violation is readily and unagmiously identifiable and the fix
for that is obvious as well. Most importantly, the fix to suctialation islocal, in that it
does not require looking at the global state of the file systm believe that the pointer-
derived consistency semantics is thus a useful and simpletterpart to the more general
transactional consistency.

5.7 Evaluation

We evaluated the performance of our prototype ACE-diskguEixt2ACE. We ran both a
general purpose workload and a micro-benchmarks on oueimgrtation and compared
it with a regular Ext2 and Ext3 file systems running on a nordisik. We compared our
system with Ext3 because it is a journalling file system thatiges similar consistency
guarantees as ACE-disk at the software level. For all beacksnwe used Ext3 in its
default journalling mode (ordered writes mode). In this mfite meta-data alone is jour-
nalled and it is written to the journal only after the correisging data blocks are written
directly in place.

For all benchmarks we included the file system unmount tinmiincalculation. This
is because ACE-disk commits dependency groups asynclsbynosing separate kernel
threads, and a file system unmount procedure blocks untdwitanding threads have
completed their commit operation. This is relevant evemfimmal Ext2 and Ext3 as they
commit all outstanding dirty data during an unmount.

5.7.1 Postmark Results

We configured Postmark to create 30,000 files whose sizesgg@firgm 512 bytes to 10
KB, and perform 250,000 operations in 200 directories. Wuekload particularly stresses
the ACE-disk as a large number of dependencies get creatieesolved during the meta-
data operations. The time taken for the Postmark benchrma&xt2, Ext3, and Ext2ACE
are shown in Figure 5.2.
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Figure 5.2:Postmark Results for ACE-Disk
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Ext2ACE on top of ACE-disk had an elapsed time overhead of 40ftpared to reg-
ular Ext2 on a normal disk. Although the system time increase6 times relatively, this
has not contributed much to the elapsed time overhead. Ationed earlier, this overhead
is because of dependency tracking during every block write@ointer operations. The
wait time increase (32%) is predominantly because all Idaule written out twice in the
case of an ACE-disk to ensure atomic commits of dependeraaypgt All block data is
written out to the journal first and after the journal is syshcm-place commits happen.
Ext3 ran almost twice as slow as Ext2 because of its ordergdgdling mode. Ext2ACE
is faster than Ext3 in this case because ACE-disk journals thata and meta-data blocks
and for a small file workload such as Postmark, random wrig¢sgnverted to sequential
ones. The in-place commit of data in ACE-disk happens in gnadsonous manner.
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Figure 5.3:0penssh Compile Results for ACE-Disk

5.7.2 Compile Benchmark Results

To simulate a relatively CPU-intensive user workload, wepied the OpenSSH source
code. We used OpenSSH version 4.5, and analyzed the overbeBdt3 and Ext2ACE
for theunt ar, confi gur e, andnake stages combined. These operations in combina-
tion constitute a significant amount of CPU and 1/O operatiorhe results for OpenSSH
compilation is shown in Figure 5.3.

The times taken by Ext2 and Ext3 for the compilation workl@ad almost similar.
This is because this is a mostly CPU-intensive workload 2B&E had an elapsed time
overhead of 5% compared to Ext2 and Ext3. This is becausedafitihease in wait time (1
sec vs. 3.4 secs). The increase in wait time is caused by tblecGRtext switches between
the main compilation process and the asynchronous depepndemmit threads of ACE-
disk. Since this is a CPU-intensive workload, the contextgwtime is more pronounced
than Postmark. In a real environment, as the dependency iterare performed inside
the disk, this context switch overhead would not be seen.syaem time overhead is not
significant for Ext2ACE in this case because there are welgtifew I/O operations that
require processing to track dependencies.
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Figure 5.4:Create Micro-Benchmark Results for ACE-Disk

5.7.3 Micro-benchmarks

We ran two micro-benchmarks to obtain the overheads ottheat e andunl i nk file
system operations. We evaluated these two operations $ebath of them exercise the
ACE-disk’s dependency trackers and consistency enfonrasemechanism. For the create
workload, we created 500 directories with 1,000 files eataditgy to 500,000 files. For the
unlink workload, we removed all created files and directriehe results of ther eat e
andunl i nk workloads are shown in Figures 5.4 and 5.5, respectively.
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Figure 5.5:Unlink Micro-Benchmark Results for ACE-Disk

For thecr eat e workload, Ext2ACE had an overhead 2.7% compared to Ext2s Thi
is mostly caused by the increase in wait time due to the awditil/O operations writing
out block data twice for ensuring atomicity in block commiEr theunl i nk workload
the results of Ext2ACE is similar to Ext2 and Ext3w@sl i nk results in smaller number
of writes than creates, because freed blocks are not wtitdre disk.

Overall ACE-disks have small overheads for normal user \wads. When the work-
load is highly 1/0O-intensive, more information needs to tzked by the disk to manage
dependencies. This results in more CPU time which is migdjéty the fact that the disk
uses its own isolated CPU in a real environment.
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Chapter 6

Case Study: Discriminating
Hierarchical Storage System

Modern large storage systems are virtually supercompugetgpical high-end storage
system from EMC [16] or NetApp [37] has hundreds of processtens of gigabytes
of RAM and hundreds of disks. In tune with the increasing pssing power available
at the storage systems, their functional sophisticatianaiso increased. Today, storage
systems employ various forms of RAID for reliability and fmemance, use non-volatile
RAM to absorb write latency, perform dynamic block migratfor load balancing, and so
on [16, 88].

Although storage systems have evolved significantly in seofrthe range of function-
ality they provide, they are still constrained due to onedamental limitation: they have
little or no information about the system layers above tisatthhe storage system, and thus
view data simply as a flat stream of bytes. For example, theyaddknow what pieces
of data are more important than others, what pieces areyltkebe accessed randomly
vs. sequentially, etc. Although a lot of storage-level giels such as RAID level, caching
policy, etc. can be tuned for specific kinds of usage, a tygimaage system cannot fully
exploit this potential because it deals with a myriad ofrilet@ved types of data each with
different access characteristics, and has very littlermédion to separate these types from
each other.

In this section, we present DHIS (pronouncedtas), a DiscriminatingHierarchical
Storage system, that uses various hints specified from theehigyers about the type of
the data to select custom policies for managing the datdy asdhe exact RAID level,
cacheability of the data in NVRAM etc. DHIS also uses infotima on the logical rela-
tionship between blocks conveyed in the form of logical peig[68] to extrapolate its type
information from one identifying block to its descendariy. being able to discriminate
between data with varying requirements, DHIS is able torimaconflicting goals such as
performance and reliability much more efficiently than ttiathal storage systems.

To make informed choices on the exact layout and cachingipslio use for a spe-
cific piece of data, DHIS enables the layers above to anntutgieal chunks of data with
attributeson the data. For instance, the file system can specify thatemdile (identi-
fied by the top-level inode block for the file) will be mostlygect to small random writes.
Given this attribute associated with the file, DHIS would makre to not place the file in a
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RAID-5 format, given the “small-write” performance penafcurred in RAID-5; instead,
it may choose to place it in RAID-1 (mirroring) format.

There are five attributes that DHIS supports: importancaefiata (which determines
how reliably the data should be stored), the normal accatiesp on the data (i.e., random
or sequential), the expected popularity of the data (i.et,on cold), whether the data is
read-mostly or write-mostly, and finally, the expectedtiifee of the data (i.e., whether
it corresponds to a temporary file). Based on these five ateé#y DHIS decides on the
specific redundancy and reliability scheme to use for tha,datd the various forms of
caching to use (e.g., whether to cache the data in NVRAM drqpes a faster Flash storage
layer) such that the best performance/reliability traffeisoobtained. Specifically, the
current implementation of DHIS utilizes these attribuaatomatically select the RAID
level a piece of data goes to, and to decide which pieces aftdatache in NVRAM.

We evaluate DHIS using our software-level disk prototygnagnework. Using this we
evaluate the various discriminating policies of DHIS andhdestrate their effectiveness.
We show that DHIS can achieve significant performance winexpjoiting higher-level
attributes. We show that the flexibility to choose RAID-Iesven a per-file basis provides
significant benefits in performance, compared to the orefgiz-all solution normally em-
ployed in today’s systems. We also show that by intelligawhing of data that is subject to
frequent random writes (e.g., meta-data blocks in a fileesgstn NVRAM, DHIS greatly
improves overall system performance.

The rest of this section is organized as follows: in the nexki-section, we discuss
the background of modern storage systems and type-awasgsetoln Section 6.1, we
describe the design details of DHIS and show the kind of agttions that DHIS enables.
Section 6.4 presents our disk protototyping framework amdpoototype implementation
of DHIS. We evaluate our prototyping framework and our inmpéatation of DHIS in
Section 6.5.

6.1 Design

In this section, we describe the design of DHIS in detail aisdubs the optimizations that

DHIS achieves by using higher-level attributes on data. Ve diescribe the type-aware
hierarchical storage setup that DHIS incorporates andlisrd features. We then present
the set of well-defined higher-level attributes that DHIB®urts, and finally we show the

kind of optimizations that these attributes enable.

6.1.1 A Hierarchical Storage Architecture

DHIS’s architecture comprises volatile and NVRAM, as wellseveral individual disks
aggregated using standard RAID levels. In our design, wecpéarly consider the three
most commonly used RAID levels: RAIDO (striping without tealancy), RAID1 (mir-
roring), and RAID5 (striping with a parity block per stripeJhese three RAID levels
have varying characteristics in terms of performanceabdlty, and cost per gigabyte. We
aim to use these resources within a single storage systemmanage them efficiently in a
transparent manner using higher-level hints about dataereks semantics. DHIS exports
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a flat namespace to higher-level storage software such ayfitems, and aggregates the
storage capacity available in the different RAID levelemially. The architecture we use
while designing DHIS is shown in Figure 6.1.
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Figure 6.1:DHIS Setup

In the rest of this section, we detail the basic design aspdaiperating such a hierar-
chical storage system in a type-aware storage setup.

Virtualizing the Block Layer Namespace Although DHIS manages several disks and
RAID levels internally, it appears like a single disk systerhigher-level software. For this
purpose, it maintains a block-address virtualization ldlgat contains an address transla-
tion table, TTABLE, which maps the global logical block namespace to individiisk-
specific addresses. A physical address contains two padisk @r device identifier (e.g.,
an internal RAID device), and a physical block number witthiat device. Th@ TABLE

is looked up for every I/O request, and is updated whenewakklneed to be re-mapped
to different devices. DHIS stores tH@ABLE and other book-keeping structures in non-
volatile RAM and periodically writes them to the disk. Nokeat inbuilt non-volatile mem-
ory has been quite common in high-end storage devices forla,vand recently it is being
used even for regular hard drives [76].

Block Allocation DHIS performs free-space management at the firmware léazieby
freeing higher-level applications from maintaining infaation solely for placement of data
on disk. Block allocation is done using an explialtl oc_bl ock disk primitive. This is
important for two reasons. First, higher-level softwaransaware of internal disk charac-
teristics and hence cannot make correct decisions abock ldoality especially when the
storage system has a complex hierarchy of disk media irtgrikar example, an Ext2 file
system’s allocation algorithm assumes that blocks whogieadbblock numbers are con-
tiguous are physically contiguous as well. This may not be tn a hierarchical storage
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system. Second, by managing free-space on disk, DHIS cadoigipknowledge of block-
liveness to proactively perform operations such as agigeessplication of hot read-only
data, to improve performance and reliability. The blockedition API optionally takes a
hint block number to allocate the new block closer to it.

One of the main design goals of DHIS is to enable placementat# dlocks at the
right RAID-level based on higher level data charactersssiach as access patterns, relative
importance, etc. Therefore, whenever a block is allocayetthd higher-level, the disk has
to assign a logical block number for it in the global block rempace, and then allocate
a physical block in one of the RAID devices. To enable this,|®lhaintains an alloca-
tion bitmap for the logical namespace and separate bitntaps/ery underlying physical
device. The block-allocation primitive performs two stepse to allocate logical block
number and the second for a physical block number in one dbther disks. ATTABLE
entry is added whenever a new block is allocated.

6.1.2 Pointer-Based Optimizations

Just like a TSD, DHIS tracks pointer information across k$oc DHIS includes disk
primitives, CREATE PTR(srcbl k, destblk) and DELETEPTR(srcbl k,
dest bl k) that higher-level software can use to communicate to DHI®&nekier a
logical pointer is created or deleted. DHIS maintains alinfers with respect to the
global logical block namespace, and not the physical blothss allows DHIS to relocate
physical blocks transparently without affecting the stigpeinter information.

By using pointer knowledge, DHIS performs three key optatians as follows:

1. All higher-level meta-data blocks (identified as thoseithgoutgoing pointers) are
placed in the RAID level of highest reliability and best ranttaccess performance.
This is because meta-data blocks are more important andssxtenore frequently
compared to regular data blocks. In our setup, we use RAIDthfs purpose. Note
that as the physical destination of blocks are determin#teaime of allocation, we
do not have information about outgoing pointers for a newdated block and hence
we cannot differentiate between data and meta-data for dyredl@cated block.
Only when the first outgoing pointer is created from a blocKI® can identify it
as a meta-data block. Therefore, DHIS performs dynamication of meta-data
blocks to RAID1 as and when the first pointer is created frortoako

2. As meta-data blocks need to be written to disk frequerdtyréliability reasons,
DHIS attempts to absorb the write latency of these blocks dxhing writes in
NVRAM. As meta-data blocks constitute a small percentagéheftotal size of
storage, NVRAM caching is beneficial. DHIS flushes out the MWRcontents
to RAID1 in configurable periodic intervals of time and alsbem the device is idle.

3. DHIS exploits its knowledge about block-liveness (d#fatiating between used and
unused blocks) to remove dead blocks (those freed by theydem) from the
NVRAM cache and the regular disk cache, for improving théheatilization.
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6.2 Attributes

In this section we describe the set of hints or attributesliigher-level software such as
file systems can associate with disk blocks in DHIS. Notekhatvledge about pointers at
the disk level allows DHIS to inherit attributes of a metdadialock to the sub-tree of data
blocks that it points to. For example, to set an attributeafble, a file system just needs to
set an inheritable attribute to the per-file meta-data hlaokl DHIS automatically inherits
the attribute to all blocks belonging to that file.

There have been previous efforts to infer the charactesisti blocks at the disk level
without an explicit interface, by using history of accesf88 or block correlations [46].
However, these methods are quite limited in the range ofacaristics they can infer, and
often end up being too complex. For example, although it ssjibe to identify hot and
cold blocks using access history, information such as tlagive importance of blocks with
respect to higher-level applications cannot be inferreilyedl herefore, DHIS provides an
explicit interface for communicating a set of well-definadth or attributes that can be set
by higher-level software such as file systems.

6.2.1 Attribute Interface

Higher-level software can set attributes using an expdiisik primitive,DHI S_.SETATTR,

by passing a bitmap representing the attributes. Note thidilges in DHIS are normally
set to meta-data blocks, and they qualify the charactesisfiall blocks in the pointer tree
starting from that block. For example, if an Ext2 file systeeeds to specify the access
pattern for a file, it needs to set an appropriate attributbeacorresponding inode block.
DHIS automatically groups blocks in the sub-tree and assegithe attribute to all such
blocks. The following are the attributes that DHIS supports

¢ | MPORTANCE: Determines the relative importance of a data item. CulydDit|S
supports this as a boolean attribute which indicates than#ity is more important
than others. This can potentially be extended to supporte finee-grained levels
based on the diversity in internal storage hardware. Appbas can set this attribute
for source files or documents that need to be preserved withitfhest level of
reliability.

e ACCESS_PATTERN: Determines if the set of blocks (belonging to the sub-trieg o
meta-data block) will be accessed at random or sequentiéd.aftribute takes three
values: not set, random, or sequential. Applications cathgeattribute to files they
own based on their access pattern. For example, a simptafdagon of files based
on their types can enable a file system to mark video files asestigl and database
index files as random.

e HOT/ COLD: Specifies the frequency in which the particular data iterth lvg ac-
cessed. This takes either of these three values: not segrtold. Generally ap-
plications can set archival data as cold and frequently tggfdes such as database
write-ahead log files as hot.
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e READ- MOST/ WRI TE- MOST: Indicates whether a data item will be mostly read or
written. For example, binary files such abi n/ | s in Unix will be mostly read
and will be updated only infrequently. Similarly, file syst¢ournals or database log
files will predominantly be written.

e TEMPCRARY: This is a boolean attribute that indicates whether a data it tem-
porary (i.e., short-lived) in nature. For example, objdesfgenerated by compilers
and intermediate files generated by applications such asldad managers can be
classified as temporary.

Storage software such as file systems can set attributespfop@ariate meta-data
blocks, using application-specific information. For exd&mfile systems can export an
interface to user applications to set attributes at theldaaity of files or directories. In
such cases, file systems have the responsibility to tramsfmgical abstractions (such as
files) into corresponding meta-data blocks and to pass thiewdes to DHIS. For example,
an Ext2 file system can export aroct | that user applications can use to set attributes
to a file identified by a path name. Ext2 can then issid3BS_SETATTR call with the
attribute, for the inode block corresponding to the path@am

6.2.2 The Ext2DHIS File System

We have developed an attributes-aware file system to supptig, as an extended form of
the Ext2TSD file system [68]. Ext2TSD is a modified Ext2 fileteys that supports TSD
devices. There are two main differences between a regut@rfiix system and Ext2TSD.
First, Ext2TSD does not perform free-space managementaldochtes blocks using the
TSD disk API. Second, whenever a new pointer is added or rethfmr a meta-data block
(such as an inode), Ext2TSD issues the corresponGREATE_PTR or DELETE_PTR
calls to the disk to communicate the pointer.

We have developed Ext2DHIS as an extended Ext2TSD file sy8tatrincludes an
ioctl interface for user applications to set attributeslsfor directories. Ext2DHIS issues
DHI S_SETATTRcalls to the storage system whenever attributes need to seanged. In
addition to this, we have developed a simple scheme to setdtfisbutes automatically for
known file name extensions, at the file system level. For exarggt2DHIS automatically
marks files with extensionsc, . cpp, etc., as important as these may be source files.
This provides a simple means to set basic attributes witth@uheed to modify user-level
applications.

6.3 Attribute-Based Optimizations

In this section, we describe the optimizations that DHISi&as using the well-defined
set of attributes listed above. First, we present the metledse to choose the right RAID
level for a given data item. Second, we describe how betteRAIM utilization can be

done by choosing the right candidates to cache. Third, waildeiw information about
temporary files can aid in reducing disk fragmentation.
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6.3.1 Choosing Optimal RAID Level

The three RAID levels that DHIS manages have different parémce and reliability char-
acteristics. In this section, we first describe the key dttarsstics of RAID levels in DHIS
and then we detail the policies DHIS adopts to choose thé RGHID level to place data.

Characteristics of RAID Levels RAIDO performs plain striping across several disks
without any redundancy and hence it has the lowest religlb#Vel among the three. How-
ever, in terms of performance, RAIDO is good for sequential eandom read-write work-
loads. This is mainly because I/O operations get paradldlacross the individual disks
when data is striped. In terms of cost per gigabyte, RAIDMhésdheapest as there is no
redundancy and the storage capacity is the sum of the indiVatisk capacities.

RAID1 mirrors data across two disks. As two disks contaimtaml data at all times,
data reliability is better as it can tolerate a single didlufa. In terms of performance,
RAID1 has similar characteristics for both sequential aadom 1/0. Reads are faster
than writes as reads can be parallized across the two diskie $peed is in tune with
that of a single disk, because for every write, both diskehawbe updated, but in parallel.
RAID1 has the highest cost per gigabyte as the total capatttye drives is halved due to
mirroring.

RAIDS stripes both data and parity information across tlergaore drives. In principle
itis similar to having a single dedicated parity drive, batity blocks are distributed across
all drives RAID5 can recover from single disk failures andtehas comparable reliability
to RAID1. Read performance in RAID5 is similar to that of RAIDHowever, for small
random writes RAID5 performs poorly. This is because for Ismiates that do not span
a complete stripe, computation of new parity involves regdhe old contents of the data
block and the parity block. In terms of cost per gigabyte, BAls the second best among
the three, as there is a single parity block for a stripe.

RAID Placement Policies In addition to placing all meta-data blocks in RAID1 (as de-
scribed in Section 6.1.2), DHIS also adopts placement jgglibased on higher-level at-
tributes. Table 6.1 shows the placement policies that DHigpts for each combination
of attributes. The principles that we use to decide the RAIZel for a data item are in
tune with the performance and reliability characteristissociated with each RAID level
as described above. Note that for data thatN®ORTANT and COLD we use RAIDS ir-
respective of its access pattern and read-write charstitsrbecause they are going to be
accessed rarely and hence performance is not a significaat.fa

6.3.2 Choosing Candidates for NVRAM caching

DHIS chooses candidates for NVRAM caching to maximize thenler of absorbed
writes through NVRAM. It chooses all meta-data blocks asdadetes as described in
Section 6.1.2, because meta-data blocks are frequenttiewand have random access
patterns. Similarly, it also chooses blocks with the corabon of attributesHOT,

VRl TE- MOST, and RANDOM as these are expected to benefit the most from NVRAM
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| MPORTANT | ACCESS_.PATTERN | READ/ WRI TE- MOST HOT/ COLD | RAID Levels

No Any Any Any 0,51
Yes Any Any Cold 51,0
Yes Not set Not set Not set or Hot 51,0
Yes Random Not-set or Write-most Not set or Hot 1,50
Yes Random Read-most Not set or Hot 51,0
Yes Sequential Any NotsetorHot 5,1,0

Table 6.1:RAID placement heuristics. The order of RAID levels listethe last column
is the desired order for each combination of attributes. BHities the next level when
allocation fails in one of the levels.

caching. We do not choose sequential workloads as candidatkin general they do not
benefit much from caching.

DHIS manages NVRAM buffers using a simple mechanism thatbhesevrites when
the corresponding block is a candidate, and a asynchronmousgs that flushes NVRAM
buffers to disk whenever the disk is idle. When all buffershe NVRAM are dirty, DHIS
passes all subsequent writes to other candidates direatigk, until NVRAM buffers are
flushed out.

6.3.3 Reducing Disk Fragmentation

A fragmented disk can yield poor performance for large fiteg &ire accessed sequentially.
This is because, when there are only fragments of free-dpéider allocation, large files
may end up spread out across the disk resulting in unnegatisirseeks. Temporary files
that get created and deleted within short intervals of timéd exacerbate disk fragmen-
tation thereby seriously affecting the performance ofddilgs under some scenarios.

DHIS deals with temporary files in a different manner redgaiisk fragmentation.
As DHIS is responsible for free-space management, it akkscapace for block groups
with the TEMPORARY attribute set, in a segregated portion (group of blocks atethd
of the device) of RAID level 0. For blocks that are not temppr®HIS never allocates
space from this segregated area. This ensures that tepgibesrthat get created and
deleted never interfers with the allocation of regular fild®reby significantly reducing
disk fragmentation.

6.4 Prototype Implementation

We implemented a protoype of DHIS using our disk prototydiagnework. We preallo-
cated the size of each of our data-structufdABLE, NVRAM cache, allocation bitmaps,
attribute and pointer management structures, and requesiegas a function of the total
storage capacity. For the three RAID levels, we stacked DRIRON top of the regular
Linux software RAID drivers for RAIDO, RAID1, and RAID5. Ouwprototype of DHIS
had 2,150 lines of kernel code in addition to DPROTO.
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6.5 Evaluation

We evaluated the performance of our prototype implemeariati DHIS to get an estimate
of the benefits achieved by attribute-based RAID placemedtNMVRAM caching. We
first present our evaluation setup and describe the ben&srtiaat we used. We then show
evaluation results for DHIS’s RAID placement and NVRAM cexhmechanisms.

6.5.1 Evaluation Setup

For all benchmarks, we used a 2.8GHz Xeon with 1GB RAM, and @GE5 LSILogic
SCSI disks. We used Fedora Core 6, running a vanilla 2.6.4%eke

To ensure a cold cache between benchmark runs, we unmoudhitecbbved file sys-
tems between each test. We ran all tests at least five timescempluted 95% confidence
intervals for the mean elapsed, system, user, and wait tirsieg the Student-distribu-
tion. In each case, the half-widths of the intervals wers tkan 5% of the mean. Wait time
is the elapsed time less CPU time used and consists mosti@ pbuit process scheduling
can also affect it.

We observed disk statistics frohpr oc/ di skst at s for each of our benchmarks
and used it to verify the reasons behind our results. Didkstita provide the following
information observed by the disk for each benchmark we rambrer of read I/O requests
(ri o), number of write I1/0 requests 0), number of sectors read gect ), number of
sectors written\sect ), number of read requests mergedrér ge), number of write
requests mergedvrer ge), total time taken for read requestsuse), and the total time
taken for write requestsvuse).

6.5.2 Benchmarks and Configurations

We used Postmark [82], a popular file system benchmarkingtimtest the performance
of our prototypes. Postmark is I/O-intensive and stredsefile system by creating a large
number of small files and then performing a series of file sysiperations such as direc-
tory lookups, creations, and deletions on them. A large rarmabsmall files is common in
electronic mail and news servers where multiple users adoraly modifying small files.
Postmark mostly generates a combination of small randodsraad writes, and hence we
use this for testing performance of our implementationsleamandom workloads. The
working set of a Postmark benchmark is determined by the eumibfiles to be created
initially, and their size range. For all runs of Postmark veedifile sizes ranging from
400KB to 600KB. We have mentioned the exact configurationasitiark used for each
test, along with the respective test results.

We also ran a series of micro-benchmarks to test the chaistde that Postmark does
not cover. For example, Postmark does not evaluate sequk@tiperformance and over-
heads for large file workloads. Micro-benchmarks also tedlhe overheads for specific
operations, and hence gives a clearer picture of the oveshé@sle developed a user-level
tool that performs generates one of the following workloadadom read, random write,
sequential read, and sequential write. For all runs, we d&&lread or writes on a sin-
gle 1.5GB file. For the sequential benchmarks (read and Jite performed sequential
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Figure 6.3: Postmark results for Ext2DHIS over DHIS compared to Ext2r quain
DPROTO

4K 1/0 on the 1.5GB file 5 times totalling to 7.5GB of 1/0. Fomdom read and write
benchmarks, we performed 20,000 and 150,000 4K 1/O reygécti

6.5.3 DHIS Results

We evaluated the performance of our prototype implemeortati DHIS and our optimiza-
tions for RAID placement and NVRAM caching.

Figure 6.3 shows the overheads of DHIS over regular DPROT®. cdhfigured
DPROTO to preallocate the same amount of memory that DHISined for storing its
data-structures (128MB). Although the elapsed times fah lbons are similar, DHIS has
higher system time (13 secs vs. 49 secs) and lower wait ti#h@ $écs vs. 416 secs)
compared to regular DPROTO. The system time increase isibead two reasons. First,
Ext2DHIS issues ioctls to the pseudo-device driver to comigate pointer information,
contributing the major component of system time. Secorelsttared queue is protected
by a spin lock and hence minor contention causes a busy \gaitirey in increased system
time. The reduced wait time is because of better spatialitpaaused by the disk-level
block allocation scheme used by DHIS (compared to file-systevel allocation in Ext2)
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which co-locates blocks in a greedy fashion without takimg eccount future file growth.

6.5.4 RAID Placement Optimizations

To evaluate the benefits of the RAID placement optimizatipesormed by DHIS, we
used Postmark and micro-benchmarks. For all benchmarksbaerved the time taken
for the workload on regular DPROTO stacked over individuAllRL and RAIDS de-
vices and compared them with DHIS. While running the wor#lloaer DHIS we set the

| MPORTANT andACCESS_PATTERN attributes set, so that DHIS would place them in the
optimal RAID level.

As Postmark generates mostly a random workload, we ran lit RANDOM attribute
set. For micro-benchmarks, we set 8 QUENTI AL andRANDOMattributes respectively
for sequential and random reads and writes.

Figure 6.4 shows the Postmark results for DHIS compared @O on individual
RAID1 and RAID5. As evident from the figure, DHIS performs séo to regular RAID1
as it placed the Postmark working set on its RAID1 hierar@iglS has an elapsed time
overhead of 25% compared to regular RAID1 although DHIS gdaadl data on RAID1,
for this benchmark. This is because of two reasons. FirstnRark is creates and deletes a
large number of files and hence results in a large amount afgrobperations and attribute
updates. This results in increased system time (13 sec9®w®c$) as seen from the figure.
Second, as pointer operations are synchronous in natweg,blbck until the DPROTO
service thread handles them. This results in increasedtiwegt(386 secs vs. 452 secs).
The overheads are more pronounced for the Postmark workleeause Postmark is an
extreme case of I/0-intensive workload. In most common Yeadks DHIS performs much
more closer to the RAID1 for random workloads (as shown imtiero-benchmark results
below).

Figure 6.5 shows the micro-benchmark results for RAID piaeet. As shown in the
graphs, under all cases, DHIS performs close to the fastésedwo RAID levels. Note
that for the sequential write workload, DHIS performs 16%tdrethan RAID5. This is
because DHIS places all meta-data blocks in RAID1 for mazimgi reliability and better
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performance (as meta-data blocks will mostly be accesseahdbm). By placing meta-
data blocks in RAID1, DHIS has better sequential write cbirastics, as random meta-
data updates (such as updating the inode) gets absorbedIbiRvile writing to a large
sequential file on RAID5.

Therefore, by setting appropriate attributes about acgatterns, DHIS can be made
to perform substantially better than traditional storaggems that place data without the
knowledge of their access patterns.
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6.5.5 NVRAM Caching

To evaluate the benefits of caching selected candidates RAW, we compared DHIS
with regular DPROTO with file systems mounted in synchronoasle. DHIS choose all
meta-data blocks as candidates for NVRAM caching and hesrca $ynchronous work-
load most of the meta-data block writes will be absorbed byRRAWI. Figure 6.6 shows the
benefits of selective NVRAM caching. For this run, we confegllPostmark to create 1000
files with sizes ranging from 10KB to 20KB, and 2000 operaiokVe used this smaller
configuration as we ran this workload with synchronous mafthe file system. As seen
from the figure caching meta-data selectively in NVRAM campiove write performance
significantly (37%)for random 1/O-intensive workloads.

66



Chapter 7

Case Study: Secure Deletion

In this section we describe our next case study: a disk systatrautomatically performs
secure deletion of blocks that are freed. We begin with & bn@ivation and then move
on to the design and implementation of @ecure Deletion Type-Safe DKDTSD).

7.1 Motivation

Data security often includes the ability to delete data $hahit cannot be recovered [9, 30,
61]. Several software-level mechanisms exist today thigtelelisk data securely [40, 58].
However, these mechanisms are fundamentally insecure ar@ohppo disk-level mecha-
nisms [69], because the former do not have knowledge of ditknals and therefore
cannot guarantee that deleted data is overwritten.

7.2 Design

Since a TSD automatically tracks blocks that are not use@djrdhg liveness information
about blocks is simple as described in Section 3.2. Wherselkck is garbage collected,
an SDTSD just needs to securely delete the block by ovengritione or more times. The
SDTSD must also ensure that a garbage collected block that iget securely deleted is
not re-allocated; an SDTSD achieves this by deferring troateof theALLOC_BITMAP
until a block is securely deleted.

To improve performance, an SDTSD overwrites blocks in bedchBlocks that are
garbage collected are automatically added to a securéatelist. This list is periodically
flushed and the blocks to be securely deleted are sorteddoergal access. Once a batch
of blocks is overwritten multiple times, the.LOC_BITMAP is updated to mark all those
blocks as free.

7.3 Prototype implementation

We extended our prototype TSD framework described in Se&ib to implement secure-
deletion functionality. Whenever a block is garbage caddcwe add the block number to
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a list. An asynchronous kernel thread wakes up every seafhaish the list into a buffer,
sort it, and perform overwrites. The number of overwriteslgeck is configurable. We
added 403 lines of kernel code to our existing TSD prototype.

7.4 Evaluation
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Figure 7.1:Unlink micro-benchmark results for SDTSD

To evaluate the performance of SDTSD, we ran an unlink mi@oehmark. Figure 7.1
shows the results of this benchmark. The 1/0 overhead of IDd\&r Ext2TSD was 40%
compared to regular Ext2, mainly because of the additio@atchused by overwrites for
secure deletion.
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Chapter 8

Context-Aware 1/O Infrastructure

In this chapter, we present the concepCaintext-Aware I/GCAIO), a simple and generic
way for applications to convey arbitrary information abthir I/O behavior and relation-
ships, without worrying about how the information will beedsby the storage stack. In
CAIO, an application-levetontextis propagated along with an 1/O operation across the
entire storage stack, in an end-to-end fashion. An appdicdével context is represented
by one or morecontext identifiersFor example, a database application can have a unique
identifier that it can propagate along with every I/O it getes, such that any storage layer
can easily group all I/O generated by the database applicatihis also enables the lower
layers of the storage stack to associate the data corresygoiacthe 1/0 with higher-level
contexts and easily track the application’s working-set.

In addition to working-set identification, application ¢exts also enable a new class
of functionality that uses application-1/O relationshigsich as easy and flexible perfor-
mance isolation in large-scale distributed storage, awéss:cpattern aware caching and
prefetching within the storage hardware.

To make CAIO a generic framework, we decouple gle@erationof application-level
information from how the information igsedwithin the storage stack. Most hint-based
proposals to address the problem of information-gap in st pave tied these together.
For example, in hint-based prefetching systems, the agipit provides hints of its future
access, but the hints are specifically designed with pi@fegan mind. The problem with
such function-specific hints is that they require coordoratind agreement between the
layers involved. In a multi-vendor setup, such coordimati@nslates into industry-wide
consensus on the interface, a standardization processkieatyears. In addition, such an
approach cannot scale in an end-to-end manner to the rayéiréd storage stacks that we
have today.

Decoupling the generator and consumer of the context irdtiom leads to an interest-
ing challenge: when the application could conceivably useenthan one possible granu-
larity of grouping I/0O, how can it decide which one to use whiking oblivious to how the
grouping is interpreted by the lower level? For example,talalsse application can group
the I/O requests it generates based on the database usensésnsaction, or query on
behalf of which the 1/O is issued; but the lower layers aravidlis to the granularity of
the context. To solve this issue, contexts in CAIO faierarchical With hierarchical con-
texts, higher layers can encode multiple granularitiegofiging, and the lower layers can
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decide which granularity is the best for the particular tiorgality that they provide.

Even in a hierarchical context, individual levels in therarehy remain completely
opaque to the storage stack. For implementing functigntdeat needs more information
about what these levels in the context mean, contexts cammatedfflineat any specific
layer. In such cases, CAIO contexts will be used only as ngsfdantifiers to associate
higher-level semantics.

We illustrate the generality and power of the context alstva by prototyping and
evaluating two case studies. Our first case study is an atitomarking set identifier,
WorkSIDE which operates at the block-based storage hardware MipekSIDE automat-
ically tracks the data working set required for an applamatontext to run to completion.
WorkSIDE correlates contexts with the I/O and the corregipmndata they access, thus
obtaining a complete view of the entire set of data itemstti@particular application con-
text requires. This working set can then be preloaded aopppte in order to improve
performance and availability, or to enable power optimareg. The second case study is a
context-aware cache-placement algorithm within the disit automatically tracks which
application-level contexts exhibit sequential streamangess pattern and avoids caching
requests with that context. We demonstrate the usefulrddésgioof our case-studies using
prototype implementations we built for the Linux kernelgdavaluate various workloads.

The rest of this chapter is organized as follows. In Sectidna& discuss the utility of
CAIO by presenting a few potential applications. In SecBa&we present a taxonomy of
the various kinds of contexts in storage. We detail how weegaize the CAIO interface
in Section 8.3. In Section 8.4, we describe CAIO design ampdiegtion support.

8.1 The Utility of Context-Aware 1/O

In this section we describe several usage scenarios thatateotracking context informa-
tion in the different layers of the storage stack. Many okthatilities cannot be imple-
mented effectively without explicitly propagating apg@lion-level contexts. In Sections 9
and 10, we demonstrate our implementation of the first twgesaenarios described be-
low.

Working-set Aware Features Identifying working sets of data for individual applica-
tions at the lower layers of the storage stack, enableseistiag functionality such as
application-aware prefetching [60], power-savings [&}, $elective recovery of failed

hardware [50], and improved data availability [70]. We ddse our implementation of

a disk-level working-set identifier and its usefulness itadeinder Section 9.

Adaptive Caching and Prefetching The efficacy of caching and prefetching depends
on the ability to identify access patterns. Context can kenabching and prefetching
mechanisms to adapt their policies based on access patt8ewtion 10 describes our
implementation of a context-aware disk-level caching naectm.

70



Application-Aware Performance Isolation Scheduling algorithms at different levels of
the storage stack can leverage application-level coniexdsheduling decisions. For ex-
ample, fair share disk schedulers can enforce fairnessllmaskeigher level logical tasks as
against OS processes. Application-based resource molatis been previously explored
in the context of a single OS in Resource Containers [22]. t€ds can enable flexible
resource isolation in an end-to-end fashion even in disteith storage.

Optimized Data Layout File systems can use higher level contexts as hints for @btim
data placement on disk. Co-locating files and directorieated in the same context could
be beneficial under certain scenarios to achieve betteatmality during reads.

Improved Accounting Context information associated with 1/0O operations caratiye
help in 1/O trace analysis. Trace analysis for resource womgion can be more accurate
when it makes use of logical contexts pertaining to precigbdr-level tasks. Contexts
can also provide valuable hints about the dependencie©obperations and the causal
relationships between them, for trace-based intrusioectien systems [43].

8.2 Context Types

Context in storage is quite useful as seen from the kind aftfanality it enables (described
in Section 8.1). We now defineontextas follows: A context in storage is a reference or
identification used to group, on some basis, several I/O atpars or data

We now describe the types of contexts that are relevant tagto

8.2.1 Data-bound vs. Access-bound

The two primary entities in storage are (a) data, and (b) @€rations on data. Contextin
storage is mainly used for grouping several such data iteth©awoperations. Therefore
we classify context in storage broadly into two types: dadand and access bound.

A context is said to béata-boundf it can be used to group several data items stored
on disk, based on some metric. This grouping is independeieowvay the data is ac-
cessed. For example, a data-bound context can group akslmelonging to the same
database table or file. Data-bound contexts can group datallwa arbitrary criteria such
as logical abstractions (files, directories, databasesakkc.), owning application or user,
security domains, and so on. Data-bound contexts can betasgmmmunicate higher-
level data-structures to the disk, and enable functiognalith as fault-isolated placement
in RAID [70].

Note that the notion of data-bound contexts is similar incemt with other abstrac-
tions such as type-aware storage (Section 3) or objecdhaserface [53]. These other
abstractions can be used as an alternative to data-boutektsn

Access-boundontexts relate operations rather than the data pertatoitigem. For
example, an access-bound context can group all block wpégations resulting from a
single database query. Access-bound contexts enable meticioality that solely depend
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Figure 8.1: Examples of how hierarchical contexts can be constructed). sfiows an
access-bound context hierarchy. (b) and (c) show data-th@ontext hierarchies.

on the characteristics of individual 1/0 requests. The gaghnd prefetching functionality
described in Section 8.1 requires access-bound contexts.

Figure 8.1 shows a few examples of context hierarchies.réigi.(a) shows a possible
access-bound hierarchy for a database application. KHdd€b) and 8.1(c) show data-
bound context hierarchies that communicate data absirecti

8.2.2 Repeatable vs. Non-Repeatable

The lifetime of a context identifier is defined by the applicatthat generates it. When
a single context identifier is used every time to refer to aigaar logical context, we
call it a repeatablecontext. For example, when a context is used to group fildsinvan
access-control domain, the same identifier has to be rewsegltéene when operations are
performed on that domain. Applications have to generath santexts using a determin-
istic method and may maintain persistent states to tractezts

Non-repeatableontexts have transient identifiers. For example, i @ is used as
a context identifier to group 1/0 operations generated byraqodar program, every time
the program runs, the identifier becomes different, althdbg logical context remains the
same. Non-repeatable contexts do not require any statenaingained at the application-
level.

8.3 Generalizing the Interface

In this section, we describe how we can cope with arbitramtext generation process
at the application-level, and achieve independence betee generation and usage of
application-contexts. We also describe how lower layerthefstorage stack can extend
contexts or correlate across different context types.
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Hierarchical Contexts To achieve generality in the CAIO interface, the contextegan
tion process at the application-level must not make anyragans about how the lower
layers use the context. However, at the application-lebelre may be several different
ways to generate a context, each useful for different kiffdsimctionality at the lower
layers. A single application-wide context identifier an sed to easily group all data
required by the application, whereas more fine-grainedestmdentifiers within an appli-
cation help communicate different streams of I/O requesteated by sub-components of
within same application. For example, a single DBMS-widetegt can be used to group
all /0 and data that the DBMS manages. This enables furalitgrsuch as working-set
identification for the entire DBMS. On the other hand, a peéablase session-level context
can be used for easy performance isolation between datakaseessions. We use the
termcontext granularityto refer to the different possible ways to generate contgittsn

an application.

Therefore, for generalizing the interface without hampgrihe kind of functional-
ity it enables, we evolve a context scheme where the apjgitaan encode all possible
granularities as a single context, passing d@entext hierarchiegfor access-bound and
data-bound) rather than a single identifier. For exampleB&B can generate access-
bound contexts in granularities such as sessions, transactand individual queries, and
data-bound contexts in granularities such as databaséss tand records.

Lower layers of the storage stack can use hierarchical tséthout making assump-
tions about what each of the levels in the hierarchy mean.ekample, a caching layer
that wants to classify some context to exclude caching,(eeguential contexts) can track
the statistics on sequentiality at each level of the cortteettarchy, and then choose the
highest level that exhibits homogeneity in the access att®epending on the specific
behavior the layer is looking at (e.g., sequentiality, etated access of the same pieces
of data), the definition of homogeneity changes. Hieraalhtontexts enable decoupling
the application from worrying about which behavioral prages the lower layers are in-
terested in; instead the application just conveys its statd the lower layers make their
independent decisions on the notion of homogeneity they @dout, based on the layers’
own per-context statistics.

Note that for a context hierarchy chain in CAIO to be meanihgévery context in
the chain should qualify a logical subset of the access a damain qualified by its
parent context. For example, a per-query context identiiarbe a child of the transaction
identifier in which the query is a part. However, a contexhidesr that qualifies the class
of all sel ect queriesin a DBMS cannot be a child of any particular transadtientifier,
assel ect queries can be part of any transaction.

Annotating Contexts with Semantics Certain functionality may require more informa-
tion about what each level in the hierarchy means, at somafgpkyer in the storage
stack. For example, a context-based proportional-shakesgheduler needs share propor-
tions to be associated with levels in the context hierarétoy. this purposeffline mech-
anisms can be used to annotate context identifiers with ifumadity specific information.
For example, applications can co-ordinate with a specificsiiistem through offlinectls

to associate locality hints with stored context identifiekote that these annotations are
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not part of the CAIO infrastructure, but can be done seplgrbsgween any two layers that
needs to coordinate to implement a specific functionalitghke example of a proportional-
share disk scheduler, the application and the disk schede&s to co-ordinate offline to
annotate context levels with share proportions.

Context Transformation With hierarchical contexts, any layer in the storage stak c
add new levels to the context chain, as long as the subseidanta preserved. For access-
bound contexts, the subset relationship is maintained aparation propagates from top

to bottom. For example, selectquery generated from a database gets transformed into
one or more file read operations at the file system, and thémefurransformed into several
block read operations at the device driver or the disk |eVegrefore, any layer in the stack
can add new levels to communicate grouping of sub-operatbtheir level.

However, for data-bound contexts, subset relationshiprdér to ensure across layers.
This is because the data abstractions used by higher layensmy cases are not super-
sets of the lower level abstractions. For example, an agjpbic can store several B-trees
within a single file, and hence there is no subset relatigniséiween the abstractions used
by this application and that of the file system. Thereforeegiertransformation of data-
bound contexts across layers is harder to achieve; but llayers can associate new data-
bound context hierarchies with 1/O, if the application does pass a data-bound context.
We impose a constraint that intermediate layers should ddt@w levels to data-bound
contexts, unless the higher-level layer did not specifyratext of its own.

Correlating Across Context Types Data-bound and access-bound contexts passed by
the application can be completely independent of each @thémeed not necessarily in-
dicate association between the operation and the datanatgse This makes generation

of contexts at the application-level much less complicakéalvever, lower layers that use
these contexts can maintain their own history informatibcomtexts, and correlating data-
bound and access-bound contexts. Correlating contexs pables useful functionality.
For example, identifying the working set of data accessedrbgccess-bound context can
be useful for implementing interesting optimizations asadided in our first case-study
detailed under Section 9.

8.4 CAIO Design

End-to-end association of context with I/O requires pagaipplication-generated context
with every 1/0O operation throughout its lifetime. We evolwkdramework through which
context can be passed from an application all the way dowhestorage hardware (e.g.,
a disk). In this section, we describe the changes requiredestorage stack and user
applications, to support contexts.

We propagate context in the storage stack by meaogrdéxt objectsA context object
contains upto two context chains, one each for data-boud@dearess-bound types. These
context types are based on the discussion under SectiorC&atext objects also carry
information about the repeatability of the context chaRepeatability is at the granularity
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of an entire chain and not the individual context identifi@ihin a chain. The structure of
a context object is shown in Listing 8.1.

struct caiacontext {

int databound[MAXDATA_LEVELS];

int accessbound[MAXACCESSLEVELS];

short datalevels;

short accesslevels;

int flags;
}s
Listing 8.1: Structure of a context object. The fields datzels and accedgvels indicate
the number of levels in the data and access-bound conteixtschaags contain informa-
tion about repeatability and inheritance properties (Br@&.4.1) for the context.

8.4.1 Associating Contexts With 1/0O

The CAIO framework contains a user library that exports ireg to construct context

objects and add new levels of hierarchy to existing contbjaais. User applications can
generate context objects through these routines and assdabem with 1/0 operations.

Our framework provides three different ways for user agtions to associate contexts
with I/O operations. They are, (a) an extended system dalifecce (b) group contexts and
(c) context inheritance. We detail each of these mechariistosy.

An Extended System Call Interface We have an extended system call interface that
passes context objects along with storage primitives swchpen, read, wite,

unl i nk, etc. Each of these I/O system calls include an additiorgliraent for the
context object. The framework also includes a wrapper ibfar user applications to call
these new system calls. Listing 8.2 shows an usage scewatiioef extended system call
interface. Note that when there is a single context objettribeds to be passed for several
system callsgroup contextgan be used for better performance, as described below.

Group Contexts For applications that need to perform a several 1/0O operatiwith a
single context object, we provide a new system call forsgind unsetting contexts into
the kernel. The scope of this association is just the spehiféad of execution. Therefore
applications can first set a context and then issue any nuailvegular 1/0 system calls
(such asopen or r ead), and the corresponding context object will be associatid w
every operation.

Context Inheritance To support easy usage of contexts in cases where the snguiest
ularity is a process, our framework includes a context iitaiece mechanism using which
any process can set arheritable contexinto the kernel. All child processes and threads
of such a process will then inherit the same context hieysaMle developed this feature so
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that there would be no modifications required to applicathose lowest context granu-
larity is a process. For example, if a project compilatiskteequires several applications
such agycc, I d, bi nuti | s etc., the entire compilation task can be run through a shell
that has an inheritable context set, instead of modifyiregyeapplication to pass contexts.

int fd; char buf[128];
struct caiacontext xcontext;

I/« Allocates and sets toplevel databound
x and accessbound identifers as
context = caiacreatecontext(1l, 1);

/[« Adds a new level to the access/data
x hierarchy with identifier 2x/
caio_add_level(context, 2, 2);

[+ CAIO system call interfacex/

fd = caio_.open (”/home/joe/abc.txt”,
O_RDONLY, &context);

err = caio.read (fd, buf, 128, &context);

caio_close (fd, &context);

Listing 8.2: Passing contexts from the user-level using@#¢O extended system call
interface. Note that in this case group context (describeSeiction 8.4.1) can be used as
well, because a single context object is used for all calls.

8.4.2 Context Propagation

In CAIO, each layer receives contexts from the layer abodgp@sses it to the layer below
after using them if applicable. Note that a single operatbm particular layer could

translate into multiple operations in the layers below. &ample, a file create operation
at the file system level could result in multiple block writguests to the device driver.
Therefore it is each layer’s responsibility to propagatetegt objects appropriately to the
layer below. In cases where there are more virtualizatigeriasuch as software RAID or
logical volume managers (LVMs), such layers should be awhlo®ntexts and propagate
them below. Any layer can choose to store contexts in its awnucsires for its needs,

before passing them down.

Hardware Interface Extensions To propagate contexts end-to-end, we extend storage
hardware interfaces to pass generic context objects aladhgwery 1/0 request. For exam-
ple, the SCSI/IDE ead andwr i t e primitives take context objects. There are a number
of proposals in the past that suggest interface extensiodisk systems for communicat-
ing higher-level semantic information [17, 49, 53, 68]. Védidve that the generality of the
CAIO interface would make it easier for disk vendors to adopt
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Dealing with Operation coalescence Multiple logically independent 1/O operations
may be coalesced into one at any layer in the stack. For examupulltiple file write
operations to the contents of the same file block could resudt single block I/O at
the disk level due to write buffering. To handle such casessupport multiple context
objects to be associated with a single lower level 1/0. Layhat receive these contexts
must process them one by one as if they were from differenbfpi€ations.

Storing Contexts Repeatable contexts may need to be stored by layers to ireptem
optimizations that involve tracking context history, or@ating different context types.
We developed @ont ext - st or e in-memory data-structure as part of our framework
to enable easy storage of context hierarchies at any layirea§torage stack. A context
store manages context hierarchy in a tree structure in wdach node represents a context
identifier of a specific level in the hierarchy identified by depth in the tree. Each tree
node also includes private datafield where information about that specific chain can
be stored. The context-store structure provides pringtiee common operations such as
adding new chains and updating private data.

8.4.3 Linux Implementation

We implemented our CAIO framework in the Linux kernel 2.6.08/e added new sys-
tem calls for context-aware file 1/0 operations and impletaéra user-level library for
applications to easily use the new system call interface.ridw system calls allowed con-
text objects to be passed witipen, read, wite, pread,pwite,cl ose, nkdir,
unl i nk, ridi r andr eaddi r operations. We modified the following objects to add
a new field to store contexts. (fpsk_st ruct which represents a running process or
thread. (b)buf f er _head which represents a block buffer in memory. f@)o which
represents an I/O to a block device. Tinef f er .head andbi o objects can optionally
contain a list of contexts during operation coalescence.

We implemented the new system calls as wrappers to the ufiewdystem call han-
dlers for the operations. The wrapper system calls set thegbobject in theur r ent
task object before calling the unmodified handlers. Noté ttiewrapper calls unset the
context upon completion of a system call, so that the scope mdissed context would
be just that system call. The different layers in the OS thatise the 1/0 operation use
the context object from theur r ent task object and propagate it to the corresponding
buf f er _.head andbi o objects appropriately. As theask _st r uct object is unique to
a particular process or thread, this method works for nprtticess workloads as well.

For group contexts, we added a new system call which assigrsrmves the corre-
sponding context in the currenisk st r uct object. For inheritable contexts, we mod-
ified thef or k system call to copy the context object of the parent, to thleef process.
We also implemented the context-store data-structurerasfihe kernel so that any layer
such as the file system or device driver can maintain its oo#e st

Overall, the modifications required to implement the CAl@nfiework were small. We
added only 350 lines of new kernel code and 150 lines of wsesttode.
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8.4.4 Application Support

The method of generating contexts at the application-légpends on specific application
architectures. In general, if an application can clasggyactivities into distinct logical
tasks, and (or) if it can group data it uses based on someiaritecan generate contexts
in a meaningful manner. Based on the kind of application,gtaularity and type of
contexts it can generate can vary. Some low level applicatsnich as Unix utilities (e.g.,
| s, cat, etc.) can just provide an interface to the caller to passexts (e,g., command
line arguments). We have modified some basic utility prograath agp, cat , andl s to
accept contexts as command line arguments. This enablgberhevel caller application
(e.g., a shell script) to group all its operations under tmae context.

Context-Aware MySqgl We have modified the MySqgl DBMS [57] with InnoDB [38] as
the storage engine, to generate and propagate contextsats/granularities. MySql has
the notion of database client connections which can ob&iwice from the DBMS. Each
client connection gets serviced by a separate MySq| thraad ,can run several transac-
tions and queries. We modified MySql to pass contexts at tmaaeularities in the form of
a hierarchy: connection-level, transaction-level, anthgle query-level. Overall the mod-
ifications required to propagate contexts across the vatmyers of MySql and InnoDB
were simple. We added only 30 lines of new code and modifiediBd5 of existing code,
mostly for passing an additional argument for a number offions. We use our Context-
Aware MySql as an application to evaluate our framework asrdesof the case-studies
described in Sections 9 and 10.

8.4.5 Evaluation

We evaluated the overheads associated with passing cohjexts across the storage stack
for all file system operations. In this section we first ddseour test setup and the details
of the experiments we ran. Note that the setup describeddrsécttion applies to all our
benchmarks presented under Sections 9 and 10 as well.

We conducted all tests on a 2.8GHz Xeon with 1GB RAM, and a 74GHrpm,
Ultra-320 SCSI disk. We used Fedora Core 6, running a Lin6x18.kernel. To ensure
a cold cache, we unmounted all involved file systems betwaeh test. We ran all tests
at least five times and computed 95% confidence intervalfhontean elapsed, system,
user, and wait times using the Studemdistribution. In each case, the half-widths of the
intervals were less than 5% of the mean.

Experiments
In this section we describe the set of experiments and tbefigurations that we used for
evaluating the CAIO and the case-studies.

Postmark For an I/O-intensive workload, we used Postmark [82], a pedile system
benchmarking tool. Postmark stresses the file system bgnoerig a series of file system
operations such as directory lookups, creations, andidetebn small files.
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Regular CAIO
Response Time (s) Response Time (s)
Delivery 0.096 0.109
New Order 0.039 0.064
Order Status 0.033 0.29
Payment 0.000 0.000
Stock Level 0.169 0.524
Throughput (tpmC) 67.13 64.35

Table 8.1:TPC-C Benchmark results for the CAIO framework

TPC-C TPC-C [79] is an On-Line Transaction Processing (OLTP) hemark that per-
forms small 4 KB random reads and writes. Two-thirds of tii&slare reads. We set up
TPC-C with 50 warehouses and 20 clients. We compare our xisaneare MySql run-
ning on our CAIO framework with regular MySql running on a ilenkernel. The metric
for evaluating TPC-C performance is the number of transastcompleted per minute
(tpmC). We report tpmC numbers for each benchmark.

Results
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Figure 8.2:Postmark Results for CAIO Framework

Figure 8.2 shows the overheads of our CAIO framework foriRask for two different
number of operations. As seen from the figure the overallseldgime overheads were
small (2% to 4%) compared to regular 1/O. This overhead isntgydiecause of the addi-
tional user-to-kernel copies for communicating contexeots from applications.

TPC-C Results The TPC benchmark results for regular MySQL and our modified
context-aware MySQL ran over the CAIO kernel is shown in @®l1l. The workload
loads tables into a Mysql server at start-up and runs a mixuefigs on these tables for a
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user defined time. We configured the benchmark to run with fiaretwuses and created
two client connection which ran queries on all five warehsuse ten minutes. As seen
from throughput and response time numbers, overheads @A® framework is quite

small.
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Chapter 9
Case Study: Working Set Identifier

Our first case study is the automaiMork ing Set IDE ntifier (WorkSIDB. WorkSIDE that
uses both access-bound and data-bound contexts to autaltyatifer the minimum set of
data items required to be available in order for an appbcator a specific instance of an
application) to run to completion.

9.1 Motivation

This ability to accurately identify working sets of appliicen contexts at a fine grained
level has various kinds of applications.

Performance The working set of the application can be preloaded into amfiaster but
smaller memory hierarchy (e.g., a flash storage layer tlmtigees about 100x better ran-
dom access read performance), thus essentially shieltgrapplication from performance
variability due to disk access.

Availability WorkSIDE enables fault-isolated placement of applicati@nking sets en-
abling truly graceful degradation during multiple diskl@@es similar to D-GRAID [70].
While D-GRAID could just co-locate files or directories, W&IDE can co-locate higher-
level application working-sets within failure domains.

Power Savings Many recent systems have looked at saving power by switcbihg
subset of disks in a large RAID array in such a way that apfiina can still function
properly without the switched-off disks [87, 90]. Thesetsyss go to great complexity to
identify the subset of data that is currently under use, lyeteé techniques are most often
approximate and too coarse-grained. Being more informedtahe application’s access
patterns and data abstractions, WorkSIDE can do a bettext jploch power optimizations
by being more aggressive and more accurate.

Disconnected operation Another usage scenario for WorkSIDE is when the user wants
to preload the working set for a specific application contexbcal storage for discon-
nected operation, say, in a mobile environment. This esabtala-like hoarding [44], but
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can be much more accurate, fine-grained and automated. &ompds, if the user works
only on a specific build target in a large body of source caald, the subset of source files
(and the metadata) needed for the target can be automafcalbaded to local storage.

The key to WorkSIDE is its ability to correlate a repeatatuleess context with the data
context it accesses. WorkSIDE achieves this by associatitigeach node of the access
context hierarchy, the aggregated set of data items thaiaessed by that context. Se-
mantic aggregation of such data is possible because datedlmmntexts are hierarchical
in nature conveying data abstractions in several granigsiisuch as files or directories).
Tracking working set at an aggregated level enables mucplsirand reliable tracking of
repeatability. For instance, if an application touchefed#nt parts of a file in its different
runs, block-level tracking may not find much of a repeatthilvhereas tracking at the
file-level would indicate the pattern. Since the data caniérarchy essentially contains
information of the entire data abstraction tree, it cankithacs information at various gran-
ularities, and decide on which granularity provides the basle-off between the amount
of data to be preloaded and ensuring completeness for thieatpm.

9.2 Design

To determine the working set of a higher level logical tasky¥8IDE has to track history
of both data-bound and access-bound contexts for every t&kdesigned WorkSIDE
as an on-disk mechanism to demonstrate its working as palhteofirmware of a high-
end block-based RAID storage system. WorkSIDE can potgngaist at any layer of
the storage stack such as the file system or the device driveough our design, we
show that even in the lowest layer of the storage stack (trage hardware), working set
identification can be done to an acceptable level of accuthayugh context-aware 1/O.

For WorkSIDE to correctly determine the working set of datiae given access-bound
context, the higher application has to pass data contextsrtonunicate the semantic or-
ganization of data. This can relate to on-disk structures 1 B-trees, database tables,
files, and directories. In this section, we first detail howess-bound contexts can be as-
sociated with corresponding data-bound contexts. We tiemusk a few policies that can
be adopted to determine the granularity of the working set gien context. Lastly, we
present our prototype implementation of WorkSIDE.

9.2.1 Associating Access with Data

WorkSIDE maintains two context stores (described in Seddd) to track access-bound
and data-bound contexts respectively. Each store hasxtardes to represent the hierar-
chy. We call tree nodes in the access and data storksa@ss-Context Nodé&CNs) and
Data Context Node@DCNSs) respectively. Note that, as data-bound context islynased
to communicate the semantic structure of data, it need nm#ssarily be passed by the
higher-level application for every I/O request. For exaeppl a DBMS uses théabl e
andr ecor d abstractions as data-bound contexts, it may pass the ¢dnésarchy only
when such abstractions are created (e.g., a table creatiarpdated (e.g., a new record
insertion). For example, the DBMS need not pass data-boontxts for evengel ect
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guery. To handle this condition, WorkSIDE may have to mapeasdound contexts ac-
companying a block 1/O request with a pre-existing datarolocontext hierarchy.

The following are the contents of a DCN: (a) A context ideatifi(b) The number of
blocks in the entire sub-tree with the node as root. (c) Adfdtlock numbers associated
with the context (if it is a leaf node). Every time a block I/@shan accompanying data-
bound context chain, the corresponding block number is ddoleéhe leaf DCN of the
chain. (d) A list of pointers to its child nodes. (e) A backier to its parent node. This
is used to increment the number of blocks in every parentgaiba chain when there is a
new addition to a leaf node.

While adding a node to the tree, we enforce sirggle parentconstraint, where every
node must have at most one parent. When there is a context phssed, that violates
this condition, we truncate the chain after the spuriousenetile adding it to the tree.
In almost all common cases, this would not affect the acquofithe data-bound context
tree, as most data-abstractions already follow this rude ekkample, a single block cannot
belong to more than one file (except in rare cases such asriardi Ext2).

WorkSIDE also maintains a hash tabkpTABLE, to map block numbers to the cor-
responding leaf nodes in the data context tree. BibeaBLE is used to lookup the data
context for any block when an I/O request to it does not havassociated data-bound
context. Upon receiving a block 1/0 request with a acceasadaontext, WorkSIDE can
map the corresponding block number to any level of abstmadti the data-bound hier-
archy by just traversing through the parent back-pointeesaich node in the data context
tree.

In the next section, we describe how this infrastructuraugnaented with association
policies to determine the optimal granularity of assongt data-bound working set for a
given access-bound context.

9.2.2 Working Set Identification

Identifying the working set for a given node in the accesgrabcontext tree involves
associating that ACN with one or more DCNs. Therefore evebNAn the access store
contains pointers to one or more DCNSs.

Greatest-Common-Prefix Mode We designed WorkSIDE to operate under two differ-
ent modes for choosing the appropriate DCN for a given ACNthinfirst (and simple)
mode, which we call th&reatest Common Pref(¢CP) mode, WorkSIDE maintains ut-
most one DCN per ACN. Whenever there is an I/O in the contegnofACN, the request
block number is looked up in tr@DTABLE to find the leaf DCN to which the block num-
ber is associated. The leaf DCN is associated with the ACNeifACN did not previously
have a DCN associated. If not, the greatest common prefix imathe tree (starting from
the root) for the new leaf DCN and the previously associat€NDs computed (using
the parent back-pointers) and associated with the ACN. Tdr&ing-set is enumerated by
just traversing the sub-tree starting from the associateN .Drhis method of enumerating
the working set for an ACN ensures completeness, but unaee scenarios there could
be a significant number of falsely associated blocks. Fomgka, if an access context
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reads filed home/ j ohn/ pl an. t xt and/ honme/j ohn/ private/list.txt, the
GCP method of association would include the entire contehtshone/ j ohn/ in the
working set ofA. A variant of the GCP mode mitigates this problem under sooee s
narios by tracking the longest depth to traverse while ematimg blocks, along with
the ACN. With this, the working set off would just include files up to depth level 3
(/ homre/ j ohn/ pri vat e).

Multi-DCN Mode In the second mode, which we call thElulti-DCN mode
WorkSIDE tracks a list of DCNs per ACN. Every ACN has a list afpticate elim-
inated pointers to parent DCNs. To enumerate the workingfaet given ACN,
the following procedure is used: for each DCN associatedl,blaicks belonging
to their immediate children are included. For example, if &GN B reads files
[/ home/ j ohn/ pl an. txt and / hone/john/private/list.txt, DCNs for
/ honme/j ohn and / hone/ j ohn/ pri vat e will be associated withB. While
enumerating the working set a8, all files (not sub-directories) undémhone/j ohn
and/ horre/ j ohn/ pri vat e will be included. Therefore, the multi-DCN mode of
association provides more accurate identification of waglsets. However, this method
needs to track more information per ACN. In the procedureriesd above, we choose
the hierarchy one level above the leaf DCN for every blocleasc However, the number
of such levels can be configurable based on specific systenvaktbad requirements.
WorkSIDE can also track information required for both GCH amulti-DCN modes
simultaneously (every ACN can have both the list of parenNB@nd a single GCP node).
Based on the kind of usage scenario for the working set, eratioe process can be de-
cided dynamically to choose the optimal granularity.

9.2.3 Prefetcher

We developed an on-disk prefetching tool that uses WorkStb&umerate the working
set of access-bound contexts and prefetch them into a fasteige. For prefetching, we
tracked the repeatability of the working set of each ACN, &ordrepeatable ACNs, we
prefetch and serve the entire working set from the fasteagéomedium. Currently we
use RAM to cache prefetched working sets, but this could beemfast secondary storage
device such as flash. While deciding whether to prefetch &iwgrset, we take into
consideration the size of the working set and the availgidee in the prefetch cache. In
our design, we use a simple scheme where we prefetch wor&tadess than half the size
of the prefetch cache subject to remaining space avatiabilthe cache. More advanced
algorithms such as best-fit and worst-fit can also be impléadeto decide the appropriate
working sets to prefetch.

To evaluate our working-set aware prefetcher, we compieml modules in the
Linux kernel source, and2f spr ogs package [80], with inheritable contexts. We found
that once working-sets were identified by WorkSIDE and poéfed into RAM by our
prefetcher, there were no requests sent to the disk durengdmpile workload. There-
fore, working-set aware prefetching of data enables tgrofhdisk drives (and hence save
power) in the case of repeatable workloads.

84



User Applications

'
File Systems

|
WorkSIDE Pseudo—device Driver

Context Working set
Store Manager

|
Disk device drivers

m
Figure 9.1: Prototype implementation of WorkSIDE in the Linux kernehe Pprefetcher
component in WorkSIDE prefetches common working-setsratoory to save power.

Prefetcher

9.3 Implementation

We implemented a prototype of WorkSIDE and our prefetchow) &is a pseudo-device
driverin Linux kernel 2.6.15 that stacks on top of an exigtiisk block driver. The pseudo-
device driver receives all block requests, and rediregsttimmon read and write requests
to the lower level device driver, after storing context im@ation that needs to be tracked.
Our prototype of WorkSIDE included both the GCP and multiND@odes of associating
data-bound contexts. It contains 3020 lines of new kerndecdrigure 9.1 shows the
architecture of our prototype.

For testing WorkSIDE, we also modified the VFS layer of theuxikernel to encode
the pathname of the entity being operated (file or directalghg with every lower level
I/O request. File system meta-data blocks such as supekdlo@émaps and directory
blocks have to be dealt with separately, as they may notgodaitiy belong to a specific
application. To handle such blocks, we modified the Linux28)e system to associate
a generic “common” context which can be interpreted by aggras one that is not as-
sociated with any particular access-bound context. Weocalmodified Ext2 file system,
Ext2C.

9.4 Evaluation

We evaluated the correctness and performance of our pptatyplementation of Work-
SIDE. For correctness we used a Linux kernel module buildgss, and for performance,
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Module # Directories | # Files | # Blocks (4k)
Ext2 14 315 1149
Ext3 14 328 1452

ReiserFS 14 328 1432
NTFS 14 320 1769

Table 9.1: Compilation Working Set Statistics
we used the Postmark benchmark described under Section 8.4.

9.4.1 Completeness of the working-set

To verify the completeness of the working-sets identifiedNyrkSIDE, we implemented
a prefetch cache layer beneath the file system that preethbenorking-set for selected
access-bound contexts. We then simulated a disk crash aljosieng disk 1/0 from our
pseudo-device driver, and repeated the workloads for thregmonding contexts. We per-
formed this for kernel modules compiles and several mi@oebmarks, and in all cases
the prefetch cache layer serviced all I/O requests. Thig/shioat working-sets identified
by WorkSIDE are complete.

9.4.2 Kernel Modules Build

Our goal during this test was to evaluate the correctnedseoivbrking set identification
mechanism of WorkSIDE. We untarred a vanilla Linux 2.6.15nké on our Ext2C file
system mounted over our WorkSIDE pseudo-device driver. M/éhiks through a shell that
has an inheritable access-bound context set (described 8edtion 8.4.1), with depth one.
We then remounted the file system to eliminate cache effeacks@ampiled the source-code
of a few file systems (Ext2, Ext3, Reiserfs, and Ntfs) underfts/ sub-directory of the
kernel source. While compiling each file system, we usectufit shells with different
second-level inheritable contexts set. All compilatioresevdone with the same top-level
hierarchy of context, but for each compilation, the sectaved was different. Therefore,
we were able to track the working-set of each of the individoanpilations. Note that we
initialized the build process througiméke i nst al | ” separately at the beginning, and
remounted the file system after each compilation. We rartésisover WorkSIDE for both
GCP and multi-DCN modes of operation.

Under the GCP mode, we noticed that the working sets of evieglesfile system
compilation was identified as a the root of the kernel souree.tThis is because, a file
system module compilation would refer to files undec! ude/ andf s/ and hence the
greatest common prefix node becomes the root of the kernetesou

When we ran the test under the multi-DCN mode, we saw WorkStlegtify separate
working sets for each of the file system compilation conteXigble 9.1 shows the total
number of directories, files, and blocks associated withatbeking set of each compila-
tion. We identified these by dumping the entire access-baontext tree of WorkSIDE
and their associated DCNs. In each compilation contextgéreerated object files were
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Figure 9.2: Postmark Results for WorkSIDE (200 Sub-directories, aD,Bles, and
200,000 Transactions.). This shows the overheads assdaoidth the process of working-
set identification at the disk-level.

also included in the working set as the same inheritablesxbmtas passed for write oper-
ations as well.

We also used the Multi-DCN mode of WorkSIDE to calculate therking-sets for
kernel compilation withreke al | noconfi g andmake al | yesconfi g. For com-
pilation usingmake allnoconfigthe size of the working-set came out to 32.6MB. Fake
al | yesconfi g, the working-set size was 3GB. As the object files during catipn
are created from the same context, they were included in tikimg-set.

9.4.3 Postmark

To evaluate the performance overheads of WorkSIDE, we usd¢aintensive bench-
mark, Postmark. We ran our modified Postmark that passesxdatijects with each I/O
request, over WorkSIDE in its two modes, and compared it vétfular Postmark running
on top of a normal disk. For the regular Postmark we used uifraddExt2 as the file
system and for WorkSIDE evaluation, we used our modified EXi2 system. Figure 9.2
shows the overheads of WorkSIDE compared to regular disks.

WorkSIDE under the GCP mode of operation had an elapsed tumdead of 1.5%
compared to regular disk. The overhead mainly consists stiegy time (12%) caused
because of updating context trees and tracking greateshoaorprefixes. Under the multi-
DCN mode of operation the elapsed time overhead was 3.7% a@upo a regular disk,
caused by a 20% increase in system time. The increase ineadsitompared to GCP
mode is because under the multi-DCN mode, WorkSIDE has ¢k traultiple data nodes
per access-node. If WorkSIDE is implemented in a real disicking context trees would
be done by the disk firmware and hence would not incur the hBkt Gverheads.
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Chapter 10

Case Study: Context-Aware Caching

Modern large-scale storage systems have hundreds of gegaby built-in main mem-
ory [16], primarily for caching purposes. However, todasterage systems cannot adapt
their caching policies based on application-level worllloar data semantics, as they lack
information about higher level semantics. This is cause@rmyexcessively simple disk
interface [18, 70]. Application-aware caching policiesé®een found to be quite useful
in the context of OS level caches [14]. Yet today’s disk systeannot even separate inde-
pendent I/O streams generated by two different applicatioraking it harder to implement
application-aware caching policies.

In this section we design and evalu&@entext-Aware CachécA-cachg, an on-disk
caching mechanism that differentiates independent I/€asis using logical contexts and
tunes its caching policies based on individual accessipatte

10.1 Design

We designedA-cacheas an on-disk LRU write-through cache layer. The goamicache

is to identify sequential streams of I/O and disable cacliilegy data, as mostly sequential
I/O streams do not benefit from read caching. As we are irteatién the access-patterns
to tune the caching policy, this application uses accessibgontexts.

Architecture cA-cacheconsists of a set of dynamically-built context trees and R L
cache. Each tree represents a group of hierarchical centettt the same root context.
Each node represents the hierarchical context specifidueyyath from the root of the tree
to that node. Context trees are created or updated on eathegaest that specifies an
access-bound context.

Classification of Contexts Each node in the tree contains the following information
about a particular context: (a) the inferred access-paftar the particular context, (b)
the block number for the last read 1/0 request required tktsquentiality, and (c) two
counters that track the number of successive sequentiataanttbm read requests in the
past. A context node is initialized as random-access upsation. Based on the last read
request and the current request, either the sequentia¢ eattdom counter is incremented
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and the other is reset. When the values of the counters exthegshold the node is clas-
sified as sequential or random as appropriate. Note thateadsl classified node could be
re-classified when its access pattern changes. Upon regeidy read request, the counters
in all nodes that are part of the current context are updatddtee nodes are re-classified
if needed. We call the number of sequential read requestrezfjfor classifying a node
as sequential, thesequential thresholdThe sequential threshold is configurable, and can
range somewhere between 10 and 100. A sequential-accesssiteeclassified as random
upon a single out-of-order read.

Caching Methodology Our classification scheme allows for different hierarchyels in
the same context chain to be classified differently. For eptamwo sub-contexts that are
part of the same parent may be doing sequential 1/O in their lewels. However, since
the I/O from the sub-contexts could be received interleatregparent would be classified
as random.cA-cachedoes not require context identifiers to be repeatable. Ttrereit
contains a mechanism to automatically forget contextshase timeout. We periodically
purge context tree entries that represent inactive canfaithout any requests) beyond a
time threshold.

10.2 Evaluation

We implemented a prototype of our on-disk caching mechaasapseudo-device driver
in the Linux 2.6.15 kernel similar to WorkSIDE. We maintairetcontext trees in mem-
ory and an asynchronous kernel thread wakes up periodimafyrge timed out context
entries. If the block is present in the LRU cache, the psaleldee driver services the re-
guest from the cache, thereby avoiding a request to the lewel. Otherwise, the request
is directed to the lower level and the cache is updated on k=iap of the request, if the

request belongs to a random-access context.

Read Micro-benchmark To evaluatecA-cache we ran a micro-benchmark that gen-
erates synthetic random and sequential read workloaddtaimeously and calculated the
overall throughput of the random workload. We compared ltiheughput results ofA-
cachewith a vanilla LRU cache layer which treats all contexts dlyu8oth cA-cacheand
vanilla LRU cache used 4MB of cache (1,024 4KB pages) forlthischmark.

We ran a user program that generates workloads shown iné=iguf.. The user pro-
gram has four execution contexts (threads), A, B, C, and Rwhse their own files for 1/0O.
Thread A reads a 4GB file sequentially with contékt2-5} (see Figure 10.1). Thread B
reads a 4GB file sequentially, but it uses contéAts3-7} and{1-3-8} for alternate reads.
Thread C is identical to thread B, but it uses conte)ts4-9} and {1-4-10}. Thread D
reads random locations from a 4GB file using con{eix2-6}. For thread D, we use a ran-
dom number generator that repeats itself every 1,024 rddusthreads run until any one
of the sequential threads exits after reading 4GB of datautrexperiment, the throughput
of the random workload when run under the vanilla LRU cache W98 MB per second,
whereas withcA-cache the throughput was 7.71 MB/Sec.
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Figure 10.1: Context tree used for CA-cache micro-benchmark. After otgran
benchmark, CA-cache classified the grayed nodes as segluemdi the rest as random.

MySQL Micro-benchmark For this benchmark, We created two identical taldeg
andRAND in MySQL with 4,200,000 records each, and ran random andesel query
logs simultaneously. The tables were approximately 233M8&ize. The sequential query
log contained &el ect * query on the table. For a random workload, we selected a
subset of the records at random and issued select queried bagheir record IDs. To
show the benefits of caching random streams alone, we reptaaandom query log
ten times. We also ran the sequential log in a loop till thedcen workload completed.
We determined the throughput of the random workload (nurobeueries executed per
second) while the sequential workload was running in palralt was 266.13 queries per
second without selective caching, while it was 614.15 eseper second with selective
caching.
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Chapter 11

Case-study: Context-Based Disk
Scheduler

Modern servers run hundreds or thousands of applicatiomdtsineously. Inevitably some
of these applications would have higher storage performaeaquirements compared to
others. Critical applications using a shared storage sys&ed to be insulated from the
impact of transient workload surges caused by other agjgita A well-known model to
approach this problem is to allocate a proportional shareswfurces [72, 83, 84, 86]. Such
an allocation of shares must be based on logical higher tasks. However, today’s stor-
age stack cannot even distinguish between independeatrstref I/O requests emanating
from different logical tasks. Today, the file system canteel&O operations with threads
of execution (e.g., an OS process) while lower levels of theagle stack cannot. However,
even threads of executions may not directly correlate vathdal tasks. For example, a
database server could have a thread pool that it uses teseueries and which exact
thread services a query is not fixed. Therefore, in this gasgortional shares cannot to
assigned to the threads for achieving application-spgadfitormance insulation.

In this section we presenContext-Aware SchedulefCA-schedulg a flexible
proportional-share disk scheduler that uses applicdéeel logical contexts to identify
tasks and insulate performance for the tasks based on éiseurce shares.

11.1 Design

CA-schedule is a time-slice based proportional-share dibkedider that uses resource
share allocations associated with individual logical eat, to make scheduling decisions.
The share values for each logical context have to be presahffline communication
channel between the applications and the schedakeschedule decides the next I/O re-
guest to be scheduled, based on the share proportion agdmgnthe particular logical
context and the time each context has consum@gschedule ensures that a particular
context is given the proportion of disk-time whichasleastequal to its share value, pro-
vided the context has enough 1/O traffic to make use of it. Ehigespective of how many
distinct contexts perform I/O simultaneously and the retfrtheir workloads. For exam-
ple, if a particular context is assigned a 30% share valuejater how congested the disk
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Figure 11.1.CA-schedule operation when there are two contexts A anddB, wah shares
1/4 and 3/4 respectively.

is, the overall disk-time allocated for that context will@ast be 30%.

CA-schedule maintains several request queues based on théagity of proportions
needed. If the minimum granularity of a proportionli&:, thenca-schedule maintains
n request queuescA-schedule uses equal time-slices to service each of thegeues.
However, based on the share value of a context, its requeststgped across several
queues. For example, if the value ofis 10, and the share level for contestis 1/2
then the requests from that context are striped across fiferatit queues exclusively. If
we assume there are five other contexts each with sharellei@| this mechanism will
ensure that the requests of contextvill be serviced five times for every single time any
other context is serviced. The operatioroaf-schedule is shown in Figure 11.1.

CA-schedule maintains a table to map context identifiers vaighr share values. Upon
receiving a new request, it looks up the share value for itauohds it to the appropriate
gueue. Note that it also keeps track of the queue to whichaisteréquest for a particular
context was added, so that it can determine the queue foretkterequest from the same
context for striping purposes.

This method works for arbitrary values afwhich should be decided based on the
total number of distinct contexts and the minimum shareevéthat needs to be assigned.
Note thatcA-schedule only uses operation information and not the datiaiping to that
operation. Therefore, it uses access-bound or dual cenédanhe. It is useful to have
repeatable contexts fara-schedule, as otherwise, assigning share values have tonee d
every time a new context identifier is used.

11.2 Implementation

We implementeatA-schedule by modifying the existing fair-share scheduighe Linux
kernel version 2.6.15, popularly called as Complete FaieWug (CFQ) scheduler. The
CFQ scheduler in Linux already supported time-slice basbeduling at a per-process
level based on Linux pid. However, it associated equal shiareall processes. We mod-
ified it to perform proportional-share scheduling by havangonstant number of queues
based on the value afand to stripe requests on the corresponding queues, bassdon
ciated contexts. The modification was quite simple: we medifiO lines of existing code
and added 120 lines of new code to the scheduler.
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(a) Sequential Read

Run 1 (Ops) Run 2 (Ops) Run 3 (Ops)
context A (1/8) Null 193k (144Kk) 142k (108Kk)
context B (5/8) 861k (861k) 728k (718k) 540k (538k)
context C (2/8) Null Null 298k (215k)

(b) Random Read
Run 1 Run 2 Run 3
Context A (1/8) Null 4k (4k) 3k (3k)
Context B (5/8)| 21k (21k)| 17k (17k)| 12k (13k)
Context C (2/8) Null Null 6k (5k)

Table 11.1: Read micro-benchmark for CA-schedule: Eactigolin the table presents
the total number of 4KB reads performed in a five minute irdervhe values specified in
braces is the ideal number of reads that should have beeorped based on the share-
level for that context. Each row indicates a particular eghtun in parallel with other
contexts in that column. A “Null” value in a column indicatdsat the process for that
context was not run in parallel.

11.3 Evaluation

We evaluatedcA-schedule for random and sequential I/O operations. Wenassuhree
different contexts A, B, and C for all tests with share valugs 5/8, and2/8 respectively.
We describe the results for read and write workloads below.

Read Micro-benchmark To evaluateca-schedule for reads, we ran 10 identical pro-
cesses for each context. For a sequential read workloadprackss performed several
4KB sequential reads on their own file. We calculated thel taianber of reads com-
pleted by the threads of each context every minute. We useasha metric to evaluate the
correctness of our proportional share scheduler. We medsbe percentage slowdown
experienced by each context as other contexts were run allglaand compared it with
each context’s share allocation. To get the total capadithe system, we first ran one
context alone and measured the number of reads performexdbaftinutes. We then ran
multiple contexts and calculated the slowdown experiermedach of them because of
other contexts. We then compared these slowdown percentétfethe total capacity of
the system. For random read, we used the same number ofcialgmbcesses and each of
them performed random 4KB reads on their own files.

Table 11.1 shows the number of operations completed by ddbk contexts when run
together with other contexts. Overall the total the slowd@xperienced by each context
is proportional to the share allocation.

Note that when there are no requests from a particular coritexshare allocation for
that context will be proportionally distributed among atlher active contexts. Therefore,
when contexts A and B are alone run without C, even if theiivinidal share values are
1/8 and5/8 respectively, the effective proportion of resources ated for them would be
1/6 and5/6 respectively. This can be verified based on the values showakle 11.1.
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(a) Sequential Write

Run 1 (Ops) Run 2 (Ops) Run 3 (Ops)
Context A (1/8) Null 248k (204k) 200k (153k)
Context B (5/8) 1.2M (1.2M) 938k (1.02M) 536k (765k)
Context C (2/8) Null Null 373k (306k)
(b) Random Write
Run 1 Run 2 Run 3

Context A (1/8) Null 13k (14k) | 10k (11k)

Context B (5/8)| 84k (84k) | 65k (70k)| 46k (53k)

Context C (2/8) Null Null 19k (21k)

Table 11.2: Write Micro-Benchmark for CA-Schedule

Context A (1/6)

Response Time (g

Context B (5/6)

Response Time (g

Transaction 187 109

Delivery 139 80

New Order 131 77

Order Status 135 78

Payment 160 97
Throughput (tpmC) 90.33 139.65

Table 11.3:Average response time for TPC-C Benchmark

Write Micro-benchmark  To generate sequential and random write workloads, we used
3 threads per context, and each of them performed 4KB wrigeatipns on their own files.
To introduce synchrony in the workloads, each process pagd anf sync on their files
periodically. We set the sync frequency as 1000 for seqalentites and 50 for random
writes. The results for the write workload is shown in Table2l As we can see, the
percentage slowdown of each context is in proportion tohgse allocation.

The read and write micro-benchmarks detailed above depatily parallel workload
environments as representative of large scale systemseHgmer most parallel environ-
ments,CA-schedule provides accurate resource allocations.

TPC-C Benchmark We ran two instances of the TPC-C benchmark with two differ-
ent context identifiers, A and B, to evaluate-schedule under a relatively less parallel
I/O-intensive workload. Contexts A and B had share valuek/6fand5/6 respectively.
Table 11.3 shows the response time and throughput resuhise bEnchmark. As seen from
the results, the performance of the contexts are not dyrectiportional to the share val-
ues. This is because, each instance of TPC-C does not gerea@igh 1/0O requests with
a given time to fill all the queues afa-schedule. Therefore, our prototypeat-schedule

is more beneficial for workloads that are heavily 1/O intgasi
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Chapter 12
Related Work

In this chapter, we discuss related research for the cosicemhniques, and insights used
in our abstractions and the case-studies that we developed.

12.1 Briding the Information-gap in the Storage Stack

Several systems have been proposed with the overall goaidugfibg the information-gap
in the system stack. In this section, we classify existirgpagch in this area into four
categories: extensible systems, richer abstractiong;blased interfaces, and inference-
based systems. The related work for the case-studies fbr aastraction is discussed
under their respective sections.

12.1.1 Extensible Systems

Building extensible systems are a solution to the problemfofmation-gap in the storage
stack. Extensible operating systems [10, 65] allow appbtoa to implement their own
policies for traditional operating system tasks, by emgua safe execution environment
them. A related approach is the one taken by Exokernel [2Bi¢hvadvocates building a
minimal operating system and have everything else be imgiéed in application libraries.

The notion of extensibility has also been explored at thellware level. For example,
active disks [1, 62] enable applications to download code the disk that is run within
the disk controller. Such code can implement arbitraryrfiigg of data based on applica-
tion level predicates, and even perform more sophisticapetations such as search [45]
without actually transferring data out of the disk subsyst8criptable RPC [48] proposes
making the interface of a network file server extensible st thients can dynamically
implement flexible cache consistency and concurrency igslic

All these systems provide a lot of control to the applicatmal in the process, essen-
tially ties them together. For applications to actually sseh extensible layers, they need
to have a reasonably intricate understanding of the systam,making them complex to
design. Nevertheless, for applications that really reggiich control and can utilize it
sensibly, these provide the right level of abstraction.
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12.1.2 Hint-Based Interfaces

A more evolutionary approach that past research has expi®te provide specific primi-
tives at the system level that the applications can use teeganformation to the operating
system. Informed prefetching [78] is an example of such &esys By enabling the ap-
plication to convey information on its future access patténe operating system acquires
knowledge about the application that it uses to perform nmaedligent prefetching. An-
other example is the Logical disk [17], which provides armifdce for the applications to
encode locality hints by creating lists of blocks. Researslhave also looked at the flip-
side of the problem: provide information about the operpipstem to the application so
that the application can make intelligent decisions. lefolel [5], and icTCP [31] advocate
the approach of the operating system exporting a minimalatnaf internal information
which the applications then use to tune their behavior.

Previous work has also looked at the idea of conveying agipdic knowledge through
new abstractions. Perhaps the closest to our work is theoid@asource Containers [22],
which allows applications to group requests into a resococgainer which is then treated
as a logical principal for the purposes of resource isatatitowever, even Resource Con-
tainers were built with the specific goal of resource accognt

One commonality between many of these hint-based appreashbat the hints are
often tied to a specific kind of optimization or functionglitn other words, the information
being transferred is designed with a particular purposeimdmThis in turn limits the
flexibility of such a system because each new class of funality may require yet another
new primitive to be added to the interface.

12.1.3 Richer Abstractions

Our work is closely related to a large body of work examinirggvrinterfaces between
file systems and disk storage. For example, logical diskamexpghe block-based inter-
face by exposing a list-based mechanism that file system® es#vey grouping between
blocks [17]. The Universal File Server [11] has two layersevehthe lower layer ex-
ists in the storage level, thereby conveying directory+glationships to the storage layer.
More recent research has suggested the evolution of theggstanterface from the current
block-based form to a higher-level abstraction. ObjedellsStorage Device (OSD) is one
example [53]; in OSDs the disk manages variable-sized tbjestead of blocks. Object-
based disks handle block allocation within an object, hilltdsi not have information on
the relationships across objects. Another example is BoxWd9]; Boxwood considers
making distributed file systems easier to develop by progdi distributed storage layer
that exports higher-level data structures such as B-TEd2AID [18] explores the utility
of exposing hardware specific information from a RAID devicehe higher layers such
as the file system.

These interfaces are designed with some specific applisatioscenarios in mind. For
example, it is hard to implement a database in an objectdbdisk. This illustrates that it
is hard to design a generic interface that is suitable fordewange of applications.
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12.1.4 Inference-Based Systems

Inference-based systems take the extreme approach of gna&imodifications to inter-
faces, butnfer cross-layer information without explicit transfer for anfnation across the
layers.. Gray-box systems [4] is an early example of suclparoach. An application with
“gray-box” knowledge of the operating system attempt toliaigy control the operating
system behavior by tuning its workload in such a way thatkésathe operating system to
a state that results in the desired policy. Another systeithdlong the same philosophy
is semantically-smart disks [70] in which the storage systefers knowledge about the
higher layers by carefully observing traffic patterns andelating them to higher level
operations.

Although inference-based techniques are valuable fronvithepoint of being easily
deployable and less intrusive, these approaches havetheiimitations because they are
heavily constrained in terms of not changing interfacess irhmany cases results in addi-
tional complexity, making it hard to reason about corresgnehile also limiting the usage
of such inferred knowledge to less aggressive applicatimaiscan tolerate inaccuracy.

12.2 Interface Between File Systems and Disks

Our work is Type-Safe Disks is closely related to a large bafdyork examining new inter-
faces between file systems and storage. For example, laliséal expand the block-based
interface by exposing a list-based mechanism that file systese to convey grouping be-
tween blocks [17]. The Universal File Server [11] has twelgwhere the lower layer ex-
ists in the storage level, thereby conveying directory+glationships to the storage layer.
More recent research has suggested the evolution of thegstamterface from the current
block-based form to a higher-level abstraction. ObjedellsStorage Device (OSD) is one
example [53]; in OSDs the disk manages variable-sized tdbjastead of blocks. Sim-
ilar to TSD, object-based disks handle block allocatiorhimitan object, but still do not
have information on the relationships across objects. Beroexample is Boxwood [49];
Boxwood considers making distributed file systems easieet@lop by providing a dis-
tributed storage layer that exports higher-level datacttines such as B-Trees. Unlike
many of these interfaces, TSD considers backwards coniggitdnd ease of file system
modification as an important goal. By following the blocksbkd interface and augmenting
it with minimal hooks, we enable file systems to be more rgaubirtable to this interface,
as this paper demonstrates. Others examine the storagdet®y trying to keep the in-
terface constant, but move some intelligence into the distesn. For example, the Loge
disk controllerimplemented eager-writing by writing toladk closest to its disk arm [21].
The log-based programmable disk [85] extended this worlirapfree-space compaction.
These systems, while being easily deployable by not regyiriterface change, are quite
limited in the functionality they extend to disks.

A more recent example of work on improving storage functibpaithout changing
the interface is Semantically-smart Disk Systems (SDSH) [xn SDS enables rich func-
tionality by automatically tracking information about tfie system or DBMS using the
storage system, by carefully watching updates. Howevenaséc disks need to be tai-
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lored to the specifics of the file system above. In additioay tinvolve a fair amount of
complexity to infer semantic information underneath asyonous file systems. As the
authors point out [69], SDS is valuable when the interfacgenoabe changed, but serves
better as an evolutionary step towards an eventual change ¢xplicit interface such as
TSD.

12.3 Type-safety

The concept of type safety has been widely used in the coot@xbgramming languages.
Type-safe languages such as Java are known to make progngreasier by providing

automatic memory management. More importantly, they im@gecurity by restricting

memory access to legal data structures. Type-safe languesgea philosophy very sim-
ilar to our model: a capability to an encompassing data gtradmplies a capability to

all entities enclosed within it. Type-safety has also begiared in the context of build-

ing secure operating systems. For example, the SPIN opegrsystem [10] enabled safe
kernel-level extensions by constraining them to be writteModula-3, a type-safe lan-
guage. Since the extension can only access objects it hdisiegpcess to, it cannot

change arbitrary kernel state. More recently, the Singylaperating system [33] used a
similar approach, attempting to improve OS robustness elnability by using type-safe

languages and clearly defined interfaces.

12.4 Capability-based Access Control

Network-Attached Secure Disks (NASDs) incorporate cdpglibased access control in
the context of distributed authentication using objecdubstorage [2, 25, 54]. Temporal
timeouts in ACCESS are related to caching capabilitiesduaitime interval in OSDs [6].
The notion of using a single capability to access a group @tkd has been explored in
previous research [2, 29, 54].

In contrast to their object-level capability enforceme®f CESS uses implicit path-
based capabilities using pointer relationships betweeckisl

12.5 Notion of Context in Storage

The idea of tagging requests with identifiers has been eag@liorthe context of distributed
systems for performance debugging, profiling, etc. Pinpdis] and Magpie [8] are ex-
amples of systems in this category. Recently, Thereska pt@bosed applying a similar
idea in the context of distributed storage systems mainlpésformance monitoring [77].
All these systems look at tagging requests in a causal chitiraveertain identifier so that
the entirepath of a logical request (which may involve multiple physicatwerk hops)
can be tracked. Researchers have also looked at implieféyring this causal knowledge
without explicit tagging [3, 28, 46] but it involves signifint complexity compared to the
explicit tagging approach. These systems only operatamilie scope of one logical re-
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guest and are targeted at a specific application. In cor@&d0 allows for a more general
expression of application level semantics to cater to a wadeety of applications.

Previous work has also looked at conveying applicatioellgvouping through new
abstractions similar to our notion of context. Perhaps theest to our work is the idea
of Resource Containers [22], which allows applicationsrmug requests into a resource
container which is then treated as a logical principal ferphrposes of resource isolation
and accounting. However, similar to the systems discusbedea resource containers
were also built with the specific goal of resource accounéing convey information on
one specific kind of grouping.

Our work on context-aware /0O also fits into a class of otherkam general solutions
for bridging the information gap across system layers. WWotkis area mainly belongs in
three categories: extensible systems, hint-based intsfand implicit techniques to infer
information or exert control. We discuss each of these.

12.6 File System Consistency

Consistency mechanisms for file systems have been explatedsévely. Early file sys-
tems such as FFS [52] relied on a global scan of disk metanlfitadonsistency problems.
This mechanism, called the file system consistency check)(fsas in popular use until
recently in the Linux Ext2 and Windows VFAT file systems. Hewe as increasing disk
sizes made such global scans more and more expensive, rfiolenéimechanisms have
become popular. Journalling, originally proposed as easlin the Cedar file system [27],
uses database like transactions for metadata updatesrividdesystems such as Ext3 and
Windows NTFS use journalling for file system consistencyoier technique proposed
for file system consistency is Soft Updates [24, 51], whidteos updates carefully so that
pointer dependencies get updated in the right order. Safates is somewhat similar in
spirit to our approach since it is also pointer-based. Atinadly recent study evaluated the
trade-offs between journalling and soft updates [66].

Database systems have for long used mechanisms for comgist€onsistency in
databases is enforced via transactions; the ARIES traoealbased recovery mecha-
nism [56] is used quite widely in database systems. The laskimique is to group all
related updates into a single transaction that is then ctteatio disk atomically, so that
the state remains consistent. As we described in Sectigtrardactions are more general
and powerful than pointer-based consistency, but usingséetions requires a fair bit of
work at the application level. Our mechanism provides a fmyet effective alternative
to transactions, although not as general.

Consistency at the disk level has been explored in the cbnfegemantically-smart
disks (SDS) [71]. In that paper, the authors implement jallimg underneath unmodified
Ext2 by utilizing inferred semantic knowledge. Howevertleir work, the disk system
had to be aware of the specific structures at the file systeet &éd thus was tied to a
specific file system. Further, it required a synchronous rhofithe file system. Our work
explores enforcing consistency in a manner generic to tipieehilevel software. However,
in the process, we require changing the file system or soét@hove to use the pointer
API. We therefore view both these approaches as complemyenta
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Chapter 13

Conclusions

As Butler Lampson said, interface design is one the most tegspects of system de-
sign, while also being the most important. Interface desigihave traditionally embraced
the philosophy of minimalism—nhide as much information altbe layers as possible, so
that the layers can innovate and evolve independently. dgpsoach, despite all its merits,
has the downside of obscuring what a layer knows about itg$)phus limiting function-
ality. At the other extreme, some systems have explored bawmpletely tie the layers
together, by having extensible layers, or exposing detaiitormation about the inner se-
mantics of a layer. What we have explored in this thesis istlfaiground, where we send
a small amount of information across layers. By making theegation of the information
separate from how the information is used, we enable theddagee independent of each
other, while still enabling arbitrary grouping and relaiships to be conveyed across the
storage stack.

13.1 Lessons Learned

We now discuss four key lessons learnt through our expegignevolving and prototyping
our end-to-end abstractions and the case-studies. Weddliese lessons would be useful
for future interface designers not only in the storage domaiit also more generally in
computer systems.

Lesson 1: Generalizing structural and operational inforntian in storage is
possible.

Our pointer abstraction shows that higher-level strustigech as files, directories,
database tables, or B-trees can be formalized in a genemtiendy way of pointers.
The fundamental insight behind the pointer abstractiohas today’s disk systems store
data in the form of fixed size blocks. Therefore, to implentagher-level structures on
top of this simple abstraction, relationships have to bal#ished between these individ-
ual blocks. Most file systems and other storage softwareytodantain these relationships
throughexplicitpointers. Even if pointers armplicit as in the case of extent-based storage
design, it is straightforward to generate them explicidy ommunicating to the storage
stack.
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The context-aware storage abstraction provides a meamsrtalize operationalin-
formation in addition to structural knowledge. By way of faechical context identifiers,
we show how application-level operational contexts canrmoded in a generic manner
even for complex storage applications such as databases.

Lesson 2: Requiring just implementation-level modificatie to existing in-
frastructures is a virtue in interface design.

Both our abstractions require only implementation-levetifications to existing soft-
ware layers. Our straightforward implementations of the¢2E$SD and VFATTSD file
systems that support the type-aware storage abstractiditaie that as long as there is
not a need to redesign existing infrastructures, intertd@nges are easy to be adopted
and deployed. The limited changes that we made to the MyS@LitamLinux kernel to
support hierarchical contexts corroborate this fact.

Lesson 4: Annotating pointers or contexts with applicatidevel attributes
enables a wider range of functionality.

To support new features that need to be tuned for specificcapipins or storage layers,
annotating generic information with optiorettributesproves to be useful. Some of our
case-studies such as DHIS (Section 6) and CA-scheduleid8€d) use such attributes.
These case-studies show that attributes need not be pdre ohain interface, but can
be communicatedffline between specific layers. For example, the share propontion f
different contexts in our CA-schedule proportional-shaigk scheduler is set offline by
the administrator, specifically in the disk scheduler layer

Lesson 3: Decoupling the generation of information from itssage has its
own limitations

Although our abstractions enable a wide-range of new fonelity in the storage stack,
they cannot support certain kinds of features that requieeipe application-specific in-
formation. For example, although type-awareness enaliéés tb group blocks based
on pointers, disks cannot precisely identify if a particudeoup represents a file, direc-
tory, or a database table. Although it is true that a largesctd new functionality can be
achieved without such such knowledge, some features tledtsrte use more fine-grained
application-specific information cannot be implementethait help from applications.
Similarly, although context-aware storage encodes algeaities of application contexts,
lower layers cannot identify what each level in the hiergncteans, which may be needed
for certain functionality.

13.2 Future Work

In this section, we discuss potential future directionsxpl@re in the topic addressed by
this thesis. We first talk about how the general principleibebur abstractions can extend
more broadly in other domains. We then discuss two posdgiitled directions to develop
new applications using our abstractions.

101



13.2.1 Generalizing Information in Other Domains

What we have explored in this thesis is how structural andaifmaal knowledge about
application data can be formalized and used to bridge tloerdtion-gap in the storage
stack. This general principle of formalizing the differgmbpertiesof application data is

relevant in other domains. For example, it could be intérgdb explore if security polices

can be formalized in a minimal and generic manner and prapdgecross the systems
stack to enable a new class of secure systems, where diflaggrs can independently
provide security features without explicit coordinatioarh applications.

13.2.2 Applications in Virtual Machine Environments

The growing popularity of virtual machine technology exd&etes the problem of
information-gap in the systems stack, as it introduces rerolayer of virtualization.
Bridging the gap in this context enables highly useful otations and new functionality
at the virtual machine host. For example, if the host kersehware of structural
information about data in virtual machines, it can implemsecurity features such as
global anti-virus checking, intrusion detection, or ascesntrol, that cannot be bypassed
by any guest virtual machine.

13.2.3 Applications in Distributed Environments

Distributed environments present a similar scenario asialimachines in the aspect of
information-gap. We believe that the notion of hierarchamntexts enables a wide range
of functionality in distributed systems. Starting fromasghtforward features such as dis-
tributed performance isolation, contexts can potentigtlya long way in enabling more

complex and interesting functionality such as custom bdltg and consistency policies

and so on.

13.3 Summary

Overall, we find that type-awareness and context-awardandsg storage stack enables
an interesting set of new functionality and optimizatiow#h minimal modifications to
existing infrastructures. We believe that our abstrastiexplore an interesting and effec-
tive design choice in the large spectrum of work on altewesititerfaces to storage. As
described in Section 13.2, we believe that the insightvdérin this thesis apply broadly
in several other systems domains.
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