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Abstract of the Dissertation

Enhanced 3D Front Tracking Method with Locally
Grid Based Interface Tracking

by

Yuanhua Li

Doctor of Philosophy

in

Applied Mathematics and Statistics

Stony Brook University

2007

We present a new interface tracking algorithm for 3D front tracking called Lo-

cally Grid Based tracking (LGB), which is demonstrated to be a significant improve-

ment to the existing front tracking method. It combines the best features of two

previous 3D interface tracking algorithms. To be specific, it combines the robustness

of Grid Based tracking with the accuracy of Grid Free tracking. We report the im-

plementation of this algorithm and the comparison study with publicly distributed

interface codes (the level set method), with published performance results (VOF and

other methods) and with previous versions of front tracking. We also explore the ap-

plication of this algorithm in the study of mean curvature flow and 3D chaotic fluid

mixing problems.

iii



To my parents, sisters and my loving wife



Table of Contents

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Interface Tracking Methods . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Front Tracking Method in FronTier . . . . . . . . . . . . . . . . . . . 3

1.2.1 Mathematical Formulation . . . . . . . . . . . . . . . . . . . . 5

1.2.2 Representation of fronts . . . . . . . . . . . . . . . . . . . . . 6

1.2.3 Propagation of Interface . . . . . . . . . . . . . . . . . . . . . 7

1.2.4 Interior Solver . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3 Locally Grid Based Interface Tracking . . . . . . . . . . . . . . . . . 9

1.4 Dissertation Organization . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Locally Grid Based Interface Tracking . . . . . . . . . . . . . . . . . 10

2.1 Two Existing 3D Interface tracking Methods . . . . . . . . . . . . . . 10

2.1.1 Grid Free Method . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.2 Grid Based Method . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.3 Grid Free vs. Grid Based Method . . . . . . . . . . . . . . . . 13

v



2.2 Locally Grid Based Method . . . . . . . . . . . . . . . . . . . . . . . 18

3 Numerical Implementation and Comparison Study . . . . . . . . . 21

3.1 Comparison with the Level Set Method . . . . . . . . . . . . . . . . . 21

3.1.1 Rotating Slotted Disk . . . . . . . . . . . . . . . . . . . . . . 22

3.1.2 Swirling Ellipsoid and Reversal . . . . . . . . . . . . . . . . . 25

3.2 PLIC-VOF Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.1 Two Dimensional Single Vortex Simulation . . . . . . . . . . . 27

3.2.2 Two Dimensional Deformation Test . . . . . . . . . . . . . . . 29

3.2.3 Three Dimensional Deformation Field Test . . . . . . . . . . . 30

3.2.4 Three Dimensional Shear Flow . . . . . . . . . . . . . . . . . 32

4 Applications to the Numerical Study of Physical Problems . . . . 34

4.1 Numerical Study of Mean Curvature Flow . . . . . . . . . . . . . . . 34

4.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.1.2 Notations from Differential Geometry . . . . . . . . . . . . . . 37

4.1.3 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.1.4 Calculation of Normal and Curvature . . . . . . . . . . . . . . 39

4.1.5 Interface Optimization . . . . . . . . . . . . . . . . . . . . . . 42

4.1.6 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2 Numerical Study of 3D Rayleigh Taylor Growth Mixing . . . . . . . . 46

5 Front Tracking with Limited Mass Diffusion . . . . . . . . . . . . . 49

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.2 Physical Mass Diffusion in One Dimension . . . . . . . . . . . . . . . 51

5.3 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.4 Extension to Higher Dimensions . . . . . . . . . . . . . . . . . . . . . 61

vi



5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

vii



List of Figures

1.1 FronTier Flow Chart . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Comparison of GF and GB interface propagation using a common 803

mesh. Left: Common initial initial conditions (an elongated ellipsoid).

Center: Lagrangian (grid free) propagation. Right: Eulerian (grid based)

propagation. The plots are after 500 steps in a spiraling velocity field.

which is after about 1.6 rounds of revolution at the center and 2.9 rounds

of revolution at the outer edge (the angular velocity is a linear function

of r). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Grid based interface reconstruction introduces a truncation error of the

interface position which is of O(h2/∆t) . . . . . . . . . . . . . . . . . 14

2.3 Comparison of LGB and GB in a single vortex velocity field with reversal.

using a common 1003 mesh. The initial interface is sphere of radius 0.15

centered at (0.5, 0.75, 0.5). The upper row shows the locally grid based

tracking and the lower row shows the grid based tracking. From left to

right are t = 0, 4, 8 respectively. . . . . . . . . . . . . . . . . . . . . . . 16

viii



2.4 Steps to reconstruct a tangled section of the three dimensional interface.

From left to right and top to bottom: (1) assemble blocks which contain

un-physical edges, (2) delete triangles attached to the box and rebuild the

interface through the grid-based method, using the grid-based method to

reconstruct the interface topology inside the box, (3) align triangles inside

the box and outside the box, (4) relink the interface topology for triangles

inside and outside the box, and thereby obtain the final interface with

new topology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1 Comparison of slotted disk simulation using first order methods. The

upper sequence shows the result of the level set method while the lower

sequence shows the result for the front tracking method. The grid for

both is 100 × 100. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2 Comparison of slotted disk simulation using high order methods. The

upper sequence shows the result of the level set method using the fifth

order WENO scheme and the lower sequence shows the result of front

tracking using the fourth order Runge-Kutta method. . . . . . . . . . 24

3.3 Comparison between level set and front tracking on velocity reversal.

The upper sequence shows the results of the level set method using a fifth

order WENO integration while the lower sequence shows the results of

front tracking using the fourth order Runge-Kutta method for the point

propagation. The ellipse is placed in a dipole velocity field. The velocity

is reversed at t = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

ix



3.4 Reversal test of a 2D interface in the single vortex velocity field. The

computation is performed in a 1282 computational mesh. In comparison

with Figure 4 of [101], the resolution of the interface matches the best

results by the Marker Particle methods. . . . . . . . . . . . . . . . . . 28

3.5 Reversal test of a 2D interface in the 2D deformation velocity field. The

figure is visually superior to all comparison solutions, including the par-

ticle methods in [101, 102]. . . . . . . . . . . . . . . . . . . . . . . . . 29

3.6 Reversal test of a 3D interface in deformation velocity field with CFL =

0.5. The sequence above has the mesh of 643, and the sequence below has

the mesh of 1283. From left to right are t = 0, 1.5, 3 respectively. . . . 31

3.7 Profiles at maximum deformation for the 3D shearing flow using the

locally grid-based front tracking. The mesh is 64× 64× 128 and CFL =

1.0. The first row is for T = 6 and the second row is for T = 9. The

first column is the xy-plane view and the second column is the yz-plane

view of the interface at T/2. The third column gives the interfaces after

complete reversal t = T . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.1 L1 error norm of the shrinking sphere under 203, 403 and 803 meshs. . . 43

4.2 Dumbbell shape at times: 0, 0.015, 0.024, 0.03 respectively . . . . . . . 45

4.3 Rayleigh Taylor instabilities evident in Crab Nebula. The material was

created for NASA by STScI under Contract NAS5-26555 and for ESA

by the Hubble European Space Agency Information Centre. . . . . . . 47

5.1 Comparison of algorithms for the 1D diffusion and transport problem.

Plot of density vs time, displayed after 2000 coarse grid time steps and

an equivalent physical time for the fine grid. . . . . . . . . . . . . . . . 57

x



5.2 Comparison of coarse mesh space time density contours for different al-

gorithms. Two contours are shown, for ρ = 1.5 and ρ = 2.5, that is 25%

and 75% of the density change through the transition layer. To avoid

stairstep plots of coarse grid piecewise constant functions, we use recon-

struction of the transition layer as defined in Sec. 5.2. For the untracked

FD algorithm, we interpolate data between adjacent grid points. Left:

subgrid (tracked) algorithm. The diffusion layer has a width of about

2dn = 0.8∆x at time t = 16. Right: FD (untracked) algorithm. The

numerically computed diffusion layer has a width of about 3∆x at time

t = 16. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.3 Convergence of the tracked subgrid and the tracked FD algorithms for

the same 1D diffusion and transport problem. Left: the tracked subgrid

algorithm; right: the tracked FD algorithm. The coarsest grid coincides

with that of Fig. 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.4 1D comparison of algorithms for a shock contact interaction problem.

Left: before the shock interacts with the contact; right: after the shock

passes through the contact. . . . . . . . . . . . . . . . . . . . . . . . . 60

5.5 1D comparison of algorithms for a rarefaction contact interaction prob-

lem. Left: before the rarefaction interacts with the contact; right: after

the rarefaction passes through the contact. . . . . . . . . . . . . . . . 61

5.6 Left: Self similar growth of the mixing zone. Right: The same data

plotted using a time dependent Atwood number, to remove the effects

of numerical or physical mass diffusion. . . . . . . . . . . . . . . . . . 62

xi



List of Tables

2.1 Comparison of the L1 error for the 3D Front Tracking method with

grid based and locally grid based algorithms. The simulation is in a

single vortex velocity field Eq. (2.6) followed by a reversal to the initial

conditions. The simulations are performed in a 1× 1× 1 domain with a

1003 computational mesh. The initial interface is sphere of radius 0.15

centered at (0.5, 0.75, 0.5). . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.1 Convergence test of the 2D front tracking method under the single vortex

velocity field with CFL = 1.0. . . . . . . . . . . . . . . . . . . . . . . 28

3.2 L1 norms at t = 3 for the LGB method in the three dimensional defor-

mation simulation compared to the two interface methods used in [81]

with CFL = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3 L1 norms for T = 3, T = 6, and T = 9 for the comparison of the LGB

method with the two other methods in [81] in the three dimensional de-

formation simulation in the shear flow velocity field. The computational

mesh is 64 × 64 × 128 and CFL = 1.0 is used. . . . . . . . . . . . . . 32

4.1 Comparison of mean curvature and normal between the Nelson Max

method and the area weighted method. . . . . . . . . . . . . . . . . . . 42

4.2 Maximum amount of the L1 norm of the error of the shrinking sphere

evolving under mean curvature . . . . . . . . . . . . . . . . . . . . . . 44

xii



5.1 L1 error comparison for different algorithms. . . . . . . . . . . . . . . 58

5.2 Comparison of diffused mass for different algorithms at the same time

with different grid sizes. The coarsest mesh corresponds to the late time

3D simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.3 Mixing rates compared for an air-helium 3D Rayleigh-Taylor experiment

and related simulations. The simulations compare physical mass diffu-

sion to ideal physics (no diffusion) and they compare tracked to untracked

algorithms. The agreement of the tracked simulation with physical mass

diffusion with the experiment is excellent, while the ideal simulations do

not agree with experiment, nor (because of the numerical mass diffusion

in the untracked ideal simulation) with each other. . . . . . . . . . . . 63

xiii



Acknowledgements

I would like to express my profound gratitude to my advisor, Dr. Xiaolin Li, for

suggesting this important and exciting thesis topic and for his advice, support and

guidance toward my Ph.D. degree. He taught me not only the way to do scientific

research, but also the way to become a professional scientist.

I am deeply indebted to Dr. James Glimm for his mentorship, guidance and

sharing his wisdom on conducting scientific research. His scientific vigor and dedica-

tion makes him a lifetime role model for me.

I would like to thank all my groupmates and friends, with whom I collaborated

on most of my research works. Especially, I want to acknowledge Dr. Xinfeng Liu

whose work significantly improved the Locally Grid Based Method and extended its

application into fluid mixing problems.

I would also like to thank Dr. Roman Samulyak and Dr. Foluso Ladeinde for

being on my dissertation committee. I would like to thank Dr. Yan Yu, Brian Fix and

other Galaxy admins, who spend tremendous time to maintain the super computing

facilities on which most of my work was performed.

Most of all, I would like to thank my dearly be loved wife Yue, who is willing to

share happiness and sadness with me. She makes me the luckiest man on the earth.

Throughout my academic journey, the constant support from my families has

always motivated me to strive forward. Their unconditional love has never been

affected by the physical distance between us. My dissertation is dedicated to them.



Chapter 1

Introduction

We begin Chapter 1 with a background review of interface tracking methods,

the front tracking in FronTier, then we introduce a new interface tracking algorithm

for 3D front tracking.

1.1 Interface Tracking Methods

Numerical modelling of multi-phase and free-surface flows is an important topic

with a variety of applications in different disciplines in engineering, applied sciences

and fundamental physics. Many numerical methods have been proposed and used to

model complex 2D and 3D flows exhibiting topology changes. Surveys of different

interface tracking methods can be found in [37, 89, 104, 107, 114]. These interface

tracking methods can be roughly divided into three groups: Lagrangian methods (or

sometimes called front tracking methods), Eulerian methods (or sometimes called

front capturing methods) and Hybrid Methods.

Lagrangian methods usually maintain an explicit interface and evolve the in-

terface by following the flow along characteristics, either using surface markers [44,

46, 96, 115, 116] or marker particles with volume particles possessing an identity or

color [18, 100]. Generally, Lagrangian methods can maintain filamentary structures
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better than Euler method and conserve adequately mass even without explicit vol-

ume conservation. On the other hand they could be rather expensive as the number

of volume particles increases, or require complex algorithms to resolve topological

changes in the explicitly represented interface.

Popular Eulerian front capturing methods, where the interface is defined in some

way on a fixed grid, include volume tracking or volume-of-fluid (VOF), level set and

phase field methods. They are simple to implement since they are based on a single

scalar function defined on the computational domain and do not require explicit

tracking of the interface geometries as in Lagrangian methods. Topological changes

in the interface could be handled naturally. However, they generally suffer from

excessive numerical dispersion or mass loss. For detailed comparison study of several

interface tracking methods, we refer to the papers [101, 102] by Rider and Kothe and

several other papers [30, 35, 66].

In order to take advantages of different tracking methods, a number of hybrid

methods also appeared [5, 35, 111]. The Locally Grid Based interface tracking method

that we will discuss in detail in following sections falls into this group. In [111] a mixed

Eulerian scheme combines the good mass conservation property of VOF methods

with the accurate surface curvature representation via finite difference of the level set

function. In [35] Lagrangian disconnected marker particles are randomly positioned

near the interface and are passively advected by the flow in order to rebuild the level

set function in underresolved zones, such as high curvature regions and near filaments,

where the level set approach regularize excessively the interface structure and loses

mass.
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1.2 Front Tracking Method in FronTier

The front tracking method is an adaptive computational method that provides

sharp resolution of wave fronts by tracking the interfaces between distinct materi-

als. It represents interfaces explicitly as lower dimensional meshes moving through

a volume-filling grid and treat them as interior moving boundaries. Early proposals

for front tracking are introduced in Richtmyer and Morton [99], and its realization

in one space dimension can be found in [65, 92, 99, 112]. Since early 1980s, extensive

work on front tracking method and its application in two space dimensions has been

done by J. Glimm and his coworkers [49, 60, 63]. This method has been implemented

in a robust and validated code FronTier, which is characterized by its accuracy and

high resolution for both solutions and discontinuity locations on significantly coarse

grids. Front tracking has matured as a numerical scheme in one and two space dimen-

sions in last few decades. Great effort has been added on its extension to three space

dimensional flows [46, 47]. The major challenge in its extension to three dimensions

lies in the maintenance of the dynamically evolving fluid interface, which requires the

ability to detect and resolve changes in the topology of a moving front.

A primary objective for any front tracking code is to allow simulations that dis-

tinguish different fluid or material components. This is accomplished via the notion of

an interface, which describes the topology and geometry of the surfaces that separate

the fluids. Thus the interface tracking algorithm is one of the most critical parts of

any front tracking code. We will give a brief introduction of the FronTier code in this

section. Please refer to [46, 47] for details about FronTier code. Figure 1.1, which is

taken from [46], shows the flow chart of FronTier front tracking.
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Figure 1.1: FronTier Flow Chart
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1.2.1 Mathematical Formulation

FronTier models physical problems by solving systems of conservation laws. The

basic physical principles of conservation of mass, momentum, and energy can be ex-

pressed mathematically in the system of conservation laws. Depending on the physical

model, the system of conservation laws can be equations of almost any type, such as

elliptic, parabolic, hyperbolic, or even mixtures of these types. The conservation prin-

ciples state that for an extensive quantity throughout a domain, the total amount of

quantity within the domain, which in general varies with time, must balance the flux

through the boundary of the domain during the time period.

The system of hyperbolic conservation laws can be written in the following dif-

ferential form:

Ut + ∇ · F (U) = 0, F = (F1, ..., Fd) in D = Rd × R+, (1.1)

where the function U is defined to be U : (x, t) ∈ Rd × R+ → U(x, t) ∈ Rp; Fj(U) =

(F1j(U), ..., Fpj(U))T ∈ Rp.

If we integrate equation 1.1 with respect to x and t in domain D, we obtain the

integral form of conservation law

d

dt

∫

D
U dD =

∫

∂D
F (U) · n dS, (1.2)

where S is the boundary of D, and n is the outward unit normal to S.

We shall study the numerical solution to the Cauchy problem for this system:

Given an initial condition

U(x, 0) = U0(x), x ∈ Rd (1.3)

5



which is piecewise smooth, find a solution U for the system (1.1) which satisfies the

initial condition.

Definition 1.2.1 The function U ∈ L∞
loc(R

d × [0, +∞))p is called a weak solution of

the Cauchy problem (1.1) and (1.3) if U(x, t) ∈ Ω, where Ω is an open subset of Rp,

satisfies

∫ ∞

0

∫

Rd

(U
∂φ

∂t
+

d∑

j=1

Fj(U)
∂φ

∂xj

)dxdt = −
∫

Rd

U0(x)φ(x, 0)dx. (1.4)

for every smooth φ with compact support.

We can see from the above definition that the weak solution can be discontinuous.

1.2.2 Representation of fronts

A geometry package, called the interface library, is used in FronTier for the

description and manipulation of interfaces. Details regarding this geometry package

of FronTier can be found in [46–48, 55, 61]. We will only give a brief summary of some

basic terminology here.

One of the important features of front tracking methods is the usage of lower

dimensional grids, called fronts, which fit the discontinuities in the numerical solu-

tions. The location of a set of fronts at a given time is described by an interface.

Geometrically an interface is a set of geometric objects which consists of discrete rep-

resentations of points, curves and surfaces. Both surfaces and curves are examples

of discrete manifolds with boundaries. An interface consists of a set of surfaces. The

boundaries of surfaces are curves, while the boundaries of curves are called nodes.

A curve is a connected oriented piecewise linear list of bonds, which are connectors

6



between adjacent points. A surface is a connected oriented piecewise linear collec-

tion of triangles, which are in turn connectors between three adjacent points. Both

bonds and triangles are linking objects in the sense that they contain pointers to their

neighbors. Each bond points to both the previous and following bonds that share

its endpoints. Similarly, triangles share a pair of points along a common side with

their neighbor and contain pointers to that neighbor’s address. A valid interface is

one where each surface and curve is piecewise smooth; surfaces intersect only along

curves; and curves intersect only at nodes. We say that such an interface is untangled.

During front propagation, front intersections are produced due to wave interactions

and require special treatment to resolve the interaction and untangle the interface.

For the three-dimensional flows considered here, we assume the interface is em-

bedded in a compact subset of R3 (in fact a rectangular domain) called the computa-

tional domain. The surfaces divide this domain into a set of connected components.

The surfaces together with the fixed boundaries of the computational domain form

the boundaries of the fluid components. A surface is oriented and a component label

is assigned to each of its sides. Topological consistency requires that this label be

identical for every surface side bounding a given connected domain.

The front tracking method has showed its advantage in the computation of

several important physical problems, such as the study of fluid interface instabilities

[43, 52, 62, 69, 118], providing the first or the only physically validated simulation for

some important fluid instability problems.

1.2.3 Propagation of Interface

There are three different interface tracking methods implemented in FronTier:

Grid Free method, Grid Base method and newly implemented Locally Grid Base

method. They propagate interface points in the same way but differ in how they

7



reconstruct the new interface and resolve tangles in the new interfaces. We will give

more details about these three tracking methods in Chapter 2.

The interface points are first propagated normally. By computing the solution

to the local Riemann problem with initial states being those on either side of the

interface point and using the method of characteristics, a wave speed and a new

position for the interface point are determined.

The interface states are then updated by a tangential sweep, which uses a chosen

interior solver with a stencil centered at the new interface point.

After interface propagation, we get a new interface at new time level. Inter-

face tracking algorithms is responsible for resolving the possible tangles in the new

interface and optimization of the interface mesh.

1.2.4 Interior Solver

A connected region in the domain separated by the interface is represented by

a component. Therefore, each grid node is associated with a specific component in

addition to the state variables. The interior states are updated by finite difference

schemes.

Computations near the fluid interface use ghost cells [51, 54] to avoid crossing

the interface, keeping the different fluid computations entirely separate. The ghost

cell method avoids the interpolation across the interface. A new conservative front

tracking scheme has been implemented in FronTier recently [82], which eliminates the

need for ghost cells.
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1.3 Locally Grid Based Interface Tracking

In order to combine the advantages of both Lagrangian methods and Eulerian

methods, we propose a new interface tracking method for 3D front tracking. This

method is called the Locally Grid Based Method. It is a hybrid method inherited

from two existing tracking methods in FronTier.

1.4 Dissertation Organization

The rest of my thesis is organized as follows: In Chapter 2 we first briefly

describe two existing tracking methods (Grid Free tracking and Grid Based tracking)

and then present the newly implemented interface tracking method (Locally Grid

Based tracking). In Chapter 3 we extend the comparison study of Rider and Kothe

to our Locally Grid Based method. In Chapter 4 we explore the applications of

our enhanced front tracking method in the numerical study of Mean Curvature Flow

and Chaotic Mixing problems. In Chapter 5, we present the study of numerical

simulation with limited mass diffusion using an enhanced front tracking method.

9



Chapter 2

Locally Grid Based Interface Tracking

2.1 Two Existing 3D Interface tracking Methods

We have two existing 3D interface tracking methods in FronTier : Grid Free

tracking (Lagrangian), and Grid Based tracking (Eulerian).

2.1.1 Grid Free Method

The Grid Free tracking resembles boundary integral simulations [6, 70, 85, 97],

in that they both describe the moving surface by markers which are treated as La-

grangian points. However essentially they are different since they use different meth-

ods to evolve the interface. More details of the comparison of these two numerical

methods can be found in [74, 119]. The grid-free front tracking interface method

consists of two parts, surface retriangulation and untangling a set of intersecting

interfaces.

Grid-free retriangulation

As in the ALE methods, periodic retriangulation of the interface is used to

maintain uniformity of the triangles that form the surfaces. At a frequency specified
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by the user, the interface elements (triangles) with size out of range (either too large

or too small) or with a bad aspect ratio with respect to a set of user defined tolerances

are put into a queue. Several basic operations (splitting, flipping, deleting) are applied

iteratively to the triangles in the queue until no triangles need to be retriangulated.

During each iteration: (1) Large triangles are divided by splitting them along their

longest side. At the same time the neighboring triangle (or bond if the split side lies

on a surface boundary curve) is also split. The split triangles are removed from the

queue, and the resulting new triangles are added to the processing queue. (2) The

adjacent pairs of small triangles with a common short side will be identified and the

indicated side is collapsed and the degenerate triangles are deleted. (3) An additional

elementary operation is to flip the interior edge of two adjacent triangles (which thus

form a diamond), so that the diamond with its four vertices is not changed, but its

triangularization is reversed. In practice the processing queue will be empty after a

relatively few number of iterations.

Grid-free untangle

The second part of the grid-free algorithm is to resolve any intersections that

have been produced during front propagation. It contains three main steps: (1)

use a robust and efficient triangle intersection detection algorithm [64] to find the

intersecting triangle pairs. Topological grid is introduced to avoid the check for

intersects of triangles that are spatially distant from each other. This considerably

speeds up the algorithm. (2) retriangulate intersected triangles. For each intersecting

triangle on the two intersecting surfaces, the intersection bonds divide it into two

polygonal parts each bounded by the bonds of the crossing curve and the original

triangle sides. We triangulate these polygonal parts using the constrained planar

Delauney triangulation method of Chew [22] as implemented for the case of a single

11



polygon by Li [78]. For the details of this algorithm please refer to the paper of

Chew [22]. (3) delete the unphysical surfaces. After the first two steps, we can get

an untangled interface that satisfies all the requirements for a valid interface except

for the consistency of its embedding into the computational domain. That is because

for the surfaces meeting along the intersection curves, the component numbers of

the common side of the surfaces meeting at this curve are inconsistent. It is thus

impossible to assign components to the regions of the computation domain defined

by this interface. The only thing needed to get a consistent untangled interface is

to delete the unphysical surfaces. Methods are designed to identify the unphysical

surfaces and delete them [47, 49].

2.1.2 Grid Based Method

Another method to resolve changing interface topology is to reconstruct the in-

terface using microtopology within each rectangular grid block cell on a user specified

lattice. The scheme is divided into three steps: (1) Compute the crossings of the

interface and the grid block edges. At each crossing of the interface and the grid

block edges we assign labels recording the components on both sides of the interface.

(2) Determine component values at the grid block corners and eliminate inconsistent

crossings. The crossings divide each edge into a set of subintervals. In regions where

the interface is tangled, some subintervals will have different component labels at

their opposite endpoints. We process each grid block edge to eliminate crossings that

produce inconsistencies in the assignment of component values to the subintervals.

(3) Reconstruct a new interface using the remaining consistent grid block edge and

interface crossings. The reconstruction process consists of two steps: The reconstruc-

tion of an interface segment within a grid cell and the assembling of the single block

surface elements into global surfaces. Detailed description about this method can be

12



Figure 2.1: Comparison of GF and GB interface propagation using a common 803

mesh. Left: Common initial initial conditions (an elongated ellipsoid). Center: La-
grangian (grid free) propagation. Right: Eulerian (grid based) propagation. The plots
are after 500 steps in a spiraling velocity field. which is after about 1.6 rounds of
revolution at the center and 2.9 rounds of revolution at the outer edge (the angular
velocity is a linear function of r).

found in [47].

2.1.3 Grid Free vs. Grid Based Method

Both the grid-free and the grid-based method described above have advantages

as well as deficiencies. The grid-free method produces a high quality distribution of

triangle sizes and shapes and accurately controls numerical diffusion. It suffers from

being complex and subject to failure when the interface is complex. The grid-based

method is over-diffusive, which is manifested as an over-smoothing of the interface.

It also tends to produce poorly conditioned surface triangles due to the constraint of

reconstructing the surface elements within a single grid block. On the other hand,

this method appears to be quite robust and always reconstructs a topologically valid

interface.
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Figure 2.2: Grid based interface reconstruction introduces a truncation error of the
interface position which is of O(h2/∆t)

In Fig. 2.1, we show a comparison of an interface under purely Lagrangian GF propa-

gation with the same problem solved via GB tracking. We start with the same initial

interface, an ellipsoid, and propagate with a spiraling velocity field whose angular

velocity is described by

ω(r) = ω0 + kr (2.1)

where r =
√

x2 + y2 is the distance to the spiral center. From the comparison we see

that the propagation with Eulerian reconstruction introduces a large error in regions

where the curvature of the surface is large.

The one step error due to reconstruction of the interface can be analyzed via Fig. 2.2.

Let the local error in the front position be el, the local mean curvature be κl, the grid

spacing ∆x = ∆y = ∆z = h, and let d represent the distance between two crossings

of the interface with the grid edges. The replacement of the interface within the grid

block by a linear segment results in an O(h2) error in the position of the front:

el = 1/κl −
√

(1/κl)2 − (d/2)2 ≈ κld
2

8
≤ κlh

2

4
(2.2)
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when 1
κl

� d
2
. Assuming κn

max = max(κl) is the upper bound of the local mean

curvature at time step n, we obtain an L∞ error bound of the reconstruction at this

time step:

En
∞ =

κn
maxh

2

4
(2.3)

Let P n(x) be the position of the interface at time step n, so that P 0(x) is the position

of the initial interface. Let ∆t being the time step. From equation above, we have

∥∥P n+1(x) − P n(x)
∥∥
∞ ≤ En

∞ . (2.4)

Therefore,

∥∥P n+1(x) − P 0(x)
∥∥
∞ ≤

n∑

i=1

Ei
∞ =

h2
n∑

i=1

κi
max

4
= O

(
h2

∆t

)
. (2.5)

This error is inversely proportional to ∆t, which means that for a given grid size,

reducing the time step will increase the truncation error. Assuming a CFL determined

time step, the method is first order accurate.

The error can be assessed quantitatively using a velocity map for a certain time

interval followed by its inverse (the negative of v in place of v). The analytic solution is

then the initial conditions (taken to be a sphere) and errors computed by an L1 norm

are easy to determine. In Table 2.1, we compare grid based propagation errors to

locally grid based propagation errors (with fourth order propagation), and a velocity
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Figure 2.3: Comparison of LGB and GB in a single vortex velocity field with reversal.
using a common 1003 mesh. The initial interface is sphere of radius 0.15 centered at
(0.5, 0.75, 0.5). The upper row shows the locally grid based tracking and the lower row
shows the grid based tracking. From left to right are t = 0, 4, 8 respectively.

field given by a single vortex:





u(x, y, z) = − sin(2πy) sin2(πx) cos
(

πt
T

)

v(x, y, z) = sin(2πx) sin2(πy) cos
(

πt
T

)

w(x, y, z) = 0.0.

(2.6)

The initial interface is a sphere of radius 0.15 centered at (0.5,0.75,0.5) and the

computational domain is a 1 × 1 × 1 cube. The result of the comparison is shown

in Table 2.1. We observe that the local grid based error is better than one order of

magnitude smaller than the grid based error.
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Figure 2.4: Steps to reconstruct a tangled section of the three dimensional interface.
From left to right and top to bottom: (1) assemble blocks which contain un-physical
edges, (2) delete triangles attached to the box and rebuild the interface through the
grid-based method, using the grid-based method to reconstruct the interface topology
inside the box, (3) align triangles inside the box and outside the box, (4) relink the
interface topology for triangles inside and outside the box, and thereby obtain the final
interface with new topology.

17



Case Grid Based Locally Grid Based
T = 4 5.70 × 10−3 2.47 × 10−4

T = 8 1.22 × 10−2 3.37 × 10−4

Table 2.1: Comparison of the L1 error for the 3D Front Tracking method with grid
based and locally grid based algorithms. The simulation is in a single vortex velocity
field Eq. (2.6) followed by a reversal to the initial conditions. The simulations are
performed in a 1×1×1 domain with a 1003 computational mesh. The initial interface
is sphere of radius 0.15 centered at (0.5, 0.75, 0.5).

2.2 Locally Grid Based Method

To reduce the GB interface interpolation error, we introduce a new method,

LGB, or the locally grid based tracking, which combines the advantages of both

methods. We use the fully Lagrangian GF method to propagate the interface to

obtain an accurate solution of the interface position. Eulerian GB reconstruction of

the interface is only used in small regions where topological bifurcation is detected.

The detection of topological changes is through a fast algorithm which walks through

the Eulerian grid to check the consistency of the indices assigned to grid nodes of

each subdomain and the corresponding side of the interface. In the first step of the

procedure, the intersections between the interface and cell edges of the Eulerian grid

are inserted and the index of every subdomain is assigned to each corner point of the

Eulerian grid. We then check the consistency between the indices of each crossing

point and the node point it faces. If inconsistency is detected, the corresponding

mesh block is recorded. This intersection detection algorithm is approximate in that

it will miss bifurcations totally internal to a single mesh cell.

The construction advances through four steps.

1. Those recorded blocks will be assembled to form boxes and overlapping boxes

will be merged.
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2. Surgery is performed within each box. Triangles crossing the box boundaries

are recorded for later use. All the triangles inside the box or attached to the

box will be deleted leaving only the crossing points of the interface and grid

edges. A grid-based reconstruction is followed to build the new section of the

interface inside the box.

3. The triangles totally outside the box form the exterior interface.

4. The region between the exterior and interior interfaces is re-triangulated to join

the two smoothly.

Fig. 2.4 shows the procedural steps of the local reconstruction of the interface.

The reconnection step 4 is the most crucial step in the LGB method. We modify

the triangles recorded in step 2 by a series of steps to make the triangles in the

reconnection region also grid based relative to the box boundary. These substeps of

step 4 are summarized as follows:

4.1 We split triangles crossing the box boundary which are recorded in step 2 using

the intersection points between triangles and box boundaries. There are two

types of intersection points: one is the intersection points between triangles

and grid cell edges on the box boundary (TYPE I), the other is the intersection

points between the sides of triangles and the box boundaries (TYPE II). We first

divide each triangle by recursively inserting the TYPE I intersection points (if

any) inside the triangle. Each triangle will be divided into three smaller triangles

by joining the TYPE I intersection point with the vertices of the triangle. Then

we insert the TYPE II intersection points recursively. Each triangle is divided

into two smaller triangles by joining the TYPE II intersection point and the

vertex opposite to the side containing this intersection point. After this step,
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the triangles which crossed the box boundaries are split into triangles lying

either entirely inside the box or entirely outside the box. We keep only the

triangles entirely outside the box. These triangles meet the box surface along

a closed curve which is actually a piece-wised linear curve connecting all the

intersection points.

4.2 The curve gives an ordering to these triangles, and in this ordering, we merge

triangles whose vertices are TYPE II intersection points until there is no TYPE

II intersection points in the curve. After this step it is sufficient to assume that

each triangle meets the box boundary only as a line joining adjacent grid edge.

i.e. the triangle meets the box in a grid based manner.

After this operation, all triangles will meet the box edge only as a line joining

adjacent grid edges. That is, all triangles, inside and outside, meet the box only in

a grid based manner. The reconnection between the outside triangles and the newly

reconstructed triangles inside the box is then a simple match of the triangle sides at

the box boundaries.

This method reduces the use of the Eulerian reconstruction to a minimum. It

is particularly useful for the computation of interface motion in which the interface

has regions of large curvature. It reduces interface interpolation errors and minimizes

the unphysical disappearance of the fragmented components of the material after

bifurcation.
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Chapter 3

Numerical Implementation and Comparison Study

Systematic comparisons of algorithms for the numerical modelling of interfaces

were performed by Rider and Kothe [101, 102]. Tests show superior performance for

particle methods, followed by PLIC-VOF, level sets and capturing, in that order. The

purpose of this chapter is to extend this comparison to front tracking, to present new

(3D) front tracking algorithms and to compare the new to previous front tracking

algorithms. In this extended comparison, front tracking is comparable or superior to

particle methods, and superior to the others.

3.1 Comparison with the Level Set Method

Comparison of the Lagrangian front tracking method and the Eulerian level set

method has focused on some important geometrical properties of the interface. The

truncation error of the level set method has following sources (1) interpolation of the

level set function, (2) re-initialization of the level set function, and (3) extrapolation

of the velocity field when the velocity is a function of the geometry (normal direction,

curvature) only. Such errors are amplified in the neighborhood of a highly curved

segment of the front. The resolution of the level set method is dependent on the

Eulerian mesh size and the order of the PDE solver for the level set equation. We
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have conducted two tests used by Fedkiw et al. The level set code comes from

http://www.cs.ubc.ca/ mitchell/ToolboxLS

3.1.1 Rotating Slotted Disk

A common test for the quality of front propagation is the rigid rotation of a

slotted disk. Two sets of comparison are made between the FronTier code and the

level set ToolBox package. The first comparison uses the first order Euler forward

scheme for the point propagation in the front tracking method and the first order

scheme for the solution of the level set functions. The radius of the disk is R = 0.5,

the width and depth of the slot in the disk are W = 0.1 and H = 0.4 respectively.

A CFL condition is applied to both runs. After one circulation, the slot in the level

set solution is completely flattened and the disk has shrunk by about 15 percent. In

the front tracking computation, the radius of the radius of the disk has expanded by

5 percent, while its slot is still well maintained.

In the second comparison, we used the fifth order WENO scheme for the con-

vection of the level set function, while for the front tracking code, we used the fourth

order Runge-Kutta method for the point propagation. The difference after the first

round of circulation was not evident. So we continued the computation for 13 revo-

lutions. The fourth order Runge-Kutta method appears to be extremely accurate in

the front tracking simulation. Even after 13 rounds of rotation, the change of both

radius of the disk and the slot are invisible. The level set computation began to show

edge smoothing after the second rotation. At the end of the 13th circulation, the slot

is closed at the top resulting in a topologically incorrect bifurcation.
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θ = 0 θ = π θ = 2π

Figure 3.1: Comparison of slotted disk simulation using first order methods. The
upper sequence shows the result of the level set method while the lower sequence
shows the result for the front tracking method. The grid for both is 100 × 100.
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θ = 0 θ = 13π θ = 26π

Figure 3.2: Comparison of slotted disk simulation using high order methods. The
upper sequence shows the result of the level set method using the fifth order WENO
scheme and the lower sequence shows the result of front tracking using the fourth
order Runge-Kutta method.
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3.1.2 Swirling Ellipsoid and Reversal

Another set of tests comparing the resolution between level set method and the

front tracking method is to place an ellipsoid (ellipse in 2D) in a swirling velocity

field and then reverse the velocity direction when it reaches a preset time T . In a 2D

example, we place a ellipse in a dipole velocity field:

v =
k × (r − r1)

|r − r1|2
w1 −

k × (r − r2)

|r− r2|2
w2 (3.1)

where w1 and w2 are the strength of the vortices, and r, r1 and r2 are the position

vectors of the point, the center of the first vortex and the center of the second vortex.

In the example shown in Fig. 3.3, we placed the center of the ellipse at the origin,

while the two radii of the ellipse are a = 0.4 and b = 0.2 respectively. The center of

the two vortices are at (−0.3, 0) and (0.3, 0) and the strengths of the two vortices are

w1 = w2 = 0.1.

If we set the reversal time at T = 10, the swirling vortex tails become so thin

that the level set method makes an incorrect topological bifurcation. On the reversal,

this bifurcation cannot be recovered. The front tracking solution also looses some

resolution, but it maintains the correct topology.

3.2 PLIC-VOF Comparisons

To compare with the multiple interface methods studied in [81, 101, 102], we have

simulated several test problems. These tests were done with exactly the same initial

conditions and velocity fields as used by Rider and Kothe. These tests include

(1) the single vortex velocity field in two dimensions,

(2) the deformation velocity field in two dimensions,
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t = 0 t = 10 t = 20

Figure 3.3: Comparison between level set and front tracking on velocity reversal. The
upper sequence shows the results of the level set method using a fifth order WENO
integration while the lower sequence shows the results of front tracking using the
fourth order Runge-Kutta method for the point propagation. The ellipse is placed in
a dipole velocity field. The velocity is reversed at t = 10.
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(3) the deformation velocity field in three dimensions,

(4) the vortex shearing flow velocity field in three dimensions.

The computational domains and initial conditions for (1) and (2) are identical. It is a

circle of radius 0.15 centered at (0.50, 0.75) within a 1×1 computational domain. For

each test, we plotted the interface and calculated the L1 norm to compare with the

counterparts in [101, 102]. We also performed convergence tests of (1) in comparison

with that in [101].

3.2.1 Two Dimensional Single Vortex Simulation

The single vortex problem has the velocity field described by the stream function

[109]

Ψ =
1

π
sin2(πx) sin2(πy). (3.2)

To compare the results in [101, 102], we let the simulation continue to t = 3 and then

with a reversed velocity field to t = 6. A CFL number of 1.0 is used. Figure 3.4

shows the interface evolution. The left plot shows the comparison of the initial circle

and the interface after reversal, and the right plot shows the interface at t = 3.

Topologically, the resolution of the vortex tail of the interface matches the best plot

of that in [101, 102].

We tested the convergence of the L1 norm of the error. In L1 norm tests, we

multiplied Eq. (3.2) by a factor of cos(πt/T ) so that the interface begins to reverse at

t = T/2 and is fully reversed at t = T . The convergence tests are done for T = 2, 4, 6

respectively and are summarized by Table 3.1. Although the point propagation used

the 4th order Runge-Kutta method, the order of convergence is only approximately

equal to 2. The reason for the reduced order is due to the redistribution of the front

points which is linear.
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t = 0 t = 3 t = 6

Figure 3.4: Reversal test of a 2D interface in the single vortex velocity field. The
computation is performed in a 1282 computational mesh. In comparison with Figure
4 of [101], the resolution of the interface matches the best results by the Marker
Particle methods.

Case 322 642 1282

T = 2 1.03 × 10−3 2.39 × 10−4 9.54 × 10−5

T = 4 2.12 × 10−3 5.22 × 10−4 9.35 × 10−5

T = 6 2.79 × 10−3 9.42 × 10−4 1.19 × 10−4

Table 3.1: Convergence test of the 2D front tracking method under the single vortex
velocity field with CFL = 1.0.
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t = 0 t = 1 t = 2

Figure 3.5: Reversal test of a 2D interface in the 2D deformation velocity field. The
figure is visually superior to all comparison solutions, including the particle methods
in [101, 102].

3.2.2 Two Dimensional Deformation Test

The stream function for the two dimensional deformation velocity field is given

by

Ψ =
1

4π
sin

(
4π

(
x +

1

2

))
cos

(
4π

(
y +

1

2

))
cos

(
πt

T

)
. (3.3)

In this experiment, we have T = 2. For the purpose of comparison, the interface

plot of the FronTier advection to t = 1 is on a 1282 grid which is shown in Fig. 3.5.

The plot is visually superior to all comparison solutions of [101, 102], including the

particle methods. We also performed a 642 reversal simulation to t = 2 to compare

the L1 norm with that in [101]. The L1 norm the of front tracking simulation is

L1 = 2.25 × 10−3. This result is better than all methods in Table 4 of [101] except

the Marker Particle (4) and Marker Particle (16) methods.
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Mesh LGB Order CVTNA Youngs
323 5.72 × 10−3 3.72 7.41 × 10−3 7.71 × 10−3

643 4.33 × 10−4 1.82 1.99 × 10−3 2.78 × 10−3

1283 1.23 × 10−4 N/A 3.09 × 10−4 7.58 × 10−4

Table 3.2: L1 norms at t = 3 for the LGB method in the three dimensional deforma-
tion simulation compared to the two interface methods used in [81] with CFL = 0.5.

3.2.3 Three Dimensional Deformation Field Test

The velocity field in this experiment is described by the equations

u(x, y, z) = 2 sin2(πx) sin(2πy) sin(2πz) cos(πt/T ) (3.4)

v(x, y, z) = − sin(2πx) sin2(πy) sin(2πz) cos(πt/T ) (3.5)

w(x, y, z) = − sin(2πx) sin(2πy) sin2(πz) cos(πt/T ) . (3.6)

The interface evolves dynamically from an initial sphere of radius 0.15 centered at

(0.35, 0.35, 0.35) to t = 1.5. The velocity field will then reverse its direction. At

t = 3.0, the interface comes back to its initial state. The error comparison with the

two PLIC methods in [81] is given in Table 3.2, and shows superior performance for

LGB Front Tracking.
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Figure 3.6: Reversal test of a 3D interface in deformation velocity field with
CFL = 0.5. The sequence above has the mesh of 643, and the sequence below has
the mesh of 1283. From left to right are t = 0, 1.5, 3 respectively.
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Method T = 3 T = 6 T = 9
LGB 6.28 × 10−4 9.07 × 10−4 1.19 × 10−3

CVTNA 6.20 × 10−4 3.64 × 10−3 8.01 × 10−3

Youngs 9.99 × 10−4 4.38 × 10−3 8.59 × 10−3

Table 3.3: L1 norms for T = 3, T = 6, and T = 9 for the comparison of the LGB
method with the two other methods in [81] in the three dimensional deformation
simulation in the shear flow velocity field. The computational mesh is 64 × 64 × 128
and CFL = 1.0 is used.

3.2.4 Three Dimensional Shear Flow

The shear flow velocity field is described by

u = sin(2πy) sin2(πx) cos

(
πt

T

)
(3.7)

v = − sin(2πx) sin2(πy) cos

(
πt

T

)
(3.8)

w =
(
1 − r

R

)2

cos

(
πt

T

)
, (3.9)

where r =
√

(x − x0)2 − (y − y0)2, R = 0.5, x0 = y0 = 0.5.

The initial sphere is centered at (0.5, 0.75, 0.25) with radius 0.15. In Figure 3.7

we plotted the interfaces of two runs using the LGB method at t = T/2 and t = T .

In comparison with [81], The LGB method is visually superior. It maintains a singly

connected topology throughout the simulation while the simulations in [81] using two

PLIC methods showed bifurcation of the interface. Table 3.3 gives the comparison of

the L1 norms, and again shows the advantage of the LGB method.
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Figure 3.7: Profiles at maximum deformation for the 3D shearing flow using the
locally grid-based front tracking. The mesh is 64 × 64 × 128 and CFL = 1.0. The
first row is for T = 6 and the second row is for T = 9. The first column is the xy-plane
view and the second column is the yz-plane view of the interface at T/2. The third
column gives the interfaces after complete reversal t = T .
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Chapter 4

Applications to the Numerical Study of Physical

Problems

4.1 Numerical Study of Mean Curvature Flow

Mean curvature flow evolves hypersurfaces in their normal direction with speed

equal to the mean curvature at each point. Front Tracking method has achieved great

success in study of mean curvature dependent motion due to the accurate tracking for

the interface position [12, 14, 38, 39]. However the complexity in handling topology

changes has made Front Tracking less applicable to the mean curvature problems in

more than two dimensions. In this chapter we will explain the difficulties and illustrate

how we can conquer these difficulties with the enhanced Front tracking method.

4.1.1 Introduction

In many physical problems (flame propagation, crystal growth, minimal surface),

interfaces move with speed that depends on the local curvature.

Analytically, the problem has been studied widely by many authors from differ-

ent points of view. In 1978, Brakke studied mean curvature flow in the framework

of singular surfaces, so-called integral varifolds [11]. In the early eighties, Gage and
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Hamilton showed that convex curves evolve smoothly, becoming asymptotically round

as they disappear. Grayson extended the smoothness to general embedded curves

in [57, 59]. Angenent has shown how to evolve immersed curves in [2–4]. Huisken

[71, 72]and Sinestrari [73] and White [117] studied asymptotic behavior of singulari-

ties in the mean convex case. Comprehensive estimates of graphs evolving by mean

curvature appear in Ecker-Huisken [33, 34]. Alklen and Cahn conjectured mean curva-

ture motion as the singular limit of a reaction-diffusion (phase-field) equation [1]. This

idea has been developed by de Mottoni and Schatzman [24, 25], Bronsard-Kohn [13],

and many others. Following Osher-Sethian’s numerical work [94], Chen-Giga-Goto

[19] and Evans-Spruck [36] introduced the level-set approach. Ilmanen [75] further

established the link between level-set flow and Brakke’s varifold solution framework.

For a list of bibliography, we refer to the book [32].

Explicit solutions seldom exist. Several numerical methods have been developed.

Most of these can be divided into two groups: direct, or front tracking methods, where

the motion of the interface is explicitly considered; and indirect methods, where the

interface is given implicitly as the level set of some function. A survey of numerical

formulations can be found in [7].

Several direct or front tracking methods have been proposed. In [14, 39], direct

discretization of the evolution equation is used for each interface. They are quite

efficient for curves that never cross. When line or planar segments interact, how-

ever, decisions must be made as to whether to inset or delete segments. Brakke’s

surface evolver minimizes surface energy to produce a variety of motions including

motion by mean curvature. For three dimensional problems, however, it requires user

intervention when topological changes occur [12].

Other direct methods include: Phase field methods [15], Front tracking coupled

with the boundary integral method used for study of surface diffusion flow [88], Front
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tracking coupled with finite elements [31] and the Allen-Cahn formulation [95].

The Hamilton-Jacobi level set method of Osher and Sethian [94] naturally han-

dles topological merging and breaking in any number of spatial dimensions. Un-

fortunately, this method can be excessively slow in three dimensions [103] and also

suffers from excessive dispersion. Variations of the level set approach include the

MBO-method [91], and the Spectrum-Method based on the MBO-method [103].

Two major issues have made Front Tracking less applicable in the study of mean

curvature flows in 3D:

First, handling of topological changes. Complicated topological changes often

occur in 3D mean curvature flow. Many front tracking algorithms break down due to

the lack of a robust algorithm for handling topological changes.

Second, accurate and stable estimation of the surface normal and curvatures at

the vertices of the tracking interface. Direct discrete approximation to the interface

geometries often suffers from an instability when the points on the interface are very

close to each other. Thus, either an extremely small time step is required or some

re-gridding mechanism is employed which might change the physics of the problem

[94].

In the following sections we discuss how Locally Grid Based Front tracking can

achieve accurate and stable propagation of interface with mean curvature dependent

velocity. This chapter would be organized as following: we introduce some basic nota-

tions from differential geometry in Section 4.1.2 and then introduce our formulation

in Section 4.1.3. We will discuss our algorithm to estimate the vertex normal and

curvature in Section 4.1.4 and present the numerical results in Section 4.1.6.
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4.1.2 Notations from Differential Geometry

Definition 4.1.1 A hypersurface M of class C2 is a subset of Rn which is locally the

graph of a function u of class C2

M = {(x′, xn) = (x1, x2, . . . , xn−1, xn) ∈ Rn|xn = u(x′)}

In 3D, we have the following definitions: A normal curve is the intersection of a

surface with a plane containing the normal n. For a given direction d in the tangent

plane there is a unique normal curve, obtained by intersecting the plane spanned by

n and d with the plane. The curvature of a normal curve is called sectional curvature.

The principal curvature (κ1, κ2) are the maximal and minimal sectional curvatures.

The principal curvature directions are the directions in the tangent plane for which

the maximum and minimum are attained. these directions are perpendicular to each

other. The sectional curvature corresponding to the direction in the tangent plane

forming an angle α with the first principal curvature direction is given by

κ = κ1cos
2α + κ2sin

2α

Gaussian curvature is also called intrinsic curvature, and is defined as

κG = κ1κ2

If the surface is isometrically deformed (i.e. the distances between points on the

surface along the surface do not change) the Gaussian curvature is preserved.

Mean Curvature is defined by

κH =
κ1 + κ2

2
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Given a parameterized surface r(u, v): R2 → R3, let ru = ∂r
∂u

, rv = ∂r
∂v

, and the unit

normal n = ru×rv

|ru×rv | . Also define

E = (ru · ru), F = (ru · rv), G = (rv · rv)

L = (n · ruu, M = (n · ruv), N = (n · rvv) (4.1)

Then the formula for the Gaussian curvature is

κG =
L · N − M2

E · G − F 2

and for mean curvature it is

κH =
L · G − 2F · M + E · N

2(E · G − F 2)

4.1.3 Basic equations

The formulation of the mean curvature flow problem for hypersurfaces is taken

from Huisken’s work [71].

Definition 4.1.2 A family (M(t))t≥0 of hypersurfaces evolves, from a hyper surface

M0, according to the mean curvature flow if

∂F

∂t
(s, t) = H(F (s, t))N(F (s, t))∀s ∈ M, ∀t > 0,

F (s, 0) = F0(s), (4.2)

where H denotes the mean curvature of M(t), N the innernormal to M(t) and F0

defines M0 equal to M(·, 0).
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For the special case of a uniformly convex initial surface, Huisken has proved

the following existence result.

Theorem 4.1.3 Suppose that M0 is uniformly convex (that is the principal curva-

tures are positive everywhere). Then 4.1.2 has a smooth solution on [0, T [. Moreover,

the hypersurfaces M(·, t) converge spherelike to a point when t increases to T .

For general cases, analytic solutions are hard to find and topological changes are

possible.

We discretize the Equation using the Euler Predict-Correct (EPC, Heun’s) scheme,

which is 2nd order accurate and unconditionally stable.

ỹn+1 = yn + ∆t · H(tn, yn)

yn+1 = yn +
1

2
∆t · (H(tn, yn) + H(tn+1, ỹn+1)) (4.3)

The numerical method to compute the normal and curvature is critical to get

a accuracy and stable propagation. A numerical study of normal and curvature

estimation in FronTier was primarily done by my colleague Dr. Jian Du. We would

discuss these results in details in next section.

4.1.4 Calculation of Normal and Curvature

Many methods have been proposed to estimate normals and curvatures on the

vertices of discrete mesh. These methods can be grouped as either discrete method or

fitting methods. Discrete methods usually estimate vertex normals (curvatures) using

a weighted average of face normals (curvatures), such as area weighting, angle weight-

ing and spherical weighting [26, 87, 113]. Fitting methods usually estimate normals

(curvatures) by fitting the one-ring or two-ring neighbor of a vertex quadratically or
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cubically [16, 56, 90]. A comparison study of different vertex normal computation can

be found in [77] by Jin et al. A number of methods for curvatures were discussed in

Gatzke and Grimm’s paper [40]. For list of bibliographies we refer to [76] by Jiao et

al.

Estimation of Vertex Normal

After careful study, we chose to use Max’ Sine weighted normal algorithm [87].

It is easy to implement, stable, convergent and accurate.

By Max’ Sine weighted formula, the vertex normal is expressed as a weighted

sum of the normals to the facets surrounding the vertex. The key point is to assign

large weights for smaller facets; it is especially suitable when the facets surrounding

the vertex differ greatly in size. Both this new algorithm and our previous one use

only points adjacent to the point at which the normal is evaluated, and so both have

a stencil radius of ∆x. Our curvature algorithm also has approximately this same

stencil.

Suppose O is a vertex of the polyhedron which is located at the origin and has

adjacent vertices V0,V1, . . . ,Vn−1. The normal of the triangle ViOVi+1 can be

calculated as

Ni = Vi ×
Vi+1

|Vi||Vi+1| sinαi
(4.4)

where αi is the angle between Vi and Vi+1. The Max weight of the Ni in the

calculation of N is sin αi/(|Vi||Vi+1|). That is

N(O) =

K∑

i=1

Ni sin αi

|Vi||Vi+1|
=

K∑

i=1

Vi ×
Vi+1

|Vi|2|Vi+1|2
(4.5)

This new algorithm for calculating the interface normal has been compared with
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the old area weighted algorithm

N(O) =
1

A

K∑

i=1

NiAi (4.6)

where Ai is the area of the i-th surrounding triangle and A is the summation of Ai’s.

Table 4.1 shows the results of the comparison. We note that comparison results are

sensitive to surface regularity, and that the Max algorithm is specifically superior for

regular (nearly spherical) surfaces.

Estimation of Vertex Curvature

We estimate the vertex curvature by fitting a local quadratic surface. First, we

reconstruct a local coordinate system. Let the vertex O be the origin of the new

coordinate system and let the z direction be along the normal direction of the vertex

at O. We approximate the surface as a quadratic surface

z = Ax2 + Bxy + Cy2 + Dx + Fy (4.7)

To determine the coefficients, at least five neighboring vertices must be included.

If the number of neighboring points is less than five, we add the closest next to

the adjacent points. If the number of neighboring points is greater than five, least

square fitting is used to determine the coefficients A, B, C, D, E. The curvature of

the quadratic surface is used as the approximation for the surface curvature at O.

The improved definition for the normal yields an improved curvature. See Table 4.1,

from which we infer a second order rate of convergence for κ, whereas the previous

method appears to be O(1), i.e., bounded but not convergent.
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Sphere Radius = 0.1

Method Mesh size ‖ κ − κe ‖1/ ‖ κe ‖ ‖ −→n −−→ne ‖1

Max with 40x40x40 0.05700 1.1e-5
Quadratic Fitting 80x80x80 0.01440 2.8e-5
Area Weighted 40x40x40 0.10885 0.0863
Integral Method 80x80x80 0.13996 0.0506

Sphere Radius = 0.3

Method Mesh size ‖ κ − κe ‖1/ ‖ κe ‖ ‖ −→n −−→ne ‖1

Max with 40x40x40 0.0061 3.6e-5
Quadratic Fitting 80x80x80 0.0015 2.3e-5
Area Weighted 40x40x40 0.1149 0.0323
Integral Method 80x80x80 0.1487 0.0154

Table 4.1: Comparison of mean curvature and normal between the Nelson Max
method and the area weighted method.

4.1.5 Interface Optimization

We have observed from our study that the mesh quality plays a very important

role in constructing an accurate estimation of the vertex normal and curvature. Thus

we employed the Grid Free retriangulation procedure introduced in 2.1.1 to optimize

the interface.

4.1.6 Numerical Results

Shrinking Sphere Test

We first test the accuracy and convergence of our algorithm by simulating a

shrinking sphere for which the analytical solution is known. A sphere of radius 0.3

centered at (0.5, 0.5, 0.5) is placed in a 1 × 1 × 1 domain. The sphere shrinks under

the velocity field
−−−−−−−→
v(x, y, z, t) = −0.1 ·H(x, y, z, t) · −−−−−−−→n(x, y, z, t), where H(x, y, z, t) and

−−−−−−−→
n(x, y, z, t) are the mean curvature and outward unit normal of surface point (x, y, z)

at time t respectively. The radius R(t) of the sphere evolves over time according to
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Figure 4.1: L1 error norm of the shrinking sphere under 203, 403 and 803 meshs.

dR
dt

= −0.1/R. The analytical solution of this motion is:

R(t) =
√

R2
0 − 0.2t,

where R0 is the initial radius of the sphere. By Theorem 4.1.3, the sphere will shrink

smoothly to a single point at t = 0.45.

We performed tests using three different mesh sizes: 203, 403 and 803. A CFL

condition was set to ensure dt = o(M x2). We plotted the L1 error norm in Figure 4.1

and tabulated the maximum L1 error norm in Table 4.2. Our tests showed accurate
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Mesh 203 403 803

Maximum L1 norm 1.4 × 10−3 3.5 × 10−4 8.6 × 10−5

Table 4.2: Maximum amount of the L1 norm of the error of the shrinking sphere
evolving under mean curvature

convergence to the analytical solution as the mesh size was refined.

Dumbbell Test

We simulate a well-known example (collapse of a dumbbell under mean curva-

ture)[105] to demonstrate how Locally Grid Based interface tracking could handle

formulation of singularities and topological changes present in 3D mean curvature

flow. This example was used by Grayson [58] to show that non-convex shapes in

three dimensions may in fact not shrink to one sphere.

Consider a dumbbell in a 2 × 1 × 1 domain. The dumbbell is made up of

two spheres centered along x-axis, each of radius 0.3 and connected by a cylindrical

handle of radius 0.15. This dumbbell shape initial interface evolves under mean

curvature velocity field
−−−−−−−→
v(x, y, z, t) = −H(x, y, z, t) ·

−−−−−−−→
n(x, y, z, t), where H(x, y, z, t)

and
−−−−−−−→
n(x, y, z, t) is the mean curvature and outward unit normal of surface point

(x, y, z) at time t respectively. We use a 100× 50 × 50 mesh. The handle narrows as

the surface shrinks, until it pinches off and the dumbbell separates into two pieces.

These two pieces continue to shrink while acquiring a more spherical shape. Figure

4.1.6 shows the interface at four different times.

Despite the difficulties with traditional front tracking method in simulating mean

curvature driven motions, the above examples demonstrate that the enhanced front

tracking with Locally Grid Based tracking is well suited for complex mean curvature

driven interface motions, including those that involve topological changes.
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Figure 4.2: Dumbbell shape at times: 0, 0.015, 0.024, 0.03 respectively
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4.2 Numerical Study of 3D Rayleigh Taylor Growth Mixing

Turbulent mixing is an important but unfinished subject. Acceleration driven

mixing has been the subject of intense investigation over the past 50 years [17,

106]. Idealized cases of steady acceleration (Rayleigh-Taylor or RT) and impulsive

(Richtmyer-Meshkov or RM) mixing have been studied by theory [20, 93], exper-

iment [27, 98, 108, 110], and numerical simulations [28, 43, 68, 93], as documented in

the proceedings of biannual conferences, e.g. [10, 80]. The experiments occur in vastly

different time and energy scales, the theories are generally ideal, with an absence of

length scales, and the numerical simulations have scales set by mesh resolution, and

ultimately by computer budgets and the decade in which the simulation is performed.

Furthermore, not all relevant experimental scales (specifically the amplitude of the

long wave length initial perturbations) were recorded. In this context, efforts to

compare theory, simulation, and experiment have been generally successful within a

factor of two, but the absence of better agreement has led to alternate explanations

regarding unresolved differences.

Rayleigh-Taylor phenomena occurs on a variety of scales, from laser fusion to

turbulent combustion in a supernova. Figure 4.3 is a mosaic image, one of the

largest ever taken by NASA’s Hubble Space Telescope of the Crab Nebula, a six-

light-year-wide expanding remnant of a star’s supernova explosion. RT instabilities

are especially obvious in the Crab Nebula, in which hot gas from the explosion is

ramming into the surrounding interstellar medium, and they give rise to the familiar

clumpy appearance of material in these and several other astronomical objects.

Our group conducted a new series of 3D Rayleigh-Taylor chaotic mixing simu-

lations based on the enhanced 3D front tracking with Locally Grid Based tracking in

FronTier. Detailed results were published in a series of papers [42, 83, 84].
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Figure 4.3: Rayleigh Taylor instabilities evident in Crab Nebula. The material was
created for NASA by STScI under Contract NAS5-26555 and for ESA by the Hubble
European Space Agency Information Centre.
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We only summarize the main results here. We achieved agreement with exper-

imental data. Our simulations also reveal the sensitivity of Rayleigh-Taylor mixing

rates to physical and numerical scale breaking phenomena and to scale breaking dif-

fusive or interface smoothing artifacts. Thus accurate numerical tracking to control

numerical mass diffusion and accurate modelling of physical scale breaking phenomena

(surface tension, physical mass diffusion or viscosity) were identified to be significant

contributors to turbulent RT mixing rates.
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Chapter 5

Front Tracking with Limited Mass Diffusion

The advantage of front tracking over capturing methods for the numerical simu-

lation of discontinuity surfaces in fluid flow is to eliminate the numerical diffusion of

mass across a fluid interface. For accurate modelling of an interface between miscible

fluids, however, physical mass diffusion may be significant, and must be added to the

calculation.

In this chapter, we introduce a new front tracking algorithm in which the physical

diffusion of mass across a tracked interface is included. The accuracy and convergence

properties of this algorithm are discussed. The new algorithm is a subgrid algorithm

in the sense that the asymptotic fine grid behavior is identical to conventional un-

tracked (capturing) methods while the coarse grid behavior is improved. It is thus

most suitable for modelling small values of physical mass diffusion, for which ade-

quate numerical resolution is computationally demanding. The mixing rates for the

3D Rayleigh-Taylor instability of miscible fluids based on this algorithm agree with

experimental values.

This is a joint work with Dr. Xinfeng Liu under the supervision of Dr. James

Glimm and Dr. Xiaolin Li. The design and implementation of subgrid model was

done by Dr. Xinfeng Liu.
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5.1 Introduction

The conservation laws

∂ρ
∂t

+ ∇ · ρv = ∆ · νρ ,

∂ρv
∂t

+ ∇ · ρvv = −∇P + ρg + ∇ · νv∇ρ ,

∂(ρE)
∂t

+ ∇ · ((ρE + P )v) = ρv · g + ∇ · νE∇ρ ,

(5.1)

model the mixing of compressible miscible fluids with physical mass diffusion, where

ρ is density, v is velocity, P is pressure, g is gravity, E is total specific energy, and ν

is the coefficient of mass diffusion.

The difficulty in solving this system is to eliminate numerical diffusion across an

interface between distinct fluids while allowing the correct amount of physical mass

diffusion, in the limit where ν is small relative to the affordable grid resolution. The

front tracking method [9, 21, 29, 63, 67, 86] totally eliminates numerical diffusion, but

until now it has not allowed the inclusion of small amounts of physical mass diffusion.

In this chapter, we introduce a new algorithm, building on the front tracking method,

to add small amounts of physical mass diffusion while preserving the elimination of

numerical mass diffusion across an interface. The improved algorithm is based on the

analytical solution of the diffusion equation in one dimension.

Front tracking provides sharp resolution of wave fronts through the active track-

ing of interfaces between distinct materials. It is a numerical method that represents

interfaces explicitly as a lower dimensional mesh moving through a volume filling

grid. The time step of the front tracking code FronTier consists of two parts, the

finite difference interior solver for the states defined on the volume filling rectangular

grid and front propagation for the front position and states defined on each side of

the front, see [21, 45, 46, 50, 51, 61]. This propagation of the front points and front
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state variables distinguishes front tracking from other numerical methods. We use

a directionally split method, which breaks the front propagation into normal and

tangential steps. For the normal front propagation, we project Eq. (5.1) to the front

normal direction to yield the one dimensional system

∂ρ
∂t

+ ∂ρvN

∂N
= ν ∂2ρ

∂N2 ,

∂ρvN

∂t
+

∂(ρv2
N

+P )

∂N
= ρgN + ν ∂vN

∂N
∂ρ
∂N

+ νvN
∂2ρ
∂N2 ,

∂ρvT

∂t
+ ∂ρvN vT

∂N
= ν ∂vT

∂N
∂ρ
∂N

+ νvT
∂2ρ
∂N2 ,

∂ρE
∂t

+ ∂(ρEvN +PvN )
∂N

= ρgNvN + ν ∂E
∂N

∂ρ
∂N

+ νE ∂2ρ
∂N2 ,

(5.2)

where ∂
∂N

is the directional derivative in the normal direction ~N , vN = v· ~N , gN = g· ~N ,

and vT = v − vN
~N is the tangential velocity component.

Our primary results are to introduce the new, limited diffusion tracking algo-

rithm, to test this algorithm in 1D examples, and to discuss its extension to 3D.

Sample 3D simulation results with experimental validation will be summarized also.

In §5.2 the new algorithm to solve the continuity equation with physical diffusion

in one dimension is introduced, making use of the front tracking approach. In §5.3

we present computational verification evidence for the proposed algorithm. In §5.4,

we extend the algorithm to higher dimensions. We validate the 3D algorithm by

comparing 3D simulations of the Rayleigh-Taylor instability to experimental results.

5.2 Physical Mass Diffusion in One Dimension

The new algorithm, developed first in 1D, is based on the following ideas. Un-

tracked contact discontinuities give rise to a blurred or smeared out front. We preserve

the tracking of a sharp front and introduce physical mass diffusion through it as a

perturbation. Thus the time step is split into two parts, the first being the usual non
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diffusive front tracking [30, 48], and the second a pure physical mass diffusion step.

Since the first step has been described previously, we only describe the second, phys-

ical mass diffusion, step. Conceptually, the front states stored on the tracked front

represent the states at ±∞ relative to the scale of the diffusion layer and the diffusion

correction of the interior states near the front will be carried along the characteristics.

For the mass diffusion step at each time step, we compare two algorithms. The first

is a subgrid algorithm which allows limited mass diffusion according to the analytic

form of the solution for the diffusion equation. The second is a finite difference (FD)

algorithm. It is conceptually simpler, and computes the desired diffusion across the

front based on the interior (nonfront) states, with no regard for any tracked front

which might occur within the difference stencil. After the diffusion layer has reached

a width of 2∆x, the first algorithm is turned off and replaced with the second. In

referring to the finite difference algorithm, we understand the case in which it is used

for all times, not just after the diffusion layer width is comparable to the mesh spac-

ing. Both algorithms appear to give satisfactory results, but the subgrid algorithm is

superior in computing the amount of mass diffused through the interface. These two

algorithms are compared to a finite difference algorithm without tracking.

The subgrid algorithm starts with a reconstruction of the diffusion transition

layer. Consider the convection equation with physical diffusion

ρt + uρx = νρxx (5.3)

and the initial condition

ρ(x, 0) =





ρ−∞ x < x0

ρ∞ x > x0

where ν is the physical diffusion coefficient. This initial value problem can be solved
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exactly

ρ(x, t) = ρ−∞ +
ρ∞ − ρ−∞√

π

∫ (x−X)/
√

4νt

−∞
e−ξ2

dξ , (5.4)

where X = x0 + ut.

When Eq. (5.3) is solved numerically, the finite difference (or finite volume)

equation is equivalent to the following modified equation

ρt + uρx = (ν + ν̃)ρxx, (5.5)

where ν̃ is the numerical diffusion. As a result, the numerical solution is approximately

ρ̄(x, t) = ρ−∞ +
ρ∞ − ρ−∞√

π

∫ (x−X)/
√

4(ν+ν̃)t

−∞
e−ξ2

dξ. (5.6)

The diffusion widths for the exact solution and numerical solution are d = π
√

νt

and d̄ = π
√

(ν + ν̃)t respectively. Since ν̃ → 0 as ∆x → 0, d̄ → d under the mesh

refinement.

However, for a large scale computation in three dimensions, mesh refinement is

expensive and requires large increases of memory and CPU time. For example, each

doubling of the number of grid points in each dimension requires an 8 times increase

of memory and a 16 times increase of CPU time. We wish to use finite and affordable

computational mesh to simulate realistic physical mass diffusion when the physical

diffusion coefficient is substantially smaller than the numerical diffusion coefficient.

Assume that we know the density transition, ρn
±∞, at the current step, the

location of the density transition (midpoint), Xn, at the current step, and the amount

of mass which has diffused through the interface in either direction up to the current

step, Mn
±. The density transition and its location are stored as front states and front

positions, and updated as part of the (non-diffusive) front and interior state update.
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The diffused mass, Mn
±, is a new variable. It is a diffusion progress variable, and it

is updated incrementally within the mass diffusion step. On this basis, we define an

analytic solution

ρ(x, tn) = ρ−∞ +
ρ∞ − ρ−∞√

π

∫ (x−Xn)/
√

4νtn

−∞
e−ξ2

dξ . (5.7)

The solution of (5.7) depends on a time tn, defined by the property that the integral

of ρ − ρ−∞ from −∞ to Xn is just Mn
−.

Thus we define the current (pseudo) time tn in terms of Mn
± and the current

density states at infinity, through the formula

Mn
+ =

∫ ∞
0

(ρ(x, tn) − ρn
+∞)dx = (ρn

−∞ − ρn
+∞)

∫ ∞
0

(
1 − 1√

π

∫ x
√

π
√

4πνtn

−∞ e−ξ2
dξ

)
dx ,

Mn
− =

∫ 0

−∞(ρ(x, tn) − ρn
−∞)dx =

ρn
+∞−ρn

−∞√
π

∫ 0

−∞
∫ x

√
π

√
4πνtn

−∞ e−ξ2
dξdx .

(5.8)

Notice Mn
− = −Mn

+. The increased mass diffused through the middle point at

step n is defined as

∆Mn
± = Mn+1

± −Mn
± , (5.9)

where Mn+1
± is defined the same as in (5.8), but with the pseudo time tn replaced by

tn + ∆t.

As a convention [23], the diffusion layer is reconstructed as a simple piecewise

linear curve, defined by a line segment tangent to ρ(x, tn) through the transition mid

point Xn and cutting the horizontal lines ρ = ρ±∞. The edges of the reconstructed

transition layer are located at Xn ± dn, where

dn = d(tn) =
|ρ∞ − ρ−∞|

2|maxxρ′(x, tn)| ≈ π
√

νtn = dn−1

√
1 +

π2ν∆tn

(dn−1)2
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and the max is computed within the transition zone.

Mn
± is defined incrementally from its previous value by adding the amount of

mass to diffuse in the current step. This amount is defined by the analytic solution

of (5.7), using the equivalent time tn defined in terms of Mn
± and the current time

step size ∆t. The diffused mass is added to the interior state on one side of the front

and subtracted from the interior state on the other.

The subgrid algorithm is applied as long as dn < ∆x. When dn ≥ ∆x or if the

finite difference algorithm rather than the subgrid algorithm is being used, then the

diffusion step is a pure centered second order finite difference step, applied to the

interior states, with no regard for the front locations, and no use of ghost cells near

the front. In either case, the diffusion step defines an amount of mass to be added

to or subtracted from that located in the interior states at locations adjacent to the

front.

Assume that the velocity and total energy are slowly varying through the tran-

sition layer, in comparison to the density variation. On this basis, we also treat

the diffusion terms added to the momentum and energy equations as a diffusional

correction, and define a parabolic update step for these equations.

To update the interior states, we use operator splitting to separate the hyperbolic

from the parabolic terms. A regular stencil is one which does not meet the front. The

diffusion term is solved by conventional centered finite differences. For an irregular

stencil, if the front cuts a mesh cell not at the center of the stencil, we define ghost

cell extrapolation of the states on the same side of the front as the center cell using

the front states as in [53]. In case the front cuts the central cell of the stencil, i.e.,

the cell that the stencil is updating, we use the new algorithm explained below. We

denote by ρ̃n+1
i , (̃ρv)

n+1

i , (̃ρE)
n+1

i the states at xn
i after the hyperbolic update. Let

∆Mn
± be defined as above. This mass must be added to the mass described by the
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interior states. We distribute this increment of diffused mass to the two closest grid

cells which lie on each side of the center of the layer. In order to do this, we detect

the closest grid center points on either side of the front center point Xn+1
c , namely xi

and xi+1. We add to these cells the mass diffused from the other side

ρn+1
i = ρ̃n+1

i +
∆Mn

−

∆x
,

(ρv)n+1
i = (̃ρv)

n+1

i +
ṽn

i
∆Mn

−

∆x
,

(ρE)n+1
i = (̃ρE)

n+1

i +
Ẽn

i
∆Mn

−

∆x
,

ρn+1
i+1 = ρ̃n+1

i+1 +
∆Mn

+

∆x
,

(ρv)n+1
i+1 = (̃ρv)

n+1

i+1 +
ṽn

i+1
∆Mn

+

∆x
,

(ρE)n+1
i+1 = (̃ρE)

n+1

i+1 +
Ẽn

i+1
∆Mn

+

∆x
.

(5.10)

5.3 Validation

First we compare algorithms for a 1D pure diffusion and transport problem in

Fig. 5.1. We set a constant velocity field v = 0.5, and study the mass diffusion

across a density jump. We compare the exact solution (obtained from a fine grid

untracked numerical method) to the subgrid algorithm, the tracked FD algorithm and

an untracked FD algorithm. The later three algorithms are computed on a coarse

grid, with the final time and the physical values of mass diffusion equivalent to that

used in the 3D RT simulation for all figures of Sect. 5.3. We choose ν = 0.0008 in all

simulations shown in Sect. 5.3. On the scale of three or so mesh blocks, we see that

the untracked algorithm is wrong, the tracked FD algorithm is good and the subgrid

algorithm is excellent. The excessive mass diffusion in the untracked solution results

from the transport within the Euler equation step and not from the computation of

diffusion per se.

Fig. 5.2 compares density contours with different algorithms for the pure trans-

56



x

7 8 9 10 11 12

1

1.25

1.5

1.75

2

2.25

2.5

2.75

3 Refined
Subgrid (Tracked)
FD (Tracked)
FD (Untracked)

ρ

<------------- 4∆ x ----------->

Figure 5.1: Comparison of algorithms for the 1D diffusion and transport problem.
Plot of density vs time, displayed after 2000 coarse grid time steps and an equivalent
physical time for the fine grid.

port and diffusion problem, from which we can see that the subgrid (tracked) algo-

rithm is less diffused than the untracked algorithm.

Table 5.1 compares the L1 errors for different algorithms for the diffusion and

transport problem. We denote by ρexact(x, tn) the exact solution, which can be ob-

tained by a numerical solution using a very fine grid and by ρ(x, tn) the numerical

solution computed on a coarse grid, and interpreted as piecewise linear between grid

points. For the two tracked algorithms, the grid cell which contains the front is di-

vided into two fractional cells on either side of the front, and the front states provide

the additional data to reconstruct a linear solution in each subcell. We calculate the

L1 error at time tn by
∫ ∞
−∞ |ρ(x, tn)exact − ρ(x, tn)|dx.

Table 5.2 compares the mass diffused through the diffusion layer midpoint Xn

at time tn. For untracked simulations, Xn is defined as the midpoint location of the

density within the transition layer. This location is, in general, not a grid point,

and so the diffused mass calculation involves use of a fractional cell. The diffused
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Figure 5.2: Comparison of coarse mesh space time density contours for different
algorithms. Two contours are shown, for ρ = 1.5 and ρ = 2.5, that is 25% and
75% of the density change through the transition layer. To avoid stairstep plots of
coarse grid piecewise constant functions, we use reconstruction of the transition layer
as defined in Sec. 5.2. For the untracked FD algorithm, we interpolate data between
adjacent grid points. Left: subgrid (tracked) algorithm. The diffusion layer has a
width of about 2dn = 0.8∆x at time t = 16. Right: FD (untracked) algorithm. The
numerically computed diffusion layer has a width of about 3∆x at time t = 16.

Mesh Subgrid (Tracked) FD (Tracked) FD (Untracked)
40 0.30 0.29 1.02
80 0.28 0.26 0.57

160 0.21 0.20 0.25

Table 5.1: L1 error comparison for different algorithms.
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Mesh Subgrid (Tracked) FD (Tracked) FD (Untracked)
40 0.240 0.071 1.274
80 0.242 0.129 0.735

160 0.252 0.218 0.480
4000 0.264 0.264 0.264

Table 5.2: Comparison of diffused mass for different algorithms at the same time with
different grid sizes. The coarsest mesh corresponds to the late time 3D simulation.

mass is computed by 2
∫ Xn

−∞ |ρ(x, tn)−ρ−∞|dx. From this comparison, we see that the

subgrid algorithm is far more accurate in this measure of convergence than the FD

(tracked and especially untracked) algorithms for a coarse grid, and that the tracked

(FD and subgrid) algorithm can eliminate the numerical diffusion across the interface

completely. All algorithms agree with a fine grid.

Fig 5.3 shows the convergence of the subgrid and the tracked FD algorithms.

Both algorithms have good L1 error norms, even for the coarse grid, with a slight

advantage for the FD algorithm.

Fig. 5.4 compares the algorithms for a shock-contact interaction, again with

an imposed velocity field. The left frame is before and the right frame after the

interaction of the shock with the contact. The same three algorithms are compared

to a fine grid solution. Fig. 5.5 compares the numerical algorithms before (left) and

after (right) a rarefaction wave interacts with the contact interface, parameters chosen

as above. From these three plots, we conclude that the tracked subgrid algorithm and

the tracked FD algorithm are nearly equivalent, and both are much better than the

completely untracked solution.
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Figure 5.3: Convergence of the tracked subgrid and the tracked FD algorithms for
the same 1D diffusion and transport problem. Left: the tracked subgrid algorithm;
right: the tracked FD algorithm. The coarsest grid coincides with that of Fig. 5.1.
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Figure 5.4: 1D comparison of algorithms for a shock contact interaction problem.
Left: before the shock interacts with the contact; right: after the shock passes through
the contact.
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Figure 5.5: 1D comparison of algorithms for a rarefaction contact interaction problem.
Left: before the rarefaction interacts with the contact; right: after the rarefaction
passes through the contact.

5.4 Extension to Higher Dimensions

For the higher dimension case, we split the front into normal and tangential

directions. The subgrid algorithm is applied along the normal direction, and no

diffusion is added to the tangential sweep. In this way, the subgrid algorithm in one

dimension can be extended easily and efficiently to the higher dimension. We do

not present results from a 3D extension of the tracked FD algorithm, but we remark

that it also must be solved in normal-tangential coordinates to avoid over-diffusing

the mass. The subgrid algorithm is validated by comparing a 3D simulation of the

Rayleigh-Taylor (RT) instability to laboratory experiments [8]. The RT instability

occurs at a fluid interface whenever the density gradient is opposed to the acceleration

gradient across the interface. The RT mixing rate is the dimensionless coefficient α

in the equation

h = αAgt2 (5.11)
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Figure 5.6: Left: Self similar growth of the mixing zone. Right: The same data
plotted using a time dependent Atwood number, to remove the effects of numerical
or physical mass diffusion.

for the height h of the bubbles, i.e., the interpenetration distance h of the light fluid

into the heavy fluid. Here A = (ρh − ρl)/(ρh + ρl) is the Atwood number and t is the

time. Acceptable experimental values for α are α = 0.06 ± 0.01 [8, 108]. See [106]

for background information. To remove effects of mass diffusion (physical and/or

numerical), we follow [41] to define a time dependent Atwood number A(t), and the

renormalized growth rate αren,

αren =
h

2
∫ t

0

∫ s

0
A(r)gdrds

.

Our 3D validation results are summarized in Table 5.3. See also Fig. 5.6. Details

regarding this simulation have been published separately [83].
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Experiment Comment α
Simulation
Andrews Miscible [8] 0.07
FronTier Miscible 0.069
TVD Untracked [41], Ideal 0.035
FronTier Ideal 0.09
TVD Untracked, ideal (renormalized) 0.076
FronTier Miscible, ideal (renormalized) 0.089

Table 5.3: Mixing rates compared for an air-helium 3D Rayleigh-Taylor experiment
and related simulations. The simulations compare physical mass diffusion to ideal
physics (no diffusion) and they compare tracked to untracked algorithms. The agree-
ment of the tracked simulation with physical mass diffusion with the experiment is
excellent, while the ideal simulations do not agree with experiment, nor (because of
the numerical mass diffusion in the untracked ideal simulation) with each other.

5.5 Discussion

We have introduced a new subgrid algorithm to combine physical mass diffusion

with the tracking of an interface (to eliminate numerical mass diffusion between the

two fluids). The algorithm has been tested in typical 1D wave interaction problems,

extended to 3D and then compared to a laboratory experiment of RT mixing rates,

with basically perfect agreement. We can also identify two other issues that could

contribute opposite effects and at least in part cancel each other, subgrid or unre-

solved mass diffusion due to unresolved subgrid interfaces and long wave length initial

conditions.

Viscosity will be very small for the air-helium experiment but large for other

experiments, see the discussion in [83]. The extension of the subgrid algorithm to

include the viscosity will definitely be useful and will be considered in our future

studies.

We omit tangential mass diffusion as this effect is not directly coupled to the

diffusion related decrease of bouyancy forces that is activated by the mass diffusion
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normal to the interface. Similarly we regard curvature related corrections to the

diffusion process as secondary. Such phenomena are not considered here but could

be studied in following investigations.

This result can be compared to typical untracked simulations, which generally

under-predict mixing in comparison to experiment by a factor of 2 [28]. In the study

[41], we identified numerical mass diffusion as an explanation of the discrepancy

between untracked simulations and experiment.

The total variation diminishing (TVD) algorithm [79] gives a value for the growth

rate α = 0.035, while for other simulation codes [28], α varies from 0.023 to 0.030. We

list three differences between the untracked simulation [79] and the others [28] with

the potential to explain these differences: [79] used 2 times the mesh resolution per

mode, it used artificial compression to reduce mass diffusion and it used a different

numerical algorithm (TVD).

In previous work, we obtained agreement with experimental data for RT mixing

of immiscible fluids [42], namely, αnumerical = 0.067, αexperiment = 0.063 ± 0.013.

Combining the present study and this previous one, we can state that improved

numerical modelling of interfaces (via front tracking) and improved physics modelling

(via inclusion of scale breaking phenomena) is an important factor to our agreement

between numerical simulation and experiment. We are not aware of other 3D RT

mixing simulations with comparable agreement with experiment.
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Chapter 6

Conclusions

We have several main conclusions from this study.

1 Locally Grid Based interface tracking combines the advantages of Grid Free

tracking and Grid Based tracking. It is accurate and robust and demonstrated

superior performance through series of benchmark tests.

2 Locally Grid Based interface tracking conquered two major difficulties faced

by traditional front tracking method while modelling mean curvature flow. It

is well suited for complex mean curvature driven interface motions, including

those that involve topological changes.

3 Our new series of 3D Rayleigh-Taylor chaotic mixing simulations based on the

enhanced 3D front tracking with Locally Grid Based tracking achieved agree-

ment with experimental data. Improved numerical modelling of interfaces (via

front tracking) and improved physics modelling (via inclusion of scale break-

ing phenomena) are two important factors to our agreement between numerical

simulation and experiment.
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