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Abstract of the Thesis
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Master of Science
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2009

As an initial step in HIV infection of T-cells, tharal envelope glycoprotein gp120 must
bind to CD4 receptors on the target cell surfaCer the past several years, proteins
isolated from various prokaryotes have been shaninttibit HIV cell entry by binding
to gp120 and thus blocking the association with C/like the majority of inhibitors,
these proteins bind to the carbohydrate moiety haf glycoprotein, not the protein
component. The binding of one of these proteingmnovirin-N, to a range of
carbohydrate targets has been well-characterizedyth b structurally and
thermodynamically, and thus provides an ideal systor the development of
computational methods that address the problematéim-carbohydrate binding. Using
a range of computational approaches, we have désbebe energetic contribution of
each protein and carbohydrate functional groupht® liinding affinity. Studies have
shown cyanovirin-N contains two symmetrglated carbohydratinding sites with
different affinities that recognize the high mammosligosaccharides, and that the
minimum structure required for high-affinity bindinis the disaccharide mannasgt-
2)-mannose. Our calculations begin with analyzimg disaccharide and understanding
how it is bound to the binding sites of cyanoviNn-We continue to build up the sugar
one monomer at a time and analyze each conform#tetnis built. Understanding how
diverse carbohydrate-binding proteins bind thenbohydrate ligands with high affinity
can expand our knowledge of specific carbohydmtegnition.
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Chapter 1

Introductory Background

Aims

This work involves the development of comprehensse¢ of computational
methods for analysis and design in glycobiologyl tre application of these tools to the
glycobiology of HIV-1 infection. The long-term ains to understand the role of
carbohydrates on the Env glycoproteins both in gatmn of cellular targets and in
recognition by the immune system. It is shown hbe continuum electrostatic models
were used and how molecular dynamics simulatioltsvall us to dissect the protein-
carbohydrate interactions. Using this method alldivs separation of the individual
contributions of various parts of the complex vilikir energies, which is inaccessible by

experiments.

1.1 An introduction to protein-carbohydrate interactions
Protein-carbohydrate interactions play an importasie in various cellular

processes, including viral and microbial pathogen@sflammation, and fertilization, as



shown in Figure 1. These interactions play a kdg in a variety of cell adhesion events,
including the binding of parasites, fungi, bacteaad viruses to their host cells, which is
the initial step in infection [14]. One can thiok this type of binding as the “lock and
key” analogy seen with an enzyme and a substrdteresthe “lock” is the enzyme and
the “key” is the substrate. In protein-carbohydraiteractions the “key” represents the
complex carbohydrates and the “lock” symbolizesdtdohydrate binding proteins, also
known as lectins [39]. Complex carbohydrates ammonly found on the cell surface
and interact with lectins in solution or on thefaoes of other cells. There are many

various types of lectins that differ in size andisture [38].
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Figure 1:Schematic diagram portraying protein-carbohydrate nteractions at the
cell surface. Red ribbons indicate that the sugar chains caninied to proteins or
anchored in the plasma membrane via a lipid. [19]



Information about lectins and their ligands can eofrom an assortment of
sources, including X-ray crystallography, bindingeriments with sugars, site-directed
mutagenesis, NMR experiments, and molecular maoglelinCurrently, over 300
complexes of lectins with carbohydrates [10] hawserb solved mainly by X-ray
crystallography; most of these are from bactenali@l sources. Table 1 shows several

examples of these types of complexes.

Source and name of lectin Ligand Resolution (A) PDBode
Clostridium botulinum
Botulinum neurotoxin B NeuAa2,3GalB4Glc 2.60 1F31
Clostridium tetani
Tetanus toxin GalB4Glc 1.80 1DLL
Escherichia coli
FimH Man 2.79 1KLF
Influenza virus
Hemagglutinin NeuAa2,33GalB3- 2.50 IRVO
GIcNAcB3GaB4Glc
Ralstonia solanacearum
RS-IIL Man 1.70 1UQX
Staphylococcus aureus
Enterotoxin B Galp4Glc 1.90 1SE4
Vibrio cholerae
Cholera toxin NPaGal 2.00 1EEI

Table 1:Examples of three-dimensional complexesf bacterial and viral lectins. The
source and name of the lectin, ligand, structuseltgion, and PDB codes are listed [10].

Experimental studies have shown that the bindingiorss of carbohydratéectin

complexes are mostly in the form of shallow cleftsthe surface of the protein, where
typically one or two segments of the ligand arerab[B89]. Lectins can interact by way
of hydrogen bonds, hydrophobic, electrostatic, avater-mediated interactions [30].

Hydrogen bonds are involved in providing affinitydaspecificity to protein—



carbohydrate interactions [36]. They depend largah interactions involving the
hydroxyls of the carbohydrate. A sugar hydroxys kize ability to interact with a protein
both as a hydrogen bond donor and as an acce@sra hydrogen bond donor, the
hydroxyl has rotational freedom around the C—OHitoral angle, and thus can often
attain a strong linear bond with an acceptor growhen each of two adjacent hydroxyls
of a monosaccharide interact with different atonmighe same amino acice.g. two
oxygens from the carboxylate of glutamic or aspaatid), it forms bidentate hydrogen
bonds [36]. Even though carbohydrates are higblarpmolecules, the position of the
hydroxyl groups can create hydrophobic regions logirtsurfaces, which can form
contacts with hydrophobic side chains of the pro{é]. Sometimes contacts between
the protein and ligand are mediated by water badl]. These watemediated
interactions can consist of a single water moleaula chain of many water molecules

which may be important for ligand recognition.



Chapter 2

Biological context: Human Immunodeficiency
Virus (HIV)

2.1 History and Epidemiology

One leading example of a protein-carbohydrate agtesn comes from the human
immunodeficiency virus, also known as HIV. The HiMection is one of the most
destructive epidemics in history. Usually aftevesal years, a patient who has been
infected with HIV is likely to become ill more ofteas the number of immune system
cells left in their body drops below a particulaving; the patient is said to have the
acquired immunodeficiency syndrome (AIDS). HIV asmember of the retrovirus
family, and it is different from most other viruskescause it attacks the immune system.
HIV finds and destroys a type of white blood cellled T cells that the immune system
must have to fight disease. HIV is believed toenasiginated in primates in sub-Saharan
Africa and transferred to humans early in the ahtury [16]. As of December 2007,
the Joint United Nations Program on HIV/AIDS ana tWorld Health Organization

5



estimated 30 to 36 million people worldwide werging with HIV. Of those,
approximately 2.2 to 3.2 million people became ryawlected and 1.8 to 2.3 million lost
their lives to AIDS [45]. In 2007, The World HedalOrganization has estimated 1.2
million adults (15 and over) and children in theitdd States were infected with HIV
[45].

2.2 Transmission

HIV is a virus that is sensitive to its environmeand cannot live very long
outside of the body. As a result, the virus canbettransmitted through everyday
activities e.g. shaking hands, hugging, drinking from a water faum etc.). HIV is
primarily found in blood, semen, and vaginal fluilem an infected person. HIV
infection has been identified to occur via threemtsansmission routes—unprotected
sexual relations with an infected person, shariegdies and/or syringes with an infected
person, or being exposed to HIV from mother tocthlutereo or during breast feeding

as an infant.

2.3 Structure

HIV belongs to the class of retroviruses, which aimises that contain RNA
(ribonucleic acid) as their genetic material. Witthe retrovirus family, HIV belongs to
a subgroup known as lentiviruses, which are “slgitises due to their characteristics of
having a long period of time between initial infeat and the beginning of serious
symptoms. This is why many people who are unawéigeing infected with HIV can

unfortunately spread the virus to others. Outsiti@man cell, HIV is roughly spherical



with a diameter of about 120nm, which is smallantla red blood cell, but large for a
virus. It consists of two basic components: thalvenvelope and the viral core [34], as
shown in Figure 1. The viral envelope is the oldager of the virus consisting of a lipid
bilayer. Embedded around the viral envelope aoteprs or “spikes”, known as Env.
The Env consists of a cap made of three molecwalsdcglycoprotein 120 (gp120), and
a stem consisting of three molecules called glyoin 41 (gp4l) that anchors the
structure in the viral envelope. Information abthé envelope spike structure is limited,
and it is not clear how many spikes there are @h @&us or how they are distributed
[9]. The second component — the viral core — g within the viral envelope. Itis a
bullet-like shaped structure, also known as a cgpghich is made up of 2,000 copies of
the viral protein p24. The capsid surrounds twagle strands of HIV RNA, each of
which has a complete copy of the viral genome. H#¢ three structural genes (gag, pol,
and env) that contain information needed to makecstral proteins for new virus
particles. The env gene codes for a protein ca|gb0 that is broken down by a viral
enzyme to form gp120 and gp41. HIV has six reguagienes (tat, rev, nef, vif, vpr, and
vpu) that contain information needed to producdeging that control the ability of HIV
to infect a cell, produce new copies of virus, auge disease. The protein encoded by nef
is necessary for the virus to replicate efficienthye vpu-encoded protein influences the
release of new virus particles from infected ceflad vif interacts with an antiviral
defense protein in host cells, causing inactivabbrihe antiviral effect and enhancing

HIV replication. This interaction may serve aseavrtarget for antiviral drugs. The ends



of each strand of HIV RNA contain an RNA sequenabed the long terminal repeat
(LTR). Regions in the LTR act as switches to conproduction of new viruses and can
be triggered by proteins from either HIV or the thosll. The viral core also includes a
protein called p7, the HIV nucleocapsid protein][3#hree enzymes carry out later steps
in the viral life cycle: reverse transcriptaseegmase, and protease. Reverse transcriptase
reads the sequence of viral RNA that has enteredhtbst cell and transcribes the
sequence into a complementary DNA sequence. Wlitihotine viral genome could not
become incorporated into the host cell, and cowdraproduce [34]. Afterwards, the
DNA can be inserted into the DNA of the lymphocyide virus has its own enzyme
called integrase that facilitates incorporatiortteé viral DNA into the host cells DNA.

The integrated DNA is called a provirus [34].

gp120 - Docking
Glycoprotein /™
Lipid Membrane

Figure 1: Schematic image of the HIV virion structure. The viral envelope and viral
core are shown. [33]



2.4 Replication cycle

Cell membranes are usually barriers that keep awinful chemicals and microbes.
However, HIV has little trouble penetrating the neeme of its target cells. The HIV
life cycle involves multiple steps. HIV begins iife cycle when it binds to a CD4
receptor and one of the two co-receptors (CCR5XCRA receptor) on the surface of a
CD4" T-lymphocyte. The HIV virus will fuse with its Bocell, and after fusion the virus
will release RNA into the host cell. Reverse traipgase converts the single stranded
HIV RNA to double stranded HIV DNA. As DNA enterket host cell's nucleus, an
enzyme called an integrase “hides” the HIV DNA witlhe host's own DNA. This is
known as a provirus. The provirus may remain invacfor several years, producing few
or no copies of HIV. However, when the host cetlaives a signal to become active, the
shorter strands of messenger RNA (MRNA) form tetepléo make long chains of HIV
proteins. Protease then cuts the long chains of pibfeins into smaller protein strands.
As the smaller HIV proteins come together with espof RNA genetic material, a new
virus particle is assembled. During this time,utlb out from the host cell. The new virus
steals part of the cell's outer envelope, whicls ast a covering and it is studded with
viral glycoproteins. These glycoproteins are neamgsfor the virus to bind CD4 and its
co-receptors, and for fusion of the viral and dalumembranes. The new copies of HIV
can now move on to infect other cells [34]. Fighsdow is a schematic drawing of the

replication cycle.
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Figure 2:Steps in the HIV Replication Cycle. In the first step, there is a fusion of the
HIV cell to the host cell surface. Second, the HRMA, reverse transcriptase, integrase,
and other viral proteins enter the host cell. d@hthe viral DNA is formed by reverse
transcription; Fourth, the viral DNA is transportacross the nucleus and integrates into
the host DNA. Next, the new viral RNA is used anhgnic RNA and to make viral
proteins. This is followed by the new viral RNAdaproteins moving into cell surface
and a new, immature, HIV virus forms. Lastly, theus matures by protease releasing
individual HIV proteins. [34]

2.5 Carbohydrate-binding proteins inhibit HIV-1 cell entry

Due to the high rate of mutation, HIV is able tdtiopze its interactions with

various host proteins and pathways, thereby myitiglmore quickly. The virus ensures



11

that the host cell survives until the replicatigrtle is completed, and — possibly even
more damaging — may establish a stable latent thahsupports the chronic nature of
the infection. The complete suppression of the sviagppears unlikely until effective

methods are developed to purge these latent \drald. More testing is needed to solve

the mysteries of viral latency and replication.

Recently, there has been a growing interest inldpueg anti-viral microbicides.
Microbicides are substances that protect the bomy infection by microorganisms such
as bacteria, viruses, and fungi. They work by eittestroying the microbes or preventing
them from establishing an infection. Cyanovirin-8MN) is one of the microbicides
being studied today. It was originally isolatednfr@ultures of the cyanobacterium (blue
green algae)Nostoc ellipsosporum [7]. CVN — a HIV-cell fusion blocker — was
discovered in a National Cancer Institute (NCl)esting program for natural anti-HIV
agents [12, 13]. CVN binds to the sugars attacbete HIV envelope protein, and thus
is an inhibitor of all strains of HIV. While CVNsibeing studied for the prevention of

HIV infection, it does not cure HIV or AIDS.

As seen in numerous experiments, it is a known flaat the glycosylation of
proteins plays a key role in human health and diesehowever, the details of these
effects continue to be poorly understood. For thason, an important area of research is
the study of how structural and energetic properteg proteins are affected by

carbohydrates. We are focusing on non-bonded pretarbohydrate interactions, using
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the association of virucidal proteins with the obgccharides of HIV gpl120 as a model

system.



Chapter 3

Molecular Modelling Techniques

The range of systems that can be considered inamalemodeling is extremely
broad, from simple isolated molecules to polymersl diological macromolecules
(proteins and DNA). Computational studies of biadad) systems can play an important
role complementary to experimental studies. Theaseliess can separate individual
contributions and energies of various parts of ¢beplex in a way inaccessible to
experiments.

In theory, quantum mechanical treatments shouldthge tool for a reliable
description of a complex in a system. Howevers thinot feasible especially for large
macromolecules. A large number of particles mestdnsidered and the calculations are
time consuming. To overcome these obstacles, therdwo alternative methods that

have been particularly successful — molecular meickaand continuum electrostatics.
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3.1 Molecular Mechanics

Molecular mechanics considers molecules as a timieof point particles, each
with its own mass and charge, and linked togethi#r wlassical chemical bonds. The
forces acting on each particle are evaluated abi@tions of classical bond-stretching,
bond angle, bond torsion, and non-bonded intenastiand in this manner the energy of a
given atomic configuration is calculated using alenolar mechanics force field. One

form of this force field that can be used for ag&nmolecule or an ensemble of

molecules is:
vy S e T e e+ T (14 cos (s — )
_Jl::l:u:z‘s 2 i + anple 2 : + tarsions 2 !
v - 12 5 i
ii'. {i' qi qj
+;MZ+1 4e,, (a) _(E) + Tnogr,

wherev represents the potential energy [27]. The coutidins that are listed in the

equation are schematically represented in Figure 1.

b
O+—0 ) ~_ &
Bond stretching 1 T=a
I| P

\ s
-
-
&+
\Q/ Non-bonded interactions
{electrostatic)
Angle Bending )
-
-
-
Bond rotation (torsion) T}Mnded interactions

(van der Waals)
Figure 1. Schematic representations of four key contributios to molecular mechanics.
These include: bond stretching, angle bendingidoas, and non-bonded interactions. [27]

\
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The first term comes from the interaction betweammspof bonded atoms by a harmonic
potential that increases the energy as the borgilgy moves away from the reference,
lio. The second term comes from the angle bendirsgmolecule between three atoms.
The third term considers the bond rotation, andfith@ term is the non-bonded term.

This is a calculation between all pairs of atoimand]j) that are in different molecules or

that are in the same molecule but separated bg threnore bonds. It is usually modeled
using a Coulomb potential for electrostatic intéicats and a Lennard—-Jones potential for

van der Waals interactions.
3.2 Molecular Dynamics

To complement experimental data, molecular dynawacsbe used to understand
more about complex molecular systems. The stadw wf a molecule from an X-ray
crystal or NMR structure is just not enough toyfuidkplain its biological role. Molecules
are not frozen; the atoms continuously interact ragsb themselves and environment.
The motions can explain more about their strucamd function. Molecular dynamic
simulations involve a number of steps, includimdptaining a three-dimensional structure
from X-ray crystallography or NMR data; identifyimgich atom and residue by assigning
each atom with its force field parameters; pladimg protein in a pre-equilibrated solvent
environment; running molecular dynamics at a cert@amperature and density; collecting

data from the output files; and analyzing the aatar the period of time.
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3.2.1 Boundary Conditions

The proper treatment of boundaries is importansimulation methods. Without any
boundary conditions, the outermost atoms may natbbe to interact with surrounding
atoms. To overcome this effect, a method has heseudl called periodic boundary
conditions in which a modeled system is placed imia cell that has an infinite number
of images. If a molecule leaves the system frora call it immediately enters at the

same velocity at the opposite boundary [27].

Figure 3. A representation of periodic boundary conditions. The primary region (in
red square) contains a solute (in yellow circl&he nearest-neighbor repeats this region
(in black squares). The solute avoids interacotwty its own image by having a cutoff of
all non-bonded interactions be smaller than théadie between the edge of the solute
and the nearest edge of its nearest image.
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3.2.2 Thermodynamic Features

Molecular dynamics is normally performed in varidhermodynamic ensembles.
The two most common ensembles are the constit (constant volumeconstant
temperature) and the constdNRT (constant pressureonstant temperature) ensembles.
A constant temperature simulation may be requicedompare another system where it
changes temperature.d. unfolding of a protein). Running simulations undenstant
pressure is important because one can test thetei¢ any phase transitions with an

induced pressure [27].
3.2.3 Water Models

Systems are normally simulated in a setting thatresents its biological
environment. For many cases, the molecular compdexbe simulated in a solvent of
water with sodium chloride ions or with a lipiddojer. Molecular dynamics simulations
can be done with explicit solvent molecules or toplicitly accounting for the effects of
solvent. There are a variety of models for expliater including TIP3P, TIP4P, TIP5P,

SSD, SPC, and PPC [23]. Figure 2 illustrates wargtructures these models can adopt.
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Figure 2. Representations of simple explicit water models. Models differ in the
guantity, positions, and magnitudes of partial gearused to represent the effects of
water. Image extracted from [10]

3.3 The continuum electrostatics model

To treat solvent explicitly by placing the systefirderest in a bath of individual
solvent molecules is computationally costly becatse expensive to calculate the free
energy of solvent. To address this issue, thergbowethod that is applied to biological
systems is the continuum electrostatic model [17]s used to compute the electrostatic
effects in binding of proteins. In this approaniglecules are described as a set of point

charges located at the center of the atoms iniarrexj low dielectric constant and the
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solvent treated as a region of high dielectric. e Tdlectrostatic potential can then

described by the Poisson—-Boltzmann equation:

7 [ ()T ()] - 2 () (%) sinh o (7)]=— 4me (7)
where the variables af, €, k, andp are all functions of the positic/. The describes

the electrostatic potentiat, describes the dielectric constapt,describes the charge

vl

: 2
density, andk T

describes the effect of mobile ions using the [@elbiiickel

model. The electrostatic potential produced by $lgstem can be obtained by the
linearized Poisson—Boltzmann equation by replachey hyperbolic sine with the first

term in the series expansion and yields:

7 ()7 6]-c (@) (-smo )

By using the continuum electrostatic model, theresal is considered as a bulk entity. It
is reasonably fast in computing the electrostatiergy of a given conformation of the
solute. Additionally, since the dielectric condtamepresents electrostatic properties
averaged over many configurations of the solvergraevents the need to sample all the
solvent configurations.

Since all charges act independently within thedrmed form, the contributions
to the electrostatic free energy from various paftthe system are separable. Thus, the

binding energies can easily be divided into varipasgts of the molecule or functional

group.



Chapter 4

Trajectory Analysis

After a molecular dynamics simulation is completad,enormous amount of data
is generated to be analyzed. Individual piecesdata (i.e. bond energies, atomic
positions, temperature, etc) provide little insighitthe behavior of the biomolecule. A
visual aide (such as Visual Molecular Dynamics (VMébftware) is used to load a
molecular dynamics trajectory to visualize the éctpry [21]. Even though visual
analysis is important, it is not enough to undedtahe system. Thermodynamic

information can be obtained through mathematicalyais.
4.1 Binding Free Energy Calculation

The binding energy is  calculated by the differencan
Gibbs Free Energy@) between the bound and unbound states of a reedigemd

conformation.

AC;binding = c-:'comple< - (G protein + C;Iigand)

20
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The binding free energy can be broken down inteovarterms. First, there are van der
Waals and electrostatic interactions in the bouates Additionally, there is a solvation
term that is comprised of polar and non-polar temash calculated separately:
Gsolv = Gpolar + Gronpolar
It incorporates the van der Waals interaction betwsolute and solvent, the electrostatic
interactions between the solvent and molecules iodirg, and the energy cost of
creating a cavity within the solvent. The non-pdat&arms can be approximated from the
solvent accessible surface area:
Gronpolar = JA+ b

The values fory andb comes from experimentally determined free enelfdits

The binding energy calculations done in this workolve a semi-rigid
approximation, which means the structures of th@gms do not change significantly
upon complex formation, and since we wish to stilnyenergetics of binding essentially
due to the contact of protein surfaces rather tioathe conformational change of the
main chains of the protein, the internal degreesesdom can be ignored. When this is
ignored, the only terms to be considered are thectdiCoulombic interactions between
the binding partners, the solvent screening ofititeraction, and the desolvation of each

binding partner.
4.2 Calculation of relative free energies of bindig

Calculating free energies has been widely useti vasearchers working with

molecular simulations. However, calculating freergies has been troublesome from
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the fact that accurate free energy results canbb@&red if the contributions of all the
populated states (including configurational, confational, and vibrational states) are
included in the calculation. To deal with suchlpems, relative free energies of rigid
binding energies are calculated for a set of mdéscthat are computed by comparing the
average ensemble energies extracted from boural rsiatecular dynamics and those of

related conformations from the bound state.
4.3 Electrostatic component analysis

In many cases, electrostatic interactions playtal wole in a complex. In order to
understand electrostatics in more detail, it isspgie to break down the electrostatic
interactions from various parts of the moleculeor proteins, every residue is divided
into a side chain, backbone carbonyl, and backlaomeo group. For carbohydrates, we
can define each functional group. Three typesabfutations can be determined for
every group. One term is the desolvation energgnoindividual group, the second term
can be defined as the solvent-screened Coulomtararctions between two groups in the
bound state (direct interaction), and lastly, tliedence in the solvent screening that
intramolecular interactions experience in the bowmtd unbound states (indirect
interactions). All three terms can be summed ugite the electrostatic contributions to
binding.

Within a group, the total of the desolvation, direend indirect terms gives an
energy called the mutation free energy. It coresis to the binding energy difference

of the native complex and that of a complex wikpacific group of interest that is



23

substituted by a hydrophobic isostere. The pasitv negative values indicate the
unfavorable and favorable contributions to the ligdaffinity. The electrostatic

component analysis method is a good way to determma influences of single residues
on the binding affinity and pinpoint hotspot resadu This information can be used as a

guide for design.
4.4 Calculation of ligand strain energies

There are multiple conformations a prospectivaridy can adopt in a given
binding site [17] and in unbound state. The ligat@in energy is the energetic cost to
conform the ligand into the binding conformatiolh.can be computed by comparing the
total ensemble-averaged energies of the ligandocomations extracted from the bound
state simulations and for the unbound simulatiofise energies computed for the ligand
included the sum of all bonded terms (bonds, angled dihedrals), intramolecular van
der Waals, and intramolecular Coulombic interactjohydrophobic solvation free

energies, and electrostatic solvation free energies



Chapter 5

Implementation and Results — Using restrained
solvent model

5.1 Introduction

To date, numerous lectins from diverse sources lhaen identified as having
virucidal activity against HIV, but among the bekaracterized is cyanovirin-N (CVN).

Cyanovirin-N is a 101-amino acid protein that camgatwo pseudosymmetrical

Figure 1. Ribbon diagram of CVN bound with two dimannoses shaing the
pseudosymmetry of the protein (PDB 1llY). Domain A is colored in orange and
domain B is colored in green. Image generated WD [20]

®Details in this chapter appear in Prot Sci.. Fujimoto, Y.K., et al. Computational models explain the
oligosaccharide specificity of cyanovirin-N. Prot. Sci., 11: 2008-2014 (2008).

24



25

The “back” of the protein contains two adjacenpl&istranded anti-parall@l sheets and
the “front” comprises of two opposing hairpins. One B-helical turn directs each of
these structural elements, and a four residueio&enects the sequential domain. CVN
binds to the sugars attached to the HIV envelogeoglrotein, gp120, and thus is an
inhibitor of all strains of HIV. It has been ediabed that gp120 is glycosylated with an
abundance of N-linked carbohydrates, and that C¥lctively binds with nanomolar

affinity to the D1D3 isomer of Mamand to Maa [1].

A number of enlightening studies on carbohydratadinig to CVN have been
carried out by Dr. Carole Bewley and her collabarst The solution NMR structure in
complex with Man(1-2)Man (PDB: 1I11Y) revealed two sugar bindingesitlocated on
opposite ends of the protein. Isothermal titrataahorimetry experiments showed the

sites to differ in affinity for the disaccharideg & factor of 10 (data shown in Table 1).

Carbohydrate Site Ka (M7 AG @ 298K (kcal mol)
Mana(1-2)Man Site A 6.8 (x4) x 10 -8.0
SiteB 7.2 (24)x 10 9.4
Mana(1-2)Maro(1-2)Man  Site A 6.6(x0.7) x 10 -9.3
Site B 3.7(x0.3) x 10 -7.6
Mana(1-2)Maro(1-3)Man  Site A 8.1(x0.8) x 19 5.3
Site B 1.7(x0.5) x 10 7.1
Mana(1-2)Maro(1-6)Man  Site A 7.1(x0.9)x16 -6.6
Site B 2.8(x0.7)x10 -7.4

Table 1. Isothermal titration calorimetry results. These experiments show the
different affinities for the carbohydrates in eaite. [3, 4]
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Domain B is comprised of a deep pocket, while dornfaappears to have a reduced-size
pocket. Along the carbohydrate binding sites, themee a number of polar and charged
amino acid residues and thus a side chain is witiidrogen bonding distance of almost
all the disaccharide hydroxyl groups, except fa& @11 hydroxyl group on the reducing

mannopyranose ring [3].

Following the disaccharide studies, experimentl¢termined the affects of
affinity and specificity of CVN to larger mannoségosaccharides. Once again, using
isothermal titration calorimetry, the specificityndh affinity was evaluated for CVN
binding to several synthetic trisaccharides (ascatdd in Table 1), methyl Marf1-
2)Mam(1-2)Man, methyl Mao(1-2)Maru(1-3)Man, and methyl Man(1-2)Maro(1-
6)Man), which represent the D1, D2, D3 arms ofNfaey structure. An illustrated image
of the Man structure is depicted in Figure 2. The resultshef binding of CVN to the
trisaccharides were unanticipated. Site A was abldiscriminate between the three
trisaccharides with Kvalues over three orders of magnitude; howeves,Bishowed all

three trisaccharides binding with similak #alues as provided in Table 1 [3].

Despite the apparent wealth of data for this systéere remain open problems
regarding the structure and energetics of spedfigar recognition. The crystal
structures of CVN bound to each of two high-manrmggsaccharides, Mgrand Mag,
have been solved [5], but the carbohydrates arefuilgt resolved. One of the two
binding sites is occupied, and the oligosacchasitiectures deviate strongly from that

expected; several mannoses are intieenfiguration (wheret anomers are expected),



27

and numerous rings are in disfavored ring confoionat Overall, only the small portion
of the oligosaccharide (Marfl-2)Mam(1-2)Man) making the most intimate contact
with the protein is particularly well structured.

A solution structure with both sites bound to tleadcharide Mam(1-2)Man is
available [1]. In this structure, however, few NQBnstraints were available to
accurately define the lower affinity site. Heree wresent computationally refined
models ofa(1-2)-linked di- (Man) and trimannose (Ma) representative of the D1 arm
of Many, bound in both sites. These models, combined witllecular dynamics and
continuum electrostatic analysis, capture the ofeskspecificity of binding with semi-

guantitative accuracy.

5.2 Methods

5.2.1 Preparation of structures.

The initial structure was the solution NMR struetaf CVN bound to Mam(1-2)Man
(PDB 111Y) [1]. CVN has two pseudo-symmetric bindidomains. The backbone atoms
of equivalent residues in each site were superieghosy an RMSD fit and the
coordinates of the sugar in site A were then regglasith those from the superimposed
structure to construct increased symmetrical bipdmodels. The next step is to
understand the effects of the trimannose structwits CVN which represent the three
arms of Man9. As there are no structures solved tfese models, we have
computationally built them by extending the newbnstructed dimannose by one unit.

Two forms of Mam1-2Mam1-2Man were generated—a glycosidic bond can beddrm
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either with OH2 of dimannose “Y” or with OH1 of dannose “X”. The crystal structure
of Many bound in domain A indicates the first of thesefigurations is preferred for that

region [5]. A schematic figure of this is shownd#ie 3).

: Manal-2Mana1-2Man

12: Mang1-2Mana1-3Man

Figure 2.Three arms of Mary are labelled as: D1, D2, and D3. The carbon atointise
glycosidic bonds are labelled by their linkagese Thmannose (circle) represents the
terminal ends of all three arms. Trimannose strestthat represent the three arms were
computationally built by extending the newly consted dimannose by one unit. Two
forms of Mami1-2Maro1-2Man were generated—a glycosidic bond can beddreither
with OH2 of dimannose “Y” or with OH1 of dimanno%¥”. The crystal structure of
Mang bound in domain A indicates the first of thesefmpmations is preferred [5] for

that region.
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Visual analysis indicated no major steric claslagsl this initial placement was subjected
to a short minimization with all protein residued.GA from the sugar held fixed to

alleviate any other clashes. Manipulations wenmedasing the CHARMM software.

5.2.2Explicit-solvent molecular dynamics.

Molecular dynamics simulations were performed WtHARMM. Hydrogen-
atoms were positioned using the HBUILD facilitytoe CHARMM computer program.
The SHAKE algorithm was used to fix all bonds inung hydrogens. Sugars were
surrounded by 15 A radius spheres of water, withtaims outside this sphere held fixed.
The simulations ran for 20ns after 2ns of equilibra using Langevin dynamics. All
calculations used the PARAM 22 protein parametef33, the TIP3P water model [23],

and the Carbohydrate Solution Force Field (CSFBasparameter set [25].

5.2.3Calculating binding free energies.

Binding free energies were computed with an MD/PB8ddel. The trajectories
were sampled every 20ps for a total of one thoudemdes. Rigid body binding free
energies were calculated for every snapshot andaged over for all frames. The
linearized Poisson—-Boltzmann equation [17] was emblwsing a multigrid finite-
difference solver and distributed with the IntegcatContinuum Electrostatic (ICE)
package [19]. Charges were taken from the PARAMi22 CSFF sugar parameter sets,
radii optimized for use in continuum models weredigprotein radii [34], sugar radii
from [18]). An internal dielectric constant of Bdhan external dielectric constant of 80

were used, and the ionic strength was set to 145nhid.dielectric boundary was chosen



30

based on the molecular surface with aA.radius probe, and a ZAdon exclusion layer
were used. Boundary conditions were computed usiBestep focusing procedure on a
129x129x129 unit cubic grid, with the molecule qugng first 23%, then 92%, and
184% of the grid, with Deby#dlckel boundary potentials used for the lowest lleve
The total binding energies for each snapshot wemmpoted as the sum of the
intermolecular van der Waals energy, electrostiatribution, and the term related to
the solvent accessible surface area buried in mgndiThe surface area was calculated

using a 1.4A radius probe and the contribution wagven as:

AG™ = 0.00544 + 0.86 @ [41].
ol

5.2.4 Calculating sugar strain energies.

Sugar strain energies were computed by comparmdotial ensemble-averaged energies
of sugar conformations extracted from bound-statdeoular dynamics and those from
unbound simulations. Electrostatic solvation freeergies were computed with a
Poisson—Boltzmann model, as the difference betwaesygstem with solvent dielectric
constant of 80 (ionic strength of 0.145 M) and s®ldielectric constant of 2, and a
system of uniform dielectric constant of 2 (zeraigostrength). For these calculations,
the largest grid contained the whole sugar (92%h®fongest dimension). Hydrophobic
solvation free energies were estimated with a t@roportional to the total solute surface
area, as described above. These energies werd tdthe molecular-mechanics energy
of the solute, including all bonded terms (bondgles, dihedrals), intramolecular van

der Waals, and intramolecular Coulombic (in unifati®lectric of 2) interactions. The
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sugar strain energy is given by the differencenanénsemble average of the total energy
of the sugar in conformations extracted from thenglex simulation and the similar
average for conformations from a simulation of fhee sugar. Thus, these values
correspond to the energetic cost of perturbingutii@ound conformational ensemble into

the ensemble that is capable of binding, in a fedlivated context.

5.3 Discussion

In the initial explicit-solvent molecular dynamissnulations with the solution structure
in complex with two mannose disaccharides (PDB 1I[Y], it quickly revealed
instability in the lower affinity binding site (®itA). The disaccharide began to
dissociate from cyanovirin-N within the first 508 pf simulation (see Figure 3). In the
higher affinity site (Site B), the sugar remairsy bound during the 20 ns simulation.
The difference between the two sites in affinity kban, is approximately a 10-
fold difference in K, as measured by the calorimetric data [4]; thuis, hehavior is not
expected. The two binding sites of CVN are psesylometric, but the orientations of
the sugar in each site of the structure are diftetde sugar in the low-affinity site makes
less intimate contact with some binding-site resglsee Figure 4, left). A higher
symmetry model of dimannose binding in the lowsaffi site was thus considered. The
protein backbone of the high affinity binding sit@s superimposed on that of the lower
affinity site, and the sugar from the high affingie placed in the lower affinity pocket.
For a short time the structure was minimized whllgrotein residues further than 4.0A

from the sugar were held fixed. Molecular dynansicsulation from this starting
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Stability of Mana(1,2)Man in Site A (low—affinity) of CV-N Stability of Manc(1,2)Man in Site B (high—affinity) of CV-N

—— Original sugar orientation i ——Oxriginal sugar orientation
Swapped sugar orientation it Swapped sugar orientation

[44]
T

-y
T

(5]
RMSD (Angstroms)

RMSD (Angstroms)

% 5 10 15 20 % 5 10 15 20

Time (ns) Time (ns)

Figure 3.Stability of Man2 in each CV-N binding site.The root mean-square deviation
(RMSD) of sugar-heavy atoms, relative to the ihit@ordinates, is shown over 22 ns of
explicit-solvent molecular dynamics. Trajectoriesgimning from the original structure

are in black; those beginning with the sugar placeitie newly found orientation in the

other site are shown in gray. A vertical bar inthsathe end of the equilibration phase;
all analysis was done on frames following this pdib5]

Man, (a(1-2)-dimannose), Starting structure (1liiy):

Global, two-domain structure Man; Orientation

Figure 4.Structures of dimannose bound to CV-N(Left) The overall structure of CV-
N, showing two sugar binding sites in pseudosymim@&omains (domain A in gray,
domain B in blue). (Right) A superimposed imagetteé two binding sites of CV-N;
showing the difference in orientation of the oraiMan, model in the low-affinity site
(pink/gray) from the structure of the high-affingite (green/blue). [15]
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structure shows similar stability to that of thghnaffinity site. As an additional test, this
procedure was repeated in reverse—the low-affisitly was superimposed on the high
affinity site, and the low-affinity sugar orientai placed in the high-affinity pocket. The
binding site was briefly relaxed, and then subjgdte molecular dynamics. This model
shows the same instability as was first observetienower affinity site. These data are
displayed in Figure 3 (right).

Fewer NOEs were observed experimentally for theetoaffinity site than for the
higher affinity, and thus the published model wast mniquely determined by
experimental constraints [1]. To further test tiadidity of the new model, we tracked
the distances of all atoms involved in observedrmblecular NOEs throughout the first
10 ns of molecular-dynamics simulation. As seemable 2, all experimentally observed
contacts remain within 6.0A for the majority of thenulation, and most remain within
5.0A or less. In comparison, several contacts & pglblished model are beyond the
largest constraint distance (6.0A). While the soae of the simulation is much lower
than that observed in the NOESY experiment, thase demonstrate the consistency of

the refined model with available data.
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Sugar atom  CVN atom 8 Occ® t° CVN atom d Occ? °
Man1:
H2 194-CsH3 6.0(6.8) 1.70 1.37
H4 T7-CH; 5.0(5.2) 1.43 0.92
H5 T7-CH; 5.0(2.3) 0.96 3.56 T25-GH, 4.0(2.4) 1.00 3333
H6b T25-GH, 4.0(29) 0.98 12,5
Man2:
H2 A92-CgH;  4.0(5.4) 1.05 3.81 194-CsH; 4.0(5.0) 1.16 0.90
H3 A92-CgH;  5.0(5.5) 0.97 3.66  194-CsH; 6.0(5.2) 1.12 0.90
H4 K3-CsHs 4.0(3.4) 111 17.2  Q6-GHs 5.0(4.2) 1.45 1.77
T7-CH, 5.0(4.5) 1.40 1.06
H5 T7-GHs 5.0(5.2) 1.00 175  T7-CH; 4.0(3.0) 2.60 2.16
H6a K3-CsHs 6.0(6.7) 070 0.95 Q6-GH, 4.0(7.2) 1.29 1.93
Q6-CH; 5.0(6.3) 1.38 1.85 T7-GH; 4.0(6.4) 0.62 4.00
T7-CH, 4.0(4.4) 198 1.97
H6b K3-CsHs 6.0(5.5) 0.59 0.96 Q6-GH, 5.0(5.7) 1.48 4.78
T7-CGH3 5.0(7.3) 0.82 1.32 T7-CHs 4.0(5.1) 2.33 2.17
& Persistant contact cutoff from MD (distance in lsted structure [bewley 2001]) i.
® Fraction of simulation in which contact is madengsof all hydrogens in group).
¢ Average lifetime of contact, in ps.

Table 2. Observed NOEs in simulation of refined structure.

Binding energies of each complex were calculat@agu$iree energetic terms: the
intermolecular van der Waals interactions made lie bound state AG'™), the
hydrophobic solvation energyAG"), and the electrostatic contributioAG®®). The
sum of all these terms gives the “semi-rigid” bimglifree energy. The energies are
averaged over multiple frames. An additional tenas calculated into the binding
energy. The strain energy was computed for thboteidrates to obtain the energetic
cost of a structure found in the bound and unbostades. Strain energies were
calculated by running additional simulations of tjuke unbound structure. The
difference in total energy given from internal emes (bond, angle, and dihedral),
intramolecular van der Waals, Coulombic interactjaand the solute-solvent interactions

between the unbound state and the bound state &réin AG™).
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The binding free energy methodology can be usedltulate the relative binding
affinities of the two domains from each carbohyematodel (presented in Table 3); and
these are computed with reasonable accuracy fodithannose model and Ma(i-
2)Mam(1-2)Man trimannose model, further supporting thadidity of the structural
models. In these cases, the trends are computeectly, both trimer/dimer specificity
in each site and the relative affinities of eithigand in the two sites. However, the
magnitude of the differences is somewhat overesticha Considering each energetic
term suggests a dominant role for electrostatieradtions in defining the specificity at
each site. This is consistent with the structuralysis, in which all major differences

involved electrostatic interactions.

AGVdW Ath) AGeIec AGStr AGcomp AGexpt
AAG Site A- Site B
Man, -0.9(0.1) -0.1(0.0) -2.3(0.1) +0.4(0.2) -2.8(0.2) -15
Mans -3.8(0.1) +0.3(0.0) +8.2(0.1) +2.1(0.2) +6.9(0.2) +1.7
AAG Manz = Man,
Site A -1.3(0.1) -0.7(0.0) -3.7(0.0) -0.7(0.3) -6.4(0.3) -1.4
Site B -4.2(0.1) -0.2(0.0) +6.5(0.1) +1.0(0.3) +3.3(0.4) +1.8

Table 3.Relative free energies of binding.Van der Waals, hydrophobic surface burial,
electrostatics, carbohydrate strain, total computed experimental (Bewley and Otero-
Quintero 2001; Bewley et al. 2002), all in kcal/mBtrors are the standard error of the
mean for the ensemble averages.

Using the component analysis method these strisctuegan to explain the key
determinants of oligosaccharide specificity in thve sites of CV-N, as shown in Figure

5 and 6.
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Man, (a(1-2)-dimannose):

Figure 5.Structures of diimannose bound to CV-N.A representative snapshot from
each dynamic simulation is displayed, with protagingray and sugar in bronze. All

amino acid side chains involved in significant @&lestatic interactions are shown.

Figures generated with VMD [20].

There is a strong electrostatic interaction in ligh-affinity site (between Glu4l and

Man2 OH2) which is absent in the low-affinity siteghere the corresponding residue is
alanine 92. There are other ways in which the lbivaling sites vary, but the overall

differences in interactions are less prominent.ydirbgen bond is made between Glu23
and Manl OH6 in domain A but its correspondingdesj Lys74, does not. Instead of
Lys74 there is a similar interaction with GIn78 domain B; these residues are not in
equivalent positions, but make equivalent intecarti Thr25 in domain A is replaced by
Arg76 in domain B, but neither makes close, spegiiteractions with the sugar. The

Glu41/Ala92 variation found in the disaccharide mloseems to be an important feature

when looking at the CVN bound to the Mgf-2)Marmi(1-2)Man trimannose. In this
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trimannose model it binds to these sites with acifipgy reversed from that of the
dimannose. Domain A (low affinity for dimannosahds the trimannose with higher
affinity than does domain B (high affinity for dimaose). The favorable hydrogen bond
made by Glu41 with Man2 in domain B is lost wheer¢his an additionat(1-2)-linkage
extending from Man2. It now becomes part of thgcgsidic bond. The lack of an
interaction with this combination explains the opann affinity in the sites. Figure 6

shows the structure of the Maf1-2)Maru(1-2)Man trimannose model.

Man; (a(1-2),a(1-2)-trimannose):

Site A Site B
Figure 6.Structures of Mana(1-2)Mana(1-2)Man trimannose bound to CV-N. A
representative frame from each dynamic simulasodisplayed, with protein in gray and
sugar in bronze. All amino acid side chains invdlve significant electrostatic
interactions are shown. Figures generated with VMD
Another set of interactions are made in domainxlaning the increased affinity of this

site for this trisaccharide: Glu101 (the C-termiredidue) receives a hydrogen bond from



OH2 of the third sugar; and the charged N-termphusates a hydrogen bond to OHS3. In

domain B, neither of these interactions is made.

Unfortunately, simulating the other trimannose medid not show consistencies

in affinities with experimental data as seen inl€ah
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MGVdW AAGh(p MGeIec AAGstr MGcomp AAGeXp
AAG Site B- Site A
Mang;, -4.1(0.4)| -0.2(0.0) | -4.7(0.4) | +0.6 (1.0) | -8.4(1.1) | +1.7
Mans. -3.1(0.4)| -0.2(0.0) | -1.9(0.4) | -0.6(1.3) | -5.8(1.4) | -1.8
Mangg -55(0.4)| -0.5(0.0) | -4.2(0.4) | -1.2(1.3) | -11.4 (1.4)| —-0.8
AAG Marg, — Man, :
Site A -0.9 (0.3)| -0.3(0.0) | +0.1(0.2) +0.6 (1.0)] -0.5(1.1) | -1.3
Site B -4.1(0.3)| -0.4(0.0) | -2.3(0.7) | +0.7(1.0) | -6.1(1.1) | +1.8
AAG Marg.— Man, :
Site A -1.2 (0.3)| -0.2(0.0) | +0.3(0.2) +0.4 (0.9)| -0.7 (1.0) | +2.7
Site B -3.4(0.3)| -0.3(0.0) | +0.7(0.3) | -0.7(1.0) | -3.7 (1.1) | +2.3
AAG Marg— Man, :
Site A -0.3(0.3)| -0.1(0.0) | +0.6(0.2) | —0.2(1.0) 0.0 (1.1) +1.4
Site B -4.9 (0.3)| -0.5(0.0) | -1.3(0.3) | -1.9(0.9) | -8.6 (1.0) | +2.0

Table 4. Relative free energies of binding of other carbohyctes. Van der Waals,
hydrophobic surface burial, electrostatics, carlooate strain, total computed and
experimental data, all in kcal/mol. Errors prine@ the standard error of the mean for
the ensemble averages.

The inconsistencies in this data can be due to miaagons. One may be how the
complex was solvated. The possibility of restragnthe system in a sphere of water
might not accurately calculate the binding affestifor these complexes. Discussion

about this will be further analyzed in the nextufiea.
5.4 Conclusion
The results validate the use of the MD/PBSA apgroacthe study of carbohydrate-

binding proteins. While this method has been usddnsively in the study of protein—

protein and protein—small molecule interactiongjdte there have been few applications
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to carbohydrates. This work strongly motivates plesuit of future studies on protein—

carbohydrate recognition by these approaches.



Chapter 6

Using unrestrained simulations to understand
carbohydrate-protein interactions

Previously it was discussed how the dimannose armhoi42Maril-2Man
interacted in the binding pockets. The other trin@se models were not discussed in
great detail because the trends for the computative energies did not correspond well
to experimental data. One possible reason for ifflsise was the restraint put on the
binding modes by using a sphere of water. In #he method, CVN and its carbohydrate

ligands were simulated in a box of water, allowihg entire complex to be mobile.
6.1 Methods
6.1.1 Construction of CVN Complex. Sixteen separate models of CVN

complexes were simulated with the following carbdtayes: Maa(1-2)Man, two
binding modes of Mam(1-2)Maru(1-2)Man, Man(1-2)Mara(1-3)Man, and Mam(1—

2)Mano(1-6)Man. Trimannose structures that representhttee arms of Maywere

40
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computationally built using the same method asiénprevious chapter. Five simulations
represented each of the carbohydrates bound inlbothng domains (doubly bound).
Another set had the same five carbohydrates bt domain A bound (singly bound —
domain A), another five simulations had them bowoddomain B (singly bound —
domain B), and lastly an unbound structure of CVNere no sugars were bound was
considered. Molecular dynamics simulations andiali@nalysis revealed a problem in
domain B, in which the sugar often dissociated fitarbinding pocket. Ten simulations
had sugars bound in domain B, including the dodtalynd and singly bound forms in
domain B; and from that group, five simulationswbd the carbohydrates dissociating
from its binding pocket in domain B (doubly boundaM1-2Mam1-6Man, singly
bound Mam1-2Man, both conformations of Mad-2Marm1-2Man in the singly bound
complexes, and the singly bound Mdnr2Maro1-6Man). After further looking at the
structure, there was a disallowed backbone dihedrgle between S5 (173 and) 13)
and N53 (@59 andy 60). Molecular dynamics revealed alternate stines that relieved
that clash. Carbohydrates were rebuilt using the meckbone structure and re-

simulated. Manipulations were done using the CHARBWftware package.
6.1.2Molecular Dynamics

All CVN complexes were solvated in a box of TIP3Bter, 145mM NaCl and simulated
under NPT ensemble conditions with periodic boupdaonditions and PME
electrostatics for an overall simulation time of086 using a 2fs time step. All

calculations used the PARAM 22 protein parametertise TIP3P water model, and the
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CSFF sugar parameter set. Binding energies werilagd when simulations were
converged (after 50ns) as the sum of van der Waalgent-accessible surface aréss(
= 0.005A+0.86 kcal/mol), and the continuum electrostatimte and were averaged over

1500 snapshots. Simulations were done using the DR\ software.
6.2 Discussion

Many different simulations were performed with tha&ious CVN complexes.
One group of simulations had carbohydrates bouribith domains and in other sets the
carbohydrates were bound to domain A while domaiwaB left empty, and vice versa.
An additional simulation was done where no carboatgs were bound. After the
simulations were completed and analyzed, domairhéwsd structural and energetic
consistencies in the doubly and singly bound modla/ever, domain B revealed issues
in its structure. Each region in domain B wastfartanalyzed and the inconsistencies
were found in a particular hinge region from regsl®0 through 57 which is shown in a
circle in Figure 1.

There was an unfavorable backbone dihedral anglendr Ser52 ¢ 173 andy
13) and Asn53¢ 59 andy) 60) shown in Figure 2A. After simulating the cdeg two
possible favorable conformations were discoveretl rilieved this structure (Figures 2B
and 2C). Figure 2A shows the protein undergoirgamk-shaft motion of the peptide
bond between S52 and N53 (highlighted by yellowas) and Figure 2B shows the final

structure it conforms to (the region that was cleahig highlighted in yellow circle). In
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Domain A

Figure 1.Overlay image of three snapshots of CVNno sugar is present in image).
Orange: doubly bound CVN with Mail—2)Man and unbound form, cyan: singly bound
CVN with Mam(1-2)Man, green: unbound form.

another case, it undergoes a cis peptide confasmatiown in a red arrow in Figure 2A
by rotating the bond between the carbon atom ondPiilthe nitrogen on S52; and the
conformation looks like the structure shown in Fgg@C. All doubly bound models and
singly bound—domain B models (except singly boundad(l-2)Man) showed the
crank-shaft motion; and only the doubly bound Mi&f2Maml-3Man simulation
showed the cis peptide conformation. To furthealyre the movement of the dihedral
angles around S52 and N53 during the time of thaulsition, Ramachandran plots of

these dihedral angle were generated (Figure 3).
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Figure 2. Backbone hinge region highlighting S52 &N53 (A) Monomeric NMR
structure of wt CVN (PDB: 1IlIY) (B) Crank-shaft mement of the middle region
(C) Cis peptide conformation movement in the lovesyion.

In Figure 3, the left-hand side of the plots repréphi and psi angle of serine 52
and the right-hand side of the plots representptipsi angles of asparagines 53. The y-
axis represents the angles ranging from 0 to 3@Peds and the x-axis represents the
time of the simulation. The two plots on top shin movement when the original NMR

structure was the starting structure. Around @8ps structure quickly changed into the
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crank-shaft structure. However, it did not remain that structure for the entire
simulation. At around 70 to 80 ns it converts bathk its native structure. After 80ns it
changes into the crank-shaft conformation and sthgse for the remainder of the
simulation. The middle two plots show the movemesing the crank-shaft structure
further extended from the previous model. Althotigdh movement in that region did not
change from the crank-shaft like motion to the ioagNMR structure for another 100ns,
those residues still showed a lot of movement afigwthe sugar in that domain to be
unstable. Since the carboxyl group from S52 faaedy from the sugar that lose of
interaction allowed more movement in the sugarsarah having the dimannose move
away from the protein causing dissociation from bitsding pocket. Calculating the

binding energies from the other conformations wé#8cdlt since there was sugar

dissociation. The bottom plots represent the ejstide structure. By using this as the
starting structure, it was observed that the sagared more tightly bound to its binding
pocket because the carboxyl groups from S52 and idbi3strong interactions with the

hydroxyls on the sugars. That strong interactieptkhe motion of the dihedral angle
more stable as seen in the bottom two plots. Wladgulating the binding energies when

using the last model, it correlated more to theeeixpental results.
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In the other CVN complexes, both conformations waraulated, and in many cases
carbohydrates dissociated from the results fronttaek-shaft motion.

To further validate the cis peptide structure, otm@nomeric structures of CVN
were observed. Crystal structures and an NMR sireicshowed a similar representation
of this hinge region to the computed model. Inexkpental cases Pro51 was mutated to
a glycine to relieve that unfavorable dihedral anglSince the computed simulation
originally used the NMR structure, the other NMRusture (PDB: 2RP3) with the P51G
mutation was used to compare structures. The RBatation resembled the simulated
model shown in Figure 2C. A representation of #msilarity is shown in Figure 4. The
backbone regions of S52 and N53 in both models tlaeesame direction, as shown in a
dotted yellow circle. The only difference betwedrede models (shown in a yellow
square) comes from the backbone region of residue/As long as the carboxyl groups

face the sugar, those interactions can keep thar staply bound.
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Figure 4. Backbone hinge region of residues 50 to 57.Residues 51 to 53 are
highlighted in licorice Left: Monomeric NMR strugi of P51G mutant (PDB: 2RP3)
Right: Simulated structure showing how wt P51 rddesm P51G mutation
Initial observations gave support the use of thectire shown as the cis peptide
structure as the ideal conformation.

To further investigate this model, binding affiegifor both sites in all the doubly

bound simulations were calculated. Although thegmitade of binding free energies

were overestimated compared to the experimentaltseshe overall trends were
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Experimental vs. Absolute Computed Binding Energies
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Figure 5. Comparison of experimental and computed binding engies. Computed
binding energies were calculated as the sum ointieemolecular van der Waals energy,
electrostatic contribution, and the term relatedtiie solvent accessible surface area
buried in binding. Plots colored in red repregdetdimannose model, plots colored in
gray are the unfavorable Mafl-2)Mar(1-2)Man structures, the plots colored in black
represent the favorable trimannose models.

computed with reasonable accuracy further supmpttie validity of the models (Figure
5). The binding free energies were overestimatchbise not all energetic termesg(
entropy and strain) were considered. A linearwdas plotted using the favorable
trimannose structures from both domains. This Ve used as a reference to compare

the other carbohydrate binding energies. Prewpltsivas stated two forms of Mafl-

2)Mano(1-2)Man structures were built. The unfavorablenM@-2)Maro(1-2)Man
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corresponding to its domain is highlighted in gréys expected these complexes showed
a large destabilization as compared to the othenptexes. Experimentally, the
dimannose model showed very good binding affinitesipared to the other trimannose
models. However, the computed results were nat @bmatch that data (as shown in red
data points). There was a significant destabiimain the dimannose models for both
domains compared to all the favorable trimannosdeiso It appears that an additional
sugar can increase the affinity by a significantoant (-1.6 to -5.3 kcal/mol). The
dimannose models should be considered as a categaty own, and unable to compare
it with the trimannose models. A breakdown of émergies is found is Table 1. If one
compares the relative energies within each domitheodiamannose model, the correct
trend is present. Experimental data shows -1.Akcdldifference between domain B and
domain A, and the computed data shows a -1.7 diffex. The trends from the data of
the trimannose models in domain A (black filledcl@s) showed perfect correlation to
experimental data. Both experimental and computsa showed the least favorable
binding energy from Mam(1-2)Maro(1-3)Man and the best from Maf(l-2)Maro(1-
2)Man. Although the magnitude of the computed wakions are overestimated
compared to the experimental results, the trendtiik present. In domain A, if the
favorable Man(1-2)Maro(1-2)Man was used as a reference point for all dheer

trimannose models in this domain, the computecdifice between Maifl-2)Maro(1-

2)Man and Man(1-2)Mar(1-3)Man computed is +3.7 and experimentally #4s0 and



the computed difference with MafiL-2)Marm(1-6)Man is +2.8, while experimentally it
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is +2.7.
Carbohydrate Model AGY™ AG"® AG®** AGP™ | AG®P
Domain A
Mana(1-2)Man -18.9 (0.1)| -2.2(0.0 -7.6 (0.1) -28.7 (0/1)8.0
Mana(1-2)Mar(1-2)Man* | -20.7 (0.1)| -2.7 (0.0) -10.6(0.1) -34.0(0)1)9.3
Mana(1-2)Mam(1-2)Man | -21.5 (0.1)| -2.5(0.0 -6.5(0.1) -30.5(0J1)ND
Mano(1-2)Man(1-3)Man | -21.0 (0.1)| -2.4 (0.0 -6.9 (0.1) -30.3(0/1)5.3
Manoa(1-2)Mar(1-6)Man | -21.5(0.1)| -2.5(0.0 -7.2(0.1) -31.2(0/1)6.6
Domain B
Mana(1-2)Man -20.0(0.1) | -2.1 (0.0 -8.3(0.1) -30.4(0)1)9.4
Mano(1-2)Mami(1-2)Man | -25.2 (0.1) | -2.6 (0.0) +0.2(0.1) -27.6 (OJ1)ND
Mana(1-2)Maro(1-2)Man* | -23.7 (0.1) | -2.6 (0.0 -9.4 (0.1) -35.7(0J1)7.6
Mano(1-2)Mam(1-3)Man | -22.2 (0.1) | -2.4 (0.0 -7.6 (0.1) -32.2(0f1)7.1
Mana(1-2)Mam(1-6)Man | -22.2 (0.1) | -2.6 (0.0 -8.2(0.1) -33.0(01)7.4

Table 1. Semi-rigid Binding Energies.

Average energies calculated over 1500

snapshots. Energies are in kcal/mol with its stash@rror of the mean.

As for data in domain B the experimental and corag@wtata were not consistent
with one another. The major feature that contedunost to the affinity differences was
the electrostatic energy. An electrostatic comporaalysis was done to determine
which interactions contributed most significanttythe binding affinity, and why there
was such a difference in affinity between experitakand computational data. By using
the component analysis we are able to distinguisérevthe differences are coming from.
Figure 6 shows snapshots of the dimannose moddlshenpreferred Maml-2Maroi1-
2Man model illustrating the same interaction seemfthe older model. The dimannose
model has an interaction in domain B between E4ilNMan2 OH2 which is absent in the

corresponding site (A92). Previously, there wasrang interaction with Glu23 which is
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still seen in this simulation. However, by nottrasing the solvent in a sphere of water
the corresponding nearby residues in the other domdo not make

that same interaction. The preferred Mar2Mam1-2Man interacts between E101 (C-
term) and the OH2 of the third sugar; and the abdg-term donates a hydrogen bond to

OH3. Neither of these interactions is made witl) @bdomain B.

Figure 6. Structures of CVN bound to dimannose (top) and prefrred Manal-
2Manal-2Man for domain A (bottom). Values represented next to each residue
correspond to the mutation energy. (Left imagesmBin A and Right images: Domain
B). Red residue: Strong interaction, Pink residM&derate interaction, Cyan: Poor
interaction, Gray: Similar interaction in corresporg domains
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For the other favorable trimannose structures imala B computed binding
affinity was more favorable than in domain A, irdilog the preferred MariL-2Maro1-
2Man. The modeling studies suggested a critidal@bGlu 41 in the tight binding of the
sugar and possibly in the selectivity for Mét—2)Man that is common in all three arms
of the trimannose structures in domain B. In timautations, Arg 76 undergoes a
conformational change that brings the side chamfan unlocked position, far from the
ligand, to a locked position in which two directdnggen bonds to the ligand are
observed. This change happens longer for theollé&Marnl-2Man than the other
trimannose models in domain B which explains fer ¢ffset in the linear fit (as shown in
Figure 7). A combination of E41 and R76 can expthe favorable affinity for domain

B. The corresponding resides A92 and T25 do noftribute to the binding affinity.

Figure 7. Structure of the favorable Mana(1-2)a(1-2)Man for domain B. All values
represented next to each residue correspond tamtitation term in kcal/mol. Red
residue: Strong interaction, Pink residue: Moderateraction, Cyan: Poor interaction,
Gray: Similar interaction in corresponding domains



Chapter 7

General Conclusions

The role of electrostatic energies and binding gesr of the various CVN
complexes were investigated in this thesis. A dbtinformation was analyzed by
changing the environment of the simulation. Byastraining the complex by placing it
in a box of water and allowing the complex to bebitey the calculations seemed to be
better correlated. We were able to get a bettedtfor the other trimannose models.

Molecular dynamics was able to reveal a lot of infation about the structure of
the complex. Multiplemolecular dynamic simulations were performed oressforms
of cyanovirin-N bound to different carbohydrate ratsd We were able to capture
different conformations of the hinge region fromndon B that experiments were not
able to detect from the wild type structure. Byngsthis technique, we were able to
improve the model and capture the trend of the x@atal results.

The observed variations in binding affinity were iniya due to electrostatic
effects. The electrostatic analysis showed importaformation for affinity and

54
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specificity for the various CVN complexes. Althdughe computational approach to
calculating the binding free energies were sigaifity larger than the experimental
results, the observed trends were present. Thar@dtatic analysis for all preferred
models in domain B revealed strong electrostafieces from Glu 41, which is known to
be important for specificity. The electrostatiteiractions from the N and C termini of
the preferred Maml-2Maro1l-2Man in domain A gave a favorable affinity oviee other
models in that domain.

In general, molecules can change conformation upoding; thus, the present
method can be extended to allow other terexg éntropy, strain, etc). By adding these
terms, the current overestimated values may getecléo the experimental results.
Additionally, water-mediated interactions shoulddstermined to see if any interactions
might have enhanced the affinities. For exampieces water is removed when the
energies are calculated, we are not fully captutireg effects of the binding affinities.
Maybe there is more information that can emergenfalomain B by studying these
effects. Also, in the future, we can take theinfation from the electrostatic analysis

and apply it towards the design of mutants witkraltl affinity and specificity.
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