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Abstract of the Dissertation

Theory of ZnO and GaN: Nanostructures,
Surfaces and Heterogeneous Photo-catalysis

by

Xiao Shen

Doctor of Philosophy

in

Physics

Stony Brook University

2009

A solid solution of wurtzite-structure GaN/ZnO absorbs light in

the visible and can photo-split water. The photo-electrons reduce

protons to H2 when a co-catalyst is loaded. The photo-holes oxi-

dize water into O2 plus protons at the semiconductor-alloy/water

interface. Microscopic details of the water oxidation process are

unknown. This thesis focuses on water adsorption and oxidation

on the surface of pure wurtzite GaN. A separate project on the

relative stability of one-dimensional ZnO nanostructures is also in-

cluded.

The first part of the thesis presents a study of water adsorption
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on wurtzite GaN. The structures and energetics of a water mono-

layer adsorbed on the (101̄0) nonpolar surface of GaN are studied

computationally using density functional theory (DFT). Water is

predicted to adsorb dissociatively, with protons attached to the sur-

face N atoms and hydroxide ions attached to the surface Ga atoms.

The calculated energy barrier for water dissociation is negligible.

The second part of this thesis presents a study of a possible re-

action mechanism of water oxidation at the GaN-aqueous solution

interface. A cluster model consisting of a fragment of the wet

GaN surface is constructed. A few explicit water molecules and

a polarizable continuum model are used to simulate the aqueous

environment. Based on calculations on the cluster model using

hybrid DFT-Hartree Fock theory, we propose a four-step mecha-

nism for water oxidation. It starts at the hydroxide ion attached

to a surface Ga atom, and consists of four proton-coupled electron

transfer reactions. Key intermediates and the rate-limiting step

are identified.

The last part of this thesis is dedicated to a separate project on

the relative stability of ultrasmall ZnO one-dimensional nanostruc-

tures. The energies of ZnO nanowires and single-walled nanotubes

with n atoms per periodic unit are calculated at the DFT-LDA

(local density approximation) and GGA (generalized gradient ap-

proximation) level of theory. The nanotubes are found to be lower

in energy when n is small.
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Preface

This thesis is organized as following: Chapter 1 gives the background infor-

mation and an overview of the presented research. Chaptor 2 gives a brief

introduction to the methods, including density functional theory and hybrid

density functional theory, Gaussian basis set, polarizable continuum model,

and a short review of electrochemistry. Chapter 3 studies the water adsorp-

tion on the GaN (101̄0) surface. It is a reproduction of the paper published in

the Journal of Physical Chemistry C. My coauthors are Philip B. Allen, Mark

S. Hybertsen and James T. Muckerman. All the computation and the major

part of the writing were done by me. Chapter 4 presents a study of water

oxidation pathway on GaN (101̄0) surface, which hasn’t been published at the

moment, but has been edited by Philip B. Allen and James T. Muckerman.

Chapter 5 contains a study of the relative stability of 1D ZnO nanostructures.

It is a reproduction of the paper published in Nano Letters. My coauthors are

Philip B. Allen, James T. Muckerman, James W. Davenport and Jin-Cheng

Zheng. All the computation and the major part of the writing were done by

me. I thank my coauthors for helping edit the papers and for permission to

include them in the thesis.
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electron-hole pairs:

4hν → 4e− + 4h+

Then, two half-reactions happen:

4H+ + 4e− → 2H2

2H2O + 4h+ → O2 + 4H+

One half-reaction is the proton reduction, where photo-electrons reduce the

protons in the aqueous solution into H2 molecules; the other half-reaction is

the water oxidation, where photo-holes oxidize water molecules and produce

O2 molecules and protons.

For a semiconductor to be a photocatalyst for overall water splitting, it

must satisfy the following requirements:

1. It must be stable during the reaction.

2. Its conduction-band-edge must lie lower than the standard reduction

potential of the proton reduction reaction, so the photo-electrons have enough

energy to reduce the protons;

3. Its valence-band-edge must lie higher than the standard reduction po-

tential of the water oxidation reaction, so the photo-holes have enough energy

to oxidize water molecules;

4. To effectively use the solar energy, the semiconductor should have a

suitable band gap to capture the visible part of the solar spectrum, which

contains more energy than the UV part of the solar spectrum.

So far, not many materials satisfy all these requirements. One of them is
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Figure 1.1: Schematic view of Domen’s photocatalyst at work. Light (purple
wavy line) comes in and generates electrons and holes. The electrons come
to the co-catalyst site(white particle) and reduce protons into H2. The holes
come to the surface of the GaN/ZnO solid solution, oxidizing water into O2.
(Figure made by Mark S. Hybertsen. Used with permission.)

the solid solution of GaN and ZnO, which is the material we are studying.

More details about this solid solution will be given in the next section.

1.2 GaN/ZnO Solid Solution Photocatalyst

In 2005, Domen’s group synthesized a solid solution of GaN and ZnO[1]. This

GaN/ZnO solid solution plays two roles in the photo-splitting of water. First,

it absorbs light and provides photo-electrons and photo-holes. Second, its

surface also acts as a good catalyst for water oxidation. This solid solution

3



Ga1−xZnxN1−xOx is made by nitriding a mixture of Ga2O3 and ZnO under

NH3 flow. The value of x is between 0.05 and 0.42[2, 3]. The synthesized solid

solution is a yellow powder whose band gap is estimated to be between 2.43

and 2.8 eV,[2, 3] which is smaller than both GaN (3.4 eV) and ZnO (3.2 eV).

A first-principles study has predicted the minimum band gap to be 2.29 eV at

x = 0.525[4]. The narrowing of the band gap is believed to be due to the rise

of the valence band maximum (mainly N 2p states), which is caused by their

repulsion from the lower lying Zn 3d electrons[1, 5]. Because of the lowered

band-gap, this solid solution is able to absorb visible light.

When a co-catalyst for proton reduction (the best one so far is nano-

particles of Rh2−xCrxO3 mixed oxide) is loaded onto the surface of the GaN/ZnO

solid solution, this solid solution works as an over-all water-splitting photocat-

alyst. The process of water-splitting is shown in Fig 1.1. The highest achieved

quantum efficiency (defined as the ratio of photo-excitations used in the reac-

tion to the photons absorbed by the photocatalyst) for overall water splitting

is 5.9%[6].

Of the two half reactions, proton reduction can be done efficiently with

known catalysts such as Pt metal, but efficient water oxidation catalysts are

not readily available. Therefore, it is exciting that Domen finds that the

water oxidation reaction on the surface of GaN/ZnO solid solution is very effi-

cient. When the proton reduction reaction is short-circuited by using Ag+

as sacrificial reagent, high quantum efficiency (51%) is achieved for water

oxidation[3].The 51% quantum efficiency means that, for every two photo-

holes generated in the solid solution, one is used to oxidize water. Before our

work, there was no knowledge about the atomic details of this water oxidation
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reaction. Water oxidation is not the bottleneck for the efficiency of overall

water-splitting in the Domen cell, but it has been the bottleneck in previous

schemes. Therefore, it is interesting to know how water oxidation happens on

the surface at the atomic level of detail, and understand why the efficiency

is so high. This knowledge will have both practical value for searching and

designing new materials as photo-catalysts or photo-anodes[7] for solar water-

splitting, and also will have fundamental importance for our understanding of

heterogenous catalysis in its own right.

1.3 Project Overview

As stated above, our goal is to understand the water oxidation mechanism on

the surface of GaN/ZnO solid solution in atomistic detail. We attack this prob-

lem by computational modeling. A full understanding of this heterogeneous

photo-catalytic process should include (but is not limited to) the answers to

the following four questions:

(1) Which surface or surface site is relevant to water oxidation?

(2) What is the structure of the semiconductor/aqueous solution interface?

(3) What is the reaction pathway and what are the key intermediates?

(4) How do photo-holes tranfer from the solid solution to the water moi-

eties?

The first question is one of the most important ones in heterogeneous catal-

ysis, and is also the first question we have to face in our theoretical modeling.

However, current experiments provide no answer. Domen’s solid solution pho-

tocatalyst samples consist of large nanoparticles of irregular shapes, with all

5



kinds of surfaces, steps, edges, and very likely, surface defects. His experiments

didn’t tell us where the water oxidation happens. This question can only be

answered either by future experiments, or by the accumulation of knowledge

from theoretical studies on a few specific cases, or by a combination of these

two. Our strategy is to choose one well-defined surface and start our investi-

gations. In this way, we will not only learn about the physics and chemistry in

this system, but also test our theoretical approaches and computational tools.

We have chosen the non-polar (101̄0) surface of pure wurtzite GaN to

be our model system. This choice is based on the following facts: (1) Pure

wurtzite GaN is also an overall water-splitting photocatalyst which works in

UV, and also shows high quantum efficiency for water oxidation when the

proton reduction half-reaction is short-circuited[8]. (2) The (101̄0) surface is

one of the most stable surfaces of GaN, as it often appears as the inside wall

of nanopipe defects[9–13]. (3) The structure of a monolayer of water on the

same (101̄0) surface of pure ZnO has been studied by both experiment and

theory[14], and an interesting half-dissociation structure is discovered. It will

be interesting to compare the structures of water on the same (101̄0) surface

of GaN and ZnO. We also have some experience on this ZnO (101̄0) surface

from our previous work on ZnO nanowires.

The second question is about the starting point of the reaction. It can be

asked at two levels. At the first level, the question is, what is the ground-

state structure of a monolayer of water at the surface? Density functional

theory (DFT) is usually the method of choice for this kind of problem. For

the GaN (101̄0) surface, this question is answered by us[15], and the work

will be presented in Chapter 3 of this thesis. The second level is closer to
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reality: what is the structure of the semiconductor/aqueous solution interface

at finite temperature? First-principles molecular dynamics, where the forces

are generated by using density functional theory, is the method of choice for

this kind of problem. Answering the second level of question is the research

project of one of my colleagues (Jue Wang), and it will not be presented in

detail in this thesis.

The third question is about finding possible stable intermediates and the

reaction steps connecting them. It also implies that the energetics should be

examined to make sure that the proposed reaction pathway makes sense in re-

ality. Finding the intermediates and pathway is a process relying on both com-

puter experiments and chemical knowledge and intuition. After those interme-

diates are found and a pathway connecting them is constructed, the Gibbs free

energies of these intermediates are calculated. Our approach uses the “hybrid

density functional theory” to obtain more accurate electronic structures and

energetics, and uses a combination of explicit water molecules and a polariz-

able continuum model to properly describe the aqueous environment. (The

details of hybrid density functional theory and polarizable continuum model

will be explained in Chapter 2.) This approach has been used for homogeneous

catalysis. This thesis is the first use of the polarizable continuum model for

a heterogeneous catalysis problem. For the GaN (101̄0) surface, we now have

a fairly complete and consistent hypothesis about the intermediates, reaction

pathways, and the energetics. This work will be presented in Chapter 4.

The fourth question is about further details along the reaction pathway.

In a sense, question (3) only asks for the starting and end points for each

step, while question (4) asks about how and how fast to go from one point

7



to another. The high efficiency of water oxidation on the surfaces of the

GaN/ZnO solid solution and pure GaN might only be explained when our

understanding reaches this level. However, this is beyond the scope of this

thesis.

In summary, our goal is to understand the mechanism of water oxidation

on the surface of the GaN/ZnO solid solution photocatalyst with atomistic

detail. Initial steps to pursue this goal are presented in this thesis. For the

four important questions in understanding this heterogeneous photo-catalytic

process, the work presented in this thesis bypasses the first one by choosing a

specific surface (the (101̄0) surface of pure wurtzite GaN) to model, provides

answers to the second and third questions for that model system, and makes

no attempt to answer the fourth question. The knowledge learned from this

specific model surface, and the methods employed here, should be valuable for

the studies of other surfaces, and for investigations in greater detail.
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Chapter 2

Methods

2.1 Density Functional Theory

Realistic modeling of solids and molecular systems often requires solving the

many-body Schrödinger equation of n interacting electrons in an external field.

In this thesis, we use the density functional theory (DFT). Its basics are de-

scribed below.

2.1.1 Foundations

Density functional theory is based on the Hohenberg-Kohn theorems[16] and

the Kohn-Sham ansatz[17]. The Hohenberg-Kohn theorems state that for

a many-body system, there exists a one-to-one correspondence between the

external field Vext(r) and the ground state electron density ρ(r). Furthermore,

a functional for the energy E[ρ] can be defined in terms of ρ. For a given Vext(r),

the ground state energy of the many-body system corresponds to the global

minimum of E[ρ], and the corresponding ρ is the ground state density. Vext(r)
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contains all one-electron potentials (like −Ze2/|r − R|) in the Schrödinger

equation. The interaction e2/|r − r′| is the hard part which DFT is avoiding

solving directly. The Kohn-Sham ansatz says that the interacting many-body

system can be replaced by a fictitious auxiliary non-interacting system with

single electron eigenstates ψi(r) and with the same density, ρ =
∑
εi6εF

|ψi(r)|2.

The ground state energy of the interacting system E[ρ] is then the same as

the ground state energy of the non-interacting system EKS[ρ], which can be

expressed as:

EKS[ρ] = T [ρ] +

∫
d3r[Vext(r)ρ(r) + EHartree[ρ] + Exc[ρ]] .

Here T [ρ] is the kinetic energy of the fictitious non-interacting electrons. The

second term is the potential energy of electrons due to the external field.

EHartree[ρ] is the direct Coulomb interaction energy between the electrons. The

last term Exc[ρ] is the exchange-correlation energy which contains all the many-

body effects of exchange and correlation, and is a functional of the electron

density ρ . The exact form of Exc[ρ] is unknown.

2.1.2 LDA and GGA

There are various ways to approximate the Exc[ρ]. One of them is the lo-

cal density approximation (LDA). This approximation says that for a slowly

varying density ρ(r), the total exchange-correlation energy can be written as:

ELDA
xc =

∫
d3rρ(r)εLDA

xc (ρ(r)) .

10



Here the exchange-correlation energy density εLDA
xc (ρ(r)) is equal to the εxc of

a homogeneous electron gas with the same electron density. The exchange-

correlation energy density εLDA
xc is usually divided into the exchange energy

density εLDA
x and the correlation energy density εLDA

c . The εLDA
x term takes

the analytic form of the exchange energy of the homogeneous electron gas,

εx = −3e2

4
( 3
π
)1/3ρ1/3 (assuming the electron gas is not spin-polarized)[18]. For

εLDA
c , since the correlation energy density has an unknown algebraic form in

the case of the homogeneous electron gas, the formulas for εLDA
c are often

obtained by parameterizing the numerical results, for example, the quantum

Monte Carlo results obtained by Ceperley and Alder[19]. Two examples of the

parameterized expression of εLDA
c are the Perdew-Zunger (PZ) form[20] (used

in Chapter 5) and the Vosko-Wilk-Nusiar (VWN) form[21].

An improvement over the LDA is the generalized gradient approximation

(GGA), in which the exchange-correlation energy density depends not only

on the density of the electrons, but also the gradient of the density. Two of

the most popular forms of GGA are the Perdew-Burke-Ernzerhof (PBE) form

(used in Chapter 3 and 5)[22] and the Becke-Lee-Yang-Parr (BLYP) form[23–

25].

2.1.3 Hybrid Density Functional Theory

Comparison with data, especially in molecules, reveals deficiencies in all known

attempted forms of Exc[ρ]. It is believed that the exchange energy (which

in Hartree-Fock theory is NOT a functional of ρ) may be the worst prob-

lem. Therefore, an improvement of the density functional is attempted (which
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abandons strict Hohenberg-Kohn theorems) by mixing the LDA and GGA

exchange-correlation functionals with the orbital-dependent Hartree-Fock ex-

act exchange functional[26]. One example is the popular B3LYP hybrid functional[23,

24, 27] (used in Chaper 4), which can be written as:

Exc = ELDA
x + a0(E

HF
x − ELDA

x ) + ax(E
Becke
x − ELDA

x ) + ac(E
LYP
c − ELDA

c ) .

Here the EBecke
x is the Becke exchange functional[23], ELYP

c is the Lee-Yang-

Parr correlation functional[24], and ELDA
c takes the VWN form[21]. The three

parameters a0 = 0.20, ax = 0.72, and ac = 0.81 were originally obtained by

empirically fitting to the atomic and molecular data using the PW91 correla-

tion functional[28].

The hybrid density functionals often not only yield better energetics, but

also lead to other improvements, such as better band gaps in solids and better

descriptions of localized states.

2.2 Gaussian Basis Set

2.2.1 Slater-type and Gaussian-type functions

The single-electron eigenstates in Kohn-Sham ansatz are usually expanded in

a set of basis functions such as plane-waves or a localized basis set. Among

localized basis sets, the Gaussian-type functions and Slater-type functions are

popular. A Slater-type function decays as e−ζr, and a Gaussian-type function

decays as e−αr
2
. The advantage of Slater-type functions is that they represents

the atomic orbitals better than Gaussian type functions, so high quality basis
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can be constructed by using a small number of functions. The disadvantage

of Slater-type function is that the multi-center integrals (such as the Coulomb

and exchange matrix elements in Hartree-Fock equations) have to be calcu-

lated numerically, which can limit their utility. Gaussian functions have the

advantage that the product of two Gaussians is also a Gaussian, so that all

the multi-center integrals can be evaluated analytically. The disadvantage of

Gaussians is that they poorly represent the atomic orbitals. To construct an

atomic orbital, a number of Gaussian functions are required.

2.2.2 Contracted Gaussian

To overcome the problem of Gaussian functions while maintaining their ad-

vantage, practical calculations usually use contracted Gaussian-type orbitals

(CGTOs). CGTOs are fixed linear combinations of Gaussian functions (also

called primitive Gaussians) and can be made to simulate Slater-type orbitals

(STO) or other types of functions. For every CGTO, the exponent and coeffi-

cients of the primitive Gaussians are fixed during the calculation. The scheme

of contraction is often written as (# of primitive Gaussians)/[# of CGTOs].

For example, the (4s)/[2s] notation means that two s-type CGTOs are obtained

by contracting 4 s-type primitive Gaussians.

2.2.3 Double Zeta Basis Set

One can use one CGTO for each orbital (also called single zeta). However, this

basis lacks of flexibility. The first step of improvement is done by using a linear

combination of two basis functions (CGTOs) for one orbital. This is called

13



double zeta (double-ζ) basis. The orbital exponents of these two CGTOs are

slightly above and below the optimal value in the single-zeta basis, and the

linear combination coefficient of the two CGTO are allowed to vary depending

on the chemical environment. The double zeta basis sets can be further divided

into two kinds: full double zeta basis sets and valence double zeta basis sets. In

a full double zeta basis set, the wave function of each orbital is expanded into

two CGTOs. In a valence double zeta basis set, the atomic orbitals are divided

into an inner shell and a valence shell. Only one CGTO is used for an inner-

shell orbital, and two CGTOs are used for a valence-shell orbital. The D95

basis set used in Chapter 4 is a full double zeta basis set. For first-row atoms

like oxygen, its contraction scheme can be expressed as (9s5p)/[4s2p], where

4 s-type CGTOs (2 for the 1s orbital, and 2 for the 2s orbital) are made by

combining 9 s-type primitive Gaussians; and 2 p-type CGTOs (for 2p orbital)

are made by combining 5 p-type primitive Gaussians[29]. The D95V basis

set (used in Chapter 4 together with the LANL2 effective core potential) is a

valence double zeta basis set. For first row atoms, it uses 1 CGTO for the 1s

(inner shell) orbital, and uses 2 CGTOS for the 2s and 2p orbitals (valence

shell). Its contraction scheme can be expressed as (9s5p)/[3s2p][30].

2.3 Polarizable Continuum Model

2.3.1 PCM and C-PCM/COSMO

Polarizable continuum models[31] are useful ways to describe solute-solvent

interactions. In a polarizable continuum model, a dielectric continuum is used
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to simulate the solvent. The molecule (solute) is placed into a void cavity in

the continuum. The interaction of the solvent to the solute is expressed as a

polarization charge density on the cavity surface.

There are various versions of polarizable continuum models. In this thesis,

the conductor-like solvation model (COSMO or C-PCM)[32] is used. In this

model, the solvent is treated like a conductor, and the potentials due to the

polarization charge and the solute molecule cancel out at the surface. Using

this boundary condition, the ideal unscreened surface charge density is calcu-

lated. This ideal unscreened surface charge density is then scaled to recover

the effect of the finite dielectric constant of the solvent. The total energy

of the solute molecule, including the electrostatic interaction between the so-

lute and solvent, can be minimized in a self-consistent manner, and yields the

electrostatic energy Ges. (See below).

2.3.2 Solvation Energy

The total free energy of a molecule in solvent can be written as

G = Ges +Gcav +Gdis−rep .

The first term Ges in the electrostatic energy, which includes the electrostatic

interaction between the solute and solvent. The second term Gcav is the cavity

formation energy. It can be calculated in a number of ways. One example

is to express it as Gcav =
∑

i
Ai

4πR2
i
GHS
i , where Ai is the area of the ith sphere

exposed to the solvent, Ri is the radius of the ith sphere, and GHS
i is the cavity

formation energy for of a sphere with radius Ri in a fluid of hard spheres[33].
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The third term Gdis−rep is the dispersion-repulsion energy. There are various

ways to evaluate this term. One example is the procedure described in Refs.

[34, 35], where atom-atom potential parameters[36] are used.

2.3.3 The Cavity Surface

There are three definitions of cavity surfaces, as shown in Fig. 2.1:

(1) The van der Waals surface (VWS) is the surface obtained by the com-

bination of spheres centered on atoms or atomic groups of the solute with the

radii equal to the van der Waals radii. This surface is used in calculating Gcav.

(2) The solvent accessible surface (SAS) is defined as the set of points

which correspond to the center of a spherical solvent molecule as it rolls on

the VWS. This surface is used to calculate Gdis−rep.

(3) The solvent excluded surface (SES) is defined as the surface of the

tangent points as a spherical solvent rolls on the VWS. This surface is used

to calculate Ges. In practice, this surface is usually approximated by adding

spheres to the VWS surface[38–40]. (In this case, the vdW radii are usually

scaled by a factor f > 1.)

2.3.4 Determination of the Radii

To obtain more accurate solvation energies, optimized van der Waals radii are

often used. These optimized radii are determined as follows.

Each non-hydrogen atom has a basic radius, (the hydrogens have no indi-

vidual spheres, and are included in the spheres of the attached atoms), and

corrections to the basic radius are determined by the number of hydrogens it
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bonds to, the hybridization, charge, and the nature of its nearest neighbors.

When the parameters in the corrections are optimized for Hartree-Fock theory,

the corresponding radii are called united-atom Hartree-Fock (UAHF) radii[41].

When the parameters in the corrections are optimized for hybrid DFT theory

(using the PBE0 functional), the corresponding radii are called united-atom

Kohn-Sham (UAKS) radii[42].

2.4 Review of Electrochemistry

2.4.1 Cell Potential and Free Energy

Let us recall that there are two kinds of electrochemical cells. One is the Gal-

vanic cell, the other is the electrolytic cell. Examples are shown in Fig. 2.2.

Each cell contains two electrodes. One is the cathode, at which the reduction

reaction takes place. The other is the anode, at which the oxidation reaction

takes place. The difference between these two kinds of cells is that, for a Gal-

vanic cell, the cell reaction will happen spontaneously when the two electrodes

are connected by a conductor; while for a electrolytic cell, an external power

supplied is required to drive the cell reaction; otherwise the reaction will not

happen.

For each cell, we can define the cell potential. Let us take the Galvanic

cell in Fig. 2.2a as an example. We can write the cell reaction in its compact

form: Zn|Zn2+‖Cu2+|Cu. The reduction reaction (at the cathode) is written

on the right by convention. The cell potential E is defined as the potential of

the right electrode relative to the left electrode.
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The absolute value of the free energy change in the cell ∆G is also the

maximum amount of work it can do to the external circuit. It can be related

to the maximum cell potential E by the relation ∆G = −nFE, where n is

the amount of charge transfered in the circuit and F is the Faraday constant.

The negative sign in the above formula comes from the convention that for a

spontaneous cell reaction, ∆G < 0 and E > 0

2.4.2 Electrode Potential and Reduction Potential

Oftentimes we are only interested in the property of one electrode. This elec-

trode is often called “working” electrode. Its potential can be measured against

a reference electrode. Historically, the normal hydrogen electrode (NHE), also

called standard hydrogen electrode (SHE) is chosen to be the reference and

its potential is chosen to be zero. At the NHE, gas phase H2 at 1 atm partial

pressure (at 298.15K) is in equilibrium with protons in aqueous solution with

unit activity. (Activity a of a chemical species is defined as a = exp(µ−µ
o

RT
),

where µ is the chemical potential of the species, and µo is the standard state

chemical potential, R is the ideal gas constant, T is the temperature. Unit ac-

tivity means µ = µo.) Since NHE is hard to realize experimentally, in practice

the potentials of working electrodes are often measured using other reference

electrodes, such as reversible hydrogen electrode (RHE), saturated calomel

electrode (SCE) and silver/silver chloride electrode.

The electrostatic potential of an electrode (relative to NHE), where the

oxidized species Ox and the reduced species Red are in equilibrium, is always

equal to the cell potential of a cell where the reduction reaction Ox+ne→ Red
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happens at the cathode and the oxidation reaction H2 → 2H+ + 2e happens

at the NHE anode. So the electrode potential is also the potential for the

reduction half-reaction, and it is also called the “reduction potential”. When

all species are at their standard state, the potential E becomes “standard

electrode potential” or “standard reduction potential” Eo.

The standard reduction potential shows how easy (or how hard) a reduction

or oxidation reaction is. The more positive the standard reduction potential,

the harder the oxidation reaction is, and generally speaking, the reduced form

of the species is more stable. An example is Eo
Au+/Au = 1.83 V , which is very

positive. This means that to oxidize Au to Au+ is difficult and the reduced

form Au is more stable. The more negative the standard reduction potential,

the harder the reduction reaction is, which means that the oxidized form of

the species is more stable. An example is Eo
Li+/Li = −3.045 V , which is very

negative. This means that reducing Li+ to Li is difficult, and the oxidized

form Li+ is more stable.

For photo-splitting of water, the standard reduction potential for proton

reduction Eo
H+/H is equal to 0 by definition, while standard reduction potential

for O2 reduction (reverse reaction of water oxidation ) Eo
O2/H2O is equal to 1.23

V (experimental value). For a water-splitting semiconductor photocatalyst, in

the proton-reduction half-reaction, the electrons comes from the conduction

band, so the conduction-band-edge potential of the semiconductor must be

more negative than the proton reduction potential. In the water-oxidation

half reaction, the holes comes from the valence band, so the valence-band-edge

potential of the semiconductor must be more positive than the O2 reduction

potential.
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2.4.3 Calculating the Standard Reduction Potential

To calculate the standard reduction potential of the reaction

Ox + e→ Red

we can add an NHE anode (where the reaction 1
2
H2 → H+ + e happens) to it

and make an hypothetical electrochemical cell. The total reaction of the cell

is

Ox +
1

2
H2 → Red + H+

Once the change of the standard state free energy of the whole cell ∆Go is

known, the standard reduction potential Eo can be calculated by the relation

∆Go = −nFEo

∆Go can be calculated as

∆Go = ∆Go
O/R + ∆Go

NHE

∆Go
O/R = Go

s (R)−Go
s (O)

∆Go
NHE = Go

s (H
+)− 1

2
Go

g(H2)

where Go
s (O), Go

s (R), and Go
g(H2) are standard state Gibbs free energies of

the species Ox, Red, and H2, which can be obtained from first-principles cal-

culations. Go
s (H

+) is the standard state free energy of a proton, which is

obtained using the experimental data, since no reliable theoretical value is
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available. (Here the superscript “o”denotes a standard state, the subscripts

“g”and “s”denote the gas phase and the aqueous phase, respectively. A more

detailed notation will be used in Chapter 4.)

The Gibbs free energy G is calculated as:

G = U + PV − TS

where U is the internal energy, which can be written as

U = ESCF + Ethermal = ESCF + Eel + Etran + Erot + Evib

and the entropy term S can be written as

S = Sel + Stran + Srot + Svib

here ESCF is the electronic ground state energy of the species. Eel, Etran,

Erot, and Evib are the thermal corrections to energy due to electronic exci-

tations (neglected because the electronic excitation energy is assumed to be

much larger than kBT ), translations, rotations, and vibrations (including the

zero-point energy). Similarly, Sel, Stran, Srot, and Svib are the electronic (ne-

glected), translational, rotational, and vibrational entropies. Etran, Erot, Stran,

and Srot can be easily calculated given the mass and moments of inertia of

the species[43]. Evib and Evib can be calculated once we have obtained the

vibrational frequencies of the normal modes from first-principle calculations.
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Chapter 3

Water Adsorption on GaN

(101̄0) surface

3.1 Introduction

GaN is a technologically important material that appears in the wurtzite phase

in bulk, films, and nanostructures. Domens group discovered that particles of

a solid solution of wurtzite GaN and ZnO, when loaded with a cocatalyst for

proton reduction, can absorb light in the visible range and can photosplit wa-

ter into H2 and O2[3]. First-principles calculations help explain the enhanced

visible-light absorption of the (Ga1−xZnx)(N1−xOx) solid solution[4]. It is be-

lieved that H2O is oxidized by photoholes at the GaN/ZnO surface. However,

the microscopic details are unclear. Little is known about either the geome-

tries or the compositions of the alloy surfaces, and it is hard to tell from the

experimental data where and how the reaction occurs. First principles calcu-

lations have also provided valuable information about water adsorption on the
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ZnO (101̄0) surface[14, 44–46]. Inspired by these previous studies, this paper

begins to address the complicated water oxidization problem by answering a

narrower question: How does a monolayer of water adsorb on the surface of

pure GaN?

Domen’s experiments do not identify which surface accounts for the O2

generation. Experiments on water adsorption have been carried out on the

polar (0001) surface of GaN on which ca. 60% of the water molecules are

found to adsorb dissociatively[47]. We focus on the nonpolar (101̄0) GaN

surface in this study. The (101̄0) surface is the most stable surface of ZnO[48].

The GaN (101̄0) surface has a much higher surface energy than ZnO (101̄0),

but it is still slightly lower in energy than the other nonpolar surface, (112̄0),

of GaN[49]. Experimentally, the (101̄0) surface of GaN often appears as the

inside wall of nanopipe defects[9–13]. These considerations all suggest that

(101̄0) is at least one of the most stable GaN surfaces.

3.2 Calculation

We use a density functional theory (DFT) approach to study the adsorption

structures and energetics. Our model system is a 5 double-layer GaN slab built

from wurtzite GaN with exposed (101̄0) surfaces. H2O molecules are adsorbed

on both sides. The slabs in adjacent supercells are separated by a vacuum layer

of at least 9 Å. We consider both full (1 ML) coverage, in which each unit cell of

the GaN (101̄0) surface has an H2O adsorbed, and partial (1/4 ML) coverage.

The in-plane lattice parameters of the slab are set to the corresponding GaN

bulk lattice parameters a and c, and the middle double-layer is fixed to its bulk
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position during relaxations. We use the plane-wave pseudopotential method,

coded in the Quantum Espresso/ PWSCF package[50], with Vanderbilt ul-

trasoft pseudopotentials[51]. The Perdew-Burke-Ernzerhof (PBE)[22] version

of the generalized gradient approximation (GGA) exchange-correlation func-

tional is employed. The Ga 4s, 4p, and 3d states, N 2p and 2s states, and O

2p and 2s states are explicitly treated as valence electrons with a plane-wave

expansion for the basis set. The calculated results for bulk GaN and molecular

water agree with experiments[52–61] and previous calculations[62–66] (see the

Supporting Information). Selected testing with GaN slabs up to 10 double

layers thick indicates that the bare surface energy is converged with 5 double

layers to about 0.05 eV/f.u. and water adsorption energies to about 0.001 eV

per H2O. The energy barriers for H2O molecule dissociation are computed us-

ing the nudged elastic band (NEB) method[67, 68]. Further details are given

in the Supporting Information.

3.3 Results

3.3.1 Bare Surface

First, the structure of the bare wurtzite (101̄0) surface of GaN is computed

(see Table 3.1). The results agree with a previous calculation using the local

density approximation (LDA)[49], but we find a lower surface energy due to

our use of the GGA. The surface energy of GaN is much higher (>1 eV/f.u.)

than that of ZnO[48, 49]. The tilting angle of the surface Ga-N bond is smaller

than that of the Zn-O bond. Both results confirm that the Ga-N bond is more
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Table 3.1: Comparison of surface energy (Esurf), tilting angle of
surface anion-cation cond (ω), and surface bond contraction (BC)
for our bare surface results (GGA) and previous LDA calculationsa

GaN GGA GaN LDA ZnO GGA ZnO LDA

Esurf(eV/f.u.) 1.60 1.95 0.5 0.8

ω(◦) 8.2 7 10.1 10.7

BC(%) 7.4 6 7.2 6.7

a Results for ZnO are also listed. The surface energy Esurf equals the total
energy of a relaxed slab minus the total energy of bulk with the same
number of atoms, per formula unit (f.u.) of surface atoms, each formula
unit consisting of a cation-anion pair.

covalent than the Zn-O bond. The surface N is not fully coordinated, having

a vacant coordination site owing to a missing Ga atom. This vacant site is

not passivated well by the electrons of the three neighboring Ga atoms. The

surface energy for one f.u. of surface GaN is similar to 1/4 of the cohesive

energy of bulk GaN, i.e., the energy of one Ga-N bond[49, 54]. In the ZnO

case, the crystal is more ionic and the vacant coordination site of the more

electronegative O atom is better passivated by electrons of neighboring Zn

atoms, resulting in a much smaller surface energy.

3.3.2 Water Adsorption Geometry

For full monolayer coverage (θ = 1), there is one H2O molecule in each surface

area unit, which contains a pair of atoms, one Ga and one N. We relax the

lattices for 7 adsorption geometries (see Figures 3.1 and 3.2): Two cases are

dissociative adsorption (Dis1 and Dis2) and four cases are molecular adsorption
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(Mo1-Mo4). We also consider the (2 × 1) halfdissociation (HD) described

further below. Results are shown in Table 3.2 including comparison to previous

results for ZnO. The adsorption energy Ead = Eslab+Ewater−Etotal is the energy

released from water adsorption, where Eslab is the total energy of the relaxed

bare slab and Ewater is the total energy of a relaxed water molecule. Under

the constraint of (1×1) periodicity, the dissociative adsorption geometry Dis1

is found to be energetically the most stable. It is 1.44 eV lower in energy than

the corresponding (and most stable) molecular adsorption geometry Mo1. This

result shows a strong tendency for water to dissociate on this surface. The

Mo4 structure, stable on ZnO under the (1× 1) constraint[14], is found to be

unstable on GaN. Any starting configuration near it will relax into Dis1.

When the (1 × 1) restriction is lifted, a monolayer of water on the ZnO

(101̄0) surface forms a half-dissociated (2 × 1) superstructure: a mixture of

Dis1 and Mo4.3a We also tested this half-dissociation (HD) configuration for

GaN. In this case, a 1.72 Å hydrogen bond is formed between the adjacent

H2O and OH groups, as shown in Figure 3.1c. This stabilizes half of the cell

in the Mo4 geometry and makes HD the second most stable configuration.

However, this configuration is still higher in energy than total dissociative

adsorption Dis1. For completeness, we consider Mo2, a rotated version of

Mo1, as well as an alternative dissociative adsorption, Dis2, along with its

molecular adsorption analogue, Mo3. None of these structures turn out to be

energetically competitive with Dis1. We believe that the ground-state of a

water monolayer on GaN (101̄0) is the completely dissociative state Dis1. The

key difference compared to ZnO is the more covalent nature of the Ga-N bond.

The surface N atom retains strong dangling-bond character and will readily
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Table 3.2: Water adsorption energy Ead(eV) on the
wurtzite (101̄0) surface: comparison between GaN and
ZnO

GaN GaN ZnO ZnO

(θ = 1) (θ = 1/4) (θ = 1)[14] (θ = 1/6)[45]

Dis1 2.18 1.71 0.63

Dis2 1.65 1.37 0.79

Mo1 0.74 0.68 0.57

Mo2 0.50 0.72 0.61

Mo3 0.26 0.43b 0.42

Mo4 a a 1.03 0.94

HD 1.83 n.a. 1.13

a Unstable to dissociation.
b For θ = 1/4, since these structures can easily relax to

dissociated configurations, they may not be proper potential
energy minima. Relaxations were stopped when forces were
smaller than 0.03 eV/Å.

react to fill its vacant coordination site to reduce the surface free energy.

3.3.3 Barrier for Dissociation

The Mo1 and HD configurations appear to be local minimumenergy structures.

We used the NEB method to determine the energy barriers for dissociation.

For Mo1 transforming to Dis1, we obtain an energy barrier of 1.0 meV (Figure

3.3). For HD transforming to Dis1, we obtain an energy barrier of 1.6 meV.

The absolute values of such small energy barriers lie below the accuracy of

DFT methods. Nevertheless, the DFT results indicate that the barriers are
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Figure 3.3: Minimum energy path (MEP) for a full monolayer of water to
dissociate from Mo1 to Dis1. The inset is a blown-up view of the dissocia-
tion barrier. The points are the energies of NEB images, and the lines are
cubic interpolations of the energy along the MEP. The MEP corresponds to
dissociation on one side of the slab while the water adsorbed on the other side
remains in a molecular configuration. The slab is sufficiently thick so that
there is essentially no interaction between the surfaces.

small relative to the thermal energy, kBT , at room temperature (∼ 26 meV).

Therefore we expect a full monolayer of water to dissociate spontaneously at

room temperature.

3.3.4 Adsorbates Interaction

Will water aggregate into islands at submonolayer coverage? To probe the ef-

fective adsorbate interactions, we also compute the case of a 1/4 ML coverage

(θ = 1/4) of water, where the periodicity in both the a and c axes is dou-

bled, and each (2 × 2) surface cell contains only one water molecule. For the

dissociative adsorptions, we only consider the case where the O-H group and
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H are in the same (1 × 1) surface cell. At this coverage, the water molecules

can be viewed as approximately isolated. The Dis1 geometry is still the most

stable, but the adsorption energy is reduced by 0.47 eV/(f.u. of H2O). The

adsorption energy for Dis2 is reduced by a smaller amount, 0.28 eV/f.u., but

Dis1 remains the lowest energy structure. Smaller changes are seen for the

molecular adsorption cases. Overall, the results clearly indicate that dissocia-

tive adsorption is still favored at low coverage, and that there is a substantial

energetic driving force toward aggregation. There are two kinds of adsorbate

interactions driving aggregation, direct and strain induced.

To better understand the adsorbate interactions, we decompose the molec-

ular adsorption energy into several contributions, similar to ref [45]. We write,

for coverage θ

Ead(θ) = E0
WS(θ)− δEW(θ)− δES(θ) + EWW(θ)

Here E0
WS is the adsorption energy if we strain the (isolated) water molecules

and the substrate to their final adsorbed geometries before putting them to-

gether, δEW is the energy required to distort the water molecule, δES is the

energy required to distort the substrate, and the EWW term is the increase in

Ead due to direct water-water interactions. The substrate strain term, δES,

is calculated by eliminating the water molecules from the slab while fixing

the GaN substrate atoms in their wateradsorbed geometry and comparing to

the relaxed slab: δES = Estrained(GaN)−Erelaxed(GaN) . The water molecule

distortion energy is calculated in an analogous way. The direct water-water in-

teraction EWW is calculated by eliminating the substrate and fixing the water
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molecules at the adsorbed geometry to calculate the energy per water molecule

EW1. Then the separation between water molecules is increased to 10 Å, still

fixing the internal coordinates of water molecules, and the isolated water en-

ergy EW2 is calculated. Finally, EWW = EW2 − EW1 . The results are shown

in Table 3.3.

We find that δES is small but coverage dependent for molecular adsorption;

it is smaller at higher coverage. This indicates that close-neighbor adsorbates

have an effective attractive interaction attributable to sharing the substrate

strain. On the other hand, the direct water-water interaction depends on the

structure. For the energetically favored molecular adsorption case, Mo1, EWW

is positive; water molecules attract each other, increasing the total adsorption

energy. For Mo2 and Mo3, the EWW terms are negative, indicating repulsion.

The attractive interaction in Mo1 comes from the formation of hydrogen bonds

between neighboring (1× 1) cells (see Figure 3.1b).

For dissociative adsorption, the charge distributions around O and H can

differ between the adsorbed state and detached state, so the above method to

isolate EWW is no longer directly applicable. However, the substrate strain

term can be evaluated in the same way. For dissociative adsorptions, we

only analyze the substrate strain term, without further decomposing the total

adsorption energy. As seen in Table 3.3, the magnitude of δES is substantially

larger. Also the effective attraction due to shared strain is larger than in the

molecular adsorption cases. Furthermore, the shared strain effect is larger for

Dis2 (0.45 eV/f.u.) than for Dis1 (0.15 eV/f.u.). Other interactions are also

important. For Dis2, the total effective attraction from Table 3.2 (0.28 eV/f.u.)

is about half of the attraction due to shared strain. On the other hand,
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for Dis1 the total effective attraction (0.47 eV/f.u.) is more than triple the

substrate strain effect. While it is not possible to clearly define and separate

the terms E0
WS and δEW in the case of dissociative adsorption, it is clear

that δEW is quite large (an OH bond is broken) and E0
WS is correspondingly

large to compensate for the water distortion energy. For Dis1, it is clear that

hydrogen bonds form between neighboring (1 × 1) cells (Figure 3.1a). Thus,

for the energetically favored dissociative (Dis1) adsorption configuration, the

hydrogen bonding stabilizes the dense layer. In the true ground-state Dis1, this

direct adsorbate attraction by hydrogen bonding, together with the indirect

attraction by sharing the strain and the compensation between E0
WS and δEW

will drive the adsorbates toward aggregation in submonolayer coverage.

3.4 Summary

In summary, we have studied the adsorption energy of H2O molecules on a

wurtzite (101̄0) GaN surface for full and 1/4 monolayer coverages, and cal-

culated the energy barrier for water dissociation. Water is found to adsorb

dissociatively, and the dissociation barrier is negligible. We also examined

the effect of substrate strain and hydrogen bonding. Both effects favor the

aggregation of dissociated water molecules into islands under submonolayer

coverage.

36



3.5 Supporting Information

3.5.1 Theoretical Procedures

The planewave basis set used is determined by a kinetic energy cutoff of 30

Ry for the Kohn-Sham orbitals and 400 Ry for the charge density. The bulk

wurtzite Brillouin zone is sampled using a 10x10x10 k-point mesh. A 4x1x2

k-point mesh is used for (1x1) surface calculations, and a 2x1x1 k-point mesh

is used for (2x2) supercell calculations. The geometry is optimized using

the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method[69]. During the re-

laxation, a Gaussian broadening[70] with smearing parameter of 0.002 Ry is

used for Brillouin-zone integrations to prevent possible convergence problems

due to fractionally occupied surface states. The force on each movable atom

is converged at 0.003 eV/Å, except where explicitly noted. Using a 4x4x2

k-point mesh gives an error smaller than 10 meV/f.u. in the total energy, and

the errors in the lattice parameters are smaller than 0.1%. This justifies our

use of 4x1x2 k-point mesh for the (1x1) slab calculations. The bulk cohesive

energy is obtained by subtraction of the total energy per GaN formula unit

at the equilibrium position, from the sum of the energy of isolated Ga and N

atoms, with spin-polarization, but not including the zero-point motion. The

isolated atom energies are calculated by arranging each atom on a simple cu-

bic supercell with lattice parameter 11 Å. The bulk modulus is obtained by

fitting the total energy as a function of volume to the Murnaghan equation of

state[71]. For reference, the computed structural and cohesive properties of

the bulk wurtzite phase GaN are shown in Table 3.4. Our results agree well

with other GGA calculations[62, 63] and with experiments to the expected
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Table 3.4: Comparison between our bulk results and other GGA calculations
and experiments.a

This Work GGA I[62] GGA II[63] Exp.

a(Å) 3.219 3.245 3.1986 3.190[52], 3.1890[53]

c/a 1.629 1.632 1.6339 1.627[52], 1.6265[53]

u 0.377 0.3762 0.3772 0.377[52]

Ecoh(eV/f.u.) 8.57 8.265 9.265 9.0[54]

B0(Mbar) 1.72 1.72 1.88-2.45[55–58]

B′ 4.1 5.11 3.2-4.3

Bg(eV) 1.69 1.45 3.41[59]

a The spacing between closest Ga and N layers is (1/2− u)c.

tolerance[52–59].

The energy barriers for H2O molecule dissociation are computed using the

nudged elastic band (NEB) method[67] employing 18 images connected by a

spring with variable spring constant[68] between 0.1 and 0.6 a.u.. The climbing

image scheme[68] is used to find the saddle point. The path is converged to

0.02 eV/Å.

The energy of a single H2O molecule is calculated by relaxing an isolated

H2O molecule in a cubic supercell with lattice parameter 14 Å. Our O-H

bond length, H-O-H bond angle, and total electric dipole moment are in good

agreement with other DFT calculations and experiments (see Table 3.5).

Since the adsorption energy for molecular H2O adsorption is found to be

modest scale in our GGA calculations, the absence of van der Waals terms

may be a significant source of error. The H2O molecule is attached to the
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Table 3.5: Comparison of O-H bond length r, ∠HOH bond angle θ, and dipole
moment d between our water molecule results and other DFT calculations and
experiments.

This GGA GGA GGA Exp.
Work (BLYP)[64] (PBE)[65] (BLYP)[66]

r(Å) 0.975 0.973 0.970 0.967-0.974 0.957[60]
θ(o) 104.4 104.4 104.2 104.0-104.4 104.5[60]
d(a.u.) 1.83 1.81 1.81 1.89-2.13 1.85[61]

surface Ga atom. The van der Waals interaction energy U between the Ga

atom and the H2O molecule can be expressed as U = −C/r6. The con-

stant C can be estimated from the Hamaker constant A by the relation

C = A/(π2ρwaterρGa)[72]. The Hamaker constant between Ga and water can

be estimated by the Berthelot approximation A =
√
AwaterAGa[73]. We use

the value AGa = 2.7×10−21 J (the Hamaker constant of α-Ga, averaged over 3

faces)[74] and Awater = 4.0×10−20 J[75]. In Mo1, the Ga-O distance r is 2.2 Å,

and we obtain U ∼ −0.03 eV (the negative sign means attractive interaction).

The van der Waals interaction in Mo2 and Mo3 should be similar or weaker,

so the van der Waals interaction source of DFT error does not seem important

in this problem.

As mentioned in the main text, the energy to strain the substrate, δES, is

smaller for molecular adsorptions. Table 3.6 shows the thicknesses of the GaN

substrates under full coverage. It shows that the distortion is indeed larger in

dissociative adsorptions and smaller in molecular adsorptions.
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Table 3.6: Thicknesses of the GaN substrates under full coverage
and bare slab results.a,b,c,d

Thickness(Å) Expansion(Å)

Bare slab unrelaxed 12.08 0.27

Bare slab relaxed 11.81 0

Dis1 12.06 0.25

Dis2 12.19 0.38

Mo1 11.86 0.06

Mo2 11.96 0.16

Mo3 11.88 0.07

a The thicknesses are measured from the centers of the tilting surface Ga-N
bonds on both sides of the model slab.

b The relaxed bare slab is used as a reference to calculate the expansions.
c Compared with fresh cut unrelaxed slab, the relaxed slab contracts

inward.
d When H2O molecules adsorb, the GaN substrate will be distorted

outwards, showing a positive expansion.
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3.6 Afterword

So far Chapter 3 is a verbatim copy of J. Phys. Chem. C vol. 113, p. 3365-

3368. This section adds a few words. In this paper, we have observed that the

ground state of a monolayer of dissociated water (in the form of hydroxide ions

attached to surface Ga atoms forms a hydrogen bond network parallel to the

(101̄0) wurtzite surface, with O-H bonds pointing towards neighbor hydroxide

ions at the surface, along the (0100) direction. Recently, our colleague Jue

Wang, under the supervision of Prof. Maria V. Fernandez-Serra, has stud-

ied the interface between the same GaN (101̄0) surface and bulk water by

first-principles molecular dynamics. His results confirm our finding of water

dissociation, but also indicate that that the hydrogen bond network parallel to

the surface will be disrupted in the presence of bulk water He found that the

hydroxide ions attached to surface Ga are more likely to form hydrogen bonds

with the water molecules in bulk water, with O-H bonds pointing towards the

O atoms in the bulk water molecules.
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Chapter 4

Water Oxidation on GaN (101̄0)

surface

4.1 Introduction

Both GaN and ZnO are wide band-gap semiconductors that absorb only UV

light. In 2005, a solid solution of GaN and ZnO was synthesized by Domen’s

group. This solid solution has a narrowed band gap and can absorb visible

light. When small nanoparticles of a co-catalys for proton-reduction are loaded

onto larger nanoparticles of the solid solution, the assembly can photo-split

water into H2 and O2[1]. The co-catalyst reduces protons to H2 with the photo-

electrons. The surface of the solid solution oxidizes water into O2 plus protons

using the photo-holes. The highest achieved quantum efficiency of overall

water splitting was 5.9% when the wave length of incident light was between

420 and 440 nm[6]. When the proton reduction reaction was short-circuited

by using Ag+ as a sacrificial reagent for scavenging electrons, the quantum
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efficiency for oxidizing water into O2 reached 51%[3]. This shows that the

surface of the solid solution photo-catalyst itself is also a good catalyst for

water oxidation, making it a good candidate for the photo-anode in a photo-

elecrochemical cell for solar water splitting[7]. Understanding the details of

the water oxidation mechanism at this semiconductor alloy/aqueous solution

interface, and why the quantum efficiency so high, would provide valuable

information for the discovery and design of new materials for semiconductor

photocatalysts and photo-anodes for solar water splitting.

Pure GaN itself also works as an overall water splitting catalyst in the UV

region when loaded with a suitable co-catalyst, and has a quantum efficiency

0.7% at 300 - 340 nm[8]. When the proton reduction half-reaction is short-

circuited, the quantum efficiency for O2 also increase significantly on pure GaN

without a co-catalyst. It is unclear on which surface the oxidation occurs. Our

previous study of water adsorption on the GaN (101̄0) surface has shown that a

monolayer of water will dissociate completely on that surface, with the proton

attaching to a surface N atom and the hydroxide ion attaching to a surface

Ga atom[15]. This paper presents computational evidence for a possible water

oxidation mechanism on that surface.

4.2 Method

The reaction mechanism for water oxidation on a TiO2 surface was studied

by Valdes et al.[76]. The semiconductor/aqueous interface was modeled by

a slab with a monolayer of adsorbed intermediates. No solvent effects were

included. The calculations were carried out using a periodic code for density
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functional theory (DFT) with a generalized gradient approximation (GGA).

In this paper, we attempt to construct and explore a more realistic model.

The semiconductor/aqueous interface is represented by a fragment of the wet

surface. The computations are done with a cluster code, which enables us to

use the a hybrid density functional[26] at moderate computational cost, and

describe the solvent effects by the combination of explicit solvent molecules

and a polarizable continuum model. This approach is expected to yield better

energetics than the DFT-GGA calculations without solvent.

As illustrated in Fig. 4.1, we cut a fragment of the water-coated GaN

surface, obtaining a cluster which incorporates a (2 × 1) unit of the primi-

tive (101̄0) surface cell. The surface Ga atom in one of the two unit cells is

considered to be the active site. Initially, this site is occupied by a hydroxide

ion. Our model also includes explicit water molecules. Four additional water

molecules are added in the initial configuration: two of them will become reac-

tant water molecules, and the other two are used to solvate the active site and

the attached intermediates. The dangling bonds formed by cutting the clus-

ter are passivated. The N dangling bonds are passivated by hydrogen atoms,

and the Ga dangling bonds are passivated by fluorine atoms. The choice of

fluorine atoms was motivated by the criterion of having the valence orbitals of

the passivating atom well below the frontier orbitals, but the electronegative

fluorine atoms may spuriously influence the electron density at the active Ga

site.

All computations were carried out using hybrid density functional theory

with the Gaussian03 code[77]. The D95V basis set[30] was used for the H,

O, F atoms. The valence and core electrons of Ga atoms were described by
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the LANL2DZ basis and effective core potential (ECP), respectively[78–80],

with the 3d electrons included in the core. This combination is denoted as the

LANL2DZ basis set in Gaussian. The B3LYP hybrid functional[21, 23, 24, 27]

was employed. In addition to the explicit water molecules, an implicit solvent

model (condutor-like screening model, or COSMO)[32] was used to describe

the extended aqueous environment. The united topological model, optimized

for density functional theory[42], was used to construct the cavity for the

cluster in the dielectric continuum. This option is denoted as “CPCM with

UAKS radii” in the Gaussian code. The geometries of the cluster plus explicit

water molecules were relaxed with the implicit solvant model. Vibrational

frequencies were calculated at the relaxed geometry with the implicit solvent,

and the Gibbs free energy, including the zero-point, thermal corrections and

entropy) was calculated.

4.3 Results

4.3.1 Reference Potential

The absolute potential of normal hydrogen electrode (NHE) is calculated as

following: Eo
NHE = −∆G∗NHE/F , where ∆G∗NHE = G∗s (H

+)+Go
g(e−)−Go

g(H2)/2

is the change of free energy for the one-electron hydrogen oxidation reaction

at the normal hydrogen electrode, and F is the Faraday constant which equals

1 when we use eV for free energy and Volts for potential. Here Go
g(H2) is the

standard state free energy of a gas-phase H2 molecule, whose value is taken

from our B3LYP/D95V calculations. (We use Go
g to denote a free energy
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in the standard state in the gas phase. Similarly, G∗s denotes a free energy

in the standard state of 1 molar in aqueous solution.) Go
g(e−) is the free

energy of a gas-phase electron. At 298 K, Go
g(e−) = −0.006 kcal/mol, and is

consequently neglected in our calculations. The standard state free energy of

a proton in aqueous solution, G∗s (H
+), is calculated as Go

g(H+) + ∆Go
s (H

+),

where Go
g(H+) = −0.27 eV (-6.28 kcal/mol) is the free energy of the gas-

phase proton derived from Sackur-Tetrode equation[43], ∆Go
s (H

+) = −11.45

eV (-263.98 kcal/mol) is the solvation energy of proton, using the standard

concentration of 1 bar in gas phase and 1 mol/L in the aqueous phase[81]. We

obtain G∗s (H
+) = −270.26 kcal/mol = −11.72 eV so that ∆G∗NHE = 4.28 eV,

and Eo
NHE = −4.28 V.

The “theoretical” standard reduction potential (i.e., the standard reduc-

tion potential obtained using our choices of the density functional, the ba-

sis set, and the solvent model), for the four-electron oxygen reduction reac-

tion, Eo(O2 + 4H+ + 4e− → 2H2O), is calculated as: Eo(O2 + 4H+ + 4e− →

2H2O)=−∆G∗(O2 + 4H+ + 4e− → 2H2O)/4F = −(2G∗s (H2O) − 4G∗s (H
+) −

Go
g(O2)− 4G∗NHE)/4F , where G∗s (H2O) is the free energy of water molecule in

aqueous standard state, and Go
g(O2) is the free energy of a triplet O2 molecule

in the gas-phase standard state. The values of G∗s (H2O) and Go
g(O2) are taken

from our B3LYP/LANL2DZ calculation. We obtain ∆G∗(O2 + 4H+ + 4e− →

2H2O) = −4.55 eV, and Eo(O2 +4H+ +4e−/2H2O) = 1.14 V. The experimen-

tal oxygen reduction potential is 1.23V.
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4.3.2 Key Intermediates

We begin by defining several terms. As mentioned before, we will use the term

“cluster” to describe the group of atoms containing the fragment of the surface

with the attached reactive intermediates. We will use the term “model” to de-

scribe the “cluster” plus explicit solvent water molecules. We will use the term

“system” to describe the “model” plus the products such as the O2 molecule,

protons and electrons. We denote the initial cluster (Fig. 4.1, lower right)

as *OH−. The * is the surface Ga site, and *OH− means that this surface

Ga site is occupied by a hydroxide ion, OH−. In our cluster, * can be inter-

preted as a molecular group with the formula (Ga15N15F15O1H18)
+. To search

for possible intermediates, we remove electrons from the cluster sequentially

(and remove protons at the same time) to simulate a proton-coupled oxida-

tion process at each step of the reaction mechanism. These calculations are

done in the gas phase. We find intermediates *O•−, *OOH−, and *O•−2 after

removing 1, 2 and 3 electrons. The assignments of *O•− and *O•−2 as radi-

cal ions were confirmed by spin-density analysis. When we remove the fourth

electron, the *O•−2 is oxidized into an O2 molecule, which detaches from the

cluster. In order to calculate the energies of these intermediates in the aque-

ous phase, the corresponding cluster models are relaxed with explicit solvent

water molecules and a polarizable continuum. Reactant water molecules are

also included explicitly.

The clusters corresponding to the key intermediates with explicit water

molecules are shown in Fig. 4.2 as model (a), (b), (c), (d) and (a′). Model (a)

can be expressed as *OH−·(H2O)4, (b) as *O•−·(H2O)4, (c) as *OOH−·(H2O)3,
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Table 4.1: Change of free energy in the reactions

∆G(abs)(eV) ∆G(eV)
*OH−→ *O•− + e− +H+ 7.09 2.81
*O•− + H2O → *OOH− + e− +H+ 5.31 1.03
*OOH− → *O•−2 + e− +H+ 5.92 1.64
*O•−2 +H2O → *OH− + O2 + e− +H+ 3.53 -0.74

(d) as *O•−2 ·(H2O)3, and (a′) as *OH−·(H2O)2. All these models are charge

neutral when taken together with the corresponding hole (h+). Models (a), (c)

and (a′) are singlets, and models (b) and (d) are doublets. Their free energies

G∗s (i) (i=a, b, c, d, and a′), are calculated at the relaxed geometries, which

are shown in Fig. 4.2.

4.3.3 Reaction Pathway

The intermediates are connected by 4 steps of proton-coupled electron-transfer

(PCET) reactions, written as follows:

(1) *OH− → *O•− + e− + H+

(2) *O•− + H2O → *OOH− + e− +H+

(3) *OOH− → *O•−2 + e− + H+

(4) *O•−2 + H2O → *OH− + O2 + e− +H+

The absolute changes of free energy in each step of the reaction are calcu-

lated as:

(1) a → b + e− + H+,

50



∆G1(abs) = G∗s (b) +G∗s (H
+)−G∗s (a)

(2) b → c + e− + H+,

∆G2(abs) = G∗s (c) +G∗s (H
+)−G∗s (b)

(3) c → d + e− + H+,

∆G3(abs) = G∗s (d) +G∗s (H
+)−G∗s (c)

(4) d → a′ + O2 + e− + H+,

∆G4(abs) = G∗s (a
′) +Go

g(O2) +G∗s (H
+)−G∗s (d)

The change of free energy relative to NHE, ∆Gi(i=1, 2, 3, 4), is equal to

∆Gi(abs)−4.28 eV. The ∆Gi(abs) and ∆Gi for each step of reaction are listed

in Table 4.1. The most difficult step, i.e., the step that has the highest change

in free energy, is the first step (a → b), in which the adsorbed hydroxide ion

OH− loses one electron and one proton, and becomes an adsorbed O•− radical.

To drive this reaction, a potential of 2.81 V is required. The second most

difficult step is the third step (c → d), in which the adsorbed hydroperoxide

ion OOH− loses one electron and one proton, and becomes an O•−2 radical. To

drive this reaction, a potential of 1.64 V is required.

Experimental values of the valence band-edge potential of GaN (vs. NHE

at pH=0) have been reported to be 2.85 V[83], 2.565 V and 3.11 V[84]. This

means that the valence band-edge of pure GaN might be sufficient to drive

the first step of the reaction. The change of free energy at different electrode

potentials U (relative to NHE) along the reaction path is show in Fig. 4.3.
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The U = 0 V (green) line corresponds to NHE. The U = 1.14 V (blue) line

corresponds to the “theoretical” standard reduction potential for the four-

electron water oxidation reaction. The U = 2.81 V (black) line corresponds to

the required potential of the first reaction, and is close to the valence band-edge

potential of pure GaN. Figure 4.3 suggests that all four steps of the photo-

oxidation on pure GaN might occur in a “downhill” (i.e. exothermic) fashion.

Under the operating condition of a GaN photocatalyst, the first reaction is

the rate-limiting step. So far we have considered only one-electron processes.

If we allow the two-electron process *OH− + H2O → *OOH− + 2e− + 2H+

to occur, the standard potential for this two-electron oxidation process would

be 1
2
(2.81 V+1.03 V) = 1.92V, which is lower than the one-electron oxidation

potential for the first reaction.

Both our method and our proposed mechanism are different from those in

Ref. [76]. As mentioned before, Ref. [76] does not include any solvent effect,

while in our model, the effect of solvent is captured by using a combination of

both explicit solvent (water molecules) and implicit solvent (polarizable con-

tinuum). We consider our model more realistic in this respect. On the other

hand, our model truncates the periodic surface slab, thereby necessitating the

passivation of dangling bonds. This is a less realistic treatment of the semi-

conductor surface. Our proposed mechanism also differs from the mechanisms

described in Ref. [76]. In our mechanism, the reaction starts with a hydroxide

ion attached the surface Ga site, denoted as *OH−, and goes through the route

*OH− → *O•− → *OOH− → *O•−2 → O2 + *OH−. Our mechanism has no

common intermediates and steps with the mechanisms in Ref. [76]. In Ref.

[76], one mechanism starts from an undissociated water molecule, and goes
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through the route H2O + * → *OH• → *O → *OOH• → O2 + *; the other

mechanism starts with an oxygen covered surface site, *O, and goes through

the route *O → *OOH• → O2 + * → *OH• → *O. Furthermore, unlike the

mechanisms in Ref. [76], the stable intermediates in our mechanism do not

include a surface vacancy. This is because of our observation that a vacancy

Ga site on the GaN (101̄0) surface is not stable under either of our models of

the aqueous environment; it is either occupied by an explicit water molecule

(which then will lose a proton) or by the bridging of a neighboring hydroxide

ion under a polarizable continuum model.

Our results are obtained for pure GaN. For a GaN/ZnO solid solutions, our

result will not apply directly. However, we can use our current result to for

pure GaN to illustrate some speculations about the GaN/ZnO solid solution

system. For a GaN/ZnO solid solution, the position of the valence band is

lower than in pure GaN[85], so there might not be sufficient overpotential to

drive the first reaction. The red line shows an example of the free energy

profile at U = 2.00 V, which is equal to the valence band-edge potential of

a GaN/ZnO solid solution at Zn/Ga=0.42[85]. The first reaction is uphill

in free energy, and the following steps are all downhill. Under the operating

condition of a ZnO/GaN solid solution photocatalyst, the first reaction is again

likely to be the rate-limiting step. One thing to notice in Fig. 4.3 is that, for

U = 2.00 V (red) line, the free energy of the *OOH− system is lower than

that of the starting *OH− system (starting point). For U > 2.00 V (between

the black and red lines), its free energy is even lower. This suggests that the

valence band-edge potential of the GaN/ZnO alloy might be sufficient to drive

the two-electron process *OH− + H2O → *OOH− + 2e− + 2H+ (standard
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potential 1.92 V), and the entire catalytic cycle would consist of exothermic

steps. We speculate that this two-electron process might be important for the

water oxidation on the surface of the GaN/ZnO solid solution.

4.3.4 Standard Reduction Potentials

The standard reduction potentials for our four reaction steps are calculated

by: Eo = −∆GR/nF , where ∆GR is the Gibbs free energy change relative to

NHE in the reduction reaction, and equals −∆Gi (i = 1, 2, 3, 4) in the previous

section. Here n is the number of electrons involved in the step and is 1 in

one-electron steps. The calculated values for all four one-electron reactions,

and possible two-electron reactions, are shown in the left of Table 4.2. It is

interesting to mention that for all steps in our mechanism on the GaN surface,

there are analogous reactions in aqueous solution, and their standard reduction

potentials are similar. In some sense, in our mechanism the surface Ga acts

like a hydrogen ion (proton) in a water molecule. When a water molecule

dissociates on the surface of GaN, a surface Ga replaces hydrogen in the water

and forms a stable bond with oxygen. This Ga-O bond only breaks at the

last step of oxidation when an O2 molecule is formed. We speculate that

this picture could be valid on other semiconductor photo-catalyst surfaces, so

our reaction mechanism and analysis might apply more generally than just

to the system considered here. The reaction energetics, however, would vary

from one system to another depending mainly on the details of the surface

cation-oxygen interaction.

It should be mentioned that the electron withdrawing effect of the passi-
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vating fluorine atoms on the Ga electon density is unknown, and might well

change the calculated reduction potentials. We also face two intrinsically diffi-

cult problems. The first problem is that, when calculating the free energies of

the intermediates, the vibrational frequencies of the model (including the ex-

plicit water molecules which represent part of the bulk water) were calculated

at their zero temperature geometries as harmonic oscillators. This approach

works well for a harmonic solid but may not accurately describe the free energy

of a solid/liquid interface. The second problem is that, to get the free energy of

each intermediate, strictly speaking, we should find all the energy-minimized

structures (local minima) of the corresponding model and do a Boltzmann

average of them. We have simplified this procedure to only using the lowest

energy structure. However, even finding that is a difficult task. Best efforts

have been made to obtain the lowest energy structures of the intermediates.

4.4 Summary

Our calculations confirm a feasible mechanism for water oxidation on a GaN

(101̄0) surface, using a cluster model to simulate the GaN/aqueous interface

and for calculating the energetics. According to our calculations, a mechanism

for water oxidation starts with a hydroxide ion attached to a surface Ga site:

*OH−. This is sequentially oxidized to *O•−, *OOH− , *O•−2 and O2 gas in

four sequential proton-coupled electron-transfer steps. This can account for

water oxidation of GaN in the presence of a sacrificial electron acceptor. The

step requiring the highest potential is predicted to be the first step, in which
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*OH− is oxidized into *O•−. A potential of 2.81 V is required to drive this

step, which is close to the experimental valence band-edge potential of GaN.

The lower valence-band potential of GaN/ZnO solid solution may require a

two-electron step in which *OH− goes directly to *OOH−.
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Chapter 5

Stability of 1D ZnO

nanostructure

5.1 Introduction

ZnO is an important material because of its electron mobility, wide band gap,

and large exciton binding energy. ZnO nanostructures such as nanowires,

nanotubes, and nanobelts are promising building blocks for optical, electronic,

and chemical sensing devices[86–88]. Several synthetic routes have yielded

multiwalled ZnO nanotubes[89–96]. These tubes are 20- 450 nm in diame-

ter and have wall thicknesses of 4-100 nm. No single-walled ZnO nanotubes

(SWZONTs) have been reported experimentally, although some groups have

predicted their properties theoretically[97, 98]. Ref [98] also suggested some

applications of SWZONTs. Recently, sequences of (ZnO)n clusters were stud-

ied by B. L. Wang et al.[99]. They found that tubular structures are metastable

for (ZnO)n (n = 9 − 18) and suggested that ZnO nanotubes resemble C or
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BN nanotubes. Here we calculate the energy of small ZnO nanowires and

SWZONTs with same number of atoms, and find that SWZONTs are ener-

getically more stable at small size. This provides a new guideline for making

SWZONTs.

5.1.1 Calculation

Our nanowires are fragments of wurtzite ZnO, cut along the (001) axis with

period c. They have 12, 20, 26, 32, and 48 atoms per unit cell, corresponding

to C6V , C2V , C3V , C2V , and C6V symmetries (see Figure 5.1). The SWZONTs

are all the zigzag type, which has the same periodicity as the nanowires. We

consider the (3,0), (5,0), (6,0), (7,0), (8,0), and (12,0) nanotubes, which cor-

respond to 12, 20, 24, 28, 32, and 48 atoms per unit cell. The surface atoms

are not saturated by foreign atoms. Figure 5.1 shows the cross sections of

calculated nanowires and nanotubes. The calculation uses the plane-wave

pseudopotential method, density functional theory (DFT), and the Quantum

Espresso/PWSCF code[50]. We use Vanderbilt ultrasoft pseudopotentials[51]

with the Perdew-Burke-Ernzerhof (PBE)[22] version of the generalized gradi-

ent approximation (GGA) exchange-correlation functional. The Zn 4s and 3d

states and O 2p and 2s states are treated as valence electrons. The cutoff

of kinetic energy is 30 Ry, while the cutoff of charge density is 300 Ry. The

Broyden-Fletcher-Goldfarb-Shanno (BFGS)[69] method is used for geometry

optimization. A 5× 5× 5 k-point mesh is used to test the ZnO bulk proper-

ties, and a 1× 1× 10 mesh is used for the nanowire and nanotube. We apply

Gaussian broadening with smearing parameter 0.002 Ry. The force on each
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Table 5.1: Comparison between our bulk results and other GGA calcu-
lation and experiments

Present Work Other GGA Experiment

a(Å) 3.292 3.383[100] 3.250[101]

c(Å) 5.309 5.289[100] 5.207[102]

ua 0.3793 0.378[100], 0.3790[103] 0.3817[104]

Ecoh(eV/f.u.) 7.27 7.692[103] 7.56[104]

B0(GPa) 127 149[100], 133.7[103] 142.6[104]

Badn Gap(eV) 0.71 0.75[100] 3.4[105]

a The spacing between closest Zn and O layers is (1/2− u)c.

atom is converged to 0.003 eV/Åfor all optimizations. We arranged the ZnO

nanowires and tubes in a 2D hexagonal supercell and separated them by at

least 8 Å. Both internal coordinates of atoms and the lattice constant c are

relaxed.

5.2 Results

5.2.1 Bulk Property

The calculated bulk properties are in Table 5.1 and agree with other GGA

calculations, although our results show slightly more underbinding. This may

come from ultrasoft pseudopotentials because the plane-wave cutoff and k-

point sampling convergence are well tested. Our lattice parameters are 2%

larger than the experimental values, which is usual for GGA calculations.
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Both wires and tubes are semiconducting, but the theoretical gap is far too

small, as is also true for bulk ZnO (see Table 5.1). Previous work[97] calculated

the (4,4) armchair SWZONT and suggested that armchair SWZONTs act like

conductors. We tested this and found a positive band gap similar to zigzag

SWZONTs.

5.2.2 Energetics of Nanowires and Nanotubes

In our calculation, the nanowires are pieces of bulk ZnO. The exposed surfaces

correspond to (101̄0) and (112̄0) nonpolar surfaces of wurtzite ZnO. For a

review of ZnO surfaces, see ref 18. One issue that may arise is whether there

could be surface reconstructions apart from ordinary relaxations. To the best

of our knowledge, for those surfaces, no reconstructions are reported, except

(1× 1), whose features are the tilting and contraction of surface Zn-O bonds,

which are also observed in our calculation. We also did a direct test for the

possibility of a (1× 2) surface reconstruction in n = 26 nanowire. We took a

fully relaxed nanowire, doubled the unit cell along the c-axis, and gave every

atom a random displacement between 0 and 0.2 Å. For three different starting

displacements, the final geometry is the same as the undisplaced one. No

dimerization is observed.

The first nanowire (12 atoms per unit cell) is also the first nanotube. For

the second nanowire (two honeycomb units, 20 atoms per cell), we found that

the nanowire structure is higher in energy than the SWZONT. To test whether

the relative stability depends on the choice of exchangecorrelation functional,

we changed GGA to LDA (Perdew- Zunger)[20] for the 20 atoms per cell C2V
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Table 5.2: Values of nd for some typical n

n 12 20 26 32 48
nd 12 16 18 20 24

nanowire and (5,0) nanotube. The results show that the SWZONT is indeed

more stable, although the difference of energies changed from ∼90 to ∼60

meV. Figure 5.2 shows the total energy (measured from the global minimum,

E0) vs lattice parameter c for both GGA and LDA results.

Larger nanowires and SWZONTs are also calculated. The final energies of

relaxed nanowires and nanotubes are plotted in Figure 5.3. It shows that, for

1D ZnO structures (<38 atoms per unit cell), the SWZONT is energetically

more favorable than the crystal-like nanowire form. This can be understood if

we view ZnO bonds as covalent. The wurtzite ZnO crystal has σ bonds made

from sp3 hybrid orbitals. Small nanowires have dangling bonds on the surface

that increase the energy. In a nanotube, as in a graphene-like planar sheet,

π bonds resulting from sp2 hybridization will form, lowering the energy. As

the wire grows larger, the fraction of surface dangling bonds decreases and the

fraction of saturated sp3 σ bonds increases, so the wire will eventually have

lower energy than the SWNT.

The total energy ENT(n) of a SWZONT with n atoms in the unit cell can

be written as the sum of total energy of graphene-like planar ZnO sheet Esheet

and a strain energy Estrain(n) related to tube curvature,

ENT(n) = Esheet + Estrain(n)

For a single-layer planar ZnO sheet, we find Esheet = 400meV/pair relative
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Figure 5.2: Energy vs c for 20 atom unit cell ZnO nanowire and SWZONT.
(GGA and LDA). In GGA calculation, the nanowire relaxes into a nanotube
when lattice parameter c is increased; in LDA calculation, the nanowire is
metastable.
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Figure 5.3: Relative energy for SWZONTs and nanowires from DFT results.
The dashed line is just a guide to the eye that represents nanowires and con-
verges to the ZnO bulk value. The solid line represents SWZONTs, is fitted
to 1/n2, and converges to the graphene-like ZnO planar sheet.
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to bulk ZnO. The strain energy for a nanotube is related to radius R by

Estrain(n) ≈ c/R2[106]. The diameter of a SWZONT is approximately propor-

tional to n, so

Estrain(n) ≈ c/n2

By fitting DFT data points (see Figure 5.4, left panel), we obtain the strain

energy:

Estrain(n) = 5.85× 104/n2 meV/pair

Therefore, the total energy of a SWZONT is

ENT(n) = 440 + 5.85× 104/n2 meV/pair

The total energy of a ZnO nanowire can be approximated as

ENW(n) =
nd
n
Ed +

nb
n
Eb

where Ed is the energy of a pair of Zn and O atoms with each having a dangling

bond, Eb is the total energy of bulk ZnO, nd/n and nb/n are the fraction of

atoms with and without dangling bonds. The value of nd for some typical

n are listed in Table 5.2. Taking Eb = 0 and fitting the DFT data (Figure

5.4, right panel), we get Ed =863 meV/pair and the total energy of a ZnO

nanowire is

ENW(n) =
nd
n
Ed = 863

nd
n

meV/pair

On the basis of the models above, the critical number of atoms when phase
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transition (nanotube to nanowire) occurs is n ∼ 40, which agrees well with

previous value n ∼ 38, estimated directly from the DFT calculation.

Similar to the BN nanotube[107], there is some buckling on the surface of

the ZnO nanotube, i.e., the cylinder formed by O atoms has a larger diameter

than the cylinder formed by Zn atoms (see Figure 5.1). It is shown in Figure

5.5 that, as the size of the SWZONT increases, the buckling distance ∆R

(the radius difference of O and Zn cylinders) decreases as 1/n (or 1/R) and

eventually goes to zero when the tube becomes a flat sheet. This behavior

is also observed in BN nanotubes, where it was explained by the different

hybridizations of B and N atoms[107, 108]. Here we offer a slightly different

interpretation. Covalent bond-bending interactions try to keep the Zn and O

cylinder radii R equal, with a restoring force −k∆R per pair. The reason O

atoms prefer a larger cylinder than Zn atoms is Fermi pressure. The HOMO

levels are based on oxygen p orbitals. In common with free electrons, their

energies increase toward the Fermi level because of increased kinetic energy to

a value EF ∝ ~2[1/maλ
2
a + 1/mcλ

2
c ] per pair, where the Fermi energy depends

on ma and mc, band effective masses perpendicular and parallel to c, and λa

and λc, the Fermi wavelengths in the two directions, which are fixed by the

geometry of the atoms. Specifically, λa ∝ R/n and λc ∝ c. Thus there is an

outward force −dEF/dR ∝ n2/R3 ∝ 1/R, where the last substitution follows

because n ∝ R. The force balance gives ∆R ∝ 1/R ∝ 1/n, that is, the

oxygen-zinc radial spacing falls off as 1/n, as is seen roughly in Figure 5.5.

To make SWZONTs, they need to be very small. One way to do this is in-

hibiting radial growth by confinement of the SWZONT in a narrow cylindrical

channel, as was done for ultrathin carbon nanotubes[109]. Extra-large pore
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Figure 5.5: Buckling distance ∆R (the radius difference of O and Zn cylinders)
vs the number of atoms per unit cell of a SWZONT. The solid line is a fit to
1/n.
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zeolites such as VPI-5[110] might be used to control the size of SWZONTs. If

ultrasmall catalyst particles can be made, a catalyst growth mechanism sim-

ilar to ref cata-growth may also work for ZnO. The other growth strategy is

to prevent the radial collapse of SWZONTs by growing them on the outer

surface of other 1D nano structures such as metal nanowires (similar to ref

[92] or carbon nanotubes (as suggested by ref [98]).

5.2.3 Effect of Vibrational Entropy

In the present calculation, no foreign molecules passivate the surface, and

all calculations are at zero temperature. In experiment, passivation may oc-

cur, and the temperature will be hundreds of Kelvin. Passivation favors the

nanowire structure because the energy of the dangling bond gets lowered. High

temperature favors the nanotube structure because it has larger vibrational

entropy due to radial softness, which leads to low-frequency radial modes,

especially a doubly degenerate very soft radial mode where the tubes cross

section deforms into an ellipse. The total free energy lowering T∆S for the

n = 32 tube compared with the n = 32 wire is roughly 10kBT with an un-

certainty ∼ 20%. This estimate uses the high-temperature formula Si ≈ kBln

(kBT/ωi) for the entropy of the ith harmonic oscillator, where kBlnT is the

classical answer, independent of frequency, and −kBlnωi is the quantum cor-

rection. Thus the free energy difference ∆F = FNT − FNW contains a term

−T (∆SNT − ∆SNW) ≈ kBT
∑

iln(ωNT
i /ωNW

i ) which favors lower frequencies.

The vibrational frequencies at q = 0 for n = 32 tube and wire (Figure 5.6), as

calculated using Quantum Espresso, are used as ωi. It is somewhat surprising
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Figure 5.6: Phonon frequencies of all 96 modes at q = 0 for n = 32 nanowire
and nanotube. The small negative frequencies of several lowest modes come
from incomplete relaxation, tube-tube, or wire-wire interactions between pe-
riodic images and other uncertainties in the calculation. The gap around
250 cm−1 in the wire reflects the gap in mid-spectrum for vibrations in bulk
ZnO[111]. The extra gap around 400 cm−1 in the tube occurs at exactly
the 2/3 point of the spectrum, where we believe the optical branches of the
two-dimensional graphene-like ZnO sheet are split into 1/3 lower lying per-
pendicular optic modes and 2/3 higher lying parallel optic modes.
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how small the entropy enhancement is for the tube. To a large degree, in the

optical branches (modes 49-96 in Figure 5.6), the softness of lowlying radial

modes (49 to 64) of the tube is compensated by stiffness of the high-lying

bond-stretching axial and tangential modes (65-96). In the acoustic branches,

the softness is not compensated, and the free energy gets lowered.

5.3 Afterword

So far Chapter 5 is a verbatim copy of Nano Letters vol. 7, p. 2267-2271.

This section adds a few words. The single-walled ZnO nanotubes (SWZONTs)

haven’t been realized experimentally at the time this thesis is written. How-

ever, in an experimental paper published right after our work, a two-monolayer-

thick ZnO film grown on the Ag (111) surface was found to have the hexagonal

planar structure[112]. This planar structure is closely related to our proposed

ZnO single-walled nanotube (corresponding to R = ∞). This discovery is

encouraging news for making SWZONTs, especially through the routes of

growing them on the outer surface of metal nanowires or carbon nanotubes.
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