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Abstract of the Dissertation 

Large Scale Integration Issues in Superconducting 
Circuits 

 
by 

Supradeep Narayana 

Doctor of Philosophy 

in 

Electrical Engineering 

Stony Brook University 

2010 

   Superconducting digital logic technology, Rapid Single Flux Quantum (RSFQ), is 

established as the fastest technology in microelectronics based on Josephson junction 

devices. Technological challenges in large scale integration of superconductor circuits 

(RSFQ) namely: flux trapping, low power dissipation and multi-chip modules are 

addressed here. One of the main limitations of the integration of the RSFQ circuits is flux 

trapping, which arises due to the presence of residual magnetic field during transition of 

the circuit into superconducting state. Flux trapping is an unusual problem specific in 

only superconducting circuits. The effect of flux trapping in RSFQ circuits is studied, 

with a controlled 3-D magnetic field setup, quantitatively. Layout configuration with 

different moat patterns making RSFQ circuits tolerant to external magnetic field upto 

20mG was also developed. 
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   Low power issue was addressed by developing a new logic family. Power independent 

logic, an improved form of RSFQ logic, enables the circuits to operate only when needed 

and circuits can be switched off the remaining time; thereby eliminating static power 

consumption by retaining the logic state of the circuit. Flux trapping has also been 

investigated in power independent cells.               

    Current recycling is a technique to reduce the bias current applied for the operation of 

the RSFQ circuits. In this technique the cells are biased by serial connections. The 

reduction in supply current is proportional to number of blocks connected in series The 

effect of magnetic field on the operating margins of the current recycling circuits has also 

been studied. 

   Operation of Multi-chip modules, one of the most viable solutions to develop large 

scale circuits, was demonstrated. Multi-chip modules with lithographically designed 

bumps is presented where data transmission rate between two superconducting chips 

exceed 100GHz. Finally, the development of the multi-modulator ADC for low noise 

front end under-development is discussed. 
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Chapter 1 

Introduction  

 

1.1 Superconductivity 
When a material loses all its resistance then the material is said to become 

superconducting. The temperature when materials lose their resistance is called critical 

temperature, TC. Superconductivity was discovered by Kamerlingh Onnes in 1911 after 

cooling mercury (Hg), with liquid Helium (He). The field of superconductivity has now 

developed over the years. With the discovery of high temperature superconductivity 

nearly 20 years ago has given a new life into this field.  

The origin of superconductivity is that below the critical temperature electrons 

condense into Cooper pairs, which are two electrons with opposite spins. When electrons 

form Cooper pairs, they no longer follow fermion statistics, because the total spin is equal 

to zero. Instead all the Cooper pairs condense into the same state (the superconducting 

condensate); thereby they can move without resistance in the superconductor. In figure 

1.1(b) shows the typical distribution of electrons and Cooper pair’s versus temperature. 

At critical temperature Cooper pairs are formed and their density grows with decreasing 

temperature and saturates below Tc [1, 2].  

Some of the main reasons as to why the area of superconducting is attractive to 

electronics are very low resistance, very high frequency operation and Josephson effect. 

In most of the electronics application Niobium is used as the superconducting material. 

Its critical temperature is around 9.2k. 
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Figure 1.1: Temperature dependence of (a) resistance (b) electrons and Cooper pairs density in 
superconducting material 
 
1.2 Josephson junction (JJ)  

In superconducting electronics the active component is the Josephson junction 

(JJ). The Josephson effect occurs in a weak link contact between two superconducting 

electrodes. The main phenomena taking place in a JJ is the static and the dynamic 

Josephson effects. 

The static Josephson (DC) effect [1,2,3,4], is the tunneling of current through a 

weak link without any applied voltage. The maximum possible current is limited by the 

critical current, IC. Below IC the current consists only of the super current, IS. IS is a 

function of the phase difference Φ = χ1- χ2 of the superconducting condensate wave 

function between the two electrodes of the JJ. In the simplest case, this relation is 

sinusoidal 

)(Φ= SinII CS                               (1.1) 

The AC or dynamic Josephson effect [1,2,3,4], takes place when the current that flows 

through the Josephson junction is higher than the critical value, I > IC. In case an average 

voltage, V exists across the junction, which gives continuous oscillations of the phase Φ 

with the angular frequency ω. 
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Figure 1.2: RSJ model for Josephson junction. 

 The dynamics of the Josephson junction can be explained in terms of Resistive Shunted 

Junction (RSJ) model as shown in figure 1.3. IS is the super current through the junction, 

Id is the displacement current through the capacitor, IR is the resistive current through the 

insulating barrier and IF is the fluctuation current.  

 

                               
)()sin()( tI

dt
dVC

R
VItIIIII FCFDNS +++=+++= φ                      (1.3) 

 

The Josephson inductance of the junction can be defined as  

 

                                                                                       C
C eI

L
2
h= .                                                        (1.4)     

With the help of the model one can define the characteristic frequencies of the system: 

Inverse relaxation time 

                                                                                       C
C L

R=ω                                                             (1.5) 

and plasma frequency 
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The dynamics of the Josephson junction depends on the ratio between relaxation time and 

plasma frequency as know as a dimensionless parameter called Stewart-McCumber 

parameter: 

                                                                  
CRI C

P

C
C

2

0

2
2
Φ

=







= π

ω
ωβ                                           (1.7) 

The parameters of the Josephson junctions can be quite different depending on materials 

used and the way how Josephson junction has been formed. The most common type is the 

Superconductor/Insulator/Superconductor (SIS) Nb/AlOx/Nb tunnel junctions. These 

junctions typically have 1>>Cβ  and I-V curve consists of two branches: superconducting 

branch with zero voltage and resistive branch with highly non-linear resistance. When the 

current exceeds the critical current, junction jumps into the resistive state with voltage 

equal to the gap voltage of the electrodes,   

.6.22 mVV ≈∆= At higher currents the voltage scale is given by the so called 

characteristic voltage, NC RI , for tunnel junctions which is about eRI NC 2∆≈ π . Due to 

the high capacitance of the barrier the I-V curve of the SIS junctions is highly hysteretic. 

 

          
Figure 1.3: I-V characteristic for unshunted (a) and resistively shunted (b) Josephson junction.  
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Associated with capacitance plasma oscillations of the tunnel junction can be damped by 

the small shunting resistance, RSHUNT, as it shown on figure 1.2. In the over- damped case 

with, NSHUNT RR >> , the total resistance R in the RSJ model can be approximated by 

RSHUNT and equation for RSJ model can be written as  

 

                                        
).(

22
)sin( 2

2

tI
dt
d

e
C

dt
d

eR
II FC +++= φφφ hh

                                  (1.8)  

 

Introduction of the shunt resistor gives reduction of the βc and correspondingly 

reduction of the hysteresis on the I-V curves as it shown on figure 1.3(b). In the highly 

over damped case with βc < 1 relaxation time τN = RC is less than period of the plasma 

oscillations and switching of the junction into the resistive state gives periodic tray of the 

Single Flux Quantum (SFQ) voltage pulses with the area 

 

                                     ∫
−==Φ≅ Wbx

e
dttV 151007.20)( hπ ,                                          (1.9)   

 

and the dissipated energy is  

 

                                                         ∫ Φ≅= 0)( CIdttIVW .                                                           (1.10) 

For fixed βc, the characteristic voltage ICR and switching time τC of the over damped 

junctions depends on a critical current density JC available at the fabrication process: 
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For the typical range of the critical current densities in the currently available processes 

between 30A/cm2 and 20KA/cm2 the switching time is in the range from 10 to 0.05ps 

and energy dissipated per one single switching event is in the range from 10-20 to 10-17 J.  

1.3 Flux quantization 

Magnetic flux quantization forms the basis of data encoding in RSFQ technology 

[8,9,18]. Given area A, flux of the magnetic field B is an integral multiple of magnetic 

flux quantum Φ0.  

                                                                         ∫=Φ BdA                                          (1.13) 

 

According to [8,9,18], the data encoding for the SFQ logic is stated as “arrival of SFQ 

pulse at a terminal of an elementary cell during the current clock period indicates the 

binary value 1, while the absence of the voltage pulse is 0. “ 

The above property can also be used to relate the phase drop across the junction. 

If the total flux in the superconducting loop is Φ, and the loop is interrupted by a 

Josephson junction (as in a single junction interferometer, figure 1.4) then the phase 

difference φ  across the junction is given by  

                                                                         0

2
Φ
Φ= πφ .                                                      (1.14) 
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1.4 Generation of Flux Quanta 

SFQ pulses can be generated a single junction interferometer [8,9]. It can be 

described as a superconducting closed loop with two leads and interrupted by a 

Josephson junction. The total flux Φ generated by the total current (internal and external)  

 

Figure1.4: A single junction interferometer. 

                                                           LIMIextIntext −=+= φφφ                                 (1.15) 

We can see that the total flux can be fixed by applying an external current to introduce a 

phase difference. At a higher value of the external current the voltage pulse is produced 

(in accordance with Faraday’s law, rate of change of flux result in the generation of 

voltage). The shape of the voltage pulse is very close to that of a Gaussian. But the 

voltage pulse must satisfy the constraints of eq. 1.9.                                                    In 

other words the change of flux through the interferometer is exactly one magnetic flux 

quantum. 

1.5 RSFQ Circuits  
The Meisner effect [1,2,3,4,6] and Josephson effect form the basis for of 

superconducting digital electronics. These effects allow storing information in the form 

of one single flux quanta and transferring them at high speeds via switching of Josephson 

junctions in the networks.  
 Rapid single flux quantum technology (RSFQ) was introduced in 1985 [8,9] 

suggesting a new approach to the existing Josephson junction digital computing. In 
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RSFQ the binary state is not presented by the DC voltage state of the gates but by 

magnetic flux quanta expressed in very short voltage pulses. Emanating from the 

properties of the overdamped Josephson junction, the following section introduces to the 

principles of the technology and basic circuit elements of RSFQ circuits.  

1.5.1 Principle Components of RSFQ circuits 

In figure 1.5, the basic idea of RSFQ is presented: to pass the information about 

the flux state from one loop to another using the dynamics of the flux transients [7,8,9]. A 

2π jump in Josephson phase Φ across the junction corresponds to one flux quantum 

passing through the junction. 

 
Figure1.5: A Josephson transmission line (JTL), where single flux quantum is transferred through J1 
by entering J1-L2-L3-J2. 
 

Figure 1.5 has many essential elements of a typical RSFQ circuit; overdamped 

Josephson junctions J1 and J2 break the superconducting loop formed by inductances L2, 

L3 and the ground plane. Both junctions are biased by current source IB so that the 

current flowing through each junction is close but smaller than the critical value Ic. A 

flux quantum arriving from the input “in” (from the left) of the circuit drives the current 
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through the junction J1 above the critical value and for a short time, of the order 5ps, a 

voltage pulse is formed across the junction J1.  

  After the junction J1 returns to the superconducting state, the flux quantum is 

trapped inside the loop J1-L2-L3-J2 ground plane loop. What happens next is determined 

by the parameters of the circuits. If the inductance of the loop L2+L3 is large enough, so 

that the induced change in current ∆I through the junction J2 (∆I~ Φ/L1) is not sufficient 

to exceed its critical value, the state with a trapped flux is stable and the loop stores the 

information. If the inductance of the loop is smaller, so that current through the junction 

J2 exceeds its critical value, the junction flips, making a 2π turn in phase Φ and the flux 

quantum leaves the loop through J2 in the same manner as it entered it through J1.  

 
Figure1.6: Two Junction Comparator 

 
  The other basic idea of RSFQ is using a two junction comparator, as shown in 

figure 1.6, controlled by a quantizing inductance L1. The parameters of the circuit are 

chosen so that when an SFQ voltage pulse arrives at the two terminals input and “T”, the 

flux stored in the loop to the left of the junction J2 is released and appears on the output. 

When there is no stored flux, the current through J2 is smaller and further from its critical 
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value so with the arrival of the two read terminal of the pulse junction J3 flips and there is 

no output. Two junction comparators are the basis of every RSFQ design.  

1.6 Large Scale Integration of Superconducting Circuits 

  Superconducting SFQ electronics is a unique technology, that delivers the fastest 

digital circuits with extremely low energy dissipation [7, 10, 60]. But it is still an 

emerging technology and as a result it is very easy to compile a list of technical problems 

that remain to be solved.  

Flux trapping, power dissipation, heat dissipation, integration of MCM and 

returning path of ground currents [71] are some of the crucial problems in the 

technological development aspects that must be overcome to increase the prospects of 

large scale integration of RSFQ circuits. Today, circuits of over 20,000 Josephson 

junctions have been reported [11,63,70, 80] and circuits of 5000 Josephson junctions 

have been tested at high speeds up to 80GHz [61,68,86,87].  

  In this thesis, integrated test circuits have been fabricated and tested that contain 

nearly 2000 Josephson junctions. The goal is to use test results from these circuits 

investigated to resolve the difficulties that arises in the design of large SFQ circuits. The 

area of development of smaller cryogenic coolers is also necessary to make RSFQ 

technology more easily accessible, but this area is beyond scope of discussion here. 

1.6.1 Motivation  

  In this thesis, we would like to address some of the most important aspects of 

RSFQ circuit technology for large scale integration. 
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1.6.1.1 Flux trapping  

 Josephson junction circuits are highly sensitive to magnetic fields. This 

sensitivity derives from the small size of the magnetic flux quantum; one flux quantum is 

equivalent to 2 x 10-7 gauss in a 1-cm2 area. (The magnetic field of the earth is ~ 0.4 

gauss.) JJ circuits are shielded from local magnetic fields, such as the earth’s field, by 

high permeability shields. The field inside “good” shields can be as low as a few milli-

gauss. Flux trapping occurs at unpredictable locations in superconducting films as they 

are cooled through their superconducting transition temperature, Tc. The flux is trapped 

in the films, in the form of Abrikosov vortices [1,6], where superconductivity in that 

region is lost and has magnetic field lines penetrating the film. Flux trapped in ground 

planes can significantly affect working of a SFQ circuits, from reducing the operating 

margins to completely rendering the circuit inoperable. One method for alleviating this 

effect is to intentionally trap the flux in holes (called moats) placed in the ground plane, 

such that circuit operation is not affected. There is no standard system for designing and 

locating moats.  

1.6.1.2. Low power RSFQ circuit- Power independent RSFQ cell 

Even though the power dissipation in RSFQ circuits is low, it is relatively high for 

the temperature of 4.2K. The prospects of RSFQ circuits have now expanded largely 

from digital logic to realization of fast superconducting digital computers 

[13,53,54,61,67]. The wide range of circuits makes it the reason for different power 

requirements for the systems. A good system designed for any application is desired to 

have minimum or no static power dissipation, which are high in RSFQ circuits. 
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1.6.1.3. Current Biasing of RSFQ circuits: 

Chips with a large number of junctions require large bias currents. Even assuming 

all JJs are at minimum IC of 100 µA, a 106-JJ chip will require 100A. Efficient methods 

of supplying bias current to the circuit components on-chip have to be demonstrated for 

large scale circuits. A method to bias large circuit blocks in series (referred to as current 

recycling or current re-use) will be essential for large junction-count chips in order to 

reduce the total current supplied to the chip to a manageable value. Both capacitive and 

inductive methods of current recycling have been demonstrated at a small scale (fewer 

than 100 junctions) [56,57,58]. Current recycling can reduce the heat load in the power 

lines into the cryostat, but does not eliminate the on-chip static power dissipation. 

1.6.1.4 Multi-chip modules: 

To develop large scale RSFQ circuits, one of the convenient methods is using 

flip-chip technology [55,59,86,87,89]. Flip chip technology [85] has been used for many 

years in semiconductor technology, but in superconducting electronics they have enjoyed 

lower success. One of the fundamental limitations is the low quality (high parasitic 

inductance and capacitance) of the high frequency bumps of the flip chip. The high 

parasitics of the bumps lower the limit of the transmission rate between the two bonded 

superconducting chips. The transfer rate between the bonded superconducting chips must 

be able comparable to the operating speed of on-chip components which above 100GHz. 

1.6.1.5 Multi-modulator ADC design 

Superconducting Modulators have been demonstrated for high quality [11]. But 

one of the limitations has been due to the noisy nature of the front end of the ADC [14]. 

To overcome the limitation and improve the SNR and dynamic range, the number of 
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modulators can be increased and also the design of the pickup coil transformer should be 

improved. A possible incorporation of a low pass filter will improve the operation.   

1.7 Contributions  

1.7.1 Flux Trapping  

-An empirical model has been presented for analyzing parasitic flux trapping in 

superconducting circuits.  

-A quantitative analysis of the effect parasitic flux trapping on the operation of RSFQ 

circuits has been studied using shift registers. The method was also used in determining: 

fabrication spread, probability of flux trapping in circuits, effect of flux trapping on bias 

of the circuit, and locating defective cells in RSFQ circuits (which can limit the 

operating margin of the entire circuit)[44]. 

-A complete experimental setup and methodology, with 3D magnetic field control, has 

been developed for investigating parasitic flux trapping in cryo-coolers and Helium 

Dewars. The setup can be used to study flux trapping in other superconducting digital 

circuits [44].  

-A new set of moat protocols were also studied for parasitic flux trapping to determine 

the layout configuration which are most resistant to parasitic flux trapping. The most 

resistant moat configuration has been able to prevent flux trapping upto 20mG, which is 

comparable to Earth’s magnetic field [45].  

-Flux trapping studies have also been carried out on the power independent circuits, a 

logic family for power independence [48].  

1.7.2 Low Power RSFQ circuits  
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-A new concept of low power superconducting circuits, power independent RSFQ cell 

was developed. The power independent logic circuits are able to retain logic state of the 

circuit, when the bias power is switched off. So, the power independent circuits can be 

biased only when the circuits are needed for operation and switched off the remaining 

period of time, eliminating static power dissipation. The logic was incorporated into shift 

register design, fabricated and experimentally tested with ±20% margins. The concept 

was demonstrated using a 6bit counter shift register in both 1kA/cm2 and 4.5kA/cm2 

[49].  

1.7.3 Current Cycling in RSFQ Circuits  

-Current recycling has been implemented and tested to reduce current bias to the circuit. 

The principle of the method is to reuse current from one part of the circuit to bias another 

part; it is possible to the lossless nature of the superconducting devices. The technique 

was successfully demonstrated for a digital transmission line with over 1000 junctions on 

the chip.  

-The technique of current recycling was also used to develop high frequency output 

drivers for SFQ circuits I/O interfaces. 

-The impact of magnetic field on the operating margins was also studied on the current 

recycling circuits. The methodology of experiments we were also able to study the 

physical structure of the fabricated circuits.  

1.7.4 Multi-Chip Modules  

-We were able to successfully demonstrate the digital data transfer at over 110 GHz by 

using a newly designed bump structure for connecting the two superconducting chips. 

The bump structure has parasitic reduced, thereby increasing the resonant frequency to 
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75GHz [47].  

1.7.5 Multi-Modulator ADC Design 

-A design of the architecture for Multi-modulator with low noise and high sensitivity 

front end has been presented.  

-New dipole transformer has been developed for low noise and high tolerance to external 

magnetic fields.  

1.8 Limitations  

1.8.1 Flux Trapping  

-The fundamental limitation of the method used for quantifying the effect of flux trapping 

effects on the circuits is that our circuit has to operate correctly. The exact location of the 

flux frozen cannot be determined by our method. Also the probability of flux trapping, 

determined for each cell, will depend on the number of measurements carried out as the 

results are quantitative in nature.  

1.8.2 Low Power RSFQ circuit- Power independent RSFQ cell 

-The power independent circuits have to be turned on every time when we wish to 

execute the circuits to perform a function. The circuits also have large inductances and 

hence occupy larger area of than the corresponding conventional RSFQ cells.    

1.8.3 Current Recycling in RSFQ Circuits  

-The circuits are implemented on floating grounds and susceptible to larger transients, 

and so must have filters to lower these transients in serial biasing circuits. Even though 

they lower total current applied to the chip, the on chip dissipation is not reduced. The 

area of the current recycling circuits is also larger due to the additional circuits used to 

implement this technique, a driver and receiver must be attached to each block biased by 
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current recycling.  

-The circuits using inductive biasing are more sensitive to magnetic field than the   

conventional biasing due to the use of larger number of transformers involved. The 

transformers can couple with reminiscent magnetic fields can affect the operation.  

-If capacitive coupling is used in the technique, the area occupied by capacitors is going 

to very high compared to the area otherwise occupied.   

1.8.4 Multi-Chip Modules 

-The multichip modules bumps have higher resonating frequency but it is still within the 

operating range of the frequency and reduces the operating margins of circuits. Better 

bonding techniques will improve yield of the multi-chip modules.  

1.8.5 Multi-Modulator ADC  

-The task of synchronization is greatly increased and additional circuitry has to be 

developed for this purpose. Also, impact of jitter in the ADCs have not been addressed 

which are widely responsible for lower dynamic range and SNR.  
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Chapter 2  

Flux trapping in Superconducting Circuits: theory and experiments  

2.1 Introduction  

Magnetic flux gets trapped during cooling below transition temperature, Tc, in 

superconducting films and causes serious problems for superconducting devices such as 

operation errors [19,44,45]. The problem of flux trapping is uniquely existent only in 

superconducting circuits. However, since flux trapping is unique to superconductor 

electronics and its solution cannot be acquired from another branch of microelectronics. 

The closest analogy to this problem in conventional semiconductor technology is the 

sensitivity of circuits to elementary particles that affect the circuits during their operation 

2.2 Theoretical Facts  

Discussions of flux trapping are almost as old as Josephson junction technologies. 

For example, good observations of flux trapping in narrow films and wide ground planes 

were originally reported in 1982 [20] (see also discussion in [32]).Holes in the ground 

plane of the superconducting circuits known as Moats, reduces the impact of flux 

trapping of Josephson junction circuits were suggested and experimentally investigated 

[21].   

   The physics of flux trapping after [20] is as follows: “As the film temperature T 

approaches TC, small areas of superconductivity began to appear. As T decrease further, 

these areas grow larger, and new ones appear, and the superconducting areas begin to join 

up. … As the superconducting areas join up, however, some normal areas will become 

surrounded entirely. As this occurs the flux within the normal area will adjust to the 

nearest integer number of quanta. Thus only if there is more than 1/2Φ0 threading the 
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normal region will a vortex be trapped in this region.”  

  The physics of moats in wide superconducting films is explained in [21,22,35,36, 

45,72]. The effect of moat pattern on flux trapping is presented in chapter 3. In this 

chapter a review of the general properties of a vortex in a superconducting film is 

presented that will help in determining the effect of vortices on superconducting circuits. 

Force F, applied to a vortex can be presented as the gradient of vortex energy E: 

                                              EF ∇=   or ./ dxdEF =                                         (2.1) 

The energy E, in turn can be split into terms Ek and Em with very different properties.  

Term Ek, describes the energy concentrated within the film in the tiny vortex kernel 

bordered by the larger of 2 characteristic lengths ξ (coherence length) and λ (London 

penetration depth) [1,2,6]. Each of them depends on factors such as temperature, film 

substance, deposition processes and internal stress in the film. It is important to note that 

a short range pinning forces is defined by local variations of  ξ and λ as well as film 

thickness, d.  

 Term Em, describes the energy of magnetic field H, outside the vortex kernel. This 

energy term is responsible for the long range interactions of the vortex with other 

vortices, edges of the film and external magnetic field. Energy Em, (in contrast to Ek) is 

universal and can be accurately calculated for different film geometries. For example, in 

endless films, field H, is spherically symmetric and attenuates inversely proportional to 

the squared distance from the kernel r: 

                                                .2/)( 2
00 rrH ⋅Φ= πµ                          (2.2) 

Em is as  

                                        
.)()(2/1 ∫ ⋅= dvrHrBE m

rr

     
                              (2.3) 
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and HB 0µµ= .All magnetic vortex interactions can be reduced to the calculation of 

Lorentz force between the vortex holding magnetic flux, 0Φ  and surface current with 

linear density of, JH flowing in the vicinity of the vortex kernel (see [25,26]):  

                                                       ./0 cJF H Φ×=
rr

                                           (2.4) 

In thick films (t>>λ), it is more convenient to analyze two independent currents jHi (i=1, 

2) flowing along the upper and lower film surfaces. The values of these currents are 

numerically equal (but orthogonal) to corresponding magnetic fields Hi:  

                                                            iHj =Hi .                                                           (2.5) 

Using the equations from above, the interaction of two vortices located at distance d from 

each other directly follows from (2.2), (2.4) and (2.5): 

                                                      
2

0
2

0 2/ dcF µπΦ±=                                                (2.6) 

 Where negative and positive signs correspond accordingly to co-and counter orientations 

of the fields in the vortices.   

 To calculate the interaction of the vortex with the perpendicular magnetic field, it 

is enough to find the distribution of surface currents induced by this field and to use this 

distribution in eq. 2.4. Finally, the interaction of a vortex with the straight edge of the 

film can be explained in terms of the vortex interaction with its mirrored image. We can 

verify that the distribution of surface currents induced by one vortex located at distance, 

d, from the straight edge of the film coincides with those caused by two counter oriented 

vortices remote from each other at distance, d2 . Identical current (and therefore fields) 

distributions definitely lead to equal attraction forces (2.6) for both geometries. 

 The presented theory allows, for example, the calculation of the perpendicular 

magnetic field, BC, critical for the entrance of vortices into a superconducting strip with 
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width, w. Experimental results support the relationship ( 2/1~ wBc ), as reported in [23]. 

Later references to a similar formula containing an accurate numerical factor can be 

found in [4,24,39]: 

                                                            
2

0 4/ wBc Φ= π .                            2.7) 

This universal formula takes into account only the external (or magnetic) vortex energy 

Em, but it gives a very reasonable match for the known experiments with Nb, PbIn and 

PbAu films [23]. 

2.3 Numerical Simulations of Magnetic Force on Vortices  

 According to eq. (2.7) a large ground plane film with w ~ 5 mm would give a 

low-critical field. In other words, a low magnetic field initiates the entrance of numerous 

vortices. However, each vortex that enters the film decreases the external field and in 

equilibrium the entered vortices completely compensate for the external field. In other 

words, for wide films the effect of the external field can be reduced to the collective 

multi-vortex interactions. As mentioned above, it is well known that the undesirable drift 

of vortices along the film can be prevented by moats that “catch” those vortices, 

converting them into magnetic flux permanently frozen in the hole.  

 For single layer structures, the effect of long moats can be estimated with ease. 

The vortex located near a moat “sees” its boundary as the straight edge of the film. As we 

mentioned above, the vortex is attracted to this edge according to (2.6) with effective d 

that is twice as long as the real distance to the edge. If this force exceeds the pinning 

force then the vortex falls into the moat; the banks of the moat are vortex free.  

The borders of guarded areas can be described as lines where the attraction force 

between a virtual vortex and the moat equals the pinning force. If the film is uniform for 
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pinning forces then the borders of the guarded areas coincide with the corresponding line 

of equal attraction forces. These lines can be numerically calculated using the 3D-MLSI 

package [27,28] developed for calculation of self and mutual inductances of 

superconducting film structures. This is possible due to the duality between the magnetic 

energy and inductance of a hole L with a frozen vortex: 

                                                            LE 2/2
0Φ=                                          (2.8) 

eq. (2.8) implicitly connects the force (2.1) with a dependence of the inductance on its 

position in the film. For example, the circular hole centered at point x moves toward the 

film edge with coordinate x=0. According to (2.1) and (2.6) we can find that 

                                           
)4/1/1)(2/(')'()( 0

2
0

'

xDdxxFxE
x

πµ −Φ== ∫
  
                  2.9) 

The first term here is the integration constant selected to satisfy Ketchen’s formula 

DL 0µ=  for the inductance of a circular hole with diameter, D [29]. Now generalized 

formula for hole with center distance d>>D/2 from the film edge: 

                                                              dDL πµ 4/1/1/1 0 −= .                                        (2.10)  

Note that the force is proportional according to first derivatives of eq. (2.9) and eq. 

(2.10) does not depend on hole diameter, D.  As a result, the parameter is relatively free 

and can be chosen to optimize the accuracy of numerical simulations.  

 Typical simulation results using the 3D-MLSI package are shown in figure 2.1. 

The figure shows a distribution of the surface currents in the film with the hole imitating 

a virtual vortex and the real moat. 

Inductance calculations for numerous positions of the virtual vortex and mapped 

the attraction forces were calculated to find the gradients of reversed inductances of the 
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hole. These results were further used for the moat design in chapter 3.  

 

 

Figure 2.1 Distribution of surface currents in superconducting film with a circular virtual (or probe) 
hole v and a moat. The currents are induced by flux frozen in circular hole 
 

2.4 How Trapped Flux Affects Circuits 

The frozen flux can affect the superconducting circuits by two different 

mechanisms: It can either directly penetrates into Josephson junctions or it can be 

coupled with the magneto-sensitive gates.  

 Josephson junctions are relatively small and therefore their properties will be 

affected only if the vortices are frozen in junction electrodes [31]. This effect is minimal 

if vortices penetrated both electrodes and are well aligned. In this case, the effective area 

of the Josephson junction is reduced only on ~ξ2. The area becomes much larger (~a2) if 

the vortices in the upper and counter electrodes are mutually misaligned at a distance, a. 

The effect will be catastrophic if the vortex is frozen only in one electrode. In this case, 

the magnetic field of the vortex covers a significant fraction of the junction area causing 

the critical currents of the Josephson junctions to be dramatically affected by the frozen 

vortices. The probability of such an event is very low as indicated by eq. (2.7). This 
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equation shows that small junction electrodes have high critical fields. The probability of 

the damaging effect increases if the base electrode is much larger than the junction area, 

or if the base electrode is strongly coupled to the practically endless ground plane.    

The magnetic coupling of the frozen vortices with RSFQ devices or any other 

magnetically sensitive gates is much more common than the first mechanism discussed 

above. This is because even flux trapped in the moats would also be coupled with gate 

components; i.e., it is difficult to completely eliminate coupling circuits with frozen flux. 

It is more realistic to try to reduce this coupling. 3D-MLSI package [27,28] has been used 

to estimate the coupling vortex and RSFQ circuit components, which is about 0.2Φ0. 

2.5 RSFQ Circuits for Flux Trapping Experiments  

Shift register developed in [32] has been used to study flux trapping in RSFQ 

circuits. The important feature of D cells is an additional bias terminal probe connected 

with a separate power line (figure. 2.2). A nominal bias voltage applied to the line is zero 

which does not affect the circuit operation. However, a voltage was applied and the 

margins were measured for normal circuit operation.  

2.5.1 Measurement Process: 

 The measurement procedure is as follows: First that the whole circuit is checked 

if it is completely operational for at least one set of bias voltages. This set of bias was 

used to write into the register a digital code containing many logic “0”s and logic “1” that 

selects the investigated cell. The selection takes place due to a large circulating current 

(figure 2a) in the storage loop. This current affects the margin of the cell for probe 

current. At the same time the margin was affected by the current induced by flux frozen 

in the vicinity of the loop. 
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 The operating margins were measured by numerous times for correct cell 

operation at different values of the probe voltage. The test result was extracted by 

returning to the nominal set of biases and reading out the content of the whole register. 

The circuit was capable of operating as a collection of digital SQUIDs. The complete 

measurement cycle is operated for a number of sophisticated sequence of data and clock 

pulses as well as variation of bias voltages. The OCTOPUX setup [33] was for the entire 

measurement procedure. 

Another shift register technique [42] requires some extra hardware but in return 

dramatically simplified the testing procedure. 

2.6 Experimental Setups 

 Two experimental setups were used for the experiments. One of them was based 

on 0.5 W 2-stage close-cycle refrigerator “Coolpower 4.2GM“from Leybold Cryogenics.  

For testing a superconducting circuits we developed a special cold head (figure. 2.4) 

providing about a 5.2 K operation temperature. The other setup is our chip holder 

immersed in a commercial Helium Dewar (4.2 K).In both setups, thermo-cycling or 

“defluxing” procedure (the chip is heated above critical temperature to expel the frozen 

flux and then allowed to cool) was provided under OCTOPUX control using off-chip 

heaters and thermometers. Additionally, the chip temperature was measured by the 

observation of the transition into the superconducting state of Niobium strips located on 

the chips but not involved in the operation of the investigated circuit. (Each test chip 

contains two similar shift registers). The figure 2.4(b) shows the 3D Helmholtz coil 

arrangement for providing magnetic field during the experimentation. 
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Figure 2.2: Structure of the counter-flow shift register consisting of D cells (a) and timing JTL 
splitters (b). Note that D cells have extra current terminals (Probe) connected with the separate 
power line with zero nominal bias voltage  

 

 

 

(a)                                                (b) 

Figure 2.3: Layout of the test circuit (a) and one of D cells (b). Solid black lines show holes (moats) in 
the lower ground plane 
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Margins for the current probe usually measured with about 0.5 µA accuracy. This 

accuracy was achieved due to averaging over about 50 to 1,000 primitive measurements 

(for details see [13]). About 50 thermo-cycles at each of the different values of 

intentionally applied magnetic fields in both normal and tangential directions.   

 

(a)                                     (b) 

Figure 2.4: (a)Cold head of the Cryo-cooler(b)3D Helmholtz coil setup 
 
 

2.7 Analysis of Experimental Results  

2.7.1 Global Analysis of the circuit 

 As we already mentioned after each thermo-cycle, circuit operation as a shift 

register is checked. It can be seen that the probability of incorrect operations depends on 

the applied magnetic field.  

 In figure 2.5 the lower and upper margins for 5 independent bias voltages is 

shown. Four upper plots (starting from the top one) illustrate margins for DC/SFQ and 

SFQ/DC converters, timing JTL/splitters, micro-strip interfaces and finally the 

conventional D cell biases. They are important for comparison of flux trapping 

sensitivities of mentioned circuit components.  However, below we will focus only on the 

probe bias margins shown as the lowest plot in figure 2.5. 

The horizontal coordinate for all plots is the applied magnetic field. The stripes 

(pink color) in the middle of the plots mark the “restricted” zone where the margins are 
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too low for reliable investigation. As a result, all experimental points within the stripes 

are eliminated from the circuit analysis. 

 

 

Figure 2.5: Spread of upper and lower are bias margins for major components of the test circuit. The 
stripes show the minimal margins required for further testing of individual cells.  
 
 
2.7.2 Margins of Individual D Cells 

  Earlier it was described in the procedure that allows extracting margins for any of 

16 D flip-flop cells. Figure 2.7 shows upper margins for each of the 16 measured cells. 

First, the fabrication spread is extremely low (about ±5 µA). The shift register is 

organized as 4 groups of 4-bit registers (figure. 2.3a) connected by micro-strip lines, 

showing the deviations are mostly due to different positions of cells in the register. The 

plot shows that the pure fabrication spread within the same positions in different groups 

is below ±2 µA. This is a very interesting observation as it shows “design induced” 
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spread pattern 

 

 

Figure 2.6: The probability of too narrow margins or incorrect operation at different perpendicular 
magnetic fields  
 
 

 

(a) 

 

(b) 

Figure 2.7: Margins of D cells not affected by trapped flux. (a) Shows margins for 16 individual cells. 
(b) Shows the same data but “convolved” position of cells in four groups of 4-bit shift registers  
 

  It is easy to see that at lower fields (below 3 mG) there are no noticeable flux-

trapping induced deviations of the margins. The probability of flux trapping increases 

with magnetic field.  However the dominant effect here is caused mostly by the flux 
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trapping in cell #13. Moreover, the flux trapping in this cell always causes the same 

margin deviations (+ 32 µA at negative fields and -32 µA at positive fields).  

 Measured deviations of margins for each cell into 3 groups: small deviations 

(below 4 µA), medium deviations (4 µA to 20 µA) and large deviations (more than 20 

µA). Figure 2.9 shows the deviation due to the field applied in the normal direction and 

the figure 2.10 deviation probability as a function of parallel field.  

Another interpretation of the probability of deviation is shown in figure 2.11. The 

probability of events within each group is marked by circles of corresponding size.  

These deviations are caused either by flux frozen in moats located close to the cells or in 

remote timing JTLs. (In the latter case the flux affects the propagating delay that in  

turn affects the operation margins.) Only few of the several cells are affected by flux 

trapping. This is especially true for the large margins deviations. More specifically, only 

one cell (#13) shows the dramatic impact of flux trapping. There are 9 more cells that 

have been affected at least one time. The rest 6 cells have not been affected at all. The 

variation of flux trapping from cell to cell indicates its close connection with microscopic 

fabrication imperfections. This is a positive observation because technological 

imperfections are easier to overcome than fundamental limitations.        

2.8  Discussion 

 The influence of flux trapping on the operation of RSFQ cells has been evaluated 

using PSCAN [18], 3dMLSI and other models. A complete methodology to study the 

effects of flux trapping in superconducting circuits was established. The experiments of 

flux trapping were carried out in both in a closed-cycle setup and measured several other 

chips using both the cryo-cooler and Dewar setups. We were able to establish that the 
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worst case coupling between a vortex and the circuit component was about 0.2 Φ0. The 

perpendicular magnetic field only significantly affects the circuits in flux trapping with 

tangential magnetic fields not contributing.  The established experimental methodology 

also can be used to determine defective cells. This measurement technique complements 

SQUID visualization techniques [34,35,36,52]. 

 

Figure 2.8 Deviations of threshold current for all 16 cells repeatedly measured at different magnetic 
fields. 
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Figure 2.9: Probabilities of deviations of margins as functions of normal magnetic field.
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Figure 2.10: Probabilities of deviations of margins as functions of tangential field 
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(a) 

 

(b) 

Figure 2.11: Probabilities of deviations of D flip-flop threshold currants caused by flux trapping in 
tangential (a) and normal (b) magnetic fields. Please note that the tangential fields are larger than 
normal ones. As a result, it would be incorrect to use this plot to compare sensitivities to tangential 
and normal fields.
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Chapter 3 
 
Moats in Superconducting Circuits 

3.1  Introduction 
 
   As discussed, in the previous chapter, the frozen flux can affect the 

superconducting circuits by two different mechanisms: it can either directly “punch” 

Josephson junctions [32] or the frozen flux could be directly coupled to magneto-

sensitive SFQ gates [44]. 

The first necessary step in preventing flux trapping is shielding of the ambient 

(Earth) magnetic field. However, this measure has proven to be inadequate response. 

Indeed, the flux is typically trapped by single flux quanta. Their numerical value: 

71007.2~0
−⋅Φ G cm2 is rather small and, as a result, the residual magnetic field B should 

be very low to keep the density of frozen flux quanta: 

                                                                    0/ Φ= Bn                                                  (3.1) 

 Below one frozen flux quantum per chip. (As an example, eq. 3.1 gives n one flux 

quantum per cm2 at B about 0.2 µG or about 2 x106 times below the Earth’s magnetic 

field.) It is difficult to achieve this level of attenuation, but even such attenuation does not 

solve the problem because there is a probability of flux trapping even in a magnetic field 

that is well below the threshold of one vortex per chip.  

 As a result, it is almost mandatory to allocate some space on superconductor chips 

for special traps in order to keep frozen vortices far enough from magneto-sensitive 

circuits. These traps or moats in the ground planes and other large superconducting films 

are an early [21,22,72,73] and still the most effective way to reduce the sensitivity of 
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superconductor circuits to flux trapping.   

3.2  Basic Designs Consideration of Moats  
 
  Moats of different sizes and shapes demonstrate different efficiencies for flux 

trapping [21,22,72]. However, the reported results have no clear conclusion on the 

shapes, sizes and density of moats. So to get an idea on the type of solution, the particle 

observations are summarized.  

   In most cases the critical magnetic field at which moats are still able to trap all 

frozen flux, ranges from 2 mG to 20 mG [45,]. These fields correspond to 104 to 105 

vortices per cm2 or about 100 µm to 30 µm average distance between the vortices. This 

distance is comparable to or less than a typical cell size (135 µm in our experiments).  

  It is difficult to estimate the efficiency of any particular combination of moats 

theoretically. However, such estimations for simple geometries are trivial: Firstly, it is 

natural to suggest that the moat density should be sufficiently high and exceed the 

expected density of frozen vortices. This is important, because a vortex frozen in the 

moat repulses other vortices of the same polarity and therefore reduces the moat 

efficiency.  

The requirement for high moat density contradicts another requirement that the 

moats be long. (To be efficient a moat should be longer than the distance between the 

moat and the protected area.) It is possible to derive formulas for different moat 

geometries, (see, for example, discussion in [23]):  

                                                            
24/0π WcB Φ=                                                   (3.2) 

The eq. 3.2, has proven to be reliable in estimating the critical fields for vortex expulsion 
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in superconducting strips. Originally, it was derived for the critical magnetic field of a 

superconducting strip with width W [23, 29] but we noticed that it works even better if W 

is the distance between long and narrow moats. 

 It is important that the critical field is inversely proportional to the second power 

of the distance between moats. (As two examples we can note that 20 mG field is critical 

for about 25 µm distance between the moats and a typical 400 mG Earth magnetic field 

would be critical at about 5.6 µm moat spacing.)  

3.3 Moat Patterns 
 
 The cells with one old design- previously used moat designs, all results in chapter 

2 were obtained for this design- and 7 new moat patterns are shown in figure 3.3a. The 

dimensions of all investigated cells are 135 µm x 135 µm. Moats in the pictures can 

easily be seen due to their darker intensity.  

 Our design was done in accordance to the layout that already existed (chapter 2 

results). The moats were designed around the inductance and Josephson junctions in the 

layout and all unused space was filled with moats. Besides, it was useful to increase the 

inductances of bias resistors. To achieve this goal we opened moats under these resistors. 

The higher inductances on the biasing leads also reduce power consumption during 

operation of the circuit. The technique is called L-R loading and is discussed in greater 

detail in [61]. Finally, where possible the cells were surrounded by moats that were not 

part of those cells. As we reported earlier in chapter 2, large circuits with such cells have 

been operational at residual fields below 2 mG to 5 mG. The moat pattern (figure 3.3e) 

could be described as medium length and medium density. 

 Figure 3.3a shows the small moat pattern where the moats are just placed around 
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the Josephson junction. The objective of this design is that to check if just protecting 

active structures such as Josephson junction are enough for reducing the probability of 

flux trapping.  

 Figure 3.3a shows the best of the investigated patterns that could be described as a 

combination of very long, but rather remote moats and shorter moats bent around the 

edges and corners to be placed as close to the investigated circuitry as possible. The 

widths of the moats are 3 um.   

 Figure 3.3b an attempt is made to towards a regular moat pattern, which is 

“interrupted” by the circuitry. More exactly the moat pattern here presents a set of 

equally spaced (with 15 µm distances) horizontal moats with bridges that are added only 

to keep the circuitry over the continuous ground plane. The widths of the moats are 3um.  

 Figure 3.3c corresponds to the oldest known recommendation [19,22] - all space 

not occupied by the circuitry should be occupied by large moats.  

 Figure 3.3d shows moats similar to the “old” designs, as used in chapter 2, but 

with a larger density. In other words, the pattern is similar to those shown in figure. 3.3e 

but some additional superconducting “walls” are added to split larger moats into a greater 

number of smaller moats.  

 Figure 3.3f shows moats in which most of the space is not occupied by the 

circuitry, similar to the figure 3.3c. But in this layout the top ground plane is not used 

here, which is supposed as superconducting protecting plane to shield external magnetic 

field during cooling. 

 In figures 3.3g and 3.3h, are based on continuous moat designs in which one and 

two continuous moat covering all the six cells are designed respectively. The moat widths 
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are 3um and are bent around corners to fit the design of the already existing Josephson 

junction layout.  

 All the patterns discussed above have a common drawback: their shapes are 

defined by the space occupied by the circuitry. In other words, first we design the 

circuitry and only later we add some moats.  

 

 
Figure 3.1: It is a 6bit counter clock shit register. The chip was fabricated at Hypres with 1kA/cm2 
process. JJ count 996 
 

 
 

 
Figure 3.2: Block diagram of the shift register. 
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(a)                                                                      (b) 
 
 

 

   
 

               (C)                                                                          (d) 
 

Figure 3.3: Layouts configurations for different moat patterns. 
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                                     (e)                                                                 (f) 
 
 
 
 

    
(g) (h) 

 
 
 

Figure 3.3: Layouts configurations for different moat patterns. 
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(a)                                                                        (b) 

 
                                      (c )                                                                          (d) 

     
                                     (e)                                                                               (f) 

            
                                (g)                                                                                    (h)    

Figure 3.4: Deviation of the threshold current induced by frozen flux as a function of applied 
magnetic field perpendicular to the chip. Solid vertical lines show the threshold magnetic field that 
separates acceptable and inacceptable values of the ambient magnetic field. Different plots (see text) 
correspond to different moat configurations.  
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(a)                                                                    (b) 

  

               
     
                                               (c )                                                               (d) 

                
                                            (e)                                                                   (f)           

                  
                                                 (g)                                                               (h)      
Figure 3.5: Bubbles represent the probability of a deviation of threshold current caused by trapped 
vortices. Small bubbles correspond to the deviations in 1-4µA range, medium bubbles correspond to 
4-20µA deviations, large bubbles indicate deviations that are greater than 20uA. 
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3.4 Threshold Limit of Moat Pattern  

The process of measurements for these experiments has been described in detailed 

in section 2.5 of the previous chapter. However, the test chip was designed with the 

intention of multiple I/O for obtaining provisions to measure number of different shift 

registers on a single chip.  

 

 
Figure3.6: Threshold fields (in mG) for investigated moat patterns. Names of corresponding 
microphotographs in Figure 3. 3 are shown below the columns  
 

 
The most recent revision of our test circuits (Figure 3.1) contains 6 independent 

shift registers that share only some clock and data auxiliary circuits. As a result, we are 

able to carry out a comparative study, for example, of six different moat patterns. This 

time we carried out our experiments at 4.2 K in a transport helium Dewar. The thermo-

cycling was provided under OCTOPUX [33] control using off-chip heaters and 

thermometers. The magnetic field was applied only during the chip cool down. Typically, 

we made 50 thermo-cycles at each magnetic field and totally about 10,000 thermo-cycles 
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for one experiment that usually lasts from 24 to 48 hours.  

3.5 Experimental Results  
 
 As we mentioned in the previous chapter data can be represented in numerous 

ways. The plot is a dependence of deviation of margins for “Probe” currents from their 

nominal values (not affected by the flux trapping) as a function of magnetic field (Figure. 

2.4, chapter 2). (Note that D cells have the extra current terminals “Probe” connected to a 

separate power line with zero nominal bias voltage.) It is easy to see that the deviations 

are rare and small at low fields and much more frequent and greater at larger fields. Two 

solid vertical lines in figure 3.4 visually separate these areas and show critical fields. 

Note that D cells have extra current terminals (Probe) connected with a separate power 

line with zero nominal bias voltage. 

 These critical fields are our most important results and they accumulated for 

investigated moat patterns in figure. 3.5. This figure definitely reflects our progress in 

understanding the efficiencies of different moat patterns. The best result achieved is 

about 20 mG. We would like to note that it is rather close to the simple forecast provided 

by eq. 3.2.  

 To see variations of flux trapping from cell to cell we use “bubble” plots (Figure 

3.6), in which the horizontal position of the bubble on the plot codes the cell number. The 

vertical axes position of the bubble shows (in a log scale) the probability of flux being 

trapped. The plots show bubbles of three different sizes. The small bubbles show the 

probability of very small values of circulating currents (1 µA to 4µA) induced by the 

trapped flux. 

So small currents are not dangerous for the cell, but we present these data as proof 
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of the high accuracy of our technique. Besides, we believe that these deviations to be 

expected because they are caused by vortices trapped in the moats. Medium bubbles (4 

µA to 20 µA) correspond to damage that, we think, would not be acceptable for circuits 

that should operate near their speed limits or in the case of very large integration level. 

Finally the large bubbles (above 20 µA) correspond to damage unacceptable for any 

practical circuits. Unfortunately the bubble plots contain data averaged over all values of 

applied magnetic field. As a result, they depend on the range of the applied fields. 

However, as we mentioned earlier here, we have the possibility of comparing properties 

of similar cells in one register. It looks as though all the cells of one register have 

statistically equivalent flux trapping properties. However, earlier in chapter 2, we 

observed that some cells could be much more sensitive to flux trapping because of 

undetected fabrication defects.  

3.6 Empirical Rules for Developing Moat Patterns 

 Based on the above obtained we can formulate a set of guidelines for developing a 

RSFQ layout in which the circuits will be most resistive to parasitic flux trapping.  

The procedure can be summarized as empirical rules   

1. It is recommended that multiple long moats are used in the cell design.  

2. The circuit elements must be designed in rectangular span of width around 50um. 

If circuit design span is larger than widths 50um, long rectangular moats must be 

incorporated within the design elements.  

3. It is advisable to have at least only moat close to every Josephson junction. JJs are 

the most effected in the event of flux trapping and every precaution must be taken 

to safeguard them.  
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4. The gap between the moat holes must be much smaller than moat size  

only then the moat will have an effect.  

5. The gap between two moat holes must not be too close that shielding current will 

exceed the critical current.   

6. The bias lines will attract vortices when carrying high value of currents. So the bias 

lines must have moats close to it to trap the flux.  

7.  Care should be taken as the holes not cross bias lines to prevent shorts in the 

circuits.  

8. Use of multiple numbers of small moats should be avoided. 

3.7 Fabrication Dependency 
 

The effect of fabrication and flux trapping was also determined. When we tested 

two circuits which are schematically equivalent and also have the same layout 

configurations, the effect of fabrication run can be found out.  It turns out that the flux 

trapping process is very less influenced by fabrication. This is evident in the figure 3.7 

where the deviation of the threshold current is zero till the perpendicular magnetic field is 

of the order 7 mG. 

3.8 Discussion 
 

We investigated eight moat patterns and its influence on flux trapping in 

superconducting circuits. The most important thing is to avoid serious mistakes such as 

leaving large chip areas without moats or making a moat only in one ground plane 

without a corresponding moat in the other ground plane. 
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                                            (a)                                                                      (b) 
Figure 3.7: The threshold current deviation for layout 1e, for mask releases (a) KL1094 (b) KL1025 
    

  Next, it is important to keep the distance between the moats as small as possible. 

At 20 µm to 30µm distance (that is easily achievable with the available HYPRES 

technology) [82] the critical field could be as high as 20 mG. If Eq. 2 is correct then at 5 

µm moat spacing the critical field would be comparable with the Earth’s (400 mG) 

magnetic field. This scale of dimensions is challenging for currently available 

superconductor technologies. This is because all active circuitry should be placed over 

narrow (5 µm) ground plane “strips”. But this goal could be within the reach of any well 

developed sub-micron lithography techniques if it is available for superconducting 

technology.  

Finally, the moats should be sufficiently long. More exactly it is highly desirable 

that they are longer than the distance between them. Fortunately we did not notice any 

indications that some moat shapes are worse than others. In other words, there is great 

freedom in selecting moat shapes and patterns that would fit practically any design style. 
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Chapter 4  

Power Independent RSFQ logic cells 

4.1 Introduction  
  Low power RSFQ cells are essential in the large scale integration of RSFQ 

circuits. The dissipation of power in RSFQ circuits is small in comparison to 

semiconductor devices, but high for the temperature range of 4K. The main source of 

power loss is mainly due to the static dissipation in the bias resistors. The dynamic power 

dissipation, due to the switching operations of the junctions, is quite low. The static 

power dissipation is a result of continued applied bias to the circuit, to maintain the logic 

state of the operating circuit.  Low power RSFQ circuits have been recently reported to 

be used as support circuits for developing superconducting quantum computational 

structures [18,19,70,81].  Mentioned prospective SFQ circuits are diversified and 

different kind of circuits would require different power minimization techniques 

[41,43,61,67,68,69,75,76,77].  

4.2 Basics of Power Independent Operation 

 In this chapter, we discuss a new technique, where circuits are able to perform 

some functions without any significant energy static dissipation. More exactly, we try to 

show that the suggested technique could be applied to any RSFQ cell to obtain Power 

Independent (PI) operation. Power independence, means an ability to switch off circuits 

without any loss of stored information. As a result, power independent circuits could be 

powered only when logic operations should be performed [49,50].  

The simplest power independent circuit with memory is a well-known single-junction 

SQUID [5] as shown in figure 4.1a. The single junction SQUID is a superconducting 
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loop with sufficiently large loop inductance L interrupted by a single Josephson junction. 

The dynamics of single Josephson junction SQUID has been well known for many years 

now and will not be discussed in detail here. But, it may be sufficient to recap the flux 

modulation as a function of the bias current to the SQUID as shown in figure 4.1b. From 

the figure 4.1b we can see that, we can  write "1" or "0" by applying large enough 

positive ( 1thb II > ) or negative ( 0thb II > ) bias current bI . The device continues to 

remember any of these states if bias current is switched off ( 0=bI ) as there is no 

dissipation in the superconducting loop. 

 

 
Figure 4.1: A single junction SQUID as the simplest power independent cell 

 

The introduced memory cell of single junction SQUID could be incorporated into 

RSFQ flip-flops and logic gates. Before we discuss the operation of the power 

independent RS flip flop let us understand the operation of RSFQ RS flip flop. 
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4.3 Developing Power Independent RS flip-flop  

First, let us recap how a RS Flip-flop functions, shown in figure 4.2a. The J3, L, 

J4 loop is a two junction interferometer with 025.1 Φ=LIc , so it can store a flux quantum. 

The current in the loop can be expressed as the sum of the bias current equally divided 

between the two junctions and circulating current LI p 2/Φ±= . 

 

 
Figure 4.2: Transformation of a conventional RSFQ RS flip-flop (a) into a power independent cell (b) 

 

Initially, the circulating current is counterclockwise, representing a stored “0”. The 

currents when the bias is applied are pJ IIbI += )2/(3  and pJ IIbI −= )2/(4 .  

 When input pluses are applied to the input (S) and reset (R) terminals, this causes 

circulating current to reverse polarity. When pulse arrives on the input, its current passes 

through the J2 (nearly biased at 0=Φ ) and causes J3 to switch and the circulating current 

is transferred to J4. The clockwise circulating current is representative of a stored “1”. 

Then, when a reset pulse is applied, it passes through J1 and into J4, thus causing it to 

switch. The voltage pulse developed during the switching reverses the circulating current, 

so again a “0” is stored in the loop; it simultaneously applies this SFQ voltage pulse to 

the output through J4.  

 The junctions J1 and J2 have lower critical currents than J3 and J4 and to protect 
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the inputs from back reaction of the interferometer if pulses come under the wrong 

circumstances.    

In the conventional circuit figure 4.2a, as discussed above, the magnetic bias is 

created by asymmetrically applying bias current bI . This magnetic bias disappears if the 

bias current is switched off. As a result the circuit keeps its internal state only as long as 

the bias current remains applied.  

Figure 4.2b shows this transformation for the simplest RS flip-flop. The operation 

of the Power independent RS flip flop operates in the similar manner as the conventional 

RSFQ RS flip flop. In contrast PI cell (figure 4.2b) holds its magnetic bias inside its 

SQUID, instead of a single quantizing inductance. To activate the SQUID and the circuit 

one should apply large enough bias current bI . (Note that this "activating" current is 

slightly greater than its nominal value for regular logic operation.) Being activated the 

circuit remains magnetically biased (presumably by flux about 2/0Φ ) even if bias current 

is off. Note that even power independent circuits should be powered to perform logic 

operations, in order to provide the needed the additional magnetic flux bias.  

4.4 Investigations of Power Independent Circuits  

 In order to investigate the power independent RSFQ flip flop we simulated the 

RSFQ flip flop. The clocked RS flip flop, where the reset terminal used as the clock 

terminal can be used as the RSFQ D flip-flop.   

4.4.1 Design of 6-bit Shift Register with PI cells 

 Figure 4.3 shows schematics of a D flip-flop re-optimized for operation in power 

independent mode at 4 K. The power independent D flip-flop has the single junction 

interferometer that can be identified by schematic components L1, L2, LD4 and J0. The 
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interferer meter is biased by current IPI. The components in the figure 4.3 are represented 

by dimensionless PSCAN units, which are easier for computation.  

 Figure 4.4 illustrate current and input data patterns used for a numerical circuit 

optimization with PSCAN software package. The new feature of the simulation is a more 

complex shape of applied bias current IPI. During the simulation it was required that 

junction J0 is switched only one time and when IPI current it applied for the first time. 

No other junctions switched when bias current goes down.  

 
Figure 4.3 Power Independent D flip-flop. Bias current IPI does 2 things: it “activates” SQUID with 
junction J0 and power the cell during its normal operation  

 

 

4.4.2 Experimental Results 

 A 6-bit shift register with PI D cells has been designed and laid out for HYPRES 

fabrication technology. The shift register has been incorporated into a benchmark test 

chip developed for a comparative study of flux trapping sensitivities of different D cells.  

(The revision of the test circuit has been presented in chapter 2.) 

Figure 4.5 shows a microphotograph of a fully operational circuit (as shown in 

figure 4.6) fabricated at HYPRES (1 KA/cm2 technology). Bias current margins (±16%) 

for the only measured chip are about 2 times below our numerical estimations (35%).  
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The figure 4.6 the shift register was tested with Octupux setup, where the low 

speed testing was used to confirm the correct operation of the shift registers. Since the 

shift register is a counter shift register, the clock and the data pulses travel in the opposite 

direction and this can be confirmed by the traces in figure 4.6.  

 

 
Figure 4.4: Current (upper trace) and voltage waveforms illustrating the power independent 
operation of D cell. Note that the “activation” procedure could require larger current IPI than those 
during the regular circuit operation 
 
 

4.5 Flux Trapping in Power Independent RSFQ Cells 

The topic of flux trapping was discussed in chapters 2 and 3 in detail. In this 

chapter to complete the study of power independent cells in RSFQ cells, we investigate 

flux trapping in power independent RSFQ cells. The methodology to investigate, 

including the circuits and I/O, are the same, as discussed in chapeter 2,3, and the 

designed chip can be seen in  figure 4.5. 

  Three different layouts configuration for the PI-RSFQ cells were investigated. It 

presents the results of investigations of a specially developed chip that contains power 
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independent RSFQ cells with apparently the same schematics but different layouts. The 

goal of this experiment is to compare prospective design styles and to select those with 

the highest “resistance” to the parasitic flux trapping and also compare with flux trapping 

in conventional RSFQ cells.  

   

 
Figure 4.5: The microphotograph of the shift registers of the power independent cells. The first three 
registers are designed with power independent cells. 
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Figure 4.6: Low speed testing of one shift registers. The logic ‘1’applied to the input (two lower 
traces) is read out from the output (the second from top trace) after 6 clock cycles (middle traces) 
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(a) 

      

(b) 

 
(c) 

Figure 4.7: Three layout configurations for PI D flip-flop.(a)Josephson junctions are grounded only 
to the sky plane,(b) Josephson junctions are grounded by using sky plane and ground plane,(c) sky 
plane is absent.  
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(a) 

     
(b) 

               
(c ) 

Figure 4.8: Threshold deviations for corresponding layouts configurations in figure 4.7 
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(a) 

      
(b) 

 
( c) 

Figure 4.9: Probability of flux trapping in the each cell for the corresponding layout in figure 4.7 
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 The results of the flux trapping experiments on shift registers designed with 

power independent cells are shown in figures 4.8 and 4.9. The method to explain the 

results shown we use the same interpretation used for figures 2.8 and 2.9 presented in 

chapters 2. Based on the results presented, we can now deduce which is the best layout 

configuration.  

The lower the threshold current deviations for each cell with varying magnetic 

fields are the better the configuration against parasitic flux trapping. Deviations of 

threshold currants caused by flux trapping magnetic fields are shown in the 

corresponding figure 4.8 for each layout in figure 4.7.  We can see that the best layout 

configuration is figure 4.7b.  We can observe that at lower fields (below 3 mG) there are 

no noticeable flux-trapping induced deviations of the margins in figure 4.8b, but in figure 

4.8a the deviation is large. In figure 4.8c the threshold fields are much lower than figure 

4.8a; figure 4.8b and deviation of the margins occurs at lower magnetic fields. The least 

deviations observed in the threshold current are in figure 4.8b over large magnetic fields. 

The graphs cannot be directly compared as the working threshold for each layout as the 

operating regions are different, but more or less each layout gives an insight as which of 

the layout is most resistant to parasitic flux trapping. 

The probabilities of deviation of threshold currents are shown in figure 4.9.  We 

can see that the probability of large deviations of current (over 20µA, which are likely to 

cause the circuit to fail), is small for figure 4.7b, but quit high for figure 4.7a. We can 

also see that the probability of deviation of large current is least for figure 4.7c, but we 

have to keep in mind that the threshold operation limit for figure 4.7 is the least, so in that 

operating region it works best (below 3mG magnetic field).  In figure 4.9b, we do 



60 
 

however, see that one cell namely ‘5’ of the shift register indicates a probability of  larger 

than the average for large deviations, we are likely to believe it is due to damage caused 

to the cell (such as a scratch) or presence of impurities in close proximity to it.  

4.6 Discussion and Conclusion:  

In this chapter, we have successfully proposed and demonstrated a new low 

power technique called the power independent RSFQ cells. The operation of the power 

independent was verified by simulation. The power independent D flip flop was used to 

construct a 6 bit shift register and its operation was verified experimentally. Flux trapping 

experiments were also carried out on three different layout configuration of the power 

independent D flip-flop layouts. The performance of Power independent D flip flop is 

inferior than conventional D flip flop towards parasitic flux trapping, which can be 

attributed to the single junction interferometer used as a memory element in the PI-RSFQ 

flip-flop.  
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Chapter 5  

 

Current Recycling: Technique and Application 

5.1 Introduction 

One of the main advantages of RSFQ circuit is that only dc bias is needed. It 

eliminates the cross-talk problems caused by ac biasing and makes designing larger 

blocks easier. However, in larger circuits the total dc bias current could add up to a few 

amperes and such large bias currents cause large heat dissipation, which is not preferred. 

One of the techniques that has been proposed [10] is biasing the circuits serially 

otherwise commonly known as 'current recycling'. Biasing large circuit blocks in series 

(referred to as current recycling or current re-use) will essentially reduce the total current 

supply for the superconducting IC to a manageable value. Both capacitive [57] and 

inductive methods [56] of current recycling have been demonstrated at a small scale. 

Current recycling becomes easier at higher current density of the superconducting IC. 

Current recycling however has its limitations; it does not reduce the on-chip static power 

dissipation by the circuit blocks and also due to additional structures, the area occupied 

by the circuit’s increases.  

In this chapter, we will demonstrate the implementation of current recycling 

technique using inductive coupling, also its application in the design of high frequency 

drivers. The circuits designed by current recycling technique have been found to be 

highly sensitive to external magnetic fields.  
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5.2 Serial Biasing Circuit Technique    

To demonstrate the method of current recycling, we have designed a Josephson 

junction transmission line (JTL) as shown in figure 5.1. The complete operating principle 

of the circuit is explained below.  

The figure 5.1 shows structure of one module. The module consists of three parts, 

the driver, receiver and the payload. The payload is usually the circuit block that is used 

for operation, in this case to keep matter simple a JTL has been used, as its operating 

margins are very high. The payload can otherwise be replaced by flip-flops, filters, or 

logic gates.   

Before we explain the operation of the driver-receiver circuit, it is important to 

remember a few thumb rules for the current recycling design. For current recycling, the 

ground planes under adjacent circuit blocks must be separated and subsequent blocks 

biased in series. It will also be necessary to isolate SFQ transients between adjacent 

blocks. This may be achieved by low pass filters, but will need to avoid power dissipation 

in the filters. Series inductance could provide high frequency isolation; the inductors 

could be damped by shunting with suitable resistance, such that there is no DC 

dissipation. Capacitive coupling between adjacent blocks can be used for current 

recycling however they are not discussed here and also capacitors used for this method 

also occupy larger space compared to the inductive filtering method.  

To demonstrate the technique, the circuit with 80 payloads (JTL) serially biased 

was considered. The payload block consists of a receiver and driver. The requirement for 

serial biasing of circuits is that  
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(a) 
 

 
 

(b) 
Figure 5.1: (a) Block diagram of current recycling digital transmission line.(b) The microphotograph 
of the layout digital transmission line  
 

 

    1.  The current drawn from each circuit must be equal  

2.  The input and output must not add current to the serially biased circuits.  

The inputs and outputs are connected via galvanic connection to satisfy the above 

requirements.  

In figure 5.2, the complete schematic of the driver- receiver is shown. The driver 

and receiver circuits are completely different grounds (more clearly in the layout figure 

5.3). An inductor connecting two Josephson junctions momentarily stores a single flux 

quantum while an SFQ pulse propagates from one junction to another. Typically, this 

duration time is about 5picoseconds, depending on the circuit parameters. Between the 

times when J13 and J14 generate a voltage pulses, the magnetic flux stored in the 

inductor that connects J13 and J14 induces a current in the inductor, L1u, connecting J1 
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and J2.  With proper circuit parameters, this induced current causes a voltage pulse to be 

created on J1 and this pulse then propagates through J2 to be further processed. In this 

way, an SFQ signal pulse is transferred from one ground to another plane.   

 

 

 
Figure 5.2: Circuit schematic for magnetic coupled SFQ pulse transfer between driver and receiver 
 
 
 

In figure 5.3 the circuit layout is shown corresponding to the circuit schematic of 

figure 5.2. The bias current for the junction on the input side are passed to one ground 

plane while the ground for the junctions on the output side is isolated from the other 

ground by a ground plane moat. The Josephson junction J13 and J14 are damped more 

heavily than other junctions to guarantee that minimum reflections take place at the end 

of the input JTL. Tight magnetic coupling is required between the pulse transmitting the 

JTL and the pulse receiving JTL to obtain a robust circuit with excellent operational 

margins. To ensure higher coupling holes were opened in both the upper and lower 

ground planes as indicated.  The complete block diagram for the circuit that was 

fabricated is shown in figure 5.4. The complete fabricated chip that was tested is shown 

in figure 5.5.    
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Figure 5.3: Layout for magnetic coupled SFQ pulse transfer between driver and receiver 

 

5.2.1 Experimental Verification of Current Recycling 

The digital traces for the correct operation of the circuit are shown in figure 5.6. 

The measurements were carried out at low frequency using Octupux setup. The circuit 

tested used the standard I/O blocks of SFQ/DC converters to measure the operating 

margins of the circuits. The circuits were fabricated for both 1kA and 4.5KAcm2 Hypres 

tri-layer Nb technology. The circuit has margins of ±15%. The bias current to obtain 

correct operation was reduced to 1.7mA; otherwise the operation of 80 blocks with 

parallel biasing would require nearly 200mA.  
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Figure 5.4: The complete block diagram of the serial biasing method. 

 
 

                                                    

 
Figure 5.5: The microphotograph of the chip for demonstrating current recycling. 
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Figure 5.6: The digital waveform of the input and three outputs as shown in figure 5.4. The traces 
1,3,5 are the outputs and 2 is the input trace 
 

5.3 Summing Amplifier Output driver: application of floating grounds 

JTL  
Based on the principle used in the previous section, one of the applications is 

designing the summing array amplifier based high frequency output drivers.  

  Floating Transmission Line (FTL) that receives SFQ pulses from a conventional 

(grounded) Josephson Transmission Line JTL (figure 5.7) is shown here. The floating 

grounds are based on the same principle used in current recycling, which was discussed 

in the previous section. However, in the digital transmission lines, like in the previous 

section, where the pulses were transferred, here the magnetic quantum fluxons are stored 

in the floating transmission block. FTL forms an outlet for a finite voltage value (by AC 

Josephson effect), which can be controlled by bias, and can be used as a driver when 

connected in serial or parallel fashion. Originally, these kinds of devices were designed to 

operate at relatively low frequencies. This is because of distorting effect of parasitic 

capacitances of each of serially connected FTLs to the ground (figure 5.8). However, this 

distortion could be presented as a propagation delay in a parasitic micro-strip line 
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composed of the parasitic capacitances and inductances of the wires connecting FTLs. 

For this the device has been drastically re-optimized to increase the maximum load 

current to 0.4 mA.  

    In particular, the bandwidth of the device is dramatically increased if SFQ pulses are 

applied to FTLs with delays τ equal to corresponding propagating delays in serially 

connected FTLs. The output driver could be composed from two voltage multipliers with 

different gains (N1 and N2) as shown in Fig 5.8. 

 

 
Figure 5.7: The (a) schematic of the floating transmission line and its (b) block diagram 

 
 

 
Figure 5.8: The (a) schematic of the N floating transmission lines and its (b) block diagram. 
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Figure 5.9: The microphotograph of the summing amplifier based output drivers – designs based on 
serial and parallel connections- containing both 
 

 

 
(a) (b) 

Figure 5.10: (a) The layout of the parallel connected summing amplifier based on floating 
transmission line. (b) Shows the microphotograph of the summing amplifier 
 

  Figure 5.9 shows the complete microphotograph of the drivers based on summing 

array amplifiers. We designed three structures one is the parallel connected FTLs which 

has number of controls based on number of blocks- N blocks have N controls, one for 

each- and the layout and microphotograph is shown in figure 5.10. The other two 

structures are serially connected with 10 and 20 FTL blocks whose layouts are shown in 

figure 5.11. 



70 
 

 

 
(a)                        

 
(b) 

Figure 5.11: Layout output drivers with (a) 10 floating transmission lines and (b) 20 floating 
transmission lines connected in series 
 

5.3.1 Experimental Results of Summing Amplifiers 

The measurement results for the parallel connected summing amplifier are shown 

in figure 5.12. The flat Plautus region in the output traces is the optimum region for the 

operation of the circuits. One can see when all four FTLs are switched on the output 

voltage of the driver is 0.55mv with bias current margins being 0.85 mA to 0.98 mA.  

The measurement results for the serially connected blocks are shown in figure 5.13 and 

figure 5.14 for 10 and 20 FTL blocks, respectively. The flat Plautus region in the output 

traces is the optimum region for the operation of the circuits.  
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Figure 5.12: Measurements results of the driver are shown. Three inputs are operational at bias 
currents from 1.3 mA to 1.9 mA. One input has lower margins (from 0.85 mA to 0.98 mA). Please 
note that horizontal axis shows only half of total applied bias current 
 

 

 

 

 
Figure 5.13: Measurement of output voltage of the driver shown as a function of bias current. It is 
easy to see that at nominal bias (2.0 mA) the load circuit could be from 0 ma to 0.5 mA 
 

 



72 
 

 
Figure 5.14: Measurement of the driver with 20 FTLs. The driver operates at bias current from 1.5 
mA to 2.0 mA 4k 
 

 

5.4 Effect of External Magnetic field 
The circuits -current recycling based JTLs and summing array amplifiers - were 

analyzed for the effect of parasitic residual magnetic field on the operating margins of the 

circuit. With the available 3D setup developed from previous experiments [chapters 2, 3] 

was used. The application of magnetic field one can determine, the structure of the 

fabricated circuit, defects in fabrication and the magnetic properties of the circuit.  

The circuit is still under active research but preliminary results show asymmetric effect of 

on the margins of the circuit. The figure 5.15 shows that affect of the parallel fields in 

both parallel directions and the normal direction.  
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(a) 

 
(b) 

 
                                                    (c) 

Figure 5. 15: The affect of magnetic field on margins of the operations. (a) x-axis ,(b) y-axis and (c) z-
axis, are the direction of the magnetic field applied to the circuit as shown 
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  The asymmetric effect is assumed due to internal structure of the fabricated 

circuit. The circuit can be considered to be similar to a superconducting loop. The 

orientation of the loop can be estimated by the scanning the magnetic field over the entire 

horizontal plane (rotational magnetic field). This fact of single loop imitation or a number 

of loops orientated in the same manner is confirmed by figure 5.15, which shows the 

rotation of magnetic field due to both coils, a sine wave is obtained (so it can be 

considered as a single coil or many coils in the same orientation ). The magnetic field 

coefficient that was applied on the X and Y axis were of the or Bx, By = 6.4mG/mA and 

Bz =1.5 mG/mA.  

 

    
Figure 5.16: Margins of the circuit due to the scan of 360 degrees of magnetic filed. The orientation 
of the chip to the axis of the magnetic field is also shown as reference 
 

  The orientation of the coil can also be determined. In the figure 5.16 is the best 

angle, the angle at which the margins are same when no external magnetic is applied, is 

determined. This angle is set and the amplitude on both coils was 

scanned simultaneously. The best angle is approximately determined from calculations 
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(around (180 -165) =15 degree from x-axis). The orientation of the applied field for XY 

in figure 5.16 was with amplitude 128mG.  

5.4.1 Impact of Magnetic Field on 10-stage FTL Based Output Driver  
The experiments were carried out in the similar fashion as the current recycling 

ICs and the output voltage of the driver was noted. The circuit is most sensitive in the Y 

direction and least sensitive in the Z direction. The result is clear from the plots in figure 

5.17. The magnetic field coefficient that was applied on the X and Y axis were of the or 

Bx, By = 6.4mG/mA and Bz =1.5 mG/mA.  

 

5.5  Conclusion   
The current recycling technique for serially biasing RSFQ cells for large scale 

integration of RSFQ circuits is explored here. The application of current recycling based 

principles was used to design output drivers. The sensitivity of SFQ cells to magnetic 

field caused by external magnetic field or by normal operation of (many) other cells in 

proximity was noted.  The excessive sensitivity to magnetic field could be easily hidden 

by other problems, which are difficult to notice without establishing experimentally.  
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(a) 

 
(b) 

 
(c) 

Figure 5.17: The affect of magnetic field on the output of the driver (10 serially connected FTL) 
operations. (a) x-axis ,(b) y-axis and (c) z-axis, are the direction of the magnetic field applied to the 
circuit as shown. 
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Chapter 6 

Multi-Chip Modules  

 

6.1 Introduction 
It is has been demonstrated now that superconducting microstrip lines (MSLs) 

[90] are able to process and transfer digital data with rates up to several hundred GHz 

[85,86]. The complexity and functionality of Superconducting ICs are limited by the 

logic cell density or, crudely, by the number of Josephson junctions (JJs) which can be 

placed on a single chip. For the existing IC fabrication technologies (see, e.g., HYPRES 

4.5 kA/cm2 Josephson critical current density process [81,82,83,84]), the maximum 

circuit density is ~ 2x104 JJs per chip. To increase the chip functionality one of the 

convenient ways to increase the complexity is the use multichip module (MCM) 

technology otherwise commonly known as flip-chip technology. For MCM technology to 

be viable, the modules require transferring data between the two superconducting ICs at 

the same or similar rates as on-chip, i.e. up to several hundred Gbit/s and beyond. In 

collaboration with Hypres Inc, we developed the new technology for the development of 

the inter-chip connection for ultra-high data transfer rate.  

 

6.2 MCM Modeling  
  A mentioned above the MCM contains two superconducting IC connected 

together with a bump. The microstrip lines, power lines and the ground bumps have to 

assembled in a manner that causes least scattering during data transfer between the two 

chips. The best configuration is illustrated in figure 6.1.  
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Figure 6.1: Structure of a wide-band chip-to-chip connection. Signal bump (in the center) is 
surrounded by 4 ground bumps [17]. (Courtesy R. Rafiq) 
 

The figure 6.1 shows the complete structure of MCM, where two chips have to 

connect such that parasitic in the entire structure has to be at the lowest to reduce the 

effect of resonances. The model of the MCM can be represented by a simple PI model as 

shown in figure 6.2. An advantage of using this model is that it is convenient for 

extracting the parameters for designing the bumps and easy for simulations. The 

simulations were carried out using SONNET software for estimating the parameters of 

the bumps.  

In all the existing MCM bump structures we found that the parameters that could 

most affect the performance are the inductance of the bump and the capacitance between 

the two signal pads of the signal bump between the two chips.   

  Our simulation results showed that the resistance of the bump is small and not 

influential to reduce the performance of the MCM. The existing structure [17,55,64], the 

resonant frequency, a determent to optimal performance, is much lower due to relatively 

high values of inductance and capacitance of the bump. To increase the resonant 

frequency the parasitic, inductance of the bump and capacitance between the two chips 

have to be reduced.  
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(a)                                                                                                        (b)  

Figure 6.2: (a) PI model with all the parasitic components is shown. (b) PI model used for simulation. 
   
 

The pi model in figure 6.2b, with the values indicated, was used for simulation and we 

obtained resonant frequency of around 72GHz, as indicated in figure 6.3.  

 

 
Figure 6.3: Scattering parameters S11 and S21 for the pi model in figure 6.2b  
 

6.2.1 New Bump Structure 
The arrangement of signal and ground contacts for inter-chip communication is a 

peripheral array shown in figure. 6.4. Each signal contact is surrounded by four ground 

contacts which can also be shared with the next signal contact. The signal (data) is 

coming along a microstrip line (width w) formed in one of the superconducting layers and 
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marked MSL in figure. 6.4. The bumps are formed in the centers of the signal and ground 

contact pads. Their diameter is smaller than the diameter of the contact pads. The 

microstrip line impedance is matched to a load or a driver at the other end of the 

microstrip line [46,47]. Conventional solder bumps have relatively large parasitic 

inductance, pL that is acceptable for relatively slow semiconductor devices having a high, 

typically R = 50Ω, impedance. However, high parasitic inductance is not acceptable for a 

low-impedance, typically ~ 2 Ω, and superconductor devices operating at about 100 GHz 

data rate. This is because the bump inductance limits the cutoff frequency for signal 

transmission through the bump, cfω , which can be crudely estimated as 

                                                                                        p
cf L

R~ω .                                   (6.1) 

   The parasitic inductance can be reduced by reducing the contact pad size R1 (figure. 

6.4). This approach however has evident technological limitations if the bumps are 

formed by manual solder wetting. Besides, this reduction is rather small because it is 

proportional only to ln(R1) . Another known approach is to compensate the series 

parasitic inductance by a proper parallel capacitor [46]  

                                                                                        
2R

L
C p

c = .                                                          (6.2) 

However, the cutoff frequency for this solution is limited by the resonant frequency, 

giving the same answer as   

                                                                              Pcpr LRCL //1 ==ω                         (6.3) 
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Figure 6.4: Structure of a wide-band chip-to-chip connection. Signal bump (in the center) is 
surrounded by 4 ground bumps. Bumps are deposited into the centers of Nb contact pads. 
Superconducting microstrip line (MSL) is connected to the signal bump. It has a specially shaped end 
overlapping a cut in the ground plane in order to provide impedance matching and increase the 
transmission bandwidth. 
 

Our new interconnect design actively utilizes advantages of several metallization 

levels common for superconductor integrated circuit technology. The ground plane 

bumps occupying corners in figure 6.4 provide galvanic connections between the ground 

plane layers on the MCM substrate and on flip chips. Their contact pads contain all 

superconducting layers (from M0 to M3 in the HYPRES process) mutually connected via 

contact holes in isolating layers. The sequence of metal layers in the signal contact pad is 

identical to those of the ground contacts. However, the patterns of the layers and 

therefore the bump properties are original. First, the signal contact pad is isolated from 

the ground plane by a narrow disk-shaped moat shown in white. The microstrip line is 

galvanically connected to the bump. Second, the bump end of the microstrip line is 

shaped such that it overlaps the ground plane moat and behaves as a line with gradually 
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reducing width. One of the possible implementations of this transition is a “misaligned” 

circular end shape formed in the same M2 layer as the microstrip, as shown in figure 6.4. 

The complementary signal bump located on the MCM carrier has exactly the 

same design but is just mirrored with respect to the y-axis. As a result, the whole 

structure after flip-chip bonding behaves almost as a uniform microstrip line which has a 

transition in the z-direction from the MCM carrier (substrate) onto the flipped chip. Of 

course, the transition creates a parasitic inductance in the vertical z-direction. But for this 

geometry it is small and easy to calculate as 

                                                                                  
NLL wp .=                                                           (6.4) 

where the sheet inductance π2/)1/2ln( RRLw = . Magnetic gap, λ2+= ttm , where λ is 

magnetic field penetration depth, is the only parameter depending on the spacing, t, 

between the substrate and the flip chip, i.e. on the bump height. It crudely equals to the 

distance between the ground planes on the MCM carrier and on the flip-chip. At mtm µ3= , 

.8.3 pHLw ≈  

Another convenient feature of the suggested design is that N depends only on R2 / 

R1 ratio and does not depend on the contact pad and bump diameters. At R2 / R1=5, the 

number of squares equals to 0.25. As a result, the parasitic inductance is about 1 pH. 

Even for a very low (e.g., 2 Ω) impedance of the mircostrip line, the characteristic 

resonant frequency rω according to eq. (6.3) is about 2x1012 rad/sec corresponding to the 

cutoff frequency of about 300 GHz. In practice, the cutoff frequency can be even higher. 

This is because the parasitic inductance pL , is not a lump element but is distributed along 

the microstrip line with varying width. The distributed inductance can be compensated by 

a distributed capacitance. In the design, this compensation is achieved by widening the 



83 
 

microstrip line’s end and increasing the overlap with the ground plane. The interconnect 

geometry shown in figure. 6.4, includes this capacitive compensation. We adjusted the 

M2/MO overlap area at a fixed R1 to achieve the bandwidth larger than 150 GHz. For the 

highest possible bandwidth, both the direct measurements and more detailed analysis 

should be carried out to ensure that the geometry is completely optimized. 

Yet another advantage of the proposed design is that the signal contact pad, 

although contains the ground plane layer, is isolated from the circuit ground in the x-y 

plane by a moat rather than by the interlayer dielectric in the z-direction as is common to 

many conventional designs. This makes it possible to apply significant pressure to the 

bump during flip-chip bonding without punching through the insulation and shorting the 

signal bump to the ground. Also the distributed capacitance can be varied independently 

of the size of contact pads and bumps.  

 

6.3 Test Circuit 

 
Figure 6.5: Block diagram of the ring oscillator used for testing SFQ pulse transmission between the 
flip chip and the active MCM carrier. SFQ driver and receiver are marked DRV and RES, 
respectively 
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In figure 6.5 shown is the design of a simple ring oscillator. The bumps intersect 

the microstrip line between two superconducting ICs. A simple ring oscillator consists of 

confluence buffer or a merger, delay controllable JTL, driver and a receiver.  The 

frequency can be tuned by adjusting the bias current to the JTL. The choice of the 

frequency is a compromise between accuracy of the measured voltage and the ability to 

tune the frequency. The rotation frequency can be changed in strips by varying the 

number of circulating pulses in the oscillator.   

 

    
                                           (a)                                                                             (b) 

Figure 6.6: (a) microphotograph of the lithographically defined bumps.(b) The complete chip-set of 
the multi-chip module  
 

6.4 Experimental Results  
Test circuits were placed on both the flip chips and the MCM carriers. Their block 

diagram is shown in figure 6.5. The circuits presented ring oscillators for testing 

transmission of single flux quantum (SFQ) pulses from the Josephson transmission line 

(JTL) on the chip through the bumps to the microstrip line on the carrier and back to the 

chip. Similarly, SFQ pulses generated on the carrier can be transmitted to the flip chip 

and back to the carrier. The length of the microstrip lines in different circuits was varied 
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from 300 µm to 13 mm in order to see if there are any resonances or other limitations on 

the data rates associated with the length of the microstrips. 

The speed of the pulse circulation was controlled by varying the bias on the JTL 

as well as by the number of flux quanta inserted into the ring. For a comparison, identical 

circuits were placed entirely on the chip and on the carrier, so the SFQ pulses do not need 

to propagate through the bumps. Testing was done using an automated set-up 

Octopux[33]. 

Figure.6.8 shows the frequency of transmission of the SFQ pulses through the 

bumps in the ring oscillator at different biases of the JTL controlling the SFQ pulse 

propagation speed. Each curve from left to right in figure 6.7 corresponds to a 

progressively increasing number of SFQ pulses moving in the ring from one to sixteen. 

Figure 6.8 shows the margins of operation of the receiver (Res in figure 6.5) in the ring 

oscillator as a function of SFQ pulse transmission rate in the ring. The receiver is the 

most sensitive part of the whole circuit, so the margins on its bias current are the most 

representative of the circuit operation. The maximum SFQ pulse transmission rate, 

maxf observed is about 110 GHz. Figure 6.9 the operating margins of the receiver are 

recorded with the flip-chip made by conventional solder technology.   
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Figure 6.7: The frequency of transmission of SFQ pulses between the flip-chip and the MCM carrier 
in the ring oscillator at various numbers of flux quanta circulating in the ring for the typical MCM. 
The maximum of 16 SFQ pulses can be inserted into the ring oscillator. The speed of circulation of 
the pulses was controlled by varying the bias on the JTL 
 

 

Figure 6.9 shows the results for the same circuit but from a wafer bumped 

manually by the traditional immersion process. The fmax ~ 78 GHz in this MCM is 

somewhat lower than in the previous one with the Au bumps. However, by testing the 

ring oscillator located entirely on the flip-chip of this MCM, we found basically the same 

maximum transmission rate of SFQ pulses. It means that the observed fmax is not limited 

by the transmission through the bumps but by the operation speed of the circuit itself 

which varies somewhat from wafer to wafer. 

The reproducibility of the performance of different circuits on the same MCM is shown 

in two tables Table 6.1 and Table 6.2, for the two typical MCMs from two different 

wafers. The circuit performance was recorded for different lengths of the microstrip lines. 
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Figure 6.8: The upper and lower margins of the receiver bias current at different rates of SFQ pulse 
transmission between the flip-chip and the MCM carrier with Au bumps. The MSL length is 2210 
µm. The wafer was bumped using 1.8 µm Au bumps deposited by e-beam evaporation. The MCM 
was bonded by a cryogenically compatible adhesive 
. 

 
Figure 6.9: The upper and lower margins of the receiver bias current vs the SFQ pulse transmission 
rate between the flip-chip and the MCM carrier for InSn bumps. Both the chip and the carrier were 
bumped by immersion in molten InSn alloy at 150 0C and bonded by reflow and a cryogenically 
compatible adhesive. The MSL length is 2210 µm 
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Figure 6.10: The upper and lower margins of the receiver bias current vs the SFQ pulse transmission 
rate between the flip-chip and the MCM carrier for InSn bumps. Each separate branch from left to 
right corresponds to the different number of SFQ pulses circulating in the ring oscillator. A 
geometric resonance in the MSL at ~ 44 GHz can be seen. InSn bumps were used in this MCM 
 

   Table 6.1: Maximum transfer for MSL length in Au bumps 

Wafer KL1061, bumped by evaporated 1.8- mµ  Au 

MSL 

Length(µm) 

3580 3680 3760 3845 4315 7050 

maxf (GHz) 104 108 108 109 88 105 

 

Table 6.2: Maximum transfer rate for MSL length in InSN bumps 

 Wafer KL1084, bumped by immersion in InSn melt 

MSL 

Length(µm) 

1900 2210 2335 4475 7650 12895 

maxf (GHz) 78 80 78 76 81 76 
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6.5 Discussion and Conclusion  
We have developed a new inter-chip interconnect design and the wafer-level 

bumping process for superconductor integrated circuits, using evaporated or electroplated 

bumps of various compositions – Ti/Pd/Au, Ti/Pd/Cu/Au, Ti/Pd//In/Au – in order to 

replace the manual chip-level immersion bumping in molten InSn. A large number of 

MCMs containing a single flip-chip and an active MCM carrier have been assembled 

using adhesive and Reflow bonding processes. The maximum chip-to-chip SFQ pulse 

transmission rates of 110 GHz was observed for the circuits fabricated by HYPRES 4.5 

kA/cm2 process and using evaporated Ti/Pd/Au bumps of 1.8 µm height. By testing the 

SFQ pulse transmission on-chip and chip-to-chip, it was found that the maximum 

transmission frequency through the bumps is not limited by the employed interconnect 

design or the bump metallurgy but by the maximum speed of the test circuitry. Therefore, 

the developed design and the whole wafer bumping technology should be well suited for 

the future higher cj - fabrication processes providing yet higher operating frequencies of 

superconductor integrated circuits. 
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Chapter 7 

Design of the Multi-modulator ADC Architecture   

7.1 Introduction 

In this chapter, the design of a high sensitivity ADC by implementing a multi-

modulator architecture is described - with subsequent modulators sampling the time 

delayed version of the input signal. Superconducting Phase modulation demodulation 

(PMD) ADCs [78], have been successfully demonstrated to operate at 20GHz [11]. In 

this chapter, the design steps in the development of the multi-modulator front end will be 

described without going to complete detail on the study of superconducting PMD ADCs. 

The design and simulation results are included of the multi-modulator; LC low pass filter 

and Transformer here.  

As the input signal applied to each modulator is correlated, the noise for each 

modulator is uncorrelated. Consequently, averaging outputs from multiple modulators 

effectively reduces the noise floor by the square root of the number of modulators used. 

The signal is coupled to each of the modulators by connecting the primaries of the 

transformers in series. Each transformer is designed as an LC transmission line, with the 

impedance matched to the load impedance. An LC low pass filter (1GHz cutoff 

frequency) is also used before each modulator to remove the high frequency noise 

components 

7.2 Behavioral System Simulation of Multi-modulator ADC 

A Simulink model, as shown in figure 7.1, of the multi-modulator ADC 

architecture at behavioral level was constructed, to examine the properties of the system. 

With a system level simulation it was shown that a 3 db dynamic range improvement was 
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achieved for every doubling of the number of modulators. In Simulink simulations, an 

LC transmission line model was not included and the signals to all comparators are 

applied simultaneously. In the implementation of ADC, the input signal to each 

subsequent modulator is delayed by the LC transmission line and a delay compensation 

mechanism is required before the outputs of the modulators are added in a parallel 

counter. The thermal noise for each comparator is modeled by adding a white noise 

source with different seed. The outputs from the four modulators are added in a parallel 

counter and the data is further processed by the digital decimation filter. 

 

 

Figure 7.1: A simulink model for a  4-modulator PMD ADC 
 

   Figure 7.2 shows the spectrum for the 1, 2, 4 and 8 modulators. A -3dBFs, 10 MHz sine 

wave is applied as the input. The sampling frequency is 20.48 GHz, and the SNR is 

measured in 19.34 MHz bandwidth. The bandwidth was chosen, so as to not include the 
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second harmonic. The simulation results show a 3 dB dynamic range improvement for 

every doubling of the modulators. 

 

 

Figure 7.2: Spectrum for 1,2,4,8 modulator PMD ADC  
 

    Figure 7.3 shows the improvement of performance over a range of input signal- by 

plotting SNR versus Signal power. An SNR improvement over a range of input signal 

power was observed. A 9db dynamic range improvement is obtained by using an eight 

Modulator ADC over a single modulator ADC. 
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Figure 7.3: SNR (dB) versus Signal Power (dBFs) of 1, 2, 4 and 8 Modulator ADC outputs 
 

7.3 Circuit Level Design and Simulation 

    In the previous section we showed, using behavioral system level simulations, the 

improvements that can be obtained using multi-modulator ADC designs. However, these 

simulations did not include the circuit design parameters, which crucial in determining 

the working of the ADC.   

7.3.1 Determination of Circuit Parameters for ADC 

   The multi-modulator is being designed for cutoff frequency of 1GHz low pass front 

end. The other important parameters are the primary and secondary inductances of the 

pick-up transformer and the Low pass filter characteristics as determined as shown   

Characteristic impedance,                                                              (7.1) 
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Cutoff frequency,                                                                 (7.2) 

 Lower bound set by flux noise 

                                                                                        (7.3) 

Higher Bound set by βL~ 2π which implies Lsecondary * Ic = Φ0 (Ic =120uA), Lsec = 17 pH  

                                                                                                                      (7.4) 

                                                                                                             (7.5) 

With number of synchronization channels m=1, Q = number of independent 

modulators (assume Q = 4), N = Decimation factor (assume N = 64). For sensitivity of -

90 dBm, assuming a 50 ohm load, the sensitivity in terms of current (LSB(I)) translates to 

140 nA and for sampling frequency of 20GHz, we obtain M=400pH. 

   7.3.2 Transformer Design 

   The Transformer pick up coil was designed, is shown in figure 7.4, and was based on 

spiral inductors. The values of the coil were estimated using Wheelers formula 

inductance formula [2].  

                                       Rmean = (Router + Rinner) / 2                                               (7.6) 
 
                                   thickness = Routeradius  − Rinner                                              (7.7) 
 
                       Lspiral=3.93x10-5

 xRmean2N2
 /(8* Rmean +11*thickness)                    (7.8) 

 
, where Lspiral (in nH), thickness (in µm) and Rmean (in µm) and N is the number of 
turns. 
 
   The Coil properties were extracted using SONNET, a 3D electromagnetic simulator 

[30]. From formula 7.6, 7.7 and 7.8, Inductance of primary coil L (primary, calculated) = 

17.6nH and from sonnet simulation Inductance of primary coil, L (primary, simulated) = 

16.04nH. Inductance of secondary coil L (secondary, simulated) = 19.91nH, 1st resonant 
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frequency from sonnet simulation observed at 3.1 GHz. From SONNET simulation we 

also obtain, the capacitance values; capacitance between coil and the ground, C=9.09pF 

and capacitance between the primary and the secondary coil is Cm=0.8pF. The Spice 

model schematic is constructed, from the simulations of the transformer is shown in 

figure 7.5. 

 

 

(a) 

 

(b) 

Figure 7.4: The Layout of the transformer coil. The Number of turns N=12, with primary inductance 
Lpri=27nH and secondary inductance Lsec=19nH. The inner radius, Ri= , Outer radius, Ro=, Width, 
W=  . (b) the 3D view of the simulated transformer( cell size 2.5x2.5 um  , air =250um, 
si_substrate= 250um, separation from ground ring and outer coil radius 75um ) 
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Figure 7.5: The schematic developed for the transformer based on the values extracted by 3D 
electromagnetic simulation of the transformer. 
 
7.3.3 LC Low Pass Filter Design  

   A low pass 5thorder Butterworth filter was designed with a cutoff frequency of 1GHz. 

The design characteristics of the filter are displayed along with its schematic in figure 7.6 

and figure 7.7.   

 

 

Figure 7.6:  schematic of the filter, R1=R2=50 ohm,  C1=C2=5.15pF, L1=L3=4.92nH, L2=15.9nH 
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Figure 7.7: The Amplitude (normalized) and Phase characteristics of the 5th order Butterworth filter 
 
   The inductor, for the LC filter (shown in figure 7.8a), must be based on the spiral 

inductor, as it is quite large compared to other RSFQ circuit elements. The spiral inductor 

designs, properties extracted using SONNET simulations (shown in figure 7.8b) and 

theoretical calculations based on eqs.7.6,7.7.,7.8, are compared and results are shown in 

table 7.1.  

Table 7.1: Inductance values of the spiral inductor coil for LC filter 

 

 

 

Coil structure (Spiral type, layer, 

turns, inductor type) 

Inductance  

( calculated) 

Inductance  

( simulated) 

(Single l, M2, 6,L3/L1)  6.3 nH 6.34nH 

(Single l, M3, 6,L3/L1) 6.3nH 6.48nH 

(bilayer ,M2 M3,12,L2) 25.2nH 23.1nH  
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(a)                                                               (b) 

Figure 7.8: The bilayer spiral is shown above, with N=12 turns. The spiral inductor is constructed 
with N=6, in M2 and M3 layers. The 3D view of the bilayer spiral is shown above, with N=12 turns. 
The spiral inductor is constructed with N=6, in M2 and M3 layers. ( cell size 2.5x2.5 um  , air 
=250um, si_substrate= 250um, separation from ground ring and outer coil radius 75um ) 
 
   The Complete layout for the low pass LC filter is shown in figure 7.9. The Large 

capacitors are constructed between M2 layers and the ground layer M0, occupy an area of 

340 µm2 each.  

 
Figure 7.9: The Complete Layout of the 5th order Butterworth Low Pass filter is shown. The two 
capacitor are constructed between M2 and the ground layer M0 
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7.4: PSCAN Simulation of the 4-modulator ADC  

We have performed circuit level simulation of the multi-modulator architecture 

(including the schematic models of the LC filter and pickup transformer) using PSCAN 

[37]. The complete schematic for the 4-modulator ADC is shown in figure 7.10. For the 

design specifications, the inter-modulator delay is of the orders of a few clock periods. 

Additional active transmission lines may be used for finer delay compensation. This 

variable delay capability also helps to compensate inter-modulator delay due to LC 

device mismatch.  

 

Figure7.10: schematic of the 4 multi-modulator PSCAN simulations 
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   The current through the primary of individual modulators are plotted to show the inter-

modulator delay (figure 7.11). The differentiated outputs at the end of each modulator are 

shown in figure 7.12. 

 

 

Figure 7.11: The inter modulator delay 
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Figure 7.12: The operation of the front end of the multi-modulator ADC, the differetial output pulses 
are shown. 
 

 

Figure 7.13: The complete layout constructed for the 2 –modulator design 
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7.5 Discussion and Future work 

The multi-modulator design approach has been presented with its advantages over 

existing superconducting modulators. The current project of Multi-modulator ADC is still 

in progress. The design layout for 2-modulator ADC is shown in figure 7.13, due to the 

space constraints only a 2-modulator ADC could be designed in a 5x5mm chip. The 

future designs of the layout will include a 4-modulator design and also include a low pass 

multi-modulator for cutoff frequency of 100MHz front end. 
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Chapter 8 

Conclusion and Future Work  

8.1 Conclusion  

In this thesis, the large scale integration issues of digital superconducting circuits 

have been presented.  

8.1.1 Flux Trapping:  

-A complete theoretical foundation has been revisited for analyzing parasitic flux 

trapping in superconducting circuit. Also, the impact of flux trapping on the operation of 

superconducting circuits was studied, using SONNET and PSCAN simulators.  

-A complete experimental methodology, with 3D magnetic field control, has been 

developed for investigating parasitic flux trapping in superconducting circuits, for 

quantitative analysis, in both cryo-coolers and Helium Dewars. Superconducting IC’s of 

shift registers of 16bit and 6bit were designed and fabricated for investigating parasitic 

flux trapping.  

-A new set of moat protocols were also studied for parasitic flux trapping to determine 

the best layout configuration. The most resistant moat configuration has been able to 

prevent flux trapping upto 20mG, which is comparable to Earth’s magnetic field.  

-Flux trapping studies were also carried out on the power independent circuits, a logic 

family for low power circuits.  

8.1.2 Power Independent Circuits 

-A new concept of low power superconducting circuits, power independent RSFQ cell 

was introduced, to eliminate static power dissipate in logic gates. The circuit was 
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incorporated into shift register design, fabricated and experimentally tested with ±20% 

margins.  

8.1.3 Current Biasing 

-Demonstration of current recycling for nearly 1k Josephson junction superconducting IC 

with over 1000 junctions and fabricated in 1KA/cm2 technology is presented. A bias 

current reduction of 1/N was achieved, where N is the number blocks biased serially.  

-Development and analysis of summing array amplifiers, for high frequency output 

drivers, based on current recycling technique is presented. The output drivers, constructed 

by parallel (4 blocks) and serial ( 20 blocks) connections were able to obtain upto 0.4mv 

and 2mV output voltage respectively, with ±15 operating margins.   

-The effect of magnetic field on current recycling circuit margins has also been reported. 

Some of the circuits have exhibited asymmetric operating margins for the magnetic 

scans.   

8.1.4 Multichip Modules 

-We have developed a new inter-chip interconnect design and the wafer-level bumping 

process for superconductor integrated circuits, using evaporated or electroplated bumps 

of various compositions – Ti/Pd/Au, Ti/Pd/Cu/Au, Ti/Pd//In/Au – in order to replace the 

manual chip-level immersion bumping in molten InSn. 

-The maximum chip-to-chip SFQ pulse transmission rates of 110 GHz was observed for 

the circuits fabricated by HYPRES 4.5 kA/cm2 process and using evaporated Ti/Pd/Au 

bumps of 1.8 µm height. 

8.2Future Work 

8.2.1 Flux Trapping:  
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-To study and determine the threshold fields for the layout configuration under 

temperature gradient during the cooling transition through the critical temperature, which 

can have an effect on the parasitic flux trapping.  

-To design circuits resistant to flux trapping by changing the transaction temperatures of 

all or selected individual metallic layers. The idea is to provide magnetic shielding to the 

next layer as the circuit is being cooled.  

8.2.2 Low Power RSFQ - Power Independent Circuit:  

-To design power independent circuits with a memory element- single junction SQUID- 

with lower coil inductances.   

-To design power independent circuits with higher resistance to parasitic flux trapping, 

by enclosing the entire circuit or part of the circuit in a superconducting shield.  

-To design new circuits, such as programmable frequency divider, to study the high speed 

operating limits of the power independent circuits. 

8.2.3 Current Biasing in RSFQ Circuits: 

-The current recycling circuits face limits on the scalability due to high transients in the 

coupling circuits. These transients can be eliminated with better design of coupling 

circuits and incorporating filters for the purpose which are currently under development.  

-Enclosing part of the circuit in on-chip superconducting shields to make them more 

resistant to external magnetic fields.  

8.2.3 Multi-chip Modules 

-To investigate the physical properties of the bumps, such as the cutoff frequency of the 

bumps, the resistance of the bumps. Also alternative methods of deposition of solder 

bumps and gold stud bumps that will guarantee better uniformity are been investigated. 
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-New designs must be developed to study the nature of transfer of pulses between two 

chips, if the bumps are of capacitive nature or inductive nature. 

 

8.2.4      Multi-Modulator ADC 

-The 4, 8-modulator ADC is yet to be designed. A multi-chip module for constructing 

multi-modulator ADC is a viable solution.  
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Appendix I 
 
  A compilation of some of the RSFQ cells and gates have been described which 

are used in the design of circuits, presented in chapters 2-7.  

 
A1.1 Splitter  
 

SFQ pulses can be replicated with JTL’s having two outputs. A single junction 

cannot drive more than two outputs. A tree of splitters is used to build large fanout 

circuits.  

 

 
Figure A1.1: RSFQ splitter 

 
A1.2 Confluence Buffer  

 

If two pulses have to be merged a confluence buffer is used. Two buffer stages 

(comparators without quantizing inductance form buffers) constitute the CB as shown in 

figure A1.2. An SFQ pulse from in1 enter through J1 and leaves J5 , buffer junction J4 

makes a 2π phase jump preventing J2 from sending a pulse to in2 , a backward moving 

pulse. The arrival of two pulse will result in only one outgoing SFQ pulse (one pulse is 

rejected and only one is transmitted).   

 
A1.3 D Flip-flop 
  
  The clocked version of the RS flip-flop and the basic design is shown in figure 

A1.3. The clock is used as a reset for the RS flip-flop. The two states are 1 and ‘0’ when 

a flux quantum is stored or not stored in J1-L1-J2 loop. Inductance L1 is a quantizing 

inductance and an SFQ pulse arrives at the junction J1 waits for the clock signal to be 

released by J2. The junction J0 is optional and acts as a buffer in case two signals arrive 
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before the reset signal. Without junction J0, D flip-flop is just a direct combination of a 

JTL and a controlled two junction comparator.  The D flip-flop is used for construction of 

the shift registers used for flux trapping studies. More details will be illustrated in the 

following chapters. 

 

 
FigureA1.2: RSFQ Confluence buffer 

 
 

 
Figure A1.3:  RSFQ D flip-flop 
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A1.4 Superconducting Microstrip lines (SMSL) 
 

An SFQ pulse can be interpreted as a superposition of microwaves. SMSLs need 

two metal layers: one for signal line and another for ground. SMSL introduces certain 

dispersion properties at high frequency where effective dielectric constant increases. 

However, in the present processes, the thickness of dielectric layer is very small. So 

dispersion in SMSL is negligible for wide bandwidth. In the current process, the SMSL 

are low ohmic (< 50 Ω). The implementation of high ohmic SMSLs is limited by Design 

Rules.  

 

A1.5 SMSL Driver 

The function of the driver is to send a single SFQ pulse at a time through the 

connected SMSL. The resistance of SFQ driver (0.25-05 ohm) is used to decrease the 

quality factor of the resonator formed by the SMSL and thus to absorb all the traveling 

reflected signal generated at the receiver and impedance discontinuities. The Junction, 

JD, is designed with critical current slightly higher than that of JTL to compensate energy 

losses in the link due to series resistor and different impedance discontinuities.    

 
Figure A1.4:  RSFQ SMSL driver 

 
A1.6 SMSL Receiver  
 
   The function of the receiver is a JTL with modified parameters. The critical current of 

the receiving input junction should be small to support SFQ pulses with very small 

energy.  
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Figure A1.5: RSFQ SMSL receiver. 

 
 
 
A1.7 I/O interface  
 
The interface structures for SFQ electronics that was used in the circuits were SFQ/DC 

converter and DC/SFQ converters. 

 
A1.7.1 Input: 
    High speed reception of input of NRZ signals can be done with the DC/SFQ converter. 

DC/SFQ converter generates one SFQ pulse at the rising edge of the DC-signal input. 

The quantizing loop in the DC/SFQ converter is J2-L1-J1-J3, as shown in figure 

A1.6a.When a sufficiently high input current is applied from the DC-source, junction J2 

switches and generates an SFQ pulse to the output and an anti pulse to the quantizing 

loop. The captured flux in the quantizing loop reduces the current through junction J2 

below the critical current and increases the biasing of the junctions J1 and J3, junctions J1 

and J3 act as a single junction. At the falling edge of the DC signal J1 and J3 switch 

restoring the initial state of the quantizing loop. Junction J4 is used as a matching element 

to the other RSFQ cells.   
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Figure A1.6: (a) DC/SFQ converter (b) SFQ/DC converter 

 
A1.7.2 Output: 

The output of the RSFQ circuit is generated by a conventional SFQ/DC converter 

as shown in figure A1.6b. The junction J6 is responsible for generation of the output 

signal is embedded into quantizing interferometer J3-L4-L5-J5. In the initial state 

circulating current in the loop flows through the junction J3 and junction J6 is under 

biased and is in the superconducting state. SFQ pulse arriving to the input induces 

switching of the junction J3 and changes direction of the circulating current. Parameters 

of the circuit adjusted than critical current and it switches to the resistive state. It remains 

in the resistive state until arrival of the second incoming SFQ pulse. The output voltage is 

fabrication process dependent and typically is in the order of a few hundreds µV.  

 

Each input also connection to the SFQ/DC converter to monitor correctness of the 

input test pattern. Combination of the DC/SFQ and SFQ/DC converters are the 

“monitors”. The voltage bias level and the signal amplitude define the monitor operation.  

 
 
 


