Stony Brook University

The official electronic file of this thesis or dissertation is maintained by the University
Libraries on behalf of The Graduate School at Stony Brook University.

© All Rights Reserved by Author.



Joint Application of Concentration and Isotope Ratios to Investigate the
Global Atmospheric Carbon Monoxide Budget: An Inverse Modeling

Approach

A Dissertation Presented

Key Hong Park
to
The Graduate School
in Partial Fulfillment of the
Requirements
for the Degree of
Doctor of Philosophy

in

Marine and Atmospheric Science

Stony Brook University

December 2010



Stony Brook University
The Graduate School

Key Hong Park

We, the dissertation committee for the above candidate for the
Doctor of Philosophy degree, hereby recommend
acceptance of the dissertation.

Dr. John E. Mak — Dissertation Advisor
Associate Professor, School of Marine and Atmospheric Sciences

Dr. Minghua Zhang — Chairperson of Defense
Professor, School of Marine and Atmospheric Sciences

Dr. Daniel Knopf
Assistant Professor, School of Marine and Atmospheric Sciences

Dr. Carl Brenninkmeijer
Adjunct Professor, SOMAS / Max Plank Institute for Chemistry, Mainz, Geyman

Dr. Louisa K. Emmons
Atmospheric Chemistry Division, National Center for Atmospheric Rekearc

Dr. Emmanuel Cosme
Associate Professor, Laboratory of Geophysical and Industrial Flowsgetdity
of Grenoble

This dissertation is accepted by the Graduate School

Lawrence Martin

Dean of the Graduate School



Abstract of the Dissertation

Joint Application of Concentration and Isotope Ratios to Investigate the
Global Atmospheric Carbon Monoxide Budget: An Inverse Modeling
Approach
by
Key Hong Park

Doctor of Philosophy

in
Marine and Atmospheric Science
Stony Brook University

2010

Since carbon monoxide is one of the major sinks of hydroxyl raditals, i
has been used as a proxy of hydroxyl radicals, which largelyotdinér oxidizing
capacity of the atmosphere. Thus, CO-related chemistry directindirectly
affects the abundance of other atmospheric trace gases includiignme
halocarbons and tropospheric ozone. Carbon monoxide has also been shown its
usefulness as a tracer of transport of pollution and fire emissindsas an
additional constraint for C{fluxes. Variations in the global CO cycle are closely

related to the change of total source strengths. Previdastgtimate the global



CO budget, most inverse modeling techniques have been applied to comentrat
of CO only and showed large discrepancies in each source estiiBaice CO
from certain sources may have a specific isotopic signatureliffeeent isotopic
species of CO provides additional information to constrain the surd@us,
coupling the concentration and isotope fraction information can providegea bet
constraint on CO source strengths and lead to a more realaal O budget
estimation.

In this thesis, MOZART-4, a 3-D global chemical transport models
used to simulate the global CO concentration and its oxygen minopaogue,
C'®0. Also, a tracer version (a tagged CO version) of MOZART- developed
to analyze contributions of each CO source, emission region and isotopologue
efficiently. To validate model performance, CO concentrations aatbpE
signatures measured from the Max Plank Institute for Chemistational
Institute of Water and Atmospheric Research and Stony Brook Witivevere
compared to the modeled results over a nine year period. The mpaelueed
the observations fairly well and the averaged model-observationedifferwas
10.5ppbv for concentration and 3%. f8t°0. Also, §'°0 of biomass burning
source was estimated through the Keeling plot method and sensitityf5'%0
of biomass burning. Both methods suggest H© signature from biomass
burning is higher than 20%. which is significantly enriched congp&rerevious

estimates.



Bayesian inversion techniques are used to calculate the most probabl
global CO budget based on observations and source strength. In tisoimver
analysis, oxygen isotope information is jointly applied with conceatrat
information. The joint inversion results provide not only more accuaath
precise inversion results in comparison with [COJ-only inversiono Al&rious
methods combining the concentration and isotopic ratios were testeakimize
the benefit of including isotope information. The joint inversion of [@a5'°0
estimated total global CO production at 2951Tg COl/yr, 3084Tg COl/yr and
2583Tg COlyr in 1997, 1998 and 2004 respectively. The updated CO budget
improved modeled concentration and oxygen isotope ratio and since the
improvement was more clearly shown in oxygen isotope ratio, tipednthat
more accurata posteriorisources are estimated.

Inversion analysis was performed with multi-year NOAA GMDO]JGo
examine the interannual change of non-methane hydrocarbons ox&taiiae of
CO which is directly affected by climate variation, suchEhsNifio/Southern
Oscillation (ENSO) events. A close correlation between the RM#tidation
source and ENSO events and the Earth surface temperature evesdeund.

The interannual variation of NMHC oxidation source was +52% fronmthan
and during a strong ENSO eventin 1997 and 1998, global NMHC-derived CO

increased by 74+13%.
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1. Introduction

Since carbon monoxide (CO) is one of the major sinks of hydroxyl
radicals (OH) [Brenninkmeijer et al., 1999; Houghton et al., 2001; 4 ewial.,
2005], it has been used as a proxy of hydroxyl radicals, which lazgetyol the
oxidizing capacity of the atmosphere [Khalil and Rasmussen, 1994]efolesr
CO and OH related chemistry directly and indirectly affébes abundance of
other atmospheric gases including methane and halocarbons [ftadhe2001;
Crutzen and Zimmermann, 1991] as well as, in conjunction with NOys @a
central role in determining the abundance of tropospheric ozone, istactreen
house gas and atmospheric oxidant [Thompson, 1992; Forster et al., 2007].
Carbon monoxide has also been shown its usefulness as a tra@erspbit of
pollution [Li et al., 2002; Shim et al., 2008] and fire emissions [Cheih,e2009]
and as an additional constraint for £fdixes [Palmer et al., 2006].

The variations of CO mixing ratio are closely linked with not oitgy
sinks but also its sources. It is known that methane oxidation| &wsbibiofuel
combustion, nonmethane hydrocarbon (NMHC) oxidation, and biomass burning
are the major sources of CO (Table 1.1). Its global averagsiii is relatively
short (2~3 months) [Weinstock, 1969; [Pfister et al., 2004; Yurganov €085,

Pfister et al., 2008a; Ho et al., 2009]. The complex distribution oW aneus



major sources obstruct estimating a reliable global CO byégehninkmeijer
and Rockmann, 1997; Brenninkmeinjer 1999]. Reaction with OH is the primary
sink that removes approximately 90% of CO from the atmosphereg]tistaine
et al., 1998; Logan et al.,, 1981; Weinstock and Niki, 1972, IPCC 2001,
Bergamaschi 2000a] and about one tenth of this is removed through surface
deposition [Rockmann et al., 1998; Sanhueza et al., 1998; Bergamasthi et a
2000a).

Source strengths of atmospheric trace gases are commoabsesddy
two different methods: top-down estimation and bottom-up estimation. The
bottom-up technique estimates the source strengths based on so@eco
energy, land use and environmental data. However, sources assgssed b
method have disagreed with atmospheric measurements by factors @f more
(SFKs [Levin et al., 2010], HFCs [Stohl et al., 2010], PFCs [Muhle et al., 280]
NF; [Weiss et al.,, 2008]) because this method combines the factomsghavi
different properties such as numbers of cows and fuel consumptioreguoeritly
the reported statistical data which itself has a large wingrtas well [Tanimoto
et al.,, 2008; Pfister et al.,, 2006]. The top-down method has been used to
overcome the drawbacks of bottom-up estimates by constraining thee sour
inventories using observational data of chemical species and atmosphe

chemical transport model [Pfister et al., 2006].



Table 1.1Estimates of the global tropospheric CO budget (TgCOlyear)

Duncan et al., 2007  1PCC 2001

Sources

Oxidation of CH 778 - 861 800
Oxidation of Isoprene 170 - 184 270
Oxidation of Terpene 68-71 ~0
Oxidation of industrial NMHC 102 -106 110
Oxidation of biomass NMHC 45 - 57 30
Oxidation of Methanol 95-103 -
Oxidation of Acetone 21 20
Vegetation - 150
Oceans - 50
Biomass burning 406 — 516 700
Fossil and domestic fuel 550 - 570 650
Total sources 2236 - 2489 2780
Sinks

OH reaction 1500 —- 2700
Surface deposition 250 - 640

Previously, most top-down estimates of CO source strengthggdBeischi
et al., 2000b; Kasibhatla et al., 2002; Pétron et al., 2002; Arellano, &084;
Pétron et al., 2004; Muller and Stavrakou, 2005; Arellano et al., 2006] have use
only concentration observations. They used inversion analysis techrtigues

estimate CO source strengths based on most probable source strenbthidrstr



that minimize the model-observation difference. Whether past inveas@igses
used satellite measurement or direct measurements (surfaegcaaft) for
constraining CO sources, there were discrepancies of up tor3t¥al estimates
of the CO inventory (Figure 1.1). However, the amount of each individuates
can have larger variations in its estimates: 15% for metbamation, which is
the best constrained source of CO; 20% for anthropogenic source$ ffossi
biofuel), the next best constrained CO source; 50% for biomassnguamid
100% for biogenic hydrocarbon oxidation. Even when considering theatypic
uncertainty of the aggregate major CO source strength essirfat 15%) of the
previous studies, the discrepancies among each source estimatstillare
significant. Despite large discrepancies of each source éstiemch past study
showed improved modeled concentrations when they applied their updated source
inventory. However, this does not confirm that tleeposteriorisource estimates
are correct since there are many emission scenarios Huhttdean accurate
simulateda posteriori CO. An accurate estimate of individual CO sources is
required to understand the current atmospheric chemistry envirorandnto
predict future changes of CO.

Since isotopes of CO from different sources may have diffesebpe
ratio, in optimization of CO source strengths, isotope measuatsnpovide
essential information for finding more realistic estimatascdarbon monoxide,

both carbon and oxygen have stable isotopes. In most of Earth’s enuntotimee



stable isotopic composition of carbon is 98.88% and 1.119%4°C and that of

oxygen is 99.76%4°0, 0.04%"0 and 0.294%0.

_ 1000
©
S 800
S~
S
2 600 |
s 400 |
& 200
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Figure 5.1 CO sources and total amount of CO emissions derived from inversion
analyses

The fractionation of isotopes occurs in most biological, physical
chemical processes of the atmosphere and the Earth's sutiasgh& abundance

of the minor stable isotopes is a reflection of the speciGchanisms leading to



its production. For instance, during a combustion process such as biomass burning,
more C®0 is produced from the higher burning temperaturedf@ is close to

23.5 %o which is3'°0 of atmospheric © Combined with concentration data, the
stable isotope data should provide more constraints on the relatwgths of

CO [Beregamaschi et al., 2000b; Tans, 1997; Brown, 1995; Rayner et al., 2008].

Table 1.z. Isotope Composition of CO sources

Sources 650, %o o°C, %o

Fossil fuel combustion +235 +24, +22 -27.5
+25.3 (gasoline)
+15.1 (diesel)
Biomass Burning +16°3+18+T -21.3,-24.8
+3~+18.4 (smoldering)
+16.2 ~ +26.0(flaming)

Methane oxidation ¥, +15 -52.6
NMHC oxidation g¢, +14.9 -32.7
Biogenic P 7

Oceans +15 40"

2 Stevens et a]1972]” Brenninkmeije1993]£ Conny et al[1997]¢ Conny[1999]# Stevens and Wagngr989];
Values based on thé&*Cey, (-47.2 %0 Ruay et al, 1991], and the fractionation in GH OH (5.4 %o)?
Brenninkmeijer and Réckmaifib997]" Nakagawa et al[2004]! Tsunogai et al[2003]! Kato et al.[1999] no

data has been reported

The isotope ratio is compared to the ratio in a standard maserih



expressed as:

I:gample

tandard

o= —1)x1000 (per mil, %o) (Egn. 1.1)

whereR is the ratio of the minor isotope to the major isotope {&@/°0 or
¥3c/’C) and VSMOW(Vienna Standard Mean Ocean Water) [Coplen, 1994
Gonfiantini, 1978] and VPDB(Vienna Pee Dee Belemnite) [Craig, 1957;
Gonfiantini, 1978] is used for the standard isotope ratid % ands**C in CO,
respectively.

There have been severaf’0 and §*°C values reported for the main
sources of carbon monoxide (Table 1.2). Sisic€ andd'®0 signatures of each
CO source are uncorrelated (Figure 1.2), each carbon and oxygen isot@pescont
its own isotopic source signature and can be independently appliedbndyet
optimization [Bergamaschi et al., 2000b; Rockmann et al., 2002]. Sorsetinee
C or O isotope composition of a certain source is clearly diftdrem the other
sources. In that case, the isotope composition is very useful totegibatssource
from the others. For instance, the carbon isotope r&iti€) of carbon monoxide
derived from methane oxidation is obviously depleted (-52.6%.) compared to the
other source signatures (Figure 1.2). Likewise, the oxygen isotigmature
clearly separates combustion source such as fossil fuel combustéurel use

and biomass burning from the other non-combustion sources.
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Figure 1.2 Isotopic source signatures of CO based on data in Table 1.2.ZEhe si
of each circle represents the relative source strengths estim#®&idr2001.

Despite the potential advantages of including isotope data to the CO
budget estimation, because of the lack of observations, their mtlhsis been
limited [Bergamaschi et al., 2000b]. Also, for some CO sourcee thest large
uncertainties in isotopic source signature [Stevens, 1989; Kato.,el198l9;
Brenninkmeijer, 1993; Brenninkmeijer and Rockmann, 1997], and for some other
sources such as direct biogenic CO emission source there iseobidiormation

for the isotopic source signature. In addition to this, each sourdenoheric



CO itself has a wide range 8f°0 values in its subcategories. For instasci)

of CO from biomass burning is a function of burning temperature @aring
phase and flaming phase), &O of precipitation, i.e. latitude and by the isotopic
composition of each vegetation species [Kato et al., 1999; Richaér 2008]. In

the case of Cldand NMHC oxidation, not only is there no direct measurement of
oxygen isotope ratios but also the mechanisms of oxygen addition and
fractionation in their oxidation chains are poorly known. Hendelevmore
accurate results are expected with detailed assignment géixgotope source
signatures by vegetation distribution, burning type and isotope ratidkeof
precipitation, this cannot be included in the model without further deétsilelies

of isotopic source signatures of each source. However, sinceessitgngths are
estimated on the global or hemispheric scale, one can apply lglebvaraged
isotope source signatures and this may reduce the influence of umiE=taf
isotope source signatures in the isotope model simulation. Mordsdabaiut
incorporation of isotopes in the model are discussed in chapter 3.

In this study, MOZART-4 (Model for OZone And Related chemical
Tracers) [Emmons et al.,, 2010] which is one of the most accurateg|ddal
chemical transport model (GCTM) [Shindell et al., 2006] for carbon mdeoxi
simulation and included the latest observational concentration amgpesdata
was used. A successful model performance is important for @0Gpes analysis

helping to interpret the measurements since its observatiorsalsdegt are very



limited in both sampling locations and periods for its measurinficulify.
Simulation results of CO mixing ratios and isotopic signatagree fairly well
with observations. A detailed discussion about the modeled concentraton a
isotope ratio is presented in chapter 5.

Including isotope information in an inversion study presumably leadsote m
accurate and precise source strength estimates [Enting, 20023, isotope
measurements not only provide information of the sources but also double the
observational data sets, i.e. t0'{0] and [C®0O] and }*CO] and {°CO]. Also,
optimized isotope ratios which are updated modeled isotope ratiosdlé&ove
improved inventoriesa posteriorisource strengths) can be used to confirm the
inversion results and this adds more reliability to the inverse mgdedsults.
There have been several concentration-isotopic ratio inversion schbates
applied to find the best source strength estimates of atmosphere gases
[Bergamaschi et al., 2000b; Rayner et al., 2008; Tans et al., 194i8; €T al.,
1995; Houweling et al., 2008; Brown, 1995; Mikaloff-Fletcher et al., 2004].
However, previous inverse modeling analyses did not fully use the bemhefi
applying isotope information in source optimization of atmospherae tgases.
For instance, in Mikaloff-Fletcher et al., 2004, carbon isotopesHn Were not
independently used to constrain the source of methane since they rhetiged
concentration and isotope information in their inversion method. Fdiowcar

monoxide, [Bergamaschi et al., 2000b] pioneered and extensively invedtma

10



the atmospheric CO mixing ratio and isotopic signatuséiC(and5'®0) with

both direct measurements and chemical transport model resultinatesthe

global CO budget. Although that study contained some shortcoming$ wil

be discussed later in this chapter, it showed that isotope irtfomgan constrain

the CO sources more effectively and adds more reliability to the inversidtsres
[Bergamaschi et al., 2000b], adopted the inversion technique desaribed i

[Hein et al., 1997 GBC] which optimized the sources of methanel lwas§gCH]

and its C-isotope information. While GHisotope inversion method can

analogously be used to invert CO source strengths, seasonal varieati@O

isotope signatures are much bigger than that for methane isotopes.tféus,

scheme should have been modified for more sophisticated sourcetiestima

because the linearity approximation for the methane isotopes is no longer valid for

carbon monoxide isotopes [Hein et al., 1997 GBC]. Plus, the study did not include

concentration data in the analyses from the five stations out a&dns having

isotope ratio data. Thus, concentration dominantly constrained the sancctse

benefits of isotope measurements were diminished. The benefitlafling the

isotope information could be maximized if there were an apprepwaighting

between the concentration and isotope data sets and the effech afata set is

well-balanced. The reproducibility of measurements by the G@&Téssential to

the accurate source estimation since, even though uncertaintles miotel are

incorporated in the inversion analyses, theposteriori source strengths are

11



derived from the simulated Jacobian matrix containing the relatbdreen the
sources and concentration and/or isotope ratios. In Bergamaschi2&toglb, the
forward model run results in a large difference from the measumeckentration
and isotope ratios. This implies a more reliable inversion reaaltbe derived if
the mechanisms of the model, including the chemistries and trés\sjpoe
improved. The goal of the work presented here is to improve and devaempg a
joint inversion method of [CO] and its isotopes for accurate CO budgjetation.
In this study, CO source optimization methods which maximize thefibefe
including isotope information are vigorously and widely investigatEde
availability of a more realistic and enhanced 3-D global chalnhiansport model
and updated isotopic ratio measurements enables a more robust C&omver
analysis.

While both carbon and oxygen isotope measurements are available, only
the oxygen isotopologues’® and C°O are studied in this thesis. Since the
minor isotope ratio to the major isotope ratio of carbd6/°C) is greater than
that of oxygen f0/*°0), uncertainties in the carbon isotope measurement are
relatively smaller than that in oxygen isotope. Thus, previoussGtope studies
have been more weighted on carbon-related isotopologues of CO [Matr@hg
1997; Bergamaschi et al., 2000b, Kato et al., 1999, Nakagawa et al., 2004].
However, for constraining the sources of CO, the isotope raticarbbn are very

similar in some of the main CO sources such as fossil fuel caimbusIMHC
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oxidation and biomass burning, while the isotope ratios of oxygen are
distinctively different in those CO sources, suggesting a @rgattential to
separate those sources [Manning et al., 1997; Brenninkmeijer et al,,M8Q@t
al., 2003]. Despite the clear separation of methane derived CObth@nsources
based on carbon isotope ratio, the methane source is alreadyonsHained, in
comparison with the other sources of CO, because of methane’sféimge and
known atmospheric concentration. This study focuses on the oxygen isofopes
CO because oxygen isotope information is unique for understanding thé globa
CO budget.

The outline of the thesis is as follows. Carbon monoxide concentration and
its oxygen isotope ratio measurements used in this study ambddsa chapter
2. In chapter 3, detailed descriptions about the forward model simulation
including a priori source inventory and incorporation of®0 are presented.
Next, the development of various joint inversion schemes combining
concentration and isotope ratio information are presented and discU$sed
sensitivity of inversion results to uncertainties in the observatmasa priori
source strengths are also discussed (chapter 4). Results @rdomodeled
concentration and isotope ratios are presented and evaluated paricawith
observations. After discussing the effects of each source ob @@ isotope ratio
at each station and other factors affech and concentration of atmospheric

CO, possible ideas to decrease uncertaintié&’6f of CO sources and CO source
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strengths are suggested (chapter 5). In chapter 6, the resuit®isie modeling
analysis including the optimized source strengths are presamedistussed. In
addition, a detailed analysis of the interannual variability ofS00Grces deduced
from the multi-year inversion of NOAA GMD [CO] measurememsyelli et al.,

1998a; Novelli et al., 2003a] is given.
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2. Observation of Atmospheric Carbon

Monoxide and Its Isotopes

2.1 Observational data
Atmospheric carbon monoxide mixing ratios and isotope ratios have been
measured from eight stations: Alert, Canada; Spitsbergen, Mame Sweden;
lzafa, Spain; Baring Head, New Zealand; Scott Base, Ant@rddauna Loa,
United States; Ragged Point, Barbados; and Westmann Island, Ic8tatidn
locations are shown in Figure 2.1. Investigators from the Max Platitutasfor
chemistry (MPI), Germany measured [COYC and§'®0 at Alert, Spitsbergen
and lzafa [Braunlich et al., 1998; Rockmann et al., 1999]. Investidabonsthe
National Institute of Water & Atmospheric Research (NIWA),wN&ealand
measured these species at the two Southern Hemispheric stBaoimgg Head
and Scott Base [Brennikmeijer, 1993; Moss et al., 1998]. Observations f
Mauna Loa, Barbados and Iceland stations were made by Profeakisrdvbup
at Stony Brook University [Mak et al., 2003]. Most air samples vestected
weekly or biweekly.

Table 2.1 shows the periods of [CO}C and5'®0O observations at each
sampling location. Also shown is the period of model simulation. Southern

Hemisphere stations (Scott Base and Baring Head) have both catioenénd
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isotope ratio measurements covering most of the simulatiom pieniod: mid-

1996 to 2004. Excluding January through June 2000 at Scott Base, each sampling
location in the Southern Hemisphere has two periods which missed two
consecutive months’ observations: 9 ~ 10/1997 and 10 ~ 11/2004 for Scott Base
and 10 ~ 11/1997 and 1 ~ 2/2002 for Baring head. For the Northern Hemisphere
measurements, 1997 and 1998 observations from the Spitzbergen, Izafia and
Barbados stations were used and 1997 observations from Alert wede use
Observations from Iceland and Mauna Loa made during 2004 were &do us
Monthly averaged concentration and isotope ratios were used in\iesion

analyses and if data was missing, the record was interpolated.

Table 2.1 Data availability during the model simulation period (April 1996 ~
December 2004)

Year |96]...196].../97|97|97]97]97(98|...[98]...[99]99]99]...[99]...|00]{00]00) ...|01]...|01|02] 02|02 ... |03 ... |04| ... |04]|04] 04 | 04
Month | 4]...[10{...[ 8 [ 9 10{11]12| 1]...]10|...]| 4|5 6 |..]12|..| 5| 6| 7|..[3|..[12] 12| 3]..[ 8]..[ 1]..] 9]10]11]12

MODEL | Spin-up|
SCO

BHD [ [

ICE |
ZEP [

ALT |

MLO | |

1ZO |

RPB

The methodology of the sampling technique and measurement are nicely
described in [Brenninkmeijer, 1993; Mak and Brenninkmeijer, 199k and

Kra, 1999]. Also, a subset of the NOAA GMD network CO mixing ratios [Novelli
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et al., 1998b; Novelli et al., 2003b] were used in some inversion anabesas.
concentration and isotope ratio data set was inverted individuallygethier to

update CO source strengths.

RPB Ragged Point, Barbados 13 10'N 59 26'W 13.17, 300.57 -59.43 lon ZEP Spitsbergen, Norway/Sweden 78 54'N 11 53'E 78.90, 11.88 11.88 lon

ICE Heimaey, Iceland 63 15'N 20 09'W 63.25, 339.85 -20.15 lon ALT Alert, N\W.T,, Canada 82 27'N 62 31'W 82.45, 297.48 -62.52 lon
MLO Mauna Loa, Hawaii 19 32'N 155 35'W 19.53, 204.42 -155.58 lon BHO Baring Head, New Zealand 41 18'S 179 54'E -41.30 179.90 179.90 lon

SMO Tutuila, American Samoa 14 15'S 170 34'W -14.25, 189.43 -170.57 lon  SCO Scott Base, New Zealand 77 51°‘S 166 46'E -77.85 166.77 166.77 lon
1ZO Tenerife, Canary Islands 28 18'N 16 29'W 28.30, 343.52 -16.48 lon

Figure 6.1 Measurement stations for [CO] and isotope ratios

Since measuring isotopic ratios in CO is more difficult thamasaring CO
concentration, there is much less CO isotope data. However, bélcawsgrage
lifetime of tropospheric CO is approximately 2-3 months (60N-90Nn8eaths,
30N-60N: 3 months, tropics: 2 months, 30S-60S: 4-5 months, 60S-90S: 1lyear)
[Pfister et al., 2008a], the gas is zonally well mixed in ttmeoaphere and its

inter-hnemispheric mixing is very limited [Petron et al 2002, ¥flis et al 2002,
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also discussed in chapter 5]. Thus, since sampling locations westillgar
selected to represent the background state of the atmospheeciét datitude
zones, the current number of sampling stations is sufficient to constrain thé annua
CO sources emissions on the hemispheric scale. This is demeshsirdgigure
2.2, showing little difference between the CO measurements usedvhere
compared to the multi-year average of the NOAA GMD CO nreasents from

all background stations.
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Figure 2.2 Global zonal distribution of CO concentration. The blue squares are
NOAA GMD [CO] and the red dots are [CO] used in this study. diner bar is
the range of mean seasonal variation of the multi-year CO observations
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2.2 Measurement of concentration and isotope ratios of CO

Isotope ratios and concentration of atmospheric CO are determised ba
on the methods described in Brenninkmeijer, 1993 and Mak and Brenninkmeijer,
1994. A brief description of the isotope analyzing method is as falléws
samples are collected in high pressure aluminum cylindeng @sicustom built
clean air Rix piston compressor. Samples are transported l@bthratory and the
collected air samples are processed through a cryogenic vaexttastion line.
Water vapor and most trace gases are trapped in the firsryageaic traps and
CO is oxidized to C®by Schutze reagent [Smiley, 1949]. The converted GO
collected in the last cryogenic trap. Concentrations amrmated by measuring
the total pressure of the oxidized CO in a calibrated volume, ansbibpes are
measured in an isotope ratio mass spectrometer. The manoretnealsured
CO mixing ratios are pretty consistent with the NOAA GMD @®@asurements
(Figure 2.2) which were made by gas chromatography/HgO redudas
detector [Novelli et al., 1992, 1998a]. Also, informal intercomparisons haare be
done between Mak and Brenninkmeijer and Novelli and Brenninkmeijer
[Brenninkemijer, personal communication]. The oxygen isotope rat©o®fis
directly converted t6'°0 of CO using this equation:

§"°0co = 28"%0co2 - (26'°Ocai coz - 28*°Ocal, cd (Egn. 2.1)

where,8"0c0,and 50, cozare the measured signature of the CO-derived CO

from the air sample and calibration gas respectiiefDca, cois 5°0 of CO in
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calibration gas and®0co is the isotope signature of CO in the sample [Mak et al.,
1999]. The precision of measurement is £2 ppbv for concentration, +0.2ilper m
for 8'%C and +0.8 per mil fo5'®0 [Mak and Brenninkmeijer, 1994; Mak et al.,

2003].
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3. Forward Model Description

3.1 Model for OZone And Related chemical Tracers 4 (MOZART-4)

In order to get the global distribution of carbon monoxide and its isotopic
signatures, MOZART-4 [Emmons et al.,, 2010] was used. MOZART-4 &
dimensional global chemical transport model developed by investigatdahe of
National Center for Atmospheric Research, the Max-Plancktesti for
Meteorology, and NOAA/GFDL. MOZART-4 is an updated version of MGZA
2 [Horowitz et al., 2003]. MOZART-4 includes more than 97 chemical and
aerosol species with more than 196 chemical reactions and dryitoesos
MOZART-4 does not require a specific meteorological fieldad@hus, it can be
driven by either modeled meteorology or assimilated meteoralogiservations
such as National Center for Environmental Prediction (NCEP) or Eamope
Centre for Medium Range Weather Forecasts (ECMWF) rezahlwind fields
[Emmons et al., 2006]. In past studies, MOZART-4 reproduced certain
observations fairly well for carbon monoxide [Pfister et al., 2005jneZPfister
et al., 2006], isoprene nitrates [Horowitz et al., 2007], aerosol oplieaih
[Pfister et al., 2008b], and isoprene [Pfister et al., 2008a]. MOZARIEd has
shown good agreement with other model simulations; carbon monoxide [$hindel

et al.,, 2006] and ozone [Stevenson et al., 2006]. A more detailed descopti
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MOZART-4 and a general evaluation of model performance is giveEnimons

et al., 2010].

3.2 Tracer version of MOZART-4

In this study, the tracer version of MOZART-4 [Petron et al., 2004] [Pfiste
et al., 2008a; Emmons et al., 2010] is developed and used. In this study, onl
chemical reactions and species directly related to carbon monavedeacluded
in the model. It has simple chemical reactions and uses presaniked) ratios
and other parameters including OH concentration and chemical produdéen ra
This information is pre-calculated and saved from the simulation @flla
chemistry version of MOZART-4. Therefore, the code of theetrarsion is
more flexible and requires less effort for building or implenmentinew
chemistries. Also, simulation time is saved due to its simgliféleemistry. Thus,
the tracer version is much faster than the regular version of ARD-4 without
losing the advantages of MOZART-4 and the results can be nfioceerdly
analyzed.

To understand the global distribution of CO more clearly, CO ithby
each source, isotopologue, and geographic regions of origin which enables
tracking the CO and its isotopes easily’@and C°0O from each source and each

geographic region were treated as independent tracers witmtleeckamical and
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physical characteristics such as reaction rates and deposstmoities. Methane
oxidation, NMHC oxidation, biomass burning, fossil fuel use, biofuel disect
biogenic emission and oceanic sources comprised the sources of@mndel.
Fossil fuel use, biofuel use and biomass burning sources were divide@ into
emission regions: North America, Central America, South Araghorth Asia,
South Asia, Australia, Europe, North Africa and South Africa. Henceagged

tracers are included in the model.
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Figure 7.1 Partition of 9 regions for fossil fuel, biofuel and biomass burning
emission

3.3 Sources and sinks of atmospheric CO
In this studya priori CO source strengths are taken from various previous

studies and/or atmospheric gas inventory data sets such as P@glrgors of

23



Ozone and their Effects in the Troposphere ) [Olivier et al., 2003JA G&Hobal
Emission Inventory Activity, available at http://wwwhttp://geiacenter.org)
[Lawrence et al., 1999] and EDGAR (Emission Database for Glotmab#gpheric
Research) [Olivier et al., 1996]. The global budget of CO soursed in this
study is shown in Table 3.1 and 3.2.

Carbon monoxide emissions from fossil fuel and biofuel use are taken
from [Pétron et al., 2004] which constrained the sources with therewesit CO
observations among the CO inversion analyses and updated the inventory monthly
for 15 regions. They derived CO source strengths from April 208atch 2001
using MOPITT (Measurement Of the Pollution In The Tropospherallisat
measurement data. Fossil fuel and biofuel emissions are updatetlynfrom
the EDGAR-3 [Olivier and Berdowski, 2001] inventory. The inversion result
indicated that fossil fuel and biofuel CO emissions in winter moatés30% and
100% higher than in summer months. Also, they found that East Aglee is
strongest anthropogenic (fossil + biofuel) CO emitter whicloaats for 20% of
global anthropogenic CO. In Figure 1.1, previous anthropogenic CO inventories
are shown and priori anthropogenic used in this study (679 TgCOl/year) is little
lower than the average (799 TgCO/year). The monthly sourceagss of biofuel

and fossil fuels sources are repeatedly used for multi-year forwanthsions.
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Table 3.1a priori source strengths used in this study (TgCOlyear)

Sources Nor_thern Sogthern
Hemisphere Hemisphere
Fossil fuel 340 25
Methane oxidation 497 379
NMHC oxidation 310 232
Biofuel 276 38
Biogenic 104 57
Ocean 8 12

The Global Fire Emissions Database (GFED) version 2 [van ddraie
al., 2006] inventory is used for the biomass burning source of carbon monoxide
The inventory data set was compiled using satellite data ar@attmegie-Ames-
Stanford-Approach (CASA) biogeochemical model [van der Werf et2@D3;
Potter et al., 1993; Field et al., 1995; Randerson et al., 1996]. Thisselata
consists of 1° x 1° gridded monthly burned area, fuel loads, combustion
completeness, and fire emissions of carbon (C), carbon dioxidg),(€C&bon
monoxide (CO), methane (G} non-methane hydrocarbons (NMHC), molecular
hydrogen (H), nitrogen oxides (NQ, nitrous oxide (MO), particulate matter
(PM), total particulate matter (TPM), total carbon (TC), orgamidon (OC),
and black carbon (BC) for the time period January 1997 - December 2004. Annual
CO emissions estimated by the GFED-v2 are shown in Table 3.2.

Carbon monoxide is also directly emitted from other natural saurces

plants and the ocean. Carbon monoxide emissions from live or deadngitet
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are from the photodegradation or photooxidation of cellular mat&iaal gt al.,
1995] and oceanic CO is mainly produced by the photochemical oxidation of
dissolved organic matter (DOM) [Wilson et al., 1970; Bauer et al., 1080rad

and Seiler, 1980; Conrad et al., 1982]. The inventories of these naurees are
taken from the POET atmospheric gas inventory [Olivier et al., 2003.
inventory provides a CO source estimates based on net primary pritguct
temperature and vegetations type [Erickson, 1989; Muller and Brad$f4].

The CO emissions from the sources are shown in Table 3.1 and thatnlyn

inventory estimates were used for each modeling year.

Table 3.2GFED-v2 inventory of Biomass burning CO (TgCOlyear)

Year Northern Hemisphere Southern Hemisphere
1997 192 364
1998 397 193
1999 221 171
2000 199 137
2001 193 171
2002 222 196
2003 235 161
2004 192 212

Methane-derived CO is the most accurately constrained CO dddiake
et al., 2003] because of its long lifetime (~10 years) [Emmanal 2010;

Horowitz et al., 2003; Lawrence et al 2001], known atmospheric coatientr
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and well-known oxidation rate. Carbon monoxide from methane oxidation is
calculated on-line. In MOZART-4, CHconcentration at the surface is set to the
zonal average of the monthly mean NOAA GMD surface measurements.

In the full-chemistry version of MOZART-4, photochemical reactiohs
hydrocarbons also produce CO in the model. Hydrocarbon concentrat®ns a
calculated on-line, using emissions of NMHCs and chemical mexha of
NMHC oxidation as described in [Emmons et al., 2010]. Vegetationsemisf
isoprene and monoterpenes are calculated using MEGAN (Moéshissions of
Gases and Aerosols from Nature) [Guenther et al., 1995; Guenther et al., 2006]. In
the tracer version of MOZART, NMHC-derived CO is calculatgdshbtracting
on-line calculated CO from CHoxidation from the total chemical production
(hydrocarbon oxidation) of CO from the full chemistry MOZART runs.

Reaction with hydroxyl radical is the dominant sink of troposph@x
responsible for around 90% of its removal and the rest of CO is renipve
surface deposition [IPCC, 2001; Sanhueza et al., 1998; BergamaathP00Db].

In the tracer version of MOZART, the distribution of hydroxyl radlic
(OH) concentration is read from a file produced from the fulhgb®y version of
MOZART-4. Hydroxyl radical fields are pre-calculated frone tiOZART-4 full
chemistry run. Although the lifetime of methane is not lineaiQH], compared
with 9.4 years [Horowitz et al., 2003] and 7.8-10.3 years [Lawrenak, &001],

the calculated lifetime of methane from MOZART-4 run is 10.5g/@&mmons et
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al., 2010], indicating the model may slightly underestimate globally avef@ged
Surface deposition of CO is controlled by the activity of microograsi

in the soil. The soil uptake velocity is a function of soil moistcoatent of

different ecosystems and is implemented in the standard versid®ZART-4

[Sanderson et al.,, 2003; Emmons et al., 2010]. The CO tracer version of

MOZART-4 used the same surface deposition velocities.

3.4 Model setup

The MOZART-4 versions used in this study have a horizontal resolution of
2.8° x 2.8°: 128 longitude points and 64 latitude points. There are 28 vertical
levels from the surface to the top of the stratosphere (2hPa). Amarteky 6
levels are included in the boundary layer and around 18 levelsnatkei
troposphere. In this study, the model was driven by the NCAR gsamalf the
National Centers for Environmental Prediction forecasts (NCERRC
reanalysis) [Kalnay et al., 1996; Kistler et al., 2001]. The cbaingpecies are
reacted and transported in the model every 20 minutes. Since thetejmef the
meteorological field is 6 hours, thus was interpolated to everyigQtes. The
modeled results are averaged and saved every 24 hours. The time peraaebf
simulation was from April 1996 through December 2004, and the first six months’

simulations were discarded since those months were considered nasp spi
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months.

3.5 Incorporation of oxygen isotopes

To analyze the oxygen isotopes of CO in the model, each sourcdohcar
monoxide was determined for'®© and GO (Eqn. 3.1) and specific chemical
reaction rates and deposition velocities assigned to each isotopologue.

First, to create CO isotope inventories, total CO inventoryisiell based
on 50 source signatures. For the direct emission sources such aasbiom
burning and fossil fuel use, the following equations derived from thaitiefi of
"delta §)" notation is used to divide each source inventory inf®©Gand C%0

inventories (Eqn. 3.1).
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Carbon monoxide produced from the £HOH reaction in the model is
separated by the online calculation since it is chemically produced andittetlem

from the surface. Methane-derived®Q and C®0 is calculated from:
CH, +OH —0.99799882 C(Q,. +0.00200138 '€ Q.  Egn. 3.2)

where the multipliers are the relative abundance®®®@nd C®0 for '°0 = 0%o.
Oxidation reactions of each isotopologue are individually treatettie
model since isotopic fractionation occurs during the CO + OH mrackinetic
isotope effect: KIE). The KIE is defined as the ratio of rieactate constants of
each isotope: KIB{(20)=k(C*®0)/k(C*®0) wherek(C*®0) andk(C*®0) represent

reaction constant of 0 + OH and 0 + OH respectively. When CO is
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oxidized by hydroxyl radical, the behavior of oxygen isotopes shovmaaise

mass dependence (inverse KIE). In normal cases, the light isqgimggesentially

react (mass dependent KIE). Thus, carbon monoxide with the heavigeroxy
isotope t°0) is preferentially removed from the atmosphere (KIE = 0.990% Thi
KIE is weakly dependent on pressure. The rate constant for ©® itself is
strongly dependent on pressure [Stevens and Wagner, 1989; Rockmann et al.,
1998]. The reaction rate of the CO + OH reaction and the reactierrato

between ¢°0 and G®0 are known as follow:

Keoron =1.5x 10 x (1 0.& p [atm])
17(60) co, o = (KIE—1)x 1000 Eqn. 3.3)
=—-11.6 0.0042- 19 TQ?

Carbon monoxide removal from soil uptake follows the normal KIE
(KIE>1) and it is measured 8§ %0)soil sink= 12%o [Tsunogai et al., 2002].

The modeled €0 and CG®0 from different regions and sources are
converted to total CO mixing ratios adtfO for the analyses using the following

equations:
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[COlyw =2 ((C°Q,, H C*O,, )

i

2.[C*a,
N Y.[c*a), EEqn. 3.4)

60 = : —1|x2100C
|:itandard

i =emissionregion, £ source

The isotopic source signature from fossil fuel combustion appli¢disn
study is 23.5%0 [Stevens et al., 1972; Brenninkmeijer, 1993]. Based on
[Brenninkmeijer, 1993] and [Brenninkmeijer and Rockmann, 1997], 0%. is used
for %0 signature from methane and NMHC oxidation source. Since there a
two globally averaged estimation 8t°0 signature from biomass burning was
reported (16.3%.: Brenninkmeijer, 1993 andt1%.: Stevensens and Wagner,
1989), a rough average of the estimates (17.5%o) is applied inrtharfl model.
For the ocean source of CO, 15%0 is used in the model [Nakagawa et al., 2004].

Since there is no previous study on the oxygen isotopic sourceusigoat
directly emitted biogenic CO (Gfg and biofuel CO (CQ) (Table 1.2),56'%
values from those sources are estimated in this sitfty.of CO from the direct
biogenic emission was estimated at @ich is same as that from hydrocarbon
oxidation sources because, while the factors controlling this saveceot well
known [Guenther et al., 2000], this is also produced from the photochemical

reactions [Tarr et al., 1995]. The biogenic source of CO is minocsafrCO
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(60~160 TgCOlyear) [Brenninkmeijer et al., 1999] thus uncertaiotiggnated
from this assumption should not affect largely to the modeledtseSiile isotopic
source signature from biofuel use is assumed to be the sati©asxf CO from
biomass burning, since CO from the two sources originates fr@msame

process: ‘burning wood or plants’.
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4. Methodology for Inverse Modeling Analysis

4.1 Bayesian synthesis inversion

In this study, the Bayesian inversion method was used to find the best
estimates of source strengths of atmospheric carbon monoxide. $iace t
Bayesian approach allows for the incorporation of prior infolenaabout the
unknown parameters to the inversion procedure, it is a very useful miethod
solve the inverse problem, especially if one wants to update pararhetgng
some prior understanding or experience. Since Bayes' theorematesyfrom
probability theory, both the formulation of this technique and its swiuis
provided as a probability density function. Even if observations costaime
errors or prior knowledge is imperfect the Bayesian approachpoarnde a
solution with those uncertainties quantified as probability distribufidlegnann
and Kaminski, 1999; Rodgers, 2000; Aster et al., 2005].

Assuming a Gaussian distribution for all probability distributions and
linear relationship between sources and concentrations [Bergamesdli,
2000a; Bergamaschi et al., 2000b; Pétron et al., 2002; Arellano et al., 2004;
Muller and Stavrakou, 2005; Arellano et al., 2006], the measured concentifation

CO can be expressed as:

y=Kx+e (Egn. 4.1)
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wherey is the observed concentrations of COis the vector of each carbon
monoxide source strengtK, is the Jacobian matrix that links concentration and
source strength calculated from the forward chemical transpatélnande is the
total error of measurement and model. SiKcelescribes the sensitivity of CO
concentration to the source chankg, represents a modeled concentration of CO

that expressed as sum of the concentration of each source category.

.},'
1) a priori ] [ (3)Modeled |
sou‘rc)e stprelnglths Forward modeling m{)n)centration a
’ (CTM) L n

L Xa L Yimodel
- . m

(4) a posteriori | l“"uh“

source Inverse modeling analysis ;""‘-n\
strengths, x i Inversia‘nanalysis
(5) Optimized ' ( (2) Observational ' Forwaﬁl‘mdeling kY
. 1

concentration, concentration, N, U

L y \ Yabs B d‘ 1 4 .

x: emissions

v measured concentrations

1 pdf of a priori source estimates ~(xa, Sa):: P(x)

2: pdf of observations ~(v, Se):: P(y)

3: pdf of modeled concentrations (forward model results, 1-3):: P(y[x)

4: pdf of a posteriori source estimates (inversion results, updating 1 using 2) ~(%, Sk P(x V)
P(x[y)=P(x,y)P(y)=P(y|x)P(x}/P(y)

3: pdf of optimized results: 7

*The intensity of each color represents a probability of the value: darker color is higher probability

Figure 8.1 lllustrating the relationship between the prior source estim#ies
measurements, and the posterior source estimate. The brightnéss aplor
represents the probability distribution of each variable.

The maximuma posteriori (MAP) probability solution of the inverse
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problem is finding anx (R:J'XP( x| y) d>) where the posteriori probability
distribution P(x| y) (the conditional pdf of x given y) is a maximum, i.e.,
x=x +(K'SIK+SH)K'SHy-Kx ) . (Eqgn. 4.2)

X, denotes a matrix of a priori source strength estim&ess the error
covariance matrix of the mode§, is the error covariance matrix of prior
information andX is a matrix of optimized source strengths. The covariance
matrix of X is expressed as:

S=(K'SIK+S2y (Eqgn. 4.3)

This technique is also frequently called a Baye&gnthesis’ inversion.
During the inversion analysis procedure, a predfipdcsource patternx) is

linearly combined in the calculations and contrdsuto synthesis of the optimized

source strengthsx().

4.2 Assigning uncertainties in the analyses

Two error covariance matrices are involved in itmeersion calculation
using the Bayesian method. Properly specifying asglgning those uncertainty
terms is a particularly important part of the asaysince both inversion results
and thea posteriori error covariance matri&( can be sensitive to the error

covariance matrices [Enting, 2002; Palmer et 803
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4.2.1 Uncertainties in measurements: Se
The total observations errorS€) is a diagonal covariance matrix
comprised of the following uncertainties: measuneth@ror, representation error

and forward model error.

€ ? +€ wéod model (Eqn. 4.4)

‘observation — \/ezmeasurement-g € representation

The measurement error is the sum of all factorsctffig the accuracy of the
measurement including instrumentation error ande@@action system error. In
[Brenninkmeijer, 1993], he estimated the maximureadlte uncertainty (m.a.u.)
of CO concentration as 2% and &fO as 1 %.. The same extraction system
design for analyzing CO concentration and measusatppic ratios are used in
this study. The errors of measurements presentesd (he) are calculated to be
1.3% and 0.27%.respectively through the more than 300 calibratrons.
Therefore, the m.a.u. of our data sets are alsma&®d as 2% for concentration
since the standard deviation is similar to the fiBirekmeijer, 1993] results. Since,
for 5'%0 measurements, the systematic error producedtfierBchiitze oxidant is
dominant and is less than 1%he m.a.u. is estimated at 1%. (Table 4.1)

[Brenninkmeijer, 1993; Mak and Brenninkmeijer, 1994
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Table 4.1 Estimated and measured uncertainties in isotopit camcentration
measurements

Quantity Unit uncertainty (&) e.m.a.u
Brenninkmeijer 1993 This study
0,
coO ppbv 1.70% 1310 270
0,
%0 %0, VSMOW 0.40 %o 027 % 17

* e.m.a.u denotes estimated maximum absolute wmogyt i.e., sum of

systematic and random errors
To apply the errors to the Bayesian inversion apgnoit is necessary to convert
the [CO] and3*®0 error to the error of 0] and [C®0]. The error of [¢°0] is
considered to be the same as that for [CO]. @ error is converted for f€0]
error using both [¢%0] error and5*®0 error because, by the definition of the delta,
8'%0 is the ratio of €0 to the G%0. Thus, the total measurement error is
propagated to 5.41%. Typically in CO inversion sg#gdthe measurement error
has been evaluated as less than 2% [Palmer &0&3; Arellano et al., 2004].
However, 5.5% for the measurement error was appirechere since the
uncertainty of isotope ratio is commonly higher nthioe uncertainty of the
concentration due to the trace amount of the mswippes.

Because, practically, there is no 'true’ model easure the uncertainties

of the chemical transport model, errors in forwanrddels are very difficult to
guantify. Thus, sometimes the uncertainties offtihe@ard model are neglected in

the inversion analyses and the model is assumied perfect [Petron et al., 2002].
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In this study, the errors related to the forwardemical transport model
(representation error and forward model error) @vasidered. The errors are
treated as described below.

Representation error is an aggregated error ofmisenatch of spatial and
temporal scale between the model and observatisoally, for analyzing both
concentration and isotopic ratios of carbon monexair samples are collected
for a couple of hours at a surface station white,the model, the size of
corresponding grid box is 2.8° x 2.8° and the catredion is averaged for a day.
Thus, uncertainties arise from the representats®rd the observation to the
entire grid cell. Since the carbon monoxide moimiprsites used for this
inversion analysis are located in remote locatitosal sources minimally affect
the CO concentration and isotopic ratios. Alsasitassumed that CO is well-
mixed in the atmosphere on the scale of each ngrakbox because the average
lifetime of CO is several months. Therefore, theatabution of spatial and
temporal mismatch to the uncertainty analysis isswered to be minimal. In
[Palmer et al., 2003], aircraft measurements irhenodel grid box were used to
define the representation error. The variabilitytioé direct measurements was
approximately 5-10% in each 2° x 2.5° grid. Therespntation error is analyzed
by calculating the average of the variance of mignttodeled mixing ratios and
monthly observations and 8% of the concentratiarbisined from the simulation

results [Bousquet et al., 1999a; Bousquet et 889h; Kasibhatla et al., 2002].
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Another uncertainty related to the model is forwanddeling error. It
comprises from errors that arise from inaccuratengbal reactions such as
missing reactions, transport and model parametexs as reaction rate constants
and the kinetic isotope effect. Error estimatiopeésformed following [Palmer et
al., 2003] which assumed the residual of the nedatrror i.e., the standard
deviation of(K5-y)/y whereK, denotes modeled concentration ang observed
concentration, represents the uncertainties of aanransport model. In this
study the forward modeling error was calculateded.5% of the concentration.

The observation error covariance matsixis derived from the sum of the
measurement error and representation error andafdrehemical model error.
The total observation error is approximately 13%hwie uncertainty originating
from the imperfect model is more than twice thattioé measurement error.
Considering unknown and unevaluated possible éaaiors, 15% is used in this
study for the total observation error in the inv@msanalyses [Heimann and
Kaminski, 1999; Pétron et al., 2002; Palmer et 2003; Arellano et al., 2004;

Mdller and Stavrakou, 2005; Chen and Prinn, 20@&nEr et al., 2006].

4.2.2 Uncertainties in a priori source estimates: S(a priori
source)

Assigning the proper uncertainty level of a prewurce strength estimates
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(Sy) is also as important as defining the observagimor covariance matrixsf).
SometimesS, can significantly affect optimized source streng#timates and/or
error analyses.

The bottom-up estimations of CO source strengtles séitl containing
large error ranges as well as the top-down sowstmations are widely ranged.
Thus, the choice of uncertainties levelafpriori source estimations is started
from weakly constraining the sources which assignlargest possible values of
each entry of the error covariance matrix. In Baral., 2007, the uncertainty of
global annual emissions of biomass burning CO vetisnated at 30% however
they also indicated that the regional variatiores @ten much higher (factor of 2
~ 5). Duncan et al., 2007 showed a 25% uncertagyains for fossil fuel CO
despite rigorous and extensive bottom-up estimaiesn, the inconsistency of
source estimates from the previous inversion aealyshown in Figure 1.1
indicates that the uncertainty of each source ieadt 20% for anthropogenic,
50% for biomass burning, 100% for biogenic hydrboar oxidation, 15% for
CH, oxidation [Bergamaschi et al., 2000a; Petron gt28l02; Petron et al., 2004,
Muller and Stavrakou, 2005; Kasibhatla et al., 2082ellano et al., 2004;
Arellano et al., 2006]. In general, allowing mokexibility for the a priori source
estimates is safe to initiate the inversion analysé there is not enough
information about the accuracy of the source stteegtimates. Previous studies

also carefully started inversion analyses usingkwemmstraints: 50% ad priori
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source strength estimates [Palmer et al., 2003|afue et al., 2004; Heald et al.,
2004; Arellano et al., 2006; Duncan et al., 200@]this study, to find the best
estimate of the priori source error covariance matri®), a sensitivity test was
performed to analyze the response of inverse maglelith varying Sa: 10%,

20%, 50%, 100% and 200%.

3

(= \
3 2.5
3
gg ?

L%
Ts S e 97NH

2 1
235 — e 04NH
£ 0.5
5 e 04SH
S 0

0% 50% 100% 150% 200%

a priori source uncertainty

Figure 4.2 Averaged distance between the measurementa pasterioriCO
concentrations
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In Figure 4.2 and 4.3, the smaller optimized maxtedervation difference was
found with highera priori source uncertaintiesS{) however, frequently, the
inversions with larger uncertainties failed to doais the sources. Not only
posteriori errors are increased after inversion for some cdses also
unrealistically huge source changes or even negatiources are obtained.
Assigning more than 100% of the uncertainties ¢heaO source tends to ignore
thea priori information too much during the inversion procéd#ereas giving a
large confidence to tha priori source information such as 10% or 20%
uncertainty, despite the known error of thpriori source estimates, the inversion
processes are over-dependent todhgriori information and results in a small
difference between before and after optimizatiorpti@ization results are

evaluated by the normalized Euclidean distanceeigjessed by:

-S> @-n ¥ (Eqn. 4.5)

where a is optimized concentrations, b is obsem@ucentrations and is an
index of each data point. The distance betweenréasured concentration and
the optimized concentration converged to a spevdice after assigning higher
than 50% of source uncertainties in all three c§s837 NH, 2004 NH and 2004
SH); the inversion results are insensitive to lartfen 50% error covariance
matrices (Figure 4.2).

Hence 50% of the current source estimations arerm@ied to be the
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most proper uncertainty range, based on our seitgitest results and prior
investigations. Plus, instead of assigning sanm®for the all sources, additional
constraints were given to the methane oxidatiorrcgand fossil fuel source.
Because atmospheric methane has a long lifetim@ years; [Lawrence et al.,
2001; Horowitz et al., 2003; Emmons et al., 201i§)reservoir is relatively well
known and only 7% of its interannual variability svabserved during the past
two decades (from 1978 ~ 1998) [Dentener et aD320PCC 2001]. Moreover,
in these model studies, the gbiidation source is directly scaled to the NOAA
GMD surface measurements. Therefore, 10% is as$ifgmehea priori error of
methane derived CO. For the fossil fuel source,ynaversion studies have been
updating the fossil fuel source inventory (Figurd)land is, compared to the
natural sources, relatively well known. Sinaeposteriori error of fossil fuel
emission inventory in [Petron et al.,, 2004] was leaed as 13% in global
average and the variability of anthropogenic sostoength estimates showed in
Fig 1.1 was 18%, the uncertainties of fossil fumlrse are estimated at 20% in
this study. Thus, tha priori source estimation errors JSare assumed diagonal
matrix and set 10% for Cjbxidation source, 20% for fossil fuel source af&o5

for all other sources unlessiS noted.

4.3 Number of observations
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Theoretically, in this study, the inversion system always over-
determined since there are more observatiog} tfhn unknowns (. Annual
fluxes of seven CO sources N7; fossil fuel, biofuel, biomass burning, €H
oxidation, NMHC oxidation, biogenic and ocean) amimized with monthly
averaged one year measurements of each stationpd&rvations per station.
Thus, the dimension of observation, s 12 x # of stations (2~4 stations) and so
Nx < Ny. Plus, the Nis doubled since isotope measurements are alBalett in
the inversion analyses. Therefore, despite usiagtiservations from only 2 ~ 4
stations in each hemisphere, the inversion syssefree from the ill-conditioned

problem [Pétron et al., 2002].

4.4 Inversion schemes; incorporation of isotopic 0 measurements
to the source optimization

Since certain CO sources have unigue isotopic sasignatures, isotopes
provide additional information about the sourceshud, coupling the
concentration and isotope information should imprdhe inverse modeling
results and reduce the uncertainties of the fluknages [Criss, 1999; Enting,
2002].

Because of the difficulties of measuring isotopes aequirements of

additional efforts for isotope modeling, there lieeen only one previous study
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implemented with isotope information for the topashoestimation of CO source
strengths [Bergamaschi et al., 2000a]. Moreovdy bmited numbers of inverse

modeling analyses for other species incorporatdn edtopic ratio data and

concentration data for optimizing global budgetsifHet al., 1997b; Bergamaschi
et al., 2000a; Miller et al., 2002; Mikaloff Flehet al., 2004; Bousquet et al.,
2006; Rayner et al., 2008a; Lassey et al., 2000].

In spite of the benefit of including isotope infation on inversion
analyses, inversion schemes applied in previoudiefuhave not been fully
utilized because of following problems:

1) Correlated concentration and isotopic ratichie inversion process.

For example, in [Mikaloff Fletcher et al., 2004jetfollowing equation is

used for an additional constraint of the methanscs

nof src

é»jobsyjobs_évj modeyj modeL H )i(C? sourt (Eqn 46)

1

=]

1
=

wherey™%!is the modeled angf*is the observed concentration at stafion is

50bs

the source strength for the sourcé and are modeled and measured isotope

ratio respectivelyy® is isotopic source signature of source | &hds the basis
function which describes the signal described atstfation after one time step in
response to an arbitrary, steady source from thecea In this formulation, the

source strength is expressed as a combinatioreahtking ratio and the isotopic

ratio terms. Thus, the isotope information did mminstrain the sources
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independently. In other previous isotope inversgindies, to relate source
strengths and isotopic ratios, they introduced ap$ions. Because it sometimes
fails to work for some species having strong sealsoninterannual variability of
isotope ratios [Hein et al., 1997a] and errorseadifrom the assumption are
propagated in the inversion system, the benefadaling isotope information will
be diminished [Hein et al., 1997a; Manning etE97; Enting, 2002].

2) Introduced isotope information as a supplemgntanstraint.

In both [Bergamaschi et al., 2000a; Rayner et24lQ8b], the inversion
results are dominantly controlled by the mixingiast in spite of including
isotope measurements in the inversion analysisesihe number of sampling
stations for concentration measurement is more shatimes the number of CO
isotope sampling stations.

3) Improper weighting assignments for the concéismaand isotopic ratio
data.

Since the unit of concentration and isotopic ragiaifferent (for carbon
monoxide, ppbv and per mil for concentration ancespectively), the meaning of
unity for the model-observation difference is diffiet for concentration and
isotope ratio. The impact of the different unit®gll be correctly accounted in
the inversion [Pilkington, 2006b]. Previous studifidein et al., 1997a;
Bergamaschi et al., 2000a; Rayner et al., 2008 kalved the inverse problems

through minimizing the model-observation differeneghout consideration of
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balancing the two properties (concentration antbp® ratio) which implies the
role of isotopes in the prior inversion analysesehaot been fully utilized to
constrain the sources.

Furthermore, for carbon monoxide, in contrast toboca dioxide or
methane, its lifetime is short and, therefore,t@sporal variation is relatively
large. This is especially important for'®0. For instance, in the Northern
Hemisphere mid-latitude, the typical inter-seasaraiation of5°CO, is 0.4 per
mil, 8*3CH, is 0.5 per mil3**CO is 5 per mil andC'®0 is 8 per mil [Miller et al.,
2002; GLOBALVIEW-CH, [National Oceanic and Atmospheric Administration
(NOAA), 2001]; Mak and Kra, 1999; Mak et al., 200is study]. Thus, if the
long-lived species' isotope inverting methodologies analogously applied to the
CO isotope inversion, nonlinearity problems devedog can affect the inversion
results [Hein et al., 1997a].

In this study, a two stage isotope inversion schendevised that is able
to avoid the shortcomings of the previous methagisvall as more effectively
constrain the sources of atmospheric CO. In COcgoaptimization, instead of
approaching concentrations afidvalues, they are decomposed to@ and
[C'®0] and used to optimize the sources. This technémabled us to obviate two
issues; nonlinearity of the relation between sowsteength and isotope ratio and
weighting problem for balancing the significanceaoincentration and isotopic

ratio.
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4.4.1 Decoupled inversion
Since C°0 and C®0 are assumed to be uncorrelated, the source$’of C
and C®0 can be individually optimized by using each’¥@ and [C?0]
information:

TR = O, (KBRS ) MK B Y K OR)
180§ = 180y | (180K TgL180K 4 g U1 BOK Gy B, B BG

where,'®0 and™®0 indicate the €0 and C°0 data sets.

Therefore, while the formulation of the decoupledersion is the same as the

concentration-only Bayesian synthesis inversionhogt the two independent

inversion results allow for the estimation of bathposteriori C**0 and C®0

source strengths. Also, the ratio BPX to *°%X providesa posteriori 5°0

signature of the CO sources (Eqn. 3.4).

4.4.2 Coupled (simultaneous) inversion
Two different joint inversion approaches that inpmate concentration
and isotopic ratio data sets were tested in thislystOne is a simultaneous
inversion technique; the concentration and isotegermation constrain the
sources in one inversion process. The other isgaesdial inversion technique;

each of the measured properties constrains thece®un two consecutive
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inversion processes. (Figure 4.5)

Two-stage Bayesian synthesis isotope inversion
for atmospheric CO source optimization

Optimization of source strengths
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Figure 4.4 Schematic diagram for the two-stage Bayesian sgighsotope
inversion for atmospheric carbon monoxide

In the simultaneous inversion, both modeled anckidesl concentration

and isotopic ratio are coupled in the solution foa# for the inverse problem:
160, 17 16 16 T 16 160} 16
K 1%
=Xt 180K S. 18(k +S K Sel y *|| (Eqn 4.8)
a K e (1( a 18(?( 189 180K 180Xa

Since the two independent measurement data set®r(rmad minor

O
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isotopes; &0 and C®0) are used to optimize the sources at the sane time
isotope information plays like an additional obsional data set in the inversion
system and, in comparison with the [CO]-only inv@ms this renders more robust

inverse modeling results.

Schematic diagram for simultaneous and sequential isotope inversion

Simultaneous inversion

[C*°0],
x| s —>|x
a [(/118()]] y A X
_|
[C'O],,. [C*0),,.

Sequential inversion

=>

wJ—l[[C 0] | S]—[c 0] |

model J

Figure 4.5 Schematic diagram showing the procedure of isotioformation
incorporation in simultaneous and sequential petaversion analysis

4.4.3 Sequential inversion
When simultaneously inverting different data setstthave a large
difference in their magnitude (e.g.,’fO] and [C®0]), a weighting issue is raised

because the inversion results are dominantly caingd by the larger magnitude
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measurement data. Proper weighting needs to bedeoed in the inversion. One
of the methods to balance the contribution of tvatadsets is sequential use of
observations, where the solution inverts one measent data set first and the
result provides the input for the inversion of #eEond observational information
[Lines et al., 1988; Pilkington, 2006a]. In genefawever, this method requires
more effort in programming and requires more conmgutime because it has to
invert for each data set.

In this study, the sequential use of concentradiah isotope information is

formulated as follows:

stepl: X* — Xa +(160KTS-el 160K +S;L)—l 160K TS;L( 160y_ 16CKXa) (Eqn 49)
Step 2: )’Z - X* + (180 KTS;L 180K +S:')_l 180K TS;L( 180y _ 18CKX )

wherex” is an intermediate estimated source strength rvéta is acquired from

the first step of the inversion process.

The joint inversion results of simultaneous usecohcentration and
isotope ratio and sequential use of them are cosdpiarthis study. The detailed
result of the comparison is discussed in chapteafid here it is briefly described.
Estimateda posteriorisource uncertainties from the sequential inverseo to
be slightly smaller than errors from the simultameaonversion. However, the
optimizeda posteriorisource correction factors from the two inversichesmes

are very close to each other. Thus this impliesrtiportance of isotope ratios and

concentrations are well-balanced in the simultasgount inversion method. This
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suggests that simultaneous CO inversion scheme asetrains the sources
effectively. Furthermore, similar results of sedimninversion (without using
iteration) and simultaneous inversion imply that timearity assumption for both

C®0 and G%0 are correct.

4.4.4 Optimization of atmospheric CO source strengs and

%0 of the sources

Estimating the fluxes of each carbon monoxide sabrcjointly inverting
[C'0] and [C?O] is the primary purpose of this study. In additio this, C°O
source strength estimates are derived from theniggd CO source strengths and
a posteriori isotopic ratio ;) of each source obtained from the decoupled
inversion run (Figure 4.4). Although the same prbsd isotopic source
signatures can be applied to calculatg@osterioriisotope ratiosBergamaschi
2000bshowed that applying posterioricarbon isotopic source signature, instead
of using fixed isotopic source signature, providese robust inversion results as
well as our comparison of the inversion resultshwiked and updated oxygen
isotopic source signature confirmed their result tite oxygen isotopic source
signatures (chapter 6). Thus, th¥0 source signature optimization process is
implemented in the joint inversion system in liduassuming fixed isotopic ratio

of the sources. Optimizeit®0 source signatures calculated from ghposteriori

54



CO and ¢°0 source strengths provides an additional bengfitauding isotopic
signature in inverse modeling. It allows for theifieation of the joint inversion
results by showing the fit of the optimiz&tfO values to the observations, while
the [COJ-only inversions can confirm the results c;ymparing measurements
with a posterioriCO concentrations only.

To optimize the isotopic source signature, thé’0aC®O ratio is
iteratively optimized from the decoupled run siitceas been known that isotope
ratio is a nonlinear function of the source straedBergamaschi et al., 2000a].
Therefore, an iterative method that updates thebilas matrix K, Egn. 4.1) in
each iteration was used to solve the inverse pnoljfégure 4.4). Iterations were

performed for each source and continued until thetiosn reaches a convergence,

5 C180 {,C180
Yin ~Hina ) Eqn. 4.10

ST <g. (Eqgn. 4.10)
Xj,n—l

During the iterations, the isotopic ratios wereowkd to vary within a certain
range §). The threshold is assigned differently for eadurse by current
understanding level of the isotopic source sigreatkor fossil fuel source, 2% is
assigned for the threshold since the previous estisnof the isotope signatures
are reported in between 22%nd 24%. [Stevens et al., 1972; Brenninkmeijer,
1993; Stevens and Wagner, 1989; BrenninkmeijerRmckmann, 1997] and the
direct measurements on the exhaust from individugdmobile running normally

indicate the variations 05'°0 of CO as +1.0%. [Tsunogai et al., 2003]. The
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previous global estimation d@f'®0 from the biomass burning was 16.3%ad
18%o (1.7%o0 difference) [Brenninkmeijer, 1993; Stesens et al., 1972] and the
uncertainties reported for biomass burning sourgeasure were +1%o [Stevens
and Wagner, 1989; Bergamaschi et al., 1998]. Howé&% is allocated for the
threshold of biomass burning source because Kaab,e1999 indicated that very
wide range (3%o ~ 26%0) df°O from their chamber experiment. For thef the
other sources, since there is one number repanteit®D of the sources, +5%o is
estimated fok, analogous to that for the biomass burning sotitaehas a large
variability of source signature.

The role of isotope information is expanded in theerse modeling
analysis with the optimized source signatures. €hmbles the separation of the
posteriori source estimates to the inventories of major ambmnisotopes while

the joint inversion gives updated information o tBO source strengths.

4.4.5 Optimization of modeled concentration an®'°0
Since observed concentrations are expressed as4Bgnthe relationship
between the measured and optimized modeled coatients can be expressed as:
y=Kx+e (Eqgn. 4.11)
where KX represent the optimized concentratioflsgndé is a posteriorierror

matrix.
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Updating the modeled isotopic ratios with the ojed source
information is more complicated because isotopéo r&d) is the 'relative’
abundances of the two isotopologues. The implertientaf the a posteriori
isotopic source signatures to the optimization afdeied [C°0O] and [C?O] is
shown in below.

modeled concentration of isotopologuesexpressed as:
a:ZKa’jxa’j, b:ZKb,ij,j
J J

wherel is an index for major and minsoiope (a : major isotope, b:minor isoto
andj is anndex for the sources. We assume two sources forisicagibn.

The abundance of major and minor isotope can balinrelated by using isotmp
source ratiox; ).

X i =Vi%,i
The concentration of a and b can be rewritten in a matwimf

K a)i al K 21(,2 a,2 fl
)

a Ka,l K a,2 Xal
N (A o A
11 T2 ' V1 Y2
aunit source strert factor: f, = f,=1
_(a &)
{5 5o

where a ,a ,b ,and,b represent the modeled concentration
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The optimizedf; can be obtained by the inversioiyaisa
let a posteriori f = A]j and a posteriori acan be expressed as
a= Z Kai%es = Z Kai%ai i
J J
a posteriorilinear relation between the major and the minor isotope is :
% =7i%,
also using updated isotopic source raﬂ*p), a posteriori bs expressed as a functit
of a priori modeled concentratidiX,, ;x, ; )-

N T Y
ST TSI P T RSP
! ! }/J J 7/] j 7/1

and this gives:

for fixed isotopisource signature?é,‘;— =
7

If isotopic source signatures are well defingd); " should be close to 1
and no further treatment for updatiagposteriorisource signature information is
necessary. For the oxygen isotopes of CO, in casgramwith the fixed isotopic
source ratios (chapter &, posteriori&'®0 is closer to the observation with the
updated isotopic source information. This implieég foint inversion analysis
provides more useful results if a posteriori sourdermation is applied along
with the optimized source strengths when isotopiree signatures contain large

error.
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5. Simulated Atmospheric [CO] and3*°O

5.1 Model evaluation

In a chemical transport model (CTM), the accuraty dorward model
result is crucial for producing both reliable saistrength estimates and analyses
of the modeled results. For the inversion analybecause it relies on the
assumption that the physical-chemical connectiawéen the parameters (e.g.,
source strengths and reaction constants) and tlsenas properties (e.g.,
concentration and isotopic ratio) are known, if @EM does not simulate the real
measurement accurately, its source estimates wmildorthless even though all
of the mathematical assumptions are correct. Théonpeance of CTMs is
commonly validated by comparing model output withrect measurements. To
get more confidence in our forward modeling rest®AA (National Oceanic
and Atmospheric Administration) GMD (Global Monitog division) CO
concentration ground measurements are includedh& rhodel evaluation.
Precision of their measurements is <2%. [Novelalet1992; Novelli et al., 1998;
Novelli et al., 2003]. Since Mauna Loa (altitude893m) and lzafa (altitude:
2360m) are located above the inversion layer, tepyesent free tropospheric air
which is not directly affected by surface emissiobsie to the influence of

surface emissions and short lifetime of CO the taaltil model-observation bias
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can be observed from the other stations becaugeatikenormally located within
the planetary boundary layer,

Three different measures are used here to assesadtiel performance:
chi-square (goodness of fit) test, model-obsermatidference and correlation.
Usually the ‘correlation’ represents dissimilardi/the trend or patterns between
the modeled property and measured property andlistance’ shows the offset
between the model and measurements. If a modelraeby reproduces
observational data the distanci \yill be close to ‘0’ and correlatiom,(y) will be
close to ‘1’. The ‘correlation’ and the ‘distaneat expressed as:

*Model - observation difference:
1 N
d =g 2% ¥

(Egn. 5.1)
*Correlation coefficient :

DACTIRIES

Pry = N N
J;;(Xi —MJ;;(M -’

where, X is modeled concentration or isotopic ratios atiatai and y; is

concentration or isotope ratio. Due to the limigaghilability of the measurements
(weekly or bi-weekly sample), we used monthly agech modeled and
observational data to assess the reproducibilitynotdel. The results of the

evaluation at each station are shown in Table 5.1.
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Table 5.1 Model-observation difference, correlation and-sdpuare of each
station

Station Latitude Difference Correlation Chi-square

[co] &% [co] % [cOo] %O

Alert 82X27'N 14973 1.034 0.933 0.978 0.391 0.129
Spitzbergen 78°54'N  12.220 0.986 0.917 0.961 0.226 0.123
Iceland 63°15'N 9.028 1929 0926 0.929 0.171 0.709
Izafia 2818'N 13,555 1.321 0.921 0928 0.561 0.364
Maunaloa 19°32'N  12.017 4.832 0.694 0.656 0.730 5.109
Barbados 13°10'N  18.140 4.621 0.721 0.704 1.655 4.576
Baring Head 41°18'S 6.400 3.253 0.789 0.555 0.831 5.299
ScottBase 77°51'S 6.195 2491 0.843 0.728 0.606 1.976

The goodness of fit of a model describes how virdldimulated result fits
the measured data set. A statistical measure cfairegs used to determine the
performance of the model and it is defined by

*chi - squareand reduced chi - square:
pr . i (X _zyi)z’ x° (Egn. 5.2)
i Oyi

2 _
Zred_
|4

The reduced chi-square.’) is a quantity that a chi-square divided by the
number of degrees of freedomw) @nd this estimates the ratio of the variance of
modeled data set to the variance of measured datighis testy is equal to the

number of observations. }ed is close to 1 this indicates the observed data is

well explained by the model and if it is much larggan 1 it means the model did
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not fully capture the observational data setyA much less than 1 or close to
zero indicates that the model is improperly fitthg noise or the uncertainty of

the observations are over estimated (over-fittiagy
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Figure 5.1 A scatter plot of measured versus modeled condeniraf CO. The
solid line depicts 1:1 correspondence and the dblshe is regression line of all
measurements.

In this study, the model simulated the observatitady well in both
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concentration and isotope ratio. For all statiote modeled and measured
concentration showed a strong correlatign = 0.94) and the mean model-
observation difference was 10.5ppbv. This implié® tmodel captures the
seasonal and interannual variation of the [CO]Jicieffitly while the model did
not fully reproduce the absolute values of the meament. Figure 5.1 and Figure
5.3 shows Southern Hemispheric CO concentratioasskghtly over estimated
by the model (SCO: 6.2 ppbv, BHD: 6.4 ppbv). Thisgbly resulted from the
underestimation of [OH] or overestimation of somearses. However, if [OH] is
increased, the modeléd®0O will be more depleted and further removed from th
1:1 correlation line (Figure 5.2). Hence, to fitté'°0 and [CO], it is required to
reduce sources having a negatdO signature (NMHC and CHoxidation

source).
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Figure 5.2 A scatter plot of measured versus modéf€® of CO. The solid line
depicts 1:1 correspondence and the dashed limglsgsion line of all
measurements.

Since the NMHC oxidation source has a strong sedispiiAppendix A),
even if the source strengths are decreased, itotaexplain the year-round
overestimate of [CO]. In Manning et al., 1997, tlesyimated CO vyield from the

CH, oxidation is less than 0.7 based&tC measurements while 1 is used for the

yield in this study which is also assumed in [Duncat al., 2007]. Detailed
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discussion about the CO vyield from the Lékidation is discussed in chapter
5.2.1. This suggests the presented, Gkidation source might be overestimated in
the Southern Hemisphere. In the Northern Hemisphespecially during the
winter, modeled concentrations are generally lothan measured concentrations
(Figure 5.1 and Figure 5.3). Fa&'®0, the model accurately reproduced
observations at high latitude stations (ICE, ZEET)Awhile modeleds*®O was
lighter than observations at mid- and low latitiedations. In high latitudes, the
dominant sources (fossil fuel and biofuel combumgtibave isotopic signatures
that are similar to the average signature, thus,itfluence of their inaccurate
strengths is small, particularly during winter. FExample, the wintertime oxygen
isotope ratio of biofuel in high latitude is apprmately 12%. (Appendix A) and
total 5'°0 is approximately 8%. (Figure 5.3), it is the mpsabable major source
that minimally affectss'®0 simulation result and improves the concentration
fitting if the source inventory is increased. Iretmid- and low latitude NH,
underestimations of both [CO] asdfO informed that thé®0 enriched sources
(fossil fuel, biofuel and biomass burning) are uedémated.

The yed Of the forward model run for CO concentration W#e85 and of
8'%0 was 2.29. This is comparable to the results fiBargamaschi et al., 2000b]
and [Bergamaschi et al., 2000a]. Depending on éonisEenarioyed = 1.9 ~ 2.5
were estimated for CO concentration apd = 0.4 ~ 0.9 were estimated O

with optimized a posteriori emissions. Thus, a naweurate top-down global CO
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source estimate was achieved here. In generalmtideleds'®0 shows good
agreement measurements, however, the simulatiaritgesf CO concentration
were even more reliablepco;=0.94 > psgo =0.86 and yred(co=0.65 <
yreds185=2.29. This supports the discrepancies of globalsdGrce distributions
of previous studies shown in Figure 1.1; the currestimation of total CO
emission is relatively close to reality, whereas #itrength of each source is less
certain. Also, thé'®0 signatures of natural sources such and biomassniguand
NMHC oxidation source have more variability and emainty and this might

have added an additional error in th&@simulation (Table 1.2).

Figure 9.3 MOZART-4 simulation results; The gray dots aredeled [CO] and
5'%0, the green dots are NOAA [CO] and the blue do¢d@O0] ands*?0 used in
this study.
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5.2 Simulated CO ands*®0 from each source of CO

5.2.1 Oxidation from Methane
Globally, methane oxidation is the single biggesirse of CO (Table 1.1
and Table 3.1) except during the winter of Northelemisphere high latitude
where the fossil fuel contribution is dominant. &nmethane derived CO is
produced from the CH+ OH reaction (Figure 5.4), it is controlled byetOH
concentration which is dependent on sunlight and thas a seasonal variation.
However, OH reacts with CO and removes it fromatmosphere as well, so the

net seasonal variation of methane-derived CO igaed and is less than 5ppbv
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(Appendix B). Also, its interannual variation is @lincompared to other sources,
since the life time of CHis long (~10years) and the change of,Cé&kervoir over
time is small. The annual CO production from thethrare oxidation in this
simulation is 875TgCO/yr (Table 3.1) and is cloeetlie top end of previous

estimates (Figure 1.1).

Table 5.2 1997 — 2004 averaged source contribution at station (ppbv)

Fossil Biomass CH4 NMHC
fuel burning oxidation oxidation

ALT  33.9 12.4 26.6 20.3 11.5 9.9 0.7 115.1
ZEP  38.0 12.7 26.7 20.8 12.5 10.1 0.7 121.4
ICE  38.9 11.3 27.1 20.5 11.4 10.7 0.9 120.9
1ZO 18.2 9.4 20.1 17.0 10.2 5.0 0.4 89.4
MLO 11.8 8.6 28.4 13.9 10.2 3.6 0.4 77.0
RPB  13.7 9.8 31.6 14.3 9.1 4.1 0.7 83.3
BHD 3.1 8.4 26.1 14.7 2.4 3.8 1.9 60.4
sco 25 7.4 24.7 12.0 2.2 2.9 1.6 53.3

Biofuel Biogenic Ocean Total

Carbon monoxide yield from methane oxidatiop{;) has been estimated
to be less than 1 (0.82, Tie et al., [1992]; 0.Anking et al., [1997]; Novelli et al.,
[1999]; 0.86, Bergamaschi et al., [2000b]; 0.98)tHis studypcns IS assumed as
1 and this is also derived in recent studies ([unet al., 2007] and [Kasibhatla
et al.,, 2002]). In a high-NOx environment, £Hs rapidly oxidized to

formaldehyde (Figure 5.4). Since the lifetime ofnfialdehyde is short (ca. 5
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hours, Arlander et al., 1995), it photodissociaieseacts with OH and produces
CO rather than scavenged in clouds or fogs [Ja2BBQ]. Thus, in high-NOx
condition, there is no significant removal procedschemicals in the CH
oxidation chain. In a low-NOx environment [KleinmatB91], a relatively long
lived intermediate methyl hydroperoxide (¢PDH) is produced in CHto CO
reaction paths. The lifetime of GEOH is hours to days in warm and sunlit
conditions [Wang et al., 2002; Jaeglé et al., 2G0@] several weeks in cold and
dark condition [Snow et al.,, 2003]. However, due the low solubility of
CH3;OOH [Magi et al.,, 1997], its deposition velocity assumed very small.
Therefore, during the CH+ OH - CO, no noticeable atmospheric losses of
intermediates have been reported, and a yieldisfabsumed for CO. However,
compared to the high-NOx environment, in a low-N@wironment, there are
more chances of scavenging which resui; < 1 since the lifetime of C}OOH

is relatively long. This implies that Southern Hephericocus is likely smaller
than Northern Hemisphere’s since the concentrabdnNOx in Southern
Hemisphere is lower than in the Northern Hemispli€asibhatla et al., 1993]. In
Manning et al., 1997qcns < 0.8 is obtained from the isotope mass balance
calculation using Southern Hemispheric CO and @®tmeasurement. In this
study, the optimized methane oxidation source stesily suggested to increase
current methane-derived CO inventory by 10% in Nemd Hemisphere and

decrease by 3% in Southern Hemisphere (discussduhpter 6) implyingicnsOf
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Southern Hemisphere is relatively smaller than dighe Northern Hemisphere.
Plus, the under estimation of methane oxidatiorrcgin Southern Hemisphere

was speculated in the previous section.

|uo!1!sodap 1om® AIp |

Figure 5.4 Reaction scheme of CO production from G¥tidation [Brasseur et
al., 1999]
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For simulateds'®O, even though the methane derived CO is the larges
component of total CO distribution, the concentmatiof CO from methane
oxidation is fairly constant temporally and spdyiah the atmosphere (Appendix
A) since CH itself is rather ubiquitous in the troposphers. iftfluence to the

seasonal and interannual variation of total isotapie is not significant.

5.2.2 Oxidation from NMHC (Non-methane hydrocarbon)

Non-methane hydrocarbon (NMHC) oxidation is onéhaf major sources
of CO, and most NMHCs are produced from vegetafi@nenther et al., 1995;
Bergamaschi et al., 2000a; Pacifico et al., 2008pre than 50% of NMHC
(biogenic + anthropogenic) derived CO is from tixelation of isoprene and the
monoterpenes [Pfister et al.,, 2007; Duncan et 20Q7; Bergamaschi et al.,
2000a]. Therefore, this source is sensitive to tage distribution and
environmental parameters including temperature lighin and soil moisture
[Guenther et al., 1995; Guenther et al., 2006; &ttdt al., 2008]. In this study,
the a priori estimate of annual production of CO from NMHC @tidn is
230TgCO in the Southern Hemisphere and 310TgC@ermbrthern Hemisphere
and most of this is produced in the tropics (TaBlg). Seasonal variation of

NMHC derived [CO] in the tropical region (2.4ppbizO, MLO and RPB) is
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smaller than that in high latitudes (12.1ppbv; AIZEP, ICE) since both OH
concentration and NMHC emission are relatively tamisyear round (Table 5.2
and Appendix B). In high latitudes, the minimumNMHC derived CO occurs in
early summer because the sunlight reached maxinNiHC derived CO

sharply increases and reaches a maximum in latensurto early autumn since
the sink reaction decreases while the maximum IiegelMHC emission is

occurred in late summer [Palmer et al., 2006]. AIB® production from the
NMHC oxidation is very sensitive to the variatiorf mterannual climate

conditions such as ENSO since plant emissionsakiag a dominant part of the
NMHC source. Details about the interannual varratd the NMHC source are
described in chapter 6.

Along with the methane oxidation source, the NMH@ation source has
the most depleted oxygen isotope source (0%o). BecaMHC-derived CO
shows relatively stronger seasonality and interahmariability than that of CO
from methane oxidation, it is critical to understathe change 06'%0 in the
troposphere. In the Northern Hemisphere high ldéig) the most depleted®O
from NMHC oxidation was captured in the model infleasummer due to
increased sunlight and not enough local NMHC praidac Also, the NMHC
derived CO transported from the low latitudes astatively more depleted
because €0 is preferentially removed from CO pool reactinghwOH. After

reaching the5'®*0 minimum, it is rapidly enriched in the atmosphargil mid-
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autumn because sunlight starts to decrease antbd¢ae NMHC production is
enough to provide relatively*®0-enriched NMHC derived C3*0 of CO from
NMHC oxidation in low latitudes is approximately0%. and quite constant since
there is relatively little seasonal variation ofH{JSpivakovsky et al., 2000] and
high isoprene production compared to high latituf@senther et al., 1995;
Muller et al., 2008]. In the Southern Hemisphetee most NMHC is emitted
from the tropics. The NMHC-deriveit®0 in the extra-tropical area shows strong
seasonality since it is remote from the sourceoregitropics. The minimumreO
occurred in austral summer and it reached belowésIfecause of high OH

concentration and little local NMHC emission.

Table 5.3 1997 — 2004 averaged oxygen isotope source sigrsafiireach station
(%0)

Fossil  Biomass  CH4 NMHC Biofuel Biogenic Ocean Total

fuel burning oxidation oxidation
ALT  19.0 9.7 -8.7 -8.3 10.4 -5.5 7.8 3.9
zep 195 10.0 -8.6 -8.1 11.1 -5.3 8.2 4.8
ICE 19.5 9.1 -8.5 -8.2 10.4 -5.0 9.8 4.6
1zo 15.8 6.6 -8.7 -10.3 8.3 -9.5 4.1 -0.3
MLO  13.6 5.8 9.1 -12.0 8.1 -11.9 3.8 -2.1
RPB  13.9 6.1 -8.1 -12.3 7.1 -11.1 8.3 -1.8
BHD  11.5 6.4 -9.0 -10.0 1.0 -8.2 104 -5.0
sco 93 5.3 -9.4 -11.8 0.6 -10.5 9.2 -6.1
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5.2.3 Fossil and biofuel use

Fossil fuel use is the largest anthropogenic soofcarbon monoxide and
it plays an important role in CO distribution inetiNorthern Hemisphere
extratropics. Especially in the wintertime, thesdiitle sunlight in high latitudes,
thus most CO is accumulated in the atmospheretaaklas the largest part of CO
sources. Also, since more than 50% of the totalilféisel source is produced from
the U.S. [U.S.EPA, 2000] and the efficiency of esioa control devices are
dependent on temperature [Stump et al., 1989], &uet al., 2007 estimated the
seasonal variation of fossil fuel use as 8% alloeitannual mean. In this study,
the maximuma priori fossil fuel CO emission was prescribed during ghang
(MAM; Fig 5.5) and its seasonal variation was +14%m the annual mean in
>30°N region and +9% from the annual mean in 3088°N region. Therefore, in
the Northern Hemisphere extratropics, CO conceatrafrom fossil fuel
combustion increased very fast in the winter anayedt high until spring
(Appendix A). In the tropics, its importance is tEgsed and comparable with the
other major sources but Ghoxidation. Carbon monoxide emission from the
Northern Hemisphere is 340TgCO/yr and that from Sloeithern Hemisphere is
only 25TgCOl/yr (Table 3.1). Thus, it is a minor smin Southern Hemisphere.

Biofuel use is another major anthropogenic soufc€® and it is also biased to
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the Northern Hemisphere (NH: 276 TgCO/yr, SH: 3&0dgyr).
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Figure 5.5 A priori seasonal distribution of CO from fossil fuel corstion

Carbon monoxide from fossil fuel combustion is thest3'®0 enriched
source. In Northern Hemisphere winter high latigd&'®0 is dominantly
controlled by fossil fuel source due to its higmcentration and enriched isotopic

signature. However its influence @i?0 decreases in the low latitudes and is

minor in the Southern Hemisphere.
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5.2.4 Biomass burning source

GFED-v2 CO

B NH (30~90)
600.0 E NH (0~30)
@ SH (0~30)
W SH (30~90)

1997 1998 1999 2000 2001 2002 2003 2004
year

Figure 5.6 Interannual variation of zonal distribution of EB-v2 CO emission

Biomass burning is another main source of atmosplearbon monoxide
and exhibits a strong seasonality. Especially i@ 8outhern Hemisphere, the
correlation between NMHC-derived CO and CO fromniéss burning is strong
(pBHD = 0.77,psco = 0.63) since both sources are actively produneitheé same
region (tropics; <30°S) and during the same sea&by season; June ~
November) (Appendix B). According to the GFED-v2 @mission inventory
[van der Werf et al., 2006], due to the differeneeland distribution between

Northern Hemisphere and Southern Hemisphere, appabely 97% of biomass
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burning CO is produced in the tropics in the Southidemisphere and 73% in the
Northern Hemisphere (Figure 5.6).

In comparison with the other sources of CO, biaragning has a large
interannual fluctuation. However, MOZART-4 with th@ FED-v2 inventory
captured the biomass burning signals very wellathltoncentration and isotope
ratio. For instance, a huge CO peak was detectddiaaha Loa in spring 1999
(Fig 5.3). Based on model simulations, strong bissraurning events from south
Asia increased the concentration and the modeésglts agreed very well to the
observed concentration astfO.

The oxygen isotope signature of biomass burning besen reported to
have a wide range [Kato et al., 1999] since ifffiected by various factors such as
burning temperature (flaming and smoldering), vaten species, and'®0O of
precipitation. Also, its very limited field measuarents add an additional error to
the isotope source signature estimation. Despgedifficulties of specifying a
number for3*20 of biomass burning source, an averaged isotopessignature
is still very useful in constraining the CO budgetglobal or hemispheric scale
[Bergamaschi et al.,, 2000a]. It was reported frdb%olto 18%0 [Stevens and
Wagner, 1989; Brenninkmeijer, 1993; Bergamasclal¢t1998] and the similar
results of the3'®0 of biomass burning are estimated in this studpuph the
sensitivity test and Keeling plot method (discussedection 5.4 and 5.5). In the

Northern Hemisphere high latitudes, where the domion of §*°0 enriched
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source - fossil fuel use - is significant, the uigihce of widely ranged potential
8'%0 of biomass burning to the source strengths isidered as minimal because
the biomass burning source signatures are clofieetatmospherié180 (Table
5.3). However, accurate estimation of isotopic sewgignature from the biomass
burning is important for5'®0 simulation in tropics and in the Southern
Hemisphere.

Because, thé'®0 from combustion processes (e.g. biomass burrirg)
more enriched if?0 compared to NMHC-derived CO (Table 1.2), it po®s a
useful constraint separating the biomass burningcsoto the NMHC oxidation
source which is very limited by concentration imf@tion solely. Especially in the
Southern Hemisphere, since NMHC derived CO and assrburning CO are
produced from the same region and season with airsiburce strengths, the
oxygen isotope information provides useful inforimatto separate the sources.

The seasonal variation &f%0 from biomass burning is similar to that
from NMHC oxidation except in tropic regions. Theasonality is found in
tropics as well since wild fires are active durithg dry season while NMHC

oxidation is quite constant year-round.
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Figure 5.7 Seasonal distribution of biogenic CO emissionpg@rppanel) and
modeled CO concentration from the biogenic emis@mttom panel)

5.2.5 Other sources
The effect of CO emissions from the minor CO sosir(@drect biogenic
emission: 160TgCOl/year and oceanic emission: 20Tg€xD) to the total CO
concentration is very limited in global scale ahdyt can be considered in small

temporal and regional scales such as in forestnocoiastal area. Similar to



biogenic NMHC emissions, direct biogenic CO emissghowed a maximum
during summer (JJA) in the Northern Hemisphere haghude (Figure 5.7). In
the tropics, the emissions kept relatively high ryeaind with little seasonal
variation. In the Southern Hemisphere extratropilss, emission was negligible
due to the small land cover. The maximum bioge@i©] was observed during
autumn months (SON) because the sunlight is dedimvhile the residual of
summer biogenic [CO] is still influencing the SOhbdeenic [CO]. Despite the
high biogenic emissions of tropics, direct biogef@©] is smaller than 5 ppbv
because of high OH concentration. The influencéhefminor sources to %0

is also tiny due to their small contribution fotabCO concentration.

5.3 Inter-hemispheric mixing of CO

The effect of CO sources emitted from the oppobkeenisphere was
quantified for fossil fuel, biofuel and biomass hing CO. Table 5.4 shows the
contribution of Southern Hemispheric fossil fuabfbel and biomass burning at
the Northern Hemispheric stations. In the Northelemisphere, the effect of
Southern Hemispheric anthropogenic sources wasmmalndue to their small
source strengths. In the Southern Hemisphere, BaorthHemispheric
anthropogenic (fossil fuel and biofuel use) CO aecds for up to 53% of total

biofuel [CO] and 40% of total fossil fuel [CO]. Thentributions of Northern
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Hemispheric
Hemispheric
Hemispheric

Hemispheric

anthropogenic sources are close to B%he total Southern
anthropogenic CO, because of the terestismaller Southern
anthropogenic CO emission. The conatotr of Northern

anthropogenic CO is 2.2 ~ 3.1 ppbv twhsccorresponding to the

less than 2% of total [CO] and implies limited sport of Northern Hemispheric

anthropogenic CO. Thus the importance of inter-lspimeric exchange of

anthropogenic sources to the Southern Hemisphe@c ndxing ratio is not

significant.

Table 5.4 Influence of emissions of opposite hemisphersaah station

Station ALT ZEP ICE 1ZO MLO RPB BHD SCO
SH-[CO]ffltotal-[CO]ff 0.3% 0.2% 02% 0.9% 1.9% 1.4% 66.0% 60.4%
SH-[COJffftotal-[CO] 0.1% 0.1% 0.1% 0.2% 0.3% 0.2% 98.3% 98.3%
NH-[COJff/total-[CO]ff 99.7% 99.8% 99.8% 99.1% 98.1% 98.6% 34.0% 39.6%
NH-[COJff/total-[CO] 99.9% 99.9% 99.9% 99.8% 99.7% 99.8% 1.7% 1.7%
SH-[CO]bf/total-[CO]bf 1.6% 1.4% 1.6% 3.5% 3.9% %2 47.3% 47.2%
SH-[CO]bf/total-[CO] 0.1% 0.1% 0.1% 0.4% 05% 0.5%98.1% 98.0%
NH-[COJbfitotal-[COJbf ~ 98.4% 98.6% 98.4% 96.5% 9Bl 94.8% 52.7% 52.8%
NH-[CO]bf/total-[CO] 99.9% 99.9% 99.9% 99.6% 99.5999.5% 1.9%  2.0%
SH-[COJbb/total-[COJbb  8.1% 7.7% 8.9% 19.1% 21.3% 26.0% 83.7% 82.4%
SH-[CO]bb/total-[CO] 0.8% 0.8% 08% 1.9% 2.3% 2.9% 97.9% 97.7%
NH-[CO]bb/total-[COJbb  91.9% 92.3% 91.1% 80.9% 78.7% 74.0% 16.3% 17.6%
NH-[CO]bbltotal-[CO] 99.296 99.2% 99.29% 98.1% 97.7% 97.1% 2.1% 2.3%

Most of the biomass burning CO is produced from line latitudes.

1997~2004 mean GFED-v2 inventory estimated 168T@Of is emitted from
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between 0° and 30°N and 195Tg of CO is emitted flwetween 0° and 30°S
which takes 73% and 97% of Northern Hemispheric Snodthern Hemispheric
biomass burning CO respectively (Fig 5.6). Sineerttajority of biomass burning
occurred in the tropics (30°S ~ 30°N), comparinghwthe anthropogenic CO
sources, relatively larger inter-hemispheric exgearof CO was expected.
However, during the simulation period, in genetiag effect of biomass burning
CO from the opposite hemisphere was approxima@dy ih low and mid latitude
stations and it was less than 10% in high latitetd¢ions (Table 5.4) while the
influence of some intense wild fire events sucimaSctober 1997 was calculated
to be close to 50% of total biomass burning CO $ome stations. The
contribution of biomass burning CO for the opposigenisphere to the total CO
concentration was less than 3% for both hemispheres

[Williams et al., 2002] performed aircraft measuesnts, during the winter
monsoon (January ~ March 1999), across the ITCZ t¢he Indian Ocean
between 0" and 10'S. They observed a sharp graoliéd® and @ mixing ratio
across the ITCZ in the lower tropical free tropcegh(approximately 0 ~ 8km).
Also, Mak and Brenninkmeijer, 1998 measured CO eatration and isotopes in
the free troposphere across the Pacific ITCZ irhaigust and February. They
found a sharp concentration change at 10°N ~ 200Nnd summer at the
summertime mean location of ITCZ. These studiedyrtmansport of CO across

the ITCZ is limited. [Staudt et al.,, 2001] evaluhtéhe effect of Southern
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Hemispheric anthropogenic and biomass burning ssutc the [CO] over the
northeastern tropical Pacific (10°N ~ 34°N) basedttweir March to April 1999
model result. Southern Hemisphere anthropogengsifféuel + biofuel) CO to
the total anthropogenic CO was estimated at 2.9% they derived 7.4%
contribution of Southern Hemispheric biomass bugnO to the total biomass
burning CO. Furthermore, the concentration of Okhim tropic regions is higher
than the mid- and high latitudes [Emmons et alL(@0this also restricts transport
of CO across the tropics. The model simulationltegaerformed in this study are
consistent with these studies showing the insigat contribution of CO from
opposite hemisphere.

In the tropical Northern Hemisphere, the onsetiofass burning occurs
in late fall and subsides in the beginning of weason (NH late spring)
[Sanhueza, 1999]. During the biomass burning sedkenTCZ is located in the
Southern Hemisphere or near the equator. Thus, iNdss burning plumes are
dominantly transported northward. In the Southeemi$phere, since the ITCZ is
mainly oscillated in the NH, southern hemispherionmass burning CO is
prevalently transported towards the south regasdtdsits season. Therefore,
despite most of biomass burning CO being producddw latitudes, their inter-
hemispheric exchange is limited because of theioeldetween the position of

ITCZ and burning season.
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5.4 Estimation of oxygen isotopic source signaturérom biomass
burning

Since biomass burning has a strong seasonalityalsulis affected by
interannual climate variations, its CO source gjtierns more difficult to estimate.
At the onset of biomass burning, the concentratibcarbon monoxide increases
rapidly where the plume passes through (ex. 199@ndd.oa, Figure 5.3). Plus,
the biomass burning events influence isotope coitippsof the air masses as
well, while its impact to thé'®0 is varied by the source compositions of each
location. Thus using isotope data sets along weticentration provides detailed
information about the biomass burning source. Hanelecause of the widely
ranging oxygen isotope source signature reportsomstrain the biomass burning
source on the global or hemispheric scale, it ipdrtant to use a reliable
representativé’®0 source signature in the analyses.

In this study, the Keeling plot method is used sbineate the oxygen
isotopic source signature. Its basis is the comdienv of mass and the brief
description of the method is as follows. If concation of a background air is
increased by a specific source, the backgroundpsotcomposition is also
influenced by the source. By plotting the relatimpsbetween the reciprocal of
concentrations and the isotopic ratios, the y-o#pt of the regression line gives

us the estimated isotopic ratio of the source. Kieling plot has been used to
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extract information on the isotopic compositioneasystem fluxes and shown
robust results [Keeling, 1958; Keeling, 1961; Pattkal., 2003]. This technique
also been applied to estimate isotopic source gigesof CO [Brenninkmeijer et

al., 1999; Tsunogai et al., 2003; Saurer et aD920
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Figure 5.8 Modeleds*®0 of CO as a function of the inverse of the [COLB
dots are the SH station (BHD and SCO) data setgngiots are the NH mid- and
low-latitude station (1ZO, MLO and RPB) data seted brown dots are the NH
high-latitude station (ICE, ZEP and ALT) data seffie regression lines are
estimated.
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Figure 5.9 Same as Figure 5.8 but data sets are taken frdmessurements

In Figure 5.8, modele@'®0 and 1/[CO] are plotted for all 8 stations.
Three slopes can be identified in the plot. Theemtst slope (slope A) is
comprised of data points presumably influencedneyfossil fuel source, which is
the most enriched in oxygen-18. The data pointspeimg slope B is classified
as those most reflecting biomass burning. The skt where the Gfbxidation
and NMHC oxidation sources (the most depleted s)rare most important fall
along the slope C. These three slopes are alsa fiouthhe observational data sets

(Figure 5.9).
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However, to estimate the isotopic source signatgueantitatively, it is
necessary to choose observations dominantly affdeyea source or a source
mixture whose isotopic source signature will benested because there are five
main sources of atmospheric CO: fossil fuel usefulel use, biomass burning,
methane oxidation, and NMHC oxidation. Therefoiestf to best estimate the
individual isotopic source signals, model resuts ased to look at the specific
observations. Using MOZART output, the measuremeifitsre the contribution
of biomass burning source is higher than 20% welected. Next, the Northern
Hemisphere high-latitude observations where dontipamfluenced by fossil fuel
source (Table 5.2) are removed since it is potiyntimasking the effect of
biomass burning on the isotopic signatures evemgdihoits contribution is
comparable. Plus, the Keeling plot method is validen background air is
influenced by a source or source mixture [Saurat.e2009]. Thus, the NH high-
latitude measurements were hard to be used inatiatysis since the fossil fuel
source is independently added. In Figure 5.8, fdasl CO is added following
the slope A while biomass burning CO is added fuilhg the slope B.

When the Keeling plot method is applied to a glokahle carbon
monoxide study, in contrast to long-lived traceegasuch as carbon dioxide, the
isotope fractionation occurring during the sink atean can affect the result.
During transportation, the CO + OH reaction conmimsly removes CO from the

atmosphere and'®0 becomes progressively more negative. Therefdre, t
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estimated isotopic source signature should take actount the kinetic isotope
effect. However, in this study, the effect of theksreaction is considered to be
minimized because the observation stations usedtlisnanalysis are located in
tropics or mid-latitude sites which are in closexpmity to the source of biomass
burning. Moreover, since observations where bionagsing comprises more
than 20% of total [CO] is included in the analysise regression line showed in
Figure 5.10 has a good linearity? € 0.714). This indicates a single source or
source mixture having a relatively constant sowasposition is added to the
background [CO] and the KIE of CO + OH reactioninsignificant. So, the
observations fall along the regression line [Tsanag al., 2003; Saurer et al.,
2009].

Figure 5.10 shows the result of the Keeling plalgsis and the estimated
8'%0 source signature (y-intercept) was 9%o and itgeslwas similar to slope B in
Figure 5.8. However, this needs an additional preation because biomass
burning is not a single source contributing the [@@Adition but the mixture of
biomass burning and other CO sources contributecatidition. Thus, based on

the modeled source distribution, the source siga@slescribed below.
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Figure 5.10 Modeled (small dots) and measured (open diamditt®)of CO as
a function of 1/[CO]. The NH high-latitude datasetre removed. The red dots
are modeled data sets where the contribution ahégs burning is greater than
20%. The blue diamonds are observations correspgnidi the red dots. The
regression line is calculated based on the blumai@s and its y-intercept is
9.12%o; the two data poin&®0 >10 %o are excluded.

Since the source composition of the observatiotieviing the Keeling
plot is considered as relatively constant, thetgroept of the Keeling ploty§ can

be expressed as:

Y = Zaﬁi (Egn. 5.3)

wherea is source contribution of a sourcando is isotope source signature of
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source.
And an unknown isotope source signature of sour@®) can be derived from

rearranging Eqgn. 5.3:

Y‘Z“j5j
_ i

o =

X

(Eqn. 5.4)
a

wherej =i exceptx.

In the Keeling plot analysis (Figure 5.10) the meantribution of fossil
fuel was 8.5% and it8'%0 is relatively known precisely compared to theeoth
sources (Table 1.1). Thus, the influence of theifdsel source is removed by
applying Equation 5.4 and the biofuel source is lom@d with biomass burning
since, in term 06?0, CO is produced from the same process: ‘burningdior
plants’. The relation of the other sources (methaxidation, NMHC oxidation,
and biofuel + biomass burning) is shown in Figur&l5 The oxygen isotope
source signature was estimated at 21%o with&{® of NMHC oxidation and
CH, oxidation used in the forward model simulation: @both sources.

[Kato et al., 1999] reported'®O higher than 23.5%. which i8'°0 of
atmospheric oxygen, from their controlled laborgtplants burning experiment.
They suggested that sind®0 of cellulose is typically higher than 23.5%. [Sewur
et al., 1997] the oxygen in the cellulose is alsmived in CO production in the
biomass burning. Moreover, during the dry conditwhich is also biomass

burning favorable conditiors°O of cellulose is more enriched [Burk and Stuiver,
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1981; Saurer et al., 2000] and CO takes more tlodn &f gases produced from
the pyrolysis of celluloselLjn et al, 2009]. This estimated isotopic signature is
significantly higher than all previously reporteit®0 of biomass burning
estimates. In order to get a more reliable biomaissiing oxygen isotope
signature, further research about more accude@ estimation of Clloxidation
and NMHC oxidation sources are required becailé® of these sources are
important parameters determinidfO of biomass burning from the Keeling plot

method (Figure 5.11)
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Figure 5.11 Estimated'®O of biomass burning as a function&fO of NMHC
oxidation and CH4 oxidation
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5.5 The effect 0%'°0 of biomass burning t08'%0 simulation

The sensitivity of the modele&t®0 to differentd*®0 source signatures of
biomass burning and biofuel sources has been detedmBiomass burning is a
major source of CO but the isotopic signature a$ gource is hard to define
because it varies with burning stage (temperatmd)vegetation type [Kato et al.,
1999] (Table 1.2). In the mid- to high-latitude Nhere the influence of oxygen
enriched fossil fuel source is largg?0 is less sensitive to the changeddio
values from biomass burning because its possibkepsc signatures are similar
to the range of observeéd®0. On the other hand, sensitivity studies demotestra
the effectiveness for constraining the isotopimatgre from biomass burning in
the tropics (both NH and SH) and extra-tropical tietn Hemisphere because the
contribution from fossil fuel is not significant ithose areas. Previousk?0
from biomass burning has been reported to be 16r8% burning organic matter
in the laboratory [Brenninkmeijer 1993] and 18+1%rh a controlled burn of
pine forest. [Stevens and Wagner, 1989]. The seitgitests are consistent with
this as a globally averaged signature. The traeesiean of MOZART was run
with four different oxygen isotope signature of m@ss burning: 13%o, 15%o,
17.5%0 and 20%.. The results show that the best psot@tios are indicated at

20%o in model-observation difference and {i®etween modeled and measured
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values are also optimal at 20%. (Table 5.5). Thius,dlobally averaged isotopic
source signature &f°0 from biomass burning is estimated to be clos208é. A
similar *0 from biomass burning was obtained from the Kegfitot discussed

in the previous section.

Table 5.5 Statistical comparison of observed and modeled'# for different

820 of biomass burning

87°0 signature (%o) 13 15 17.5 20
correlation p) 0.86 0.86 0.86 0.86

model-obs difference (ppbv) 3.67 3.32 2.93 2.59
v 3.25 2.78 2.29 1.88
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6. Optimized Global CO Budget from Joint

Inversion of [CO] and $*°0

6.1 Optimized atmospheric CO sources for 1997, 19%&d 2004
The global atmospheric carbon monoxide budgettimated for 1997, 1998 and
2004 using inversion analyses. The sources aretraomesd by both CO
concentration and oxygen isotope ratid®Q) information. Concentration and
8'%0 are either simultaneously or sequentially appitedonstrain the priori CO
sources and the former method is used to discuessntfersion results unless
otherwise noted. The results of applying differentersion techniques will be
explained more in detail later in this chapter.
Frequently the result of inversion analysis is esped as correction or
optimization factor that is the ratio of a postariestimates to the prescribed
priori source fluxes.

*Optimization factor ( f)
(Egn. 6.1)

wherex, andx’ isa priori anda posteriorisource strength of sourteThus, if an
optimization factor is greater than 1 then this nsethe current estimate of a

source strength is underestimated and suggestedréase.
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6.1.1 Optimized fossil fuel and biofuel source streyth

While fossil fuel and biofuel are both anthropogesources of CO, the inversion
analysis showed very different results (Table 6ld)the Southern Hemisphere,
the optimization factors of fossil fuel and biofiggurces are close to the unity.
This implies that the anthropogenic sources of @@he Southern Hemisphere
were accurately estimated. The fossil fuel sourcanged less than 2% after
inversion and biofuel estimates changed less tiRane%cept in 1997, during
which thea posteriori biofuel source decreased 15%. Since the anthropoge
sources play a minor role in the Southern Hemisghbe measurements did not
constrain the sources tightly. The reductions efrtluncertainties are relatively
small compared to those in the northern hemispivbere the sources are major
components of total CO concentration.

In the Northern Hemisphere, the optimized fossél famission inventory was
adjusted less than approximately £15% for the tlyemrs. This indicates the
priori fossil fuel source strength [Pétron et al., 20B4¢lose to the actual fossil
fuel CO emission in both hemispheres. Plus, a sldgcreasing trend of the
optimization factor is found which suggests carlmanoxide emissions from
fossil fuel combustion decreased from +10% (198A13% (2004), in spite of a

20% increase in annual global fossil fuel consuampfrom 1990 to 2005 [World
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Resources Institute, http://earthtrends.wri.orglortNern Hemisphere biofuel

emission changed significantly after the inversitbnncreased 79% in 1997 and

64% in 1998, and 31% in 2004. In comparison with tbssil fuel source, the

biofuel source showed a larger source adjustmetht aviargera posteriorierror

covariance. This indicates there are large uncerasi in biofuel source estimate.

The biofuel source also demonstrated downward tesydef optimization factor

which indicates the use of biofuel decreased fr@®i71to 2004.

Table 6.1 Optimization factorsf] and a posteriori uncertaintg)(of each CO

source

Fossil Bio. Burn. CH, Ox. NMHC Biofuel Ocean Biogenic

Fuel Ox.

f e f e f e f f e f e
1997NH 110 1.7% 133 8.8% 1.12 0.8% 0.72 7.8% 179 126805 249% 0.53 151%
1998NH 0.98 23% 0.89 4.0% 1.11 0.8% 148 9.1% 1.64 12506 249% 0.79 20.0%
2004NH 087 16% 094 184% 1.10 0.8% 1.07 9.4% 131 10.9900 24.9% 0.47 16.9%
1997SH 098 4.0% 097 75% 097 06% 067 7.0% 0.86 23.0006 222% 0.79 23.1%
1998SH 1.00 4.0% 075 69% 098 0.7% 085 7.8% 1.01 23.8¥98 22.4% 0.99 23.0%
2004SH 099 4.0% 093 47% 098 0.7% 052 6.5% 096 23.18098 225% 0.84 23.0%
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6.1.2 Optimized biomass burning source strength

Since GFED-v2 [van der Werf et al., 2006] inventargs used for the biomass
burning source strength in this study which hasbedensively used for other
biomass burning gas emissions studies [Gloudembtias,e2009; Wang et al.,
2009; Turquety et al., 2008; Chen et al., 2009; Bmsret al., 2010], only small
corrections were expected. There was only a snfédlrence between the priori
anda posteriorisource strengths for 1998 and 2004. However, €971during
which was a high fire year, the inversion resultggest an increase of 33% for
the Northern Hemispheric biomass burning CO inth¢gGFED-v2 missed some
sources of the biomass burning CO. Also, the inugntvas not adjusted much
for the Southern Hemispheric biomass burning CQ@eneral, the joint inversion

analyses estimated ca. 10% less CO than the GFED+gAtory on average.

6.1.3 Optimized chemical oxidation source strengths
The methane oxidation source is the biggest sofr€20. However, because its
life time is long (~ 10 years) and reservoir igkrthis source is already relatively

well-constrained compared to the other sources Of The joint inversion
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analysis confirmed this. For all three years, thBnoization factors are relatively
constant in each hemisphere; 1.10 ~ 1.12 in theéh"or Hemisphere and 0.97 ~
0.98 in the Southern Hemisphere.

Biogenic NMHC emission is the largest componentttd NMHC oxidation
source of CO ( >80% of total NMHC derived CO; [Dancet al., 2007;
Bergamaschi et al., 2002a]). Isoprene emissiongstimated to be ~ 75% of the
total natural NMHC emissions [Pfister et al., 2Q0Therefore, this source is
expected to be sensitive to environmental factarshsas temperature and
precipitation patterns. Since there was a strongiib event in 1997 followed by
a strong La Nifia in 98 — 99, the emission changealearly seen in the inversion
analysis and a strong correlation between ENSOxiraaiel NMHC derived CO
source was found as well. Also, NMHC derived CO wasre sensitively
responded to the ENSO index change in the Northdemisphere. The
interannual variability of NMHC derived CO is adgsed more in detail in

section (6.3).

6.1.4 Optimized ocean and biogenic source strengths
The optimization factors of the ocean source weose to 1 andh posteriori
uncertainty was not reduced much. Thus, this sowas hardly constrained

because of the small influence of the ocean omtim®spheric CO.
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The inversion results of direct biogenic CO emisssource suggest a reduction
of the emission by up to 50%. However, due to timalk contribution of the

biogenic source, it has limited influence to thebgll CO. Similar to the ocean
source, this source also was not tightly constchiae evidenced by a small

reduction in uncertainty of the source.

6.1.5 Comparison to the previous CO sources strerfgtestimates
derived from inversion analyses

The global CO budget estimated in this study is mamd to previous CO
budget estimates (Table 6.2). Although direct camspa between this study and
earlier studies is difficult due to the differentays of data sets and source
categories, most of theeposterioriemissions fall within the range of the previous

estimates.
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Table 6.2The results of global CO budget estimation (thesky with comparison

to previous global CO budget estimates

Muller

Beroamaschi Petron et Petron et and Kasibhatla  Arellano  Arellano
This work ; w N 000 al, al, Stavrak etal, etal, etal,
eran SN 2002 2004 ararot - 2002 2004 2006
2005
a priori a posteriori
Apr. 2000 Anr.2000
Year of observational data 1997 1998 2004 1993-1995 1990-1996 -Mar. 1997 1993-1995 2000 P
2001 -Apr.2001
Fossil fuel (FF) 365 397 359 321 309 365
Biofuel (BF) 313 524 489 396 561 318
FF + BF 678 922 849 716 642 870 683 760 857 (768) 844-923 841
Biomass burning 516 609 498 377 722 606 408 359 561 (467) 508-579 501
Anthropogenic HC oxidation 166
Biogenic HC oxidation 507 477(362) 175-209 394
Total NMHC oxidation 543 377 656 454 774
Methane oxidation 875 923 923 919 830 870 949 (709) 767 820
Ocean 20 20 20 20 23 20 23
Biogenic 160 100 138 97 167 142
1528- 1418 1352-
Total surface emission 1375 1651 1505 1210 1364 1694 1091 1261 (1235) 1502 1342
1461-
Total oxidation source 1418 1300 1579 1373 1503 1536 1650 1644
2960- 2846 2294-
Total source 2793 2951 3084 2583 2891 3067 2741 2928 (2306) 2478 2556
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The total direct CO emission was 1210 ~ 1651 Tg€&ryand the total
chemical production of CO was 1300 ~ 1579TgCO/y€hnose show large ranges
because of the large interannual variability of néss burning CO (direct
emission) and biogenic NMHC derived CO (chemicadpiction). Both of the
improved CO inventories are also placed withingheviously reported estimated
value ranges; 1091 ~ 1663 TgCOl/year for direct simms and 1461 ~ 1644
TgCOlyear for chemical production.

The total CO emission and the individualpriori sources are mostly
updated by the inversion analysis (this study) withe range of previous source
estimates. Hence, isotope information adjusts theh esource strength more

precisely and accurately while keeping the total€ssion.

6.2 a posteriori [CO] and 80
In order to see the effect of updated source iroresg on the CO concentration
and§*®0, the difference betweenposteriori[CO] ands*?0 and observations are
analyzed. The new source inventory is more relidlan comparison with the
model-observation difference which is based onatlpeiori source information,
the difference betweea posteriori source strengths derived [CO] abtfO is

reduced.
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The model-observation differences3oO are apparently enhanced by more than
50% when thea posteriori source strengths are applied (Figure 6.1, Figuse 6
and Appendix C). Also, the modeled concentratioowsdd better fit to the
measurement with the updated source inventory (€igul). Although, since the
forward concentration simulation already reproduttezl observations quite well
(Figure 5.1), the improvement afposterioriCO concentration is not as clearaas
posteriori §'%0 (Figure 6.2 and Fig 6.3), the modeled concemtnatiare around
45% closer to the observations (Fig 6.1). Figur2 ghows thea posteriori
inventory especially improves wintertime modeled®]CWhile thea posteriori
source emissions are estimated for each year amébtdoontains seasonality, this
implies certain sources are significantly undeneated during the winter. The
posteriori §'%0 decreased the overall offset of model-observatidference
(Figure 6.3) and the improvement was more notieeainl the Southern

Hemisphere (Figure 6.1).
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1.2

Figure 6.1 The ratio ofa priori model-observation difference ® posteriori
model-observation difference for concentration datian (upper panel) and
880 simulation (bottom panel)

In summary, these results indicate that each ugdatairce contributed to
improving the both modeled [CO] ar&t®0 while there was relatively small

adjustment of total CO inventory (Table 6.2). Thils suggests that an accurate

estimation of source strength distribution is miongortant than the optimization
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of total CO emission in CO inversion analyses. Doethe advantages of
including isotope information to the inversion as#, more realistic source
distributions were derived which sufficiently séfidoth measured [CO] andt

80. Moreover, the improved'®O fits provide additional confidence to the
inversion results while the [CO]J-only inversionsdae verified by concentration

only.
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Figure 6.2 Comparison ofa priori (brown line) anda posteriori (blue line)
modeled surface [CO] with measurements (blue dots).
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Figure 6.3 Comparison o# priori (brown line) andxa posteriorimodeled surface
8*°0 with measurements (blue dots). Green and puinés ldenotex posteriori
§'%0 from simultaneous inversion (adjusted isotope ra®usignature) and
sequential inversion (adjusted isotope source gigaprespectively. Orange line
is a posterioris*®0 with fixed isotope source signature.
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6.3 Interannual source change: NMHC oxidation soure

Natural NMHCs are sensitive to climate variatiosiace the emission flux
from vegetation is a function of various factorglsas LAl (Leaf Area Index),
PPFED (Photo synthetic Photon Flux Density), sadaliation flux, and soil water
content. For example, [Muller et al., 2008] showattglobal isoprene emission
was enhanced 13% during the 97-98 El Nifio eventfandd 20% variations in

their simulation periods (1995~2006).
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Despite the increasing importance of NMHCs in atphesic chemistry
and climate change [Shindell et al., 2007; Shindedl., 2008], the short lifetime
of NMHCs (minutes to days) makes it difficult tougdy extensively and their
measurements are limited. NMHCs react with atmasphexidants such as
hydroxyl radicals and are oxidized to carbon modexiwhose lifetime is
relatively long (2~3 months in global average) cangg to NMHCs. Thus, non-

methane hydrocarbon derived CO can be used as & goxy of the global

NMHCs flux.
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Figure 6.4 Comparison of Oceanic Nino Index (blue line) aymtimization
factor of NMHC oxidation source (black line). Datténes are 6 month (brown)
and 12 month (green) offset of Oceanic Nino Index.

NMHCs are known to be one of the major sourcesrafaspheric CO
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[Bergamaschi et al., 2000a; Muller and Stavrak@®52 Duncan et al., 2007] and
isoprene is responsible for about 75% of VOC-der@O and approximately
13% of the total CO [Pfister et al., 2008a; Paoift al., 2009]. Since each carbon
in isoprene (GHs) yields 0.2 ~ 0.4 CO [Miyoshi et al., 1999; Bergesuthi et al.,
2000b; Granier et al., 2000; Duncan et al., 20@i8té? et al., 2008a], one mole of
isoprene produces 1 ~ 2 mole of CO and it is thetrdominant species of the
NMHCs [Pfister et al., 2008a]. Therefore, CO fromMNC oxidations is
primarily affected by isoprene emission change.

Since NMHC-derived CO is tagged in the model sioig interannual
variation of this source could be quantitativelyalesated. Bayesian synthesis
inversion technique is applied to constrain the NBékidation source of CO for
8 years (1997 ~ 2004). The inversion scheme ischliygisame as described in
chapter 4, but only [CO] measurements are usetlisnanalysis. Observational
data are taken from the 11 Northern Hemisphere N@AAD global monitoring
stations (Table 6.3) which represent global baakgdoair. Hence, the NMHC
oxidation source is constrained for the NH. Theemsion analysis was performed
for every 6 months interval with 1 year observasi@stimating 1 year’s source
inventory (ex. Jan. 1997 to Dec. 1997, Jul 1993un 1998, Jan. 1998 to Dec.
1998, ... and Jan 2004 to Dec 2004). [G3P joint inversion results (chapter
6.1) were available for 1997, 1998 and 2004 andehsre consistent with the

NOAA GMD [COQO]-only inversion results and thus addaore confidence to the
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results (Figure 6.6).

Table 6.3 NOAA GMD sites used in this study

Station Code Latitude Longitude Altitude (m)

Spitsbergen zep
Barrow brw
OceanStationM stm
NiwotRidge nwr

Utah uta
Bermuda bmw

lzana izo
KeyBiscayne key
Assekrem ask

Guam gmi

Barbados rpb

78.90 11.88 475
71.32 -156.61 11
66.00 2.00 0
40.05 -105.58 3523
39.90 -113.72 1320
32.27 -64.88 30
28.31 -16.50 2360
25.67 -80.16 3
23.18 5.42 2728
13.43 144.78 1
13.17 -59.43 45

Previously, high isoprene emissions during the EloNevents and low

isoprene emissions during the La Nifia events grerted from several modeling

studies [Naik et al., 2004; Lathiére et al., 200&jller et al., 2008]. Since

isoprene is a dominant species of NMHC oxidatiomrs®, to explain the

interannual variation o& posterioriNMHC oxidation source, it has been plotted

together with ONI (Oceanic Nifio Index, NOAA) [Smiit al., 2008]. The

inversion result is showed in Figure 6.4. The bllcks are optimization factors

of CO from NMHC oxidation and the blue line is ONIhe dashed red and

dashed green lines are 6 months and 1 year offse¢ dlue line; ONI. There is a
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good agreement between 6 or 12 months offset OMI @rtimized NMHC
derived CO inventory. [Muller et al., 2008] alsoiqted out there is a positive
correlation between 6 months delayed ONI and madglebal isoprene flux.
Therefore the response by vegetation can be delatyexhst 6 months from the
center of the ENSO. During the positive phase ef BENSO (EI Nifio) periods
(1997-1998 and 2002-2003) the NMHC-derived CO iaseel rapidly while the
optimization factors are close to unity during tl@Nina and normal phase.

In 2001, the inversion result correctagbriori NMHC-derived CO flux to
increase 20% while 2001 was not only a non-El Niear but also just after the
long La Nina years (1998 — 2000). Thus, it was harcexpect the enhanced
NMHC emission in that year. However, 2001 was ohé¢he warmest years in
past 100 years [Hansen et al., 2002; Hansen eR@0D6] and found a close
relationship between global surface temperaturengda et al., 1996; Hansen et
al., 2006] (http://data.giss.nasa.gov/gistemp/) WiMHCs source strength of CO
(Figure 6.5). Since anthropogenic greenhouse gagsesuspected for the 2001’s
record high global surface temperature [Hansenl.e2@02], this implies that
natural NMHCs emissions are affected by both huraetivities and natural

climate oscillations.
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Figure 6.5 Comparison of Northern Hemisphere Land-Ocean asarf
temperature index (orange line) with optimizati@actor of NMHC oxidation
source (black line).

NMHC oxidation source showed stronger correlatiotihhthe NH surface
temperature (r=0.57, 1997~2004) than with 12 moraffset ONI (r=0.34,
1997~2004; r=0.52, excluding 2001 data). In addjtidMHC source is instantly
influenced by the change of surface temperature. ifitpact of an ENSO event
on NMHC emission from vegetation was detected apprately after six months
(Figure 6.4). This temporal delay may be considéodak the time that it takes for
the observed oceanic ENSO change to affect teakstimate factors including

surface temperature. Therefore, since the othenatd factors which are not

closely related to ENSO can also affect the NMHGxdks during the plant’s
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response time, comparing with land-ocean temperatudex [Hansen et al.,
1996; Smith et al., 1996], the ONI-NMHC source dapawconnection is relatively
indirect and noisy like 2001’s inversion result.

In summary, the interannual variation of NMHC enueswas closely
linked with ENSO and the global surface temperatWhile the NMHCs fluxes
are more sensitively correlated with the tempeeatirange, ONI proceeded 6 to
12 months from the actual emission change.

The interannual variability of the Northern hemisph NMHC oxidation
source in the 1997 ~ 2004 period was up to 100%u(ei 6.4). Since there was
both strong EI Nifio and La Nifia occurred during timee period, this may be
close to the maximum interannual variability of $eurce. [Mller et al., 2008]
estimated the maximum interannual variability aslil isoprene emission in the
1995-2006 as 20% and 16% during the 1997-2004 saroear inversion analysis
period, while our top-down estimation of the NortheHdemispheric NMHC
source strengths of CO varied £52% from the mednevevhich is remarkably
bigger than the modeled isoprene study result. Hewehe increase is reduced
whena posterioriSouthern Hemispheric NMHC source is included ffar global
scale analysis. In 1997 and 1998, since a strongifia was followed by a strong
El Nifio, the effect of ENSO on the global NMHCsxflahange could be seen
easily. During the extreme ENSO period, the restithe NH and the SH [COJ-

80 joint inversion is shown in Figure 6.7. The seumptimization results
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suggest that from 1997 to 1998 in the Northern Heimre NMHC source
increased 106% and in the Southern Hemispherergased only 27%. Although
the Northern Hemisphere has greater land covelagethe Southern Hemisphere,
isoprene emission from the Southern Hemisphere.2std 1.6 times higher
[Pfister et al., 2008aJA priori NMHC-derived source was 232 TgCO/year from
the SH and 310 TgCOl/year production from the NHer€&fore, the global

NMHC emission change was 74% and the error analya$s+13% uncertainty.
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Figure 6.6 Comparison ofa posteriori the Northern Hemisphere NMHC
oxidation source of CO calculated from [C8fO joint inversion (green squares)
and NOAA GMD [CQ] inversion (blue squares). Erroarbis a posteriori
uncertainty.

The inversion result indicated the response ofSbethern Hemisphere is

relatively insensitive to the effect of ENSO. [Gtlear et al., 1995] shows that in

the Northern Hemisphere 65% of the NMHCs are predum between the
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equator and 25°N and in the Southern Hemisphere &0fte emission occur in
between the equator and 25°S. This implies theceffé ENSO and surface
temperature change to the vegetation is significarthe Northern Hemisphere.
Plus, because of the small contribution of the mmbgenic sources and low
concentration of total CO in the Southern Hemisphehe relative impact of
ENSO to total CO concentration will be comparahbl®oth hemispheres.

Since the majority of biogenic NMHC source of COfiiem isoprene
oxidation, this interannual variation af posterioriNMHC oxidation source is
sufficient to confirm the previous studies foundttistrengthened NMHCs or
isoprene emissions during the positive ENSO ph#&aeefther et al., 1995;
Lathiere et al., 2006; Mdiller et al., 2008] as waldirect to amplify the previous

magnitude of interannual natural NMHCs flux chaegémates.
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Figure 6.7 Optimization factors of NMHC oxidation source @D calculated
from the joint inversion analysis.

6.4 Inversion results by different inversion schemg [CO]-only,
sequential, and simultaneous inversion
Various inversion schemes are tested and discuisgbi$ section to elucidate the
influence of different isotope information combigimethods on tha posteriori
source strength estimates.

Joint application of isotope ratio and concentratimeasurements
generally gives more robust inversion result sititoe isotope ratios provides

additional constraint. In Figure 6.8 posterioriuncertainties of the three different
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inversion methods are presented. The sequentialsion provided the smallest
uncertainties and always the biggest uncertaintg veand in the [CO]-only
inversion. The effect of different inversion metko clearly shown in the
biomass burning, NMHC oxidation and the Northernmiphere biofuel source
because due to the small concentration of the nsnarce biogenic and ocean
sources are loosely constrained and the smalleriori source uncertainties of
fossil fuel and methane oxidation limit the infleenof each inversion method. In
the sequential inversion, the inverted data sedstlam obtained uncertainties from
the first inversion step are used as initial valte@sthe second inversion (Eqn.
4.9). The final uncertainties (error covarianég, Eqn. 4.3 ) of each source
strength from the sequential inversion is obtairfean the intermediatea
posteriori source uncertainty term which is already once ceduusing ¢°0
information while the joint simultaneous inversiconstrains the source only
once.

A basic underlying assumption of the Bayesian s3gith inversion is
linear relation between the source strengths anasutements. If the relation is
nonlinear, the inversion should be iterated um#ching a converged value. The
linearity can be verified by comparing the resdltsequential and simultaneous
inversion. If the results are different, this ingsliat least one of the measurement
data sets is not linear with source change. Simea posteriorisource strengths

from the two different methods are very similathins study (approximately £2%
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in average; Table 6.4), D] and [C®0] hold linearity from source strengths

change.
Mean g posteriorisource uncertainties
0.30
loint - Simultaneocus
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Figure 6.8 Comparison of a posteriori uncertainty of threecent inversion
schemes: [COJ-only, sequential and simultaneousrgion.

While the sequential and simultaneous inversiosscharly improve the
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modeled §'°0 and estimated very similaa posteriori source strengths, the
simultaneous inversion shows better fit to the ols@s*®0 (Figure 6.3). The
averaged differences to the observation were dgrigebe 1.3%0 and 1.9%. for

simultaneous inversion and sequential inversiopeesvely.

Table 6.4 The ratios of optimization factorseg/simis ratio of optimization
factor of sequential inversion to that of simultang inversion an@iCO]/sim is
ratio of optimization factor of [CO]J-only inversioto that of simultaneous
inversion. Mean deviation from the unity (identicabult) is +1.7% folseqg/sim
and +4.6% fofCQ]/sim.

Fossil Bio. NMHC

Fuel BuMm. CH4 Ox. Ox. Biofuel  Oceanic Biogenic

1997NH  seg/sim 0.99 0.98 0.99 0.98 1.04 0.99 1.00
[CO]/sim 1.01 0.99 0.96 1.14 0.92 0.98 1.17

1998NH seq/sim 1.00 1.00 1.00 0.97 1.03 1.00 1.00
[CO]/sim 1.05 1.07 0.97 0.97 0.91 0.98 1.15

2004NH  seg/sim 1.00 1.00 1.00 0.94 1.00 0.99 1.18
[CO]/sim 1.05 1.06 0.96 0.96 0.94 1.00 1.38

1997SH seg/sim 1.00 0.99 0.99 0.98 1.00 0.99 1.00
[CO]/sim 1.01 0.97 1.00 0.99 1.04 1.00 1.07

1998SH seg/sim 1.00 1.01 1.00 0.97 0.99 0.99 0.99
[CO]/sim 1.00 1.04 1.00 0.98 0.98 1.00 0.98

2004SH seg/sim 0.99 0.98 0.99 1.02 0.98 0.98 0.97
[CO]/sim 1.00 0.98 0.99 1.05 0.99 0.98 1.03

In sum, insignifican& posteriorisource inventory differences, especially
between the joint sequential and joint simultaneousrsion, were found in the
results of the three inversion schemes: [CO]J-omsquential and simultaneous

inversion (Table 6.4). However, when [CO] adfO are jointly used in the
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inversion analyses, the optimized source streraytid$'®0 were reliable then the
[COJ-only inversion results. The sequential usehaf concentration and isotope
information tend reduce tleeposterioriuncertainties more effectively (precision)
and the simultaneous use of them showed smalleekatxdervation difference

(accuracy).

6.5 Comparison of the NOAA GMD [CO] inversion with [CO]+8%0
inversion

In order to see the influence of number of obsé&wastations and
constituency of the inversion result with usingfelént observational data sets,
the sources of NH carbon monoxide are constraingd 1t NOAA GMD [CO]
measurements. Inversion procedure is the samevassion method described in
chapter 6.3.

NOAA GMD [COQO] inversion results are very similar this study’s
inversion results: Joint inversion of [CO] asd®O and [COJ-only inversion
(Figure 6.9). For the biofuel and biogenic souatthough each method estimated
notably different optimization factors, the discapies are within the uncertainty
ranges.

Difference betweera posteriori concentrations of each inversion result

and measured concentrations are compared in Fgl@ Similar extent of
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improvement from tha priori model-observation difference is found.

Therefore, consistency o& posteriori source strengths and model-
observation difference between the GMD [CO] inwamsiand joint inversion
results indicate that inversion results are sudhty constrained despite the

limited number of the observations.
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Figure 6.9 Comparison of optimization factors calculated nfrojoint
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6.6 Optimized %0 values of individual sources
A posterioriisotope source signatures of CO sources are siowable
6.5. Since the decoupled inversion (chapter 4.hd¢pendently optimizes the

Cc0 and CPO inventories,5'°0 source signature was optimized from this

relation:
)A(clgo
5¥0,, = fcro ~1|x100C. (Eqn. 6.2)
I:2stan¢:1ard
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The results are taken from the second iteratidh@fnversion and thresholds

described in chapter 4.4.4 are applied.

Table 6.5 a priori anda posterioriisotope source signatures of CO sources

Fossil  Biomass NMHC

fuel burning CHA4 ox. OX. Biofuel Ocean Biogenic
97NH 21.5 18.2 2.9 1.3 14.7 18.2 -04
98NH 21.5 14.1 2.4 5.0 22.5 17.5 -1.5
04NH 21.5 12.5 2.5 5.0 154 16.0 5.0
97SH 23.5 12.5 3.0 5.0 18.1 20.0 5.0
98SH 23.8 12.5 2.2 5.0 18.5 19.2 4.5
04SH 23.2 12.5 0.9 5.0 16.2 17.7 2.7
a priori 23.5 17.5 0.0 0.0 17.5 15.0 0.0

The optimized'®0 signature from fossil fuel combustion in the Nidsa21.5%o
and it is lighter than tha priori source signature (23.5%0) while that in the SH
adjusted less than 0.3%. The inversion analysissistently suggested
significantly lighter oxygen isotope source sigmataompared to tha priori 6-
130 signature excluding the 1997 NH result. Alagosteriorimethane oxidation
and NMHC oxidation isotope source signatures araviee than thea priori
estimates (0%o). This result agrees with the Keeptgg result shown in Figure
5.11. A lighters'®0 signature from biomass burning was derived fraaviers-

%0 signatures from the oxidation sourcésposterioriocean source signature
was heavier than thea priori '%0. The estimated'®0O from biofuel use and

biogenic emission were different to each invergeriod.
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7. Summary and Concluding Remarks

The simulation results of MOZART-4 reproduced thservations fairly
well in both [CO] and3*®0. The modeled and measured concentration showed a
strong correlationp( = 0.94) and the mean model-observation differemwes
10.5ppbv. In general, the model underestimatednteasurements in NH and
overestimated in SH. Fé1?0, the correlation between the model and obsenvatio
was 0.86 and the mean model-observation differemas 3%.. The model
accurately reproduced obsen&d0 at high latitude stations while model&do
was lighter than observations at mid- and low udlt stations. Also, thgef of
the forward model run for [CO] was 0.65 ands8i0 was 2.29 confirming model
successfully explained the most of observationtd gaints.

Although 17.5%. was applied for tl3¢%0 signature from biomass burning
in the forward model, a wide range of the sourgmaiure has been estimated
from the previous studies. The Keeling plot methad the sensitivity of modeled
880 with variouss*®0 signatures from biomass burning were used tmeggi the
880 from biomass burning. The Keeling plot approastimated 21%. and the
sensitivity test suggested 20%ar the oxygen isotope source signature of biomass
burning. These are significantly heavier than theviously reporteds*®0 from

the biomass burning: 16 ~ 18%o.
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The joint inversion of [CO] and'®0 estimated total global CO production
at 2951TgCOlyr, 3084TgCO/yr and 2583TgCOl/yr for 71,99998 and 2004
respectively. Tha posteriorifossil fuel combustion source changed less than 5%
in the SH and adjustetll5% in the NH. The inversion result showed thatiori
biofuel inventory is significantly underestimated the NH (up to 80%). Since
GFED-v2 inventory was used for the biomass burrsogrce strength, tha
posteriori source did not change much however, in 1997, nkiersion analysis
increases 33% of the priori source in the NH. The inversion result indicated a
significant current overestimation of direct biogeamission source (up to 50%
in the NH). The methane oxidation source is comsille¢o be a well-known
source because of its relatively well known chemisind long life time of
methane. Thusa posteriori source strength is similar to ttee priori source
strength. In the NH, ~10% more methane-derived @GO @stimated and ~3% less
methane-derived CO was estimated in the SH. A gtiterannual variation of
NMHC-derived CO was found in this study. A strong Nifia was followed by a
strong El Niflo during the 1997 and 1998. NMHC-dedvCO production was
doubled in that period in the NH. Also, an 8-yeansecutive inversion analysis
was performed using NOAA GMD [CO] and this confitndghe strong
interannual variation of NMHC oxidation source o©OCand showed a good

correlation with the ONI and global surface temp@&eachange.
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The updated CO budget improved modeled concentraitd oxygen
isotope ratio and since the improvement was moearlyl shown in oxygen
isotope ratio, this implied that more accuratposteriorisources are estimated.
Also, this indicates correct estimation of CO seudistribution can be obtained
when isotope information is combined with [CO] infation.

The joint inversion result was compared to the iisim result using [CO]
measured from 11 NOAA GMD stations in the NH. Wihilie two observational
data sets are independent, the inversion restitsate similara posteriorisource
strengths and interannual trends. Thus, the jowgrsion reliably constrains the
CO sources albeit a small number of observatiortatioss. Also, CO
concentration and*®0 were simultaneously and sequentially applied Ha t
inversion analysis to find a more effective way foombining the two
observations. While the sequential inversion preglidmore precise results
(smaller a posteriori uncertainties), simultaneous inversion estimatedrem
accurately constrained the CO sources (smaller ralzservation difference).

In this study, the results of inversion analysesrewevaluated by
comparinga posteriori[CO] and 5?0 with measurements and the uncertainties
raised from the inversion system is implicitly imgorated in the observation
error covariance matrixSf). However, the robustness of the inversion system
(accuracy and precision) itself can be analyzedidigg pseudo-data which is a

data set the results of inversion analysis arei@#pl known. Thus, further
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inversion tests with pseudo-data sets will give endirect information about the
ability of recovering the actual source strengththe joint inversion system.

Isotope ratio measurements provide information aboCO sources and
enables more robust inversion results since in tase the number of
observations is doubled: D] and [C?0] instead of [CO]. Thus, CO sources
can be more tightly constrained. However, sincemeasurement is much more
difficult than the concentration measurement, theeovations of CO isotopes are
very limited. Due to the limited number of obser@as in this study, CO sources
were estimated annually on a hemispheric scalesgo avoid an ill-conditioned
problem. Therefore, more fine spatial and tempobakrvation network and long-
term measurement of CO isotopes are essentialbi@ining detailed results of
CO source estimates.

The carbon isotope information is also potentialbeful to separate C3
(woody plants) and C4 (grasses) biomass burningesitfC of C4 plants is
heavier than that of C3 plants. In addition to tbeygen isotopes, the
incorporation of carbon isotopes in the inversioalgsis constrains CO sources
with four independent observations'f0, C®0, **CO and™CO). It is expected
that more precise and reliable source strengthmasts can be obtained from
carbon isotope information.

Another limitation of using isotope information foptimizing CO source

strengths is insufficient information of isotopeuste signature. Although the
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globally and annually averaged current informatafrisotopic source signature
applied in this study reproduced measurementsyfaidll, some of the sources
are dependent on various climatic and environmeatdbrs. For exampl&'®O
from biomass burning is a function of burning tenapere as well as is different
for different species. Also, in spite of the im@orte of chemical oxidation
sources of CO, there have been no direct measutenoérCO isotope ratios
reported. Therefore, further research about théopso source signatures is
essential for more accurate CO sources estimatémanspatial and temporal
scale.

Last but not least, more CO concentration and poimeasurements are
available from aircraft campaigns as well as COceotration is available from
satellite observations. This information overcontée limitation of surface
measurement since they provide observational irdbion in fine temporal
frequency and in fine vertical and horizontal resioh. Thus, if a new inversion
method which combines various observations havindiferent spatial and
temporal resolution without losing their advantagesieveloped, a global CO

budget can be more tightly constrained in fine terapand spatial resolution.
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Appendix A.

MOZART-4 simulation results: source contributioneatch station3*0 of each

source and contribution of emissions for each gmalgc region (FF, BF and BB
only)
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Appendix B.

1997 ~2004 Monthly averaged source contributioseah station (ppbv)

mont ML RP BH SC
AT zep icE 1zo ' R°OBM

Fossil fuel
1 524 603 565 245 14.7201' 21 13
2 565 66.2 586 255 15.9213' 20 1.2
3 505 648 639 205 17.125' 22 14
4 545 587 604 278 17.1261' 26 18
5 417 429 454 233 13.0107' 33 25
6 229 237 294 153 11.4162' 40 33
7 137 160 183 114 83 94 42 3.8
8 122 146 172 102 71 75 44 42
9 151 183 219 98 80 65 44 41
10 231 251 284 118 92 67 39 34
11 309 358 374 157 109 85 29 25
12 412 483 46.6 20.3 14.01(?' 25 17

Biofuel
1 163 186 162 13.1 12.5121' 13 1.1
2 193 21.9 193 152 14.3113' 13 1.0
3 220 234 218 16.9 17.2163' 16 1.2
4 219 227 208 16.0 19.6143' 20 1.6
5 167 17.4 157 131 14.115' 27 2.2
6 90 93 88 92 103 88 33 2.9
7 51 52 49 67 56 58 37 35
8 39 40 38 66 40 49 38 38
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9 43 48 46 59 53 51 35 37

10 62 68 66 65 65 61 29 31
11 86 98 91 75 73 78 21 22
12 11.8 138 121 106 106 94 15 15

Biomass

burning
1 102 103 99 142 07 194' 64 55
2 95 96 93 14.2 10.3113' 44 45
3 93 95 92 117 18.3171' 41 40
4 106 11.0 103 130 167 97 41 38
5 129 142 117 101 95 81 45 41
6 103 112 97 73 63 66 54 47
7 96 86 80 54 46 58 7.7 6.3
8 131 117 112 6.0 48 65 119 94
9 200 226 174 65 6.0 85 169 133
10 21.0 220 190 7.3 6.8 84 17.1 151
11 159 162 144 87 74 111' 127 12.4
12 121 123 114 127 8.1 125' 85 8.6

CH, oxidation
1 266 266 267 27.8 27.623' 271 242
2 263 262 263 27.7 27.423 27.3 245
3 259 258 260 27.5 27.235' 271 253
4 256 256 261 27.7 27.43;)' 26.9 25.9
5 255 256 26.6 283 28.636;L 26.9 26.3
6 268 269 278 304 28.9392' 26.8 26.6
7 285 291 296 316 29.7343' 26.7 26.6
8 201 295 299 325 303 33. 267 26.6
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9 285 287 290 31.8 29.8373' 26.9 265
10 279 27.8 280 30.3 29.4323' 26.9 258
11 274 273 274 291 29.135' 26.7 24.9
12 272 271 272 284 28.238 271 24.4

NMHC

oxidation
1 185 187 182 16.9 14.513‘" 113 7.5
2 181 185 180 17.4 14.2124' 106 7.1
3 187 191 187 171 15.515" 105 7.7
4 193 199 195 16.9 15.3153' 127 9.2
5 184 190 187 16.4 13.0154' 155 11.9
6 152 158 17.0 17.0 12.4183' 162 14.6
7 185 194 19.6 16.9 13.9143' 175 16.2
8 244 248 252 185 14.5183' 182 17.3
9 277 285 282 18.3 13.813' 198 17.5
10 262 265 257 17.7 13.9155' 19.0 163
11 223 227 217 16.8 14.21(?' 154 12.9
12 198 202 195 17.2 14.7155' 137 9.7

Biogenic
1 81 84 7.8 47 37 42 32 17
2 68 70 66 42 34 38 31 17
3 61 63 62 40 32 33 32 20
4 58 64 68 40 33 33 38 26
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5 60 68 85 42 31 38 45 33
6 70 75 106 46 33 41 47 40
7 121 95 129 50 36 43 45 4.2
8 139 127 149 60 36 43 44 42
9 148 166 166 6.0 39 47 44 39
10 149 164 155 6.1 45 48 43 33
11 122 133 124 59 45 47 35 26
12 98 104 97 54 42 45 34 20

Ocean
1 06 06 07 05 05 07 29 1.9
2 07 07 07 05 05 07 26 21
3 08 08 09 05 05 08 21 21
4 09 09 12 05 04 08 17 18
5 08 09 12 04 04 08 14 16
6 06 07 12 03 04 07 13 13
7 06 07 14 03 04 08 12 1.2
8 07 07 13 03 04 08 13 1.2
9 06 07 09 03 04 08 16 14
10 06 06 07 04 04 07 22 16
11 06 06 06 05 05 06 25 18
12 06 06 06 05 05 06 29 18
Total CO
132. 143. 135. 101. 96.
1 155 189 A5 0L g3 %% 543 432
137. 150. 138. 104. 97.
2 157 10 A8 0% 859 9 513 422
142. 149. 146. 107. 96.
3 195 10 A 10T 991 %% 507 438
138. 145. 145. 105. 93,
g 135 AT A5 1S 999 % 538 469
122. 126. 127. 88.
5 195 129 127 959 817 % 587 519
6 918 951 124' 84.2 73.0 73' 61.6 57.3
7 881 885 948 77.3 66.1782' 65.5 61.9
8 972 981 123' 80.1 64.8 771' 70.7 66.7
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Appendix C.

A priori anda posteriorimodel-observation difference

'RPB | 1997 | 1998 | 2004
[CO] Observation
Modeled 15.35 27.60
Optimized ([CO] only) 8.93 17.46
Optimized (Joint Simultaneous) 8.40 17.45
Optimized (Joint Sequential) 8.54 17.42

d180 Observation

Modeled 3.71 4.88
Optimized (Joint Simultaneous)-adjusted isotopic source ratio 1.79 3.08
Optimized (Joint Sequential)-adjusted isotopic source ratio 2.02 4.52
Optimized (Joint Simultaneous)-fixed isotopic source ratio 2.33 5.41
Optimized (Joint Sequential)-fixed isotopic source ratio 2.27 5.32
1zo | | 1997 | 1998 | 2004 |
[CO] Observation
Modeled 10.39 17.85
Optimized ([CO] only) 8.85 4.86
Optimized (Joint Simultaneous) 9.03 4.71
Optimized (Joint Sequential) 9.09 4.69

d180 Observation

Modeled 1.73 1.18
Optimized (Joint Simultaneous)-adjusted isotopic source ratio 1.04 0.56
Optimized (Joint Sequential)-adjusted isotopic source ratio 1.1 0.94
Optimized (Joint Simultaneous)-fixed isotopic source ratio 1.29 1.79
Optimized (Joint Sequential)-fixed isotopic source ratio 1.30 1.70

‘MO | 1997 | 1998 | 2004

[CO] Observation

Modeled 12.72
Optimized ([CO] only) 11.97
Optimized (Joint Simultaneous) 11.67
Optimized (Joint Sequential) 11.76
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d180 Observation

Modeled 4.90
Optimized (Joint Simultaneous)-adjusted isotopic source ratio 2,52
Optimized (Joint Sequential)-adjusted isotopic source ratio 4.00
Optimized (Joint Simultaneous)-fixed isotopic source ratio 5.01
Optimized (Joint Sequential)-fixed isotopic source ratio 4.96
zep | | 1997 | 1998 | 2004
[CO] Observation
Modeled 15.65 13.53
Optimized ([CO] only) 9.17 8.11
Optimized (Joint Simultaneous) 8.86 7.26
Optimized (Joint Sequential) 8.60 6.78

d180 Observation

Modeled 0.76 1.24
Optimized (Joint Simultaneous)-adjusted isotopic source ratio 0.84 0.90
Optimized (Joint Sequential)-adjusted isotopic source ratio 1.74 0.70
Optimized (Joint Simultaneous)-fixed isotopic source ratio 1.43 0,97
Optimized (Joint Sequential)-fixed isotopic source ratio 1.46 0.94
AT | 1997 | 1998 | 2004
[CO] Observation
Modeled 16.91
Optimized ([CO] only) 7.87
Optimized (Joint Simultaneous) 7.83
Optimized (Joint Sequential) 8.01

d180 Observation

Modeled 1.47
Optimized (Joint Simultaneous)-adjusted isotopic source ratio 0.78
Optimized (Joint Sequential)-adjusted isotopic source ratio 0.75
Optimized (Joint Simultaneous)-fixed isotopic source ratio 1.14
Optimized (Joint Sequential)-fixed isotopic source ratio 1.14
IcE 1997 | 1998 | 2004 |
[CO] Observation
Modeled 9.74
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Optimized ([CO] only) 8.27
Optimized (Joint Simultaneous) 7.72
Optimized (Joint Sequential) 7.51
d180 Observation
Modeled 1.94
Optimized (Joint Simultaneous)-adjusted isotopic source ratio 0.92
Optimized (Joint Sequential)-adjusted isotopic source ratio 1.52
Optimized (Joint Simultaneous)-fixed isotopic source ratio 2.41
Optimized (Joint Sequential)-fixed isotopic source ratio 2.35
BHD | | 1997 | 1998 | 2004
[CO] Observation
Modeled 9.71 5.83 9.54
Optimized ([CO] only) 4.84 4,00 3.06
Optimized (Joint Simultaneous) 4,92 4,01 3.09
Optimized (Joint Sequential) 4.88 4.23 3.17
d180 Observation
Modeled 493 3,53 2.48
Optimized (Joint Simultaneous)-adjusted isotopic source ratio 1.34 0.86 0.63
Optimized (Joint Sequential)-adjusted isotopic source ratio 3.04 1,92 0.63
Optimized (Joint Simultaneous)-fixed isotopic source ratio 4,50 3.65 1.90
Optimized (Joint Sequential)-fixed isotopic source ratio 450 3.60 1.94
sco | | 1997 | 1998 | 2004
[CO] Observation
Modeled 5.3 5.66 7.74
Optimized ([CO] only) 2.76 2.60 1.74
Optimized (Joint Simultaneous) 2,71 2,58 1.70
Optimized (Joint Sequential) 2.99 2,49 1.78
d180 Observation
Modeled 3.38 3.18 1.63
Optimized (Joint Simultaneous)-adjusted isotopic source ratio 0.93 0.82 0.43
Optimized (Joint Sequential)-adjusted isotopic source ratio 1.53 1.85 0.42
Optimized (Joint Simultaneous)-fixed isotopic source ratio 2,91 3.31 1.15
Optimized (Joint Sequential)-fixed isotopic source ratio 2,90 3.26 1.17
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