
 

   
SSStttooonnnyyy   BBBrrrooooookkk   UUUnnniiivvveeerrrsssiiitttyyy   

 
 
 

 
 
 
 

   
   
   
   
   

The official electronic file of this thesis or dissertation is maintained by the University 
Libraries on behalf of The Graduate School at Stony Brook University. 

   
   

©©©   AAAllllll    RRRiiiggghhhtttsss   RRReeessseeerrrvvveeeddd   bbbyyy   AAAuuuttthhhooorrr...    



Investigations of Quantum Materials: from Topological Insulators to
High Temperature Superconductors

A Dissertation presented

by

Ruidan Zhong

to

The Graduate School

in Fulfillment of the

Requirements

for the Degree of

Doctor of Philosophy

in

Materials Science and Engineering

Stony Brook University

August 2017



Stony Brook University

The Graduate School

Ruidan Zhong

We, the dissertation committee for the above candidate for the

Doctor of Philosophy degree, hereby recommend

acceptance of this dissertation

Genda Gu – Dissertation advisor
Adjunct Professor, Materials Science & Chemical Engineering Department

Senior Physicist, Brookhaven National Laboratory

John M. Tranquada – Dissertation advisor
Adjunct Professor, Materials Science & Chemical Engineering Department

Senior Physicist, Brookhaven National Laboratory

T. A. Venkatesh – Chairman of Defense
Associate Professor, Materials Science & Chemical Engineering Department

Weiguo Yin
Physicist, Brookhaven National Laboratory

This dissertation is accepted by the Graduate School

Charles Taber
Dean of the Graduate School

ii



Abstract of the Dissertation

Investigations of Quantum Materials: from Topological Insulators to
High Temperature Superconductors

by

Ruidan Zhong

Doctor of Philosophy

in

Materials Science and Engineering

Stony Brook University

2017

In this dissertation, I present experimental investigations on two types of

quantum materials – topological insulators and high temperature super-

conductors. First, I investigated the indium substitution effect on the topo-

logical crystalline insulator Pb
1�xSnxTe family, and found the indium dop-

ing leads to significant changes in the superconducting and topological

properties. To understand the nature of the indium-induced superconduc-

tivity, inelastic neutron scattering was applied to study the anomalies in
the phonon density of states in (Pb

0.5Sn
0.5)1�y InyTe powders, and the re-

sults indicate the bulk superconductivity in indium doped Pb
1�xSnxTe com-

pounds is driven by phonons, suggesting that they are more likely conven-

tional BCS superconductors instead of topological superconductors. Sec-

ond, inelastic neutron scattering was used to explore dynamic structural
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and electronic correlations in the strongly correlated electronic systems of

La
1.875Ba

0.125CuO
4+� and La

1.75Sr
0.25NiO

4+�. La
2�xBaxCuO

4+� is a family
of high temperature superconductors, but with 1/8 Ba-doping, the three-

dimensional superconductivity is mostly suppressed due to the formation

of ordered, static stripes. The static nature is caused by pinning due to the

tilting of the CuO
6

octahedra, whose symmetry resembles that of the low-

temperature-tetragonal (LTT) phase. To resolve a long-standing dispute

on the tilt correlations in the disordered state, I explored the tilting patterns
above the transition between the low-temperature-orthorhombic (LTO) and

LTT phases in La
1.875Ba

0.125CuO
4+�, and found the dynamic LTT-like cor-

relations exist even at high temperature. The La
2�xSrxNiO

4+� materials

have a similar stripe structure, and their insulating nature facilitates study-

ing their dynamic stripes. In La
1.75Sr

0.25NiO
4+�, the anisotropic low-energy

dispersion above the stripe-ordering transition has been observed for the

first time, providing evidence for the presence of electronic nematic order.

With our experiments on these two materials, dynamic correlations related

to high temperature superconductors are studied from two aspects: the

structural view, obtained from studying the LTT-like tilt fluctuations above

the LTO-LTT transition in La
1.875Ba

0.125CuO
4+�; and the electronic view,

obtained from studying dynamic charge stripes above the stripe-ordering

transition in La
1.75Sr

0.25NiO
4+�.
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Chapter 1

Prologue
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Unveiling the mysterious characteristics and underlying mechanism of su-

perconductivity are always interesting topics in the field of condensed mat-
ter physics. In the last ten years, the notion of “topological insulators" has

created a great surge of research activities due to their distinct physical

properties. Meanwhile, much effort has been made on looking for the real

topological superconductors, where one hope to find the elusive Majorana

fermions. There are dozens of experimental groups around the world,

along with countless theorists, studying all aspects of these materials.
Among them, I have worked on the indium doped topological crystalline

insulator (Pb, Sn)Te system and studied the indium substitution effect on

this quantum material from several aspects. Indium-induced bulk super-

conductivity, as well as the modified bulk electronic properties that are

essential to display topological surface states are summarized in this dis-

sertation. In addition, high temperature superconductivity, first discovered

in the strong-correlated system La-Ba-Cu-O, is another major theme of

research since its superconducting mechanism has not been well under-

stood, despite the numerous research studies that have been reported in

the past three decades. Clarifying the dynamic correlations in these mate-

rials provides an alternative way to understand the unconventional super-

conductivity. With this in mind, I present two strongly-correlated systems

in this dissertation, La
1.875Ba

0.125CuO
4+� and La

1.75Sr
0.25NiO

4+�, exploring

their dynamic structural or electronic correlations in the disordered state

using inelastic neutron scattering.

1.1 Topological insulators

A topological insulator, just like an ordinary insulator, has a bulk energy
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gap separating the conduction band from the valence band. However,

the surface or edge of a topological insulator has gapless states that are
protected by the time-reversal symmetry, meaning that electrons can only

move along the surface or edge of the material. The topological insulator is

closely related to the two-dimensional quantum Hall state, which also has

unique edge states. The surface or edge states of a topological insulator

lead to a conducting state with unique properties unlike any other known

one- or two-dimensional electronic systems [1]. The conducting electrons
arrange themselves into spin-up electrons traveling in on direction, and

spin-down electrons traveling in the other [2]. In addition to their funda-

mental interest, these states are predicted to have special properties that

could also be useful for applications of quantum computation [1].

Unlike ordinary surface states, the surface states of topological insula-

tors are topologically protected, which means that the spin and propaga-

tion directions are locked and thus avoid the back-scattering from impuri-

ties or surface imperfections. These special properties make them useful

for many applications. The exotic topological insulators are made possible

because of two features of quantum mechanics: symmetry under the re-

versal of the direction of time; and the spin-orbit coupling, which occurs in

heavy elements such as mercury and bismuth [2].

The first key experimental discovery in this field was the observation

of the 2D quantum spin Hall effect in a quantum-well structure made by

sandwiching a thin layer of mercury telluride (HgTe) between layers of

mercury cadmium telluride (HgxCd
1�xTe) [3]. Based on the 2D quantum

spin Hall effect, soon the first 3D topological insulator bismuth antimonide

(BixSb
1�x ) has been probed by the angle-resolved photoemission spec-

troscopy (ARPES) [4]. Similarly, bismuth telluride (BixTe
1�x ), antimony

telluride (Sb
2

Te
3

) [5] and bismuth selenide Bi
2

Se
3

[5, 6] are also found
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to be topological insulators with a large bulk gap and a gapless surface

state consisting of a single Dirac cone. These materials are well-known
semiconductors with strong spin-orbit interactions and they also have the

simplest possible surface-state structure.

In 2011, Fu predicted the existence of “topological crystalline insula-

tors” (TCIs), which is a new category of the existing topological materials.

Similar to the topological insulator, where the special topological surface

states are protected by the time-reversal-symmetry which is guaranteed
by the strong spin-orbit coupling, the special surface states in topologi-

cal crystal insulators are protected by certain crystal point group symme-

tries [7]. After the theory prediction, SnTe has been proved to be a TCI

both theoretically [8] and experimentally [9]. Generally these materials are

made of IV-VI elements and are narrow gap semiconductors with a rock-

salt crystal structure. Soon people realized the related system Pb
1�xSnxTe

and Pb
1�xSnxSe are also TCIs [10–12], as long as the Pb concentration

doesn’t exceed a critical point.

One of the most exciting potential applications of topological insulators

is the creation of Majorana fermions, also referred as Majorana particles,

which is a fermion that is its own antiparticle. The term is used in oppo-

sition to a Dirac fermion, which describes fermions that are not their own

antiparticles. Majorana fermions can occur as quasiparticles in certain

special superconductors. This is allowed because a pair of quasiparticles

can form a Cooper pair and disappear into the superconductor. Thus it is

of high priority in condensed matter physics to engineer a true Majorana

fermion, since they are essential to realize the fault-tolerant topological

quantum computer.

In 2008, Fu and Kane provided a groundbreaking development by the-

oretically predicting that Majorana bound states can appear at the inter-
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face between topological insulators and superconductors [13, 14]. If a su-

perconductor is placed in contact with a topological insulator, the surface
states become superconducting. Since the surface states are half an or-

dinary 2D electron system, their superconducting state is half an ordinary

superconductor. This is indeed what is required to host Majorana fermions

[2]. In the effort of looking for the candidates of topological superconduc-

tors, we studied the indium-induced superconductivity in the topological

crystalline insulator Pb
1�xSnxTe, which will be discussed in detail in Chap-

ter 3.2.

Even though the basic properties of topological insulators have been

established, there is still a long way to go in its development. For instance,

even when there is an insulating gap in the interior, there is, in practice,

always a small bulk conductivity that overwhelms the surface currents, and

it is hard to separate the bulk and surface contributions to the overall cur-

rent. This is a challenging problem since narrow gap semiconductors are

very sensitive to doping. Our studies on the indium doped Pb
1�xSnxTe

reveal a true bulk insulating topological crystalline insulator, which will be

discussed in detail in Chapter 3.3.

1.2 High temperature superconductors

The discovery of high-temperature superconductivity in the copper oxides

triggered a huge amount of innovative scientific research activities. In the

past 30 years, much has been learned about the novel forms of quantum

matter that are shown in these strongly correlated electron systems. How-

ever, there are still many unresolved issues including the superconducting

mechanism, the unprecedented prominence of various forms of collective
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fluctuations, and those co-existing, or otherwise competing orders, due to

the astonishing complexity of the electronic structure and phase diagram.
In 1986, J. G. Bednorz and K. A. Muller discovered the first supercon-

ductor with Tc higher than 30 K: lanthanum barium copper oxide (LBCO)

[15], which earned them the Nobel Prize in Physics in 1987. This discovery

of 30 K (high Tc relative to the predicted upper limit of Tc from BCS the-

ory) superconductivity in the La-Ba-Cu-O system aroused great interest in

seeking new superconductors with higher Tc in oxide compounds, and a
series of high Tc superconductors, such as YBCO (90 K) [16], Bi-Sr-Ca-

Cu-O (105 K) [17], Tl-Ba/Ca-Cu-O (120 K) [18], and HgBa
2

Ca
2

Cu
3

O
8+�

under high pressure (150 K) [19] have been discovered since then.

In fact, according to the theory of “conventional" superconductors, the

copper oxides would have seemed the least likely materials in which to

look for superconductivity: at room temperature they are such poor con-

ductors that they can hardly be classified as metals and if their chemical

composition is very slightly changed they become highly insulating antifer-

romagnets. Magnetism arises from strong repulsive interactions between

electrons, whereas conventional superconductivity arises from induced at-

tractive interactions, making magnetism and superconductivity seemingly

antithetical forms of order [20]. Therefore, the Bardeen-Cooper-Schrieffer

(BCS) theory that works successfully to understand the conventional su-

perconductors is no longer suitable to address many features in the cop-

per oxide superconductors, such as the high transition temperature (Tc ).

Therefore, there is still a long way to go in order to unveil the mysterious

origin of high temperature superconductivity.

The first theoretical description of these materials, using the resonat-

ing valence bond (RVB) theory, came up in 1987 [21]. These supercon-

ductors are now known to have a d-wave pair symmetry, which was first
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proposed in 1987 by Bickers, Scalapino and Scalettar [22]. It was followed

by three subsequent theories using spin-fluctuation theory identifying d-
wave pairing as a natural consequence of the RVB theory [23–25]. The

d-wave nature of the cuprate superconductors was confirmed by a variety

of experiments, including the direct observation of the d-wave nodes in the

excitation spectrum through Angle Resolved Photoemission Spectroscopy

(ARPES), the observation of a half-integer flux in tunneling experiments,

and indirectly from the temperature dependence of the penetration depth,
specific heat and thermal conductivity.

The Coulomb repulsion between electrons is amplified by the chemistry

of the copper oxides. The two-dimensional copper oxide layers are sepa-

rated by ionic, electronically inert, buffer layers [20]. The states formed in

the CuO
2

unit cells are well localized such that it takes a large energy to

remove an electron from one site and add it to another, leading to a “Mott

insulator" [21]. However, even a localized electron has a spin whose ori-

entation remains a dynamical degree of freedom. Virtual hopping of these

electrons produces an antiferromagnetic interaction between neighboring

spins. This leads to a simple ordered phase below room temperature, in

which there are static magnetic moments on the Cu sites with a direction

that reverses from one Cu to the next [26, 27].

An increasingly well-documented feature of high temperature super-

conductors is a tendency towards a variety of orders in addition to su-

perconductivity, which involve ‘crystallization’ of the electrons in the form

of stripes and other forms of charge order [20]. The undoped antiferro-

magnetic (AF) domains separated by hole-rich walls, self-organized into

atomic-scale patterns with the form of stripes is considered as the key

consequence of doping a layered transition-metal oxides. The discov-

ery of stripe-like spin order (SO) and charge order (CO) in Nd-codoped
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La
2�xSrxCuO

4

[28, 29] gives a new perspective on understanding the na-

ture of high Tc superconductors. The stripe order was initially found in
the underdoped versions of LSCO, where a low-temperature-tetragonal

(LTT) lattice deformation apparently pins the stripes [28]. Given the strong

response of the electronic properties to the crystal symmetry, it is of con-

siderable interest to understand the nature of the structural transitions in

cuprates. Both powder [30, 31] and single-crystal diffraction [32, 33] stud-

ies clearly demonstrate that the transition to the low-temperature structure
involves a change in tilt direction of the CuO

6

octahedra. A surprisingly dif-

ferent perspective is given by short-range probes such as pair-distribution-

function (PDF) analysis [34] and x-ray absorption fine structure study [35],

which indicate that the local structure appears to be unaffected by warming

through the transition, retaining the low-temperature tilt pattern to higher

temperature. In Chapter 4.2, inelastic neutron scattering studies will be

presented to resolve this apparent conflict between local and long-range

measures of the structural dynamics in La
2�xBaxCuO

4+�.

Generally, the formation of static stripes is believed to be a competi-

tor with three-dimensional superconductivity. Evidence has emerged that

materials with static stripes form a “pair density wave": the charge stripes

result in planar two-dimensional superconductivity, but the phase reverses

from stripe to stripe [36]. Given that the stripe orientation changes as one

moves from one layer to the next, this frustrates the Josephson coupling

between layers, and thus suppresses the onset of bulk superconductivity

[37, 38]. Progress has been made on exploring the dynamic magnetic

correlations in strongly correlated systems, and the survival of dynamic

incommensurate spin stripes above the ordering temperature implies that

the dynamic charge stripes correlations should play an underlying role in

the high temperature superconductivity [39, 40]. Although there has been

8



considerable experimental work characterizing the static spin and charge

order of nickelates La
2

NiO
4+� and La

2�xSrxNiO
4+� [41–43], and theoreti-

cal calculations have captured various aspects of the ground states, the

situation is much less clear when one considers the state from which the

stripes develop on cooling [44–48]. In this dissertation, dynamic correla-

tions of charge stripes will be discussed in detail in Chapter 4.3.
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2.1 Materials Synthesis and Characterizations

In this section, two major single crystal growth method will be mentioned

– traveling solvent floating zone method and the modified floating zone

method. The former method has been used to grow large-size single crys-

tals of high temperature superconducting cuprates for neutron scattering,

such as La
2�xSrxCuO

4+�, La
2�xBaxCuO

4+�, and La
2�xCa

1+xCu
2

O
6+�. The

later method has been used to grow single crystals of the topological crys-
talline insulators, indium doped SnTe and Pb

1�xSnxTe. The physical prop-

erties of the materials are closely related to the chemical composition and

crystal structure. Thus the basic characterizations on the as-grown crys-

tals are essential for later studies.

2.1.1 Floating zone method

The floating zone technique has been employed for crystal growth of a

wide range of oxide materials, including high-temperature superconduc-

tors and new magnetic materials [1, 2]. Since the halogen lamps and

ellipsoidal mirror are essential components for the floating zone (FZ) tech-
nique, it often called optical floating zone method. The crystal growth
process performed by the optical floating zone starts by melting the tips of

polycrystalline feed/seed rods, bringing them together and establishing a

liquid zone called the floating zone between the bottom seed rod and top

feed rod[3].

In this thesis, we used an improved optical floating zone method, called

traveling solvent floating zone method, where we used a flux as a start-

ing material to build up the initial floating zone and achieve steady growth

state much faster, leading to better, more stable growth.
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(a) (b)

Figure 2.1: (a) Schematic diagram of optical floating zone apparatus [3].
(b) A photo of the floating zone growth of La

2�xSrxCuO
4+�.

After the floating zone is created, the previously aligned, feed and seed
rods start moving downwards, the liquid cools and the materials eventually

crystallizes on the seed rod. During growth the roads rotate in the opposite

directions (typically, 30 rpm) in order to achieve a homogeneously mixed

and stable liquid zone. During the growth process there are a few parame-

ters can be adjusted from the control computer, such as the moving speed

of the two rods, the lamp power, and the rotation speed. The environment

(gas atmosphere, chamber pressure) of the growth can be controlled by

adjusting the inlet and outlet valves. The schematic diagram of the floating

zone and a photo of the growing La
2�xSrxCuO

4+� crystal in the furnace

are shown in Figure 2.1.

Successful preparation of the starting polycrystalline feed/seed rod is

the key to stable FZ growth. Initial ingredients (e.g. La
2

O
3

, CaCO
3

, SrCO
3

and CuO) are ground into fine powders, mixed together, loaded into a latex

tube, and made straight and uniform. Then the latex tube is loaded into
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a steel rod with many holes on it, and put into a hydro-static oil press

for pressing under a pressure of 60 kpsi. After the straight and compact
powder rod is obtained from pressing, we hang it inside a high temperature

furnace and sinter it for 72 hr at as high as a possible temperature to

reduce porosity. In the meantime, the temperature should not be higher

than the melting point of the feed rod to avoid repositioning of the low-

melting point composition.

The greatest advantages of the FZ technique come from the fact that
no crucible is necessary and that both congruently and incongruently melt-

ing materials can be grown [3]. This allows for growth of large-size single

crystals for neutron scattering experiments. The typical growth velocity of

the cuprates is optimized experimentally and varies from 0.4–1.0 mm/hr,

thus a single crystal large enough for neutron scattering experiment usu-

ally takes a few weeks to grow. Figure 2.2 shows a photo of the as-grown

cuprate La
1.875Ba

0.125CuO
4+� and nickelate La

1.75Sr
0.25NiO

4+�, which are

the crystals used in neutron experiments mentioned in Chapter 4.

There are some limitations to the growth of crystals by the FZ method.

As a rule this method is not suitable for materials with high vapor pres-

sure, low surface tension or high viscosity as well as for materials that

undergo a phase transition during cooling, because such crystals usually

crack after growth [4, 5]. The small volume of the liquid in the zone makes

the stability of this growth method susceptible to power fluctuations and

gas pressure oscillations. Together with very high thermal gradients at the

liquid-solid interface this leads to difficulties in achieving and maintaining

a flat crystallization front and stable growth rate, which can result in many

defects and growth instabilities [6]. Thermal and mechanical stresses limit

the size and quality of the obtained crystals. This problem is reduced if the

post-annealing process is applied [3, 7, 8].
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(a) La1.875Ba0.125CuO4+δ

(b) La1.75Ni0.25CuO4+δ

Figure 2.2: As-grown single crystals of cuprate La
1.875Ba

0.125CuO
4+� (a)

and nickelates La
1.75Sr

0.25NiO
4+� (b).

(a) (b)

Figure 2.3: (a) Post-annealing procedure using a tube furnace. (b) Typical
x-ray back-Laue diffraction pattern for the tetragonal La-214 single crystal,
with c-axis aligned in horizontal plane.
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After the crystal growth, a few more procedures are sometimes nec-

essary. Because some of the La
2

O
3

has not been fully reacted and ag-
gregates in the crystal domain boundary, the as-grown crystal (or the

un-reacted La
2

O
3

) would gradually absorb the moisture in air and finally

decompose into powders. As a result, the post annealing procedure is

needed, not only to complete the solid reaction, but also to fill up the

oxygen vacancies and to remove the strain in the sample. For the post

annealing, the as-grown crystal is loaded into a long quartz tube, put in-
side a tube furnace. In the meantime, oxygen gas runs through the quartz

tube and reacts with the crystal under high temperature (Figure 2.3(a)).

Details of the domain structure of the crystal will be investigated by the X-

ray back-Laue diffraction, from which we know whether or not the crystal

is a single domain (Figure 2.3(b)). This method is also used to align the

crystal with the desired crystal orientation before doing neutron scattering

experiments.

2.1.2 Modified floating zone method

As mentioned in section 2.1.1, one limitation of the FZ method comes

from the requirement of the materials’ low vapor pressure. In preparation

of the indium doped SnTe and Pb
1�xSnxTe topological crystalline insu-

lator materials, due to the high vapor pressure of element indium, the FZ

technique seems unsuitable. However, traditional ceramic synthesis would

result in smaller size single crystals. A possible way to grow single crys-

tals of (Pb
1�xSnx )1�y InyTe materials would be the vertical Bridgman (VB)

method [9], in which the solidification takes place in a temperature gradi-

ent that cools uniformly with time. For this purpose, the Bridgman furnace

has many zones that can be set with a temperature gradient to create a

21



custom temperature profile.

Since the optical floating zone furnace we have provides a more pre-
cise thermal gradient compared to a commercial three-zone furnace, we

could take advantage of the FZ furnace and adapt this technique to crystal

growth of materials with high vapor pressure. The modified FZ method has

lots in common with the traditional FZ technique, except that the starting

materials are sealed in a quartz ampoule and fixed to the bottom shaft.

In preparation of crystals for experiments mentioned in Chapter 3, sin-
gle crystal samples with nominal composition, (Pb

1�xSnx )1�y InyTe (xnorm=0.2-

0.5, 1.0, ynorm=0-0.5), were prepared via the vertical Bridgman method.

Stoichiometric mixtures of high-purity (99.999%) elements were sealed in

double-walled evacuated quartz ampoules, as shown in Figure 2.4(a). The

ampoules were set in a vertical position, heated at 950�C in a three-zone

vertical box furnace, with rocking to achieve homogeneous mixing of the

ingredients. The crystal growth took place via slow cooling from 950 to 760
�C at the rate of 1.5 �C/hr, and then the samples were gradually cooled

down to room temperature over another 3 days[10]. Figure 2.4(b) shows

examples of the resulting crystals (before removal from the quartz tubes).

For a few compositions, where we needed large crystals, we used the

modified floating-zone method [11, 12]. The outer quartz tube was then re-

moved, and the inner tube (⇠15 cm) together with the solidified materials

would be mounted in the FZ furnace, surrounded by an atmosphere of 1

bar Ar to avoid oxygen diffusion through the quartz. During the growth, the

molten zone is not in contact with any container. The solidified, cylindri-

cal ingot was first pre-melted at a velocity of 200 mm/hr, and then crystal

growth was performed at 0.5–1.0 mm/hr , so that the new crystal gradually

grew from the bottom of the starting ingot, resulting in a sample such as

that shown in Figure 2.4(c). Because the segregation coefficient k
sg

of In
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(a) (b) (c)

Figure 2.4: (a) Raw materials sealed in double-walled quartz ampoules.
(b) Single crystal rods of (Pb

1�xSnx )1�y InyTe alloy grown by vertical Bridg-
man method. (c) Large-size single crystal of (Pb

1�xSnx )1�y InyTe grown by
the modified floating zone method.
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is less than 1, the In contained in the feed material would prefer to remain

in the liquid zone, and thus the In concentration gradually grows with time.
As a result, we anticipate an In concentration gradient along the length of

the as-grown crystal rod, with a typical total length of 150 mm. To account

for this, the ends of each crystal were removed and discarded; the central

100 mm was then cut into 20-mm sections. Because of the concentration

distribution along the as-grown ingot, the compositional characterization is

necessary for each individual sample before any further investigations.

2.1.3 Materials characterization methods

Microstructural and compositional investigations

Due to the inevitable composition gradient in the crystal growth method,

identifying the chemical composition of each exact sample is important be-

fore further studies. Microstructural and compositional investigations of the

crystals were performed using an analytical high-resolution scanning elec-

tron microscope (SEM) equipped for energy-dispersive x-ray spectroscopy

(EDS), model JEOL 7600F, located at the Center for Functional Nanoma-

terials (CFN) at Brookhaven National Laboratory. For each crystal piece
characterized, EDS was measured at 10 positions to get an average value

of the whole sample, and the variation in the composition x was generally

found to be <2% of the mean value. SEM images have also been taken to

illustrate the typical microstructures of the cleaved surface.

Crystal structure

In order to identify the room-temperature crystal structures of the grown

24



samples, single-crystal samples with known composition were ground to

fine powder and investigated by X-ray diffraction, using Cu K↵ radiation
from a model Rigaku Miniflex II, located at the CFN. The obtained pow-

der diffraction patterns will then be compared with the standard Powder

Diffraction File (PDF) card and to the crystal structure.

Magnetization and transport measurement

To study the effect of the superconducting properties, we performed both

magnetization and resistivity measurements. The dc magnetic suscepti-

bility measurements were performed using a commercial superconducting

quantum interference device (SQUID) magnetometer (MPMS, Quantum

Design), for temperatures down to 1.75 K. The sample pieces measured

had an approximately cubic shape.

For the electrical resistivity measurements, nearly rectangular parallelepiped-

shaped samples were prepared by polishing, with a typical geometry of

5 mm long, 1.5 mm wide, and 0.5 mm thick. Electrical resistance was

measured in the standard four-probe configuration, using gold wires and

silver fast-drying paint for the ohmic contact on the top side, performed

with a Keithley digital multimeter (model 2001), where a Quantum Design

MPMS was used for temperature control. Measurement errors due to the

contact geometry were estimated to be less than 10%.

2.2 Neutron scattering

Neutron scattering is a powerful probe for studying condensed matter.

Neutrons have no charge, and their electric dipole moment is either zero
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or too small to measure [13]. For these reasons, neutrons can penetrate

matter far better than charged particles, such as electrons. Furthermore,
neutrons interact with atoms through nuclear rather than electrical forces,

and nuclear forces are very short range – on the order of a few femtome-

ters. Thus, as far as the neutron is concerned, solid matter is not very

dense because the size of a scattering center (i.e. nucleus) is typically

100,000 times smaller than the distance between centers. As a conse-

quence, neutrons can travel large distances through most materials with-
out being scattered or absorbed. Due to this advantage, much structural

information can be obtained by neutron scattering, such as the changes in

the crystal structure, and information on lattice vibrations.

Another unique advantage of neutron scattering compared to other

scattering probes such as X-rays is that neutrons are sensitive to mag-

netic correlations in addition to structural correlations. Their sensitivity to

magnetic moments in materials make them suitable for detecting the mag-

netic correlations in materials.

Besides, neutrons have a momentum-energy relation which is conve-

nient for detecting lattice vibrations and magnetic excitation. Solids often

have interesting behavior on length scales of 10�10m or greater and ener-

gies in the meV range. Thermal neutrons can have the momentum nec-

essary to probe these length scales. The relative energy resolution is also

achievable to measure those common features in materials. On the con-

trary, X-ray scattering would require energies of at least ⇡10 keV to be

able to probe momentum transfers of several reciprocal lattice units, which

means with x-rays one needs much finer �E/E in order to resolve phonons,

and their relative energy resolution would be much worse compared to the

neutron scattering techniques.

However, neutrons are only weakly scattered once they do penetrate,
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and the available neutron beams have inherently low intensities compared

to synchrotron X-ray sources, which make neutron scattering a signal-
limited technique. Thus large-size single crystals are needed to get mean-

ingful data from neutron scattering experiment, which is a major constraint

of this powerful technique.

In this section I will first introduce some basics of neutron scattering,

and then focus on the neutron scattering of single crystals with triple-axis

spectrometer and time-of-flight methods. At last, the Hybrid Spectrometer
(HYSPEC) at the Spallation Neutron Source located at Oak Ridge National

Laboratory will be introduced, since this instrument is the one for all three

neutron experiments mentioned in this thesis.

2.2.1 Neutron scattering basics

In order to understand diffraction and scattering measurements, it is use-

ful to establish the notations based on the reciprocal lattice of the solid.

In reciprocal space, the general wave vector Q=(h,k,l) is in reciprocal lat-

tice units (r.l.u) of (a⇤,b⇤,c⇤)=(2⇡/a, 2⇡/b, 2⇡/c), where a, b, c are lattice

constants of the crystal.

When neutrons are scattered by matter, the process can alter both the

momentum and energy of the neutrons and the matter. For neutrons used

in a scattering experiment, the wavelength, �, is usually between 0.1 nm

and 1 nm. In terms of the neutron wave vector,
�!
k , which s a vector of

magnitude 2⇡/� that points along the neutron’s trajectory. The magnitude

of the wave vector,
�!
k , is related to the neutron velocity by the equation

|
�!
k | = |k| = 2⇡m⌫/h, (2.1)
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where h is Plank’s constant and m is the mass of the neutron.

The law of momentum and energy conservation governing all diffrac-
tion and scattering experiments are well known:

Q = kf � ki (momentum conservation) (2.2)

|Q| = k2i + k2f � 2kikf cos✓s (2.3)

~! = Ei � Ef (energy conservation). (2.4)

In these equations, the subscript i refers to the beam incident on the sam-

ple and f the final or diffracted beam. The angle between the incident and

final beams is 2✓s and the energy transferred to the sample is ~!. Because
of the finite mass of the neutron, the dispersion relation for the neutron is :

E =
~2k2
2mn
, (2.5)

and the energy conservation law can be written as

~! = ~2
2mn
(k2i � k2f ). (2.6)

When ~!=0 the scattering is elastic. When ~! 6=0 the scattering is

inelastic. For ~!>0, the neutrons lose energy, while for ~!<0, the neu-

trons gain energy. In elastic scattering, |ki |=|kf |=k. The conservation of

momentum gives:

Q = 2ksin✓, (2.7)

where ✓ is half the angle between ki and kf . When the scattering meet the
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Figure 2.5: Scattering triangles are depicted for both (a) elastic scattering
in which the neutron is deflected without any energy lose or gain and (b) in-
elastic scattering in which the neutron either loses energy or gains energy
during the interaction with the sample. In both elastic and inelastic scat-
tering, the neutron is scattered through the angle 2✓, and the scattering
vector is given by the vector relationship Q=kf -ki . For elastic scattering,
simple trigonometry shows that Q = 4⇡sin✓/�. Figure from Ref. [13]

29



Bragg condition:

2dsin✓ = �, (2.8)

Since k=2⇡/� and |Q|=|G|, G is a reciprocal-lattice vector with G=2⇡/d ,

where d is the interplanar spacing. By adjusting the scattering angle ✓, the

energy and direction of scattered neutrons are determined.

The differential scattering cross section of monoenergetic neutrons can

be obtained by Fermi’s golden rule. The differential cross section of nu-

clear scattering can be expressed as [14]:

d2�

d⌦f dEf
= N
kf
ki
b2S(Q,!) (2.9)

where N is the number of unit cells, b is the scattering length and S(Q,!)

is the scattering function. An elegant way to write the scattering function

was given by Van Hove (1954):

S(Q,!) =
1

2⇡~N

Z
+1

�1
dte�i!th⇢QQQ(0)⇢�QQQ(t)i (2.10)

where the angle brackets denote an average over configurations of time t

and ⇢Q is the atomic density operator:

⇢
Q

(t) =
X

l

e iQQQrrr l (t). (2.11)

The scattering function only depends on the momentum and energy trans-

ferred from neutron to the sample, and gives information on both positions

and motions of atoms in the sample. Therefore, measuring S(Q,!) in

neutron scattering experiment can give us information of the microscopic

properties of the solid system.

For elastic nuclear Bragg scattering in a Bravais lattice, the intensity I
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of Bragg peaks generalizes to :

I(G) / N|FN(G)|2 (2.12)

where F (GGG), the static nuclear structure factor, is given by:

FN(GGG) =
X

j

bje
iGGG·dddje�Wj (2.13)

where j th atom within the unit cell at position dj with scattering length bj
and e�Wj is the Debye-Waller factor. The crystal structure can be deter-

mined by measuring structure factor at enough reflections.

For elastic magnetic scattering from a magnetically ordered crystal, the

intensity of magnetic Bragg peaks IM(GM) can be expressed by:

IM(GGGM) / NM |FM(GGGM)|2 (2.14)

where NM is the number of magnetic atoms and FM(GM) is the static mag-
netic structure factor, given by

FM(GGGM) =
X

j

pjS?je
GGGM ·dddje�Wj (2.15)

where j th magnetic atom within the unit cell at position dj with magnetic

scattering amplitude pj , magnetic interaction vector S?j , which is compo-

nent of S perpendicular to Q and e�Wj is the Debye-Waller factor. With

crystal structure obtained above, the magnetic structure can be deter-

mined from the static magnetic structure factor.

For inelastic scattering, S(Q,!) is related to the imaginary part of the

dynamical spin susceptibility, �00(Q,!) via the fluctuation-dissipation theo-
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rem,

S(QQQ,!) =
�00(QQQ,!)

1� e�~!/kBT (2.16)

where (1� e�~!/kBT )�1 is referred as Bose factor, or detail-balance factor.

In conclusion, by neutron scattering we can obtain information of lattice

structure and magnetic structure as well as phonon and magnetic excita-

tions in the crystals.

2.2.2 Triple-axis spectrometer and time-of-flight
spectrometer

For our experiments, the two most common neutron scattering methods

are the triple-axis spectrometer and the time-of-flight spectrometer, which

differ according to how energy transfer is measured. Triple-axis allows one

to probe nearly any coordinates in energy and momentum space in a pre-

cisely controlled manner. The three axes correspond to the axes of rotation

of the monochromator, the sample, and the analyzer. The monochroma-

tor defines the direction and magnitude of the momentum of the incident

beam and the analyzer performs a similar function for the scattered or final

beam. Inside the large semi-cylindrical structure is the monochromator,

and neutrons diffracted by it hit the sample. Those neutrons scattered by

the sample are Bragg reflected by the analyzer, which lies within the white

shielding. The ability to focus neutrons onto the sample with a curved

monochromator provides advantages for studies concentrating on a small

region of !-Q space. The various components of the three-axis spectrom-

eter are shown in Figure 2.5(a) [14].

In the time-of-flight (TOF) technique, a burst of polychromatic neutrons

is produced, and the times taken by the neutrons to travel from the source
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Figure 2.6: (a) Triple-axis spectrometer. (b) Time-of-flight spectrometer.

of the burst to the detector are measured. After interacting with the sam-

ple, the neutron will gain or lose energy, resulting in a velocity change.

The arrival time at the detector will therefore vary (Figure 2.5(b)). Thus the

incident beam of neutrons is shaped into monochromatic pulses of times

on the order of milliseconds. The time between the pulse hitting the sam-

ple and each neutron hitting a detector determines the energy transfer.
With the use of large arrays of position-sensitive detectors, it is possible

to measure large regions of energy transfer, ~!, and momentum transfer,

~Q, simultaneously. A schematic plot of the TOF spectrometer is shown in

Figure 2.5(b) [14].

2.2.3 HYSPEC at Spallation Neutron Source at Oak
Ridge National Laboratory

The neutrons used in a scattering experiment can be obtained from a nu-

clear reactor, where the neutrons arise from the spontaneous fission of
235U, or from a spallation source, where the neutrons are produced by
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bombarding a heavy target (e.g., U, W, Ta, Pb, or Hg) with high-energy

protons [14]. In the former case, the neutrons are produced continuously
in time, while in the latter, they typically come as pulses. The continuous

flux is generated by high-flux reactors such as High Flux Isotope reactor

(HFIR) at oak Ridge National Laboratory (ORNL) and High Flux Reactor

(HFR) at the Institute Laue-Langevin (ILL). The pulsed sources neutrons

are produced at the Spallation Neutron Source (SNS) at ORNL, and the

pulsed beam from a spallation source is well suited to TOF techniques.
The instrument that will be described in this section is the HYbrid SPEC-

trometer (HYSPEC) at SNS, which is the major instrument used for this

thesis work. HYSPEC is the first polarized TOF spectrometer at SNS, and

provides an unprecedented range of capabilities for elastic and inelastic

neutron scattering studies of novel magnetic states and excitations [15].

Traditionally, inelastic neutron experiments were carried out using triple-

axis spectrometers, with narrow and collimated beams. However, much of

the recent progress in neutron spectroscopic techniques has been associ-

ated with the development of TOF direct geometry chopper spectrometers

at spallation sources, with large detector arrays covering a large range of

scattering angles. HYSPEC is a consequence of the combination of triple-

axis and the TOF techniques, which provides a wide-angle, broad-band

scattered polarization analysis.

HYSPEC is a high-intensity, medium-resolution thermal neutron TOF

spectrometer. For the experiment on HYSPEC, the crystal was mounted in

a Displex closed-cycle cryostat. To achieve a best combination of neutron

flux and energy resolution, an incident energy and a chopper frequency

are chosen. For a typical measurement, the position-sensitive detector

tank was placed at a particular mean scattering angle, and then mea-

surements were collected for a series of sample orientations, involving
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Figure 2.7: Photo of HYSPEC at BL-14B of SNS.

sample rotations about the vertical axis. From such a set of scans, a four-

dimensional data set was created and analyzed with the MANTID [16] and

DAVE [17] software packages. Slices of data corresponding to particu-

lar planes in energy and wave vector space can then be plotted from the

larger data set. At HYSPEC, in order to improve the resolution along Qz ,
the graphite-crystal array in the incident beam can be set in the flat mode

(no vertical focusing).
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Chapter 3

Indium Substitution Effect on the
Topological Crystalline Insulator
(Pb,Sn)Te
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In this Chapter, I present our research on the indium substitution effect

on the topological crystalline insulator Pb
1�xSnxTe on both superconduct-

ing and topological properties. This Chapter is largely reprinted from my

published articles, Ref. [1–4]; copyright is held by the American Physical

Society.

3.1 Introduction to topological insulators and
extended topological materials

Topological insulators (TIs) are a class of materials that are currently the

focus of considerable attention, since they represent a new state of matter

in which the bulk is an insulator with an “inverted” energy gap induced by

a strong spin–orbit coupling (SOC) which leads to the emergence of un-

usual gapless edge or surface states protected by time-reversal-symmetry

[5–8]. They are made possible because of two major features of quan-

tum mechanics: symmetry under the reversal of the direction of time; and

the spin-orbit interaction, which occurs in heavy elements such as mer-

cury and bismuth [8]. To explain the properties of these special insulators,

a short review of the historical developments that led to the theoretical
predictions and experimental confirmations of the existence of topological

insulators is necessary.

3.1.1 Theoretical basics

A great discovery in the 1980s was that electrons that are restricted to a

two-dimensional (2D) system and subject to a strong magnetic field show
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a topological feature – a completely different type of order, which under-

lies the quantum Hall effect. In its interior, the motions of electrons would
curve into a circle under the Lorentz force, just like in a normal insulator

(Figure 3.1a). However, at the boundary, the circular orbits can bounce off

the edge, leading to these continuous half-circle motions, which makes the

boundary conducting. In the quantum Hall (QH) state, the bulk of the 2D

sample is insulating, and the electric current is carried only along the edge

of the sample (Figure 3.1b). Normally, electrons can scatter off impurities,
but given that those electrons cannot move backwards under a given mag-

netic field, the electrons have no choice but to propagate forwards when

they hit an impurity. This is known as “dissipationless" transport by the

edge states – no electrons scatter and so no energy is lost as heat. The

QH state provided the first example of a quantum state which is topologi-

cally distinct from all states of matter known before.

Topological insulators are similar to the quantum Hall state in that they

exhibit “topological order", namely, different order. However, a strong mag-

netic field is not necessary in the case of topological insulators because

the spin-orbit coupling plays the role of magnetic filed. SOC is the interac-

tion of an electron’s intrinsic angular momentum, or spin, with the orbital

motion of the electrons through space. In atoms with a high atomic num-

ber, such as mercury (Hg) and bismuth (Bi), the spin-orbit force is strong

so that when electrons travel through these materials they feel as if they

are in a strong magnetic field.

The simplest 2D topological insulator is the quantum spin Hall state,

which was first predicted in 2005 [9, 10]. As in an ordinary insulator there

is thus a gap separating the occupied and empty states in the interior, but

there are edge states in which the spin-up and spin-down electrons propa-

gate in opposite directions(Figure 3.1c). The Hall conductance of this state
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Figure 3.1: (a) In insulating state the energy gap separates the occupied
and empty electronic states. (b) In the quantum Hall effect, the circular
motion of electrons in a magnetic field, B, is interrupted by the sample
boundary. At the edge, the circular orbits bounce off the edge, leading
to “skipping orbits” as shown, resulting to perfect conduction in one di-
rection along the boundary. (c) At the edge of 2D topological insulators
or quantum spin Hall effect state, two kind of spins moving oppositely so
electrons can propagate in both directions. (d) The surface of a 3D topo-
logical insulator supports electronic motion in any direction, so that the
energy-momentum relation has a “Dirac cone" structure.
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is zero because the spin-up and spin-down electrons cancel each other.

However, the edge states can conduct. In the quantum Hall effect, the
bulk conductance is zero, while the edge states are conducting with cur-

rent flowing in one direction around the edge of the system. Similarly, in the

quantum-spin-Hall state, the bulk is still insulating while edge-state elec-

trons with opposite spins propagate in opposite directions, consistent with

time-reversal symmetry. Time reversal switches both the direction of prop-

agation and the spin direction, interchanging the two counter-propagating
modes. The first experimental discovery in this field was the observation of

the 2D quantum spin Hall effect in a quantum-well structure made by sand-

wiching a thin layer of mercury telluride (HgTe) between layers of mercury

cadmium telluride (HgxCd
1�xTe).

Theoretical concepts were soon generalized to three dimensions and

shown experimentally in materials such as Bi
1�xSbx [11]. As in the 2D

case, the direction of an electron’s motion along the surface of a 3D topo-

logical insulator is locked to the spin direction, which now changes con-

tinuously as a function of propagation direction, resulting in an unusual

“planar metal”. In the bulk of a TI, the electronic band structure resem-

bles that of an ordinary band insulator, with the Fermi level falling between

the conduction and valence bands. On the surface of a TI, there are spe-

cial states that fall within the bulk energy gap and allow surface metallic

conduction (Figure3.1d). Although ordinary band insulators can also sup-

port conductive surface states: the locking of the spin and propagation

directions eliminates the possibility of back-scattering from nonmagnetic

impurities.
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3.1.2 Topological insulators (TIs)

The first key experiment in this field was the observation of the 2D quan-

tum spin Hall effect in a quantum-well structure made by sandwishing a

thin layer of mercury telluride (HgTe) between layers of mercury cadmium

telluride (HgxCd
1�xTe). Earlier theoretical work by Bernevig, et al. predict

that a 2D topological insulator with quantized charge conductance along

the edges would be realized in (Hg,Cd)Te quantum well [10]. Experimen-

tal results published in 2007 by a research group from the University of

Würzburg, Germany, led by Laurens Molenkamp measured the electrical

transport properties of such structures and observed the predicted 2e2/h

conductance. However, measurements of electrical transport, which are

ideal for probing the 2D quantum spin Hall effect, are problematic for 3D

topological insulators because it is hard to separate the bulk and surface

conductivity and their contributions to the current. Therefore, a probe that

couples mainly to the surface would be better and researchers turned

to angle-resolved photoemission spectroscopy (ARPES), which is ideally

suited to the task. ARPES uses the photoelectric effect: high-energy pho-

tons are shone onto the sample and electrons are ejected. By analysing

the energy, momentum and spin of these electrons, the electronic structure

and spin polarization of the surface states can be directly measured.

The first 3D topological insulator to be probed using ARPES was the

semiconducting alloy bismuth antimonide BixSb
1�x [12]. Simpler versions

of the 3D TI were theoretically predicted in Bi
2

Se
3

, Sb
2

Te
3

[13] and Bi
2

Se
3

[13, 14]–compounds with a large bulk gap and a gapless surface state con-

sisting of a single Dirac cone. Later ARPES experiments indeed observed

the linear dispersion relation of these surface states [14, 15]. Those dis-

coveries confirmed the ubiquitous existence in nature of this new topologi-

cal state. It is also remarkable that such topological effects can be realized
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in common materials without requiring extreme conditions. These mate-

rials, which are well-known semiconductors with strong spin-orbit interac-
tions, have a relatively large bulk energy gap (0.3 eV for Bi

2

Te
3

), which

means that they work at room temperature. They also have the simplest

possible surface-state structure. The advantages of these materials have

unleashed a worldwide experimental effort to understand their electrical

and magnetic properties and to find other classes of topological insula-

tors.
These materials have been named topological insulator because they

behave as an insulator in the interior but with special conducting states

on the surface[9], and the wave functions describing their electronic states

span a Hilbert space that has a nontrivial topology [7]. Although ordinary

band insulators can also support conductive surface states, the surface

states of topological insulators are special since they are topological pro-

tected by particle number conservation and time reversal symmetry [16–

18], which means that unlike ordinary surface states they cannot be elimi-

nated by disorder or chemical passivation.

Topological insulators and superconductors offer a chance to test many

novel ideas in particle physics. It would be interesting to explore the pos-

sibility of electronic devices with low power consumption based on the dis-

sipationless edge channels of the QSH state, spintronics devices based

on the unique current-spin relationship in the topological surface states,

infrared detectors, and thermoelectric applications.

After those pioneering theoretical and experimental works on the pro-

totype topological materials HgTe, Bi
1�xSbx , Bi

2

Se
3

, and Sb
2

Te
3

, people

have devoted great enthusiasm in exploring new topological insulator ma-

terials and the field is now expanding at a rapid pace. Beyond the topolog-

ical materials mentioned above, more than 50 new compounds have been
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predicted to be topological insulators. The nontrival topological property of

topological insulators originates from the inverted band structure induced
by SOC. Therefore, it is more likely to find topological insulators in ma-

terials which consist of covalent compounds with narrow band gaps and

heavy atoms with strong SOC. Based on such a guiding principle, more

than 50 new compounds have been proposed to be topological insulator

materials.

The first group is the thallium-based III-V-VI ternary chalcogenides, in-
cluding TlBiQ

2

and TlSbQ
2

with Q=Te, Se, and S [19, 20]. These materials

have the same rhombohedral crystal structure as the tetradymite semicon-

ductors. Among them, TlBiSe
2

, TlBiTe
2

have recently been experimentally

observed to be topological insulators [21, 22]. The second group is the

ternary heusler compounds with distorted crystal structure [23, 24], and

around 50 of them are found to exhibit band inversion. Thanks to the di-

versity of Heusler materials, multifunctional topological insulators can be

realized with additional properties ranging from superconductivity to mag-

netism and heavy-fermion behavior [23, 24]. The third group of new topo-

logical insulators is related to the electron correlation effects. An exam-

ple is the case of Ir-based materials, such as Na
2

IrO
3

, and Ln
2

IrO
7

with

Ln=Nd, Pr [25–27].

3.1.3 Topological crystalline insulators (TCI):
Pb1�xSnxTe

In 2011, the notion of “topological crystalline insulators” (TCIs) was intro-

duced to describe a new category of topological materials. Similar to the

topological insulator, where the special topological surface states are pro-

tected by the time-reversal-symmetry which is guaranteed by the strong
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spin-orbit coupling, the special surface states in topological crystal insula-

tors are protected by certain crystal point group symmetries [28]. These
topological crystalline insulators are the counterpart of topological insula-

tors in materials without spin-orbit coupling. Instead, an electron’s orbital

degrees of freedom play a role similar to spin. Unlike the linearly dispers-

ing Dirac surface states of topological insulators, the (001) surface states

of topological crystalline insulators have quadratic band degeneracy pro-

tected by time-reversal and discrete rotational symmetry. This new state of
matter features metallic surface states with quadratic band dispersion on

high symmetry crystal surfaces, and it was shown that such a situation is

realized in an insulating crystal having rocksalt structure. This has caused

quite a sensation, since the first example, SnTe, has been theoretically

[29] and experimentally [30] confirmed to exhibit topological surface states

in <001>, <110>, and <111> surfaces. Soon after this discovery, the topo-

logical surface state in the Pb-doped Pb
1�xSnxTe and Pb

1�xSnxSe were

verified by ARPES and Landau level spectroscopy using scanning tunnel-

ing microscopy and spectroscopy [31–33], thus expanding the range of

relevant materials. Alongside SnTe and the related alloys Pb
1�xSnxSe/Te,

other chalcogenides such as SnS and SnSe that incorporate lighter ele-

ments have also been predicted to be TCIs, even without the SOC [34]. In

theory, by applying external pressure, normal IV-VI rocksalt chalcogenides

can be tuned into TCIs [35]. Besides the materials with rocksalt crystal

structure, Hsieh et al. predicted that the antiperovskite family are also

promising materials for exploring the topological and other related proper-

ties [36]. More recently, a new phase of Bi stabilized by strain has been

found to be a TCI based on mirror symmetry, similar to SnTe [37].
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3.1.4 Topological Superconductors (TSCs) and
Superfluids

The discovery of TIs and TCIs has also stimulated the search for a super-

conducting analogue, a time-reversal-invariant topological superconductor

(TSC) [22, 38–41]. TSCs are accompanied by gapless states at the edge

or surface, which characterize the nontrivial topological nature of the bulk

state and are often composed of Majorana fermions [40]. The superfluidity

has been proved in the superfluid 3He-B-phase, with experimentally mea-

surable surface states protected by the time-reversal symmetry. These

states have a full pairing gap in the bulk, gapless counter-propagating Ma-

jorana states at the boundary, and a pair of Majorana zero modes asso-

ciated with each vortex[39]. The half-Heusler alloys YPtBi, LaPtBi, and

LuPtBi are classified as TIs and are also known to be superconducting

[42–44]. These materials have also been identified as possible candidates

for 3D topological superconductors based on the band inversion that they

exhibit [42, 44].

Superconductors derived from TIs by doping have been considered as

TSC candidates, such as CuxBi
2

Se
3

[45, 46]. Since the topological surface

states are protected from back-scattering by disorder, it should be safe to

tune the chemical potential through chemical substitution. By intercalat-

ing with copper, CuxBi
2

Se
3

displays superconductivity with a maximum

transition temperature Tc of 3.8 K at accessible temperatures in a certain

doping range (0.10 x  0.3) [46–50]. Zero resistivity and a diamagnetic

shielding fraction of up to 56% have been achieved in samples obtained

by quenching [50].

TlBiTe
2

is observed to be a superconductor with p-type carriers [20].

Compared to the CuxBi
2

Se
3

superconductor, the coexistence between

topological surface states and bulk superconductivity in TlBiTe
2

is much

48



better defined, because of the clear separation of the surface and bulk

states in momentum space.
Indium-doped tin telluride (Sn

1�x InxTe), a low-carrier density supercon-

ductor based on a narrow-gap IV-VI semiconductor, has been proposed to

be a new type of TSC with the experimental evidence to support the ex-

istence of topological surface states [51]. ARPES studies performed on

Sn
1�x InxTe (SIT) at x = 0.045 confirmed that the topological surface states

remain intact after In doping [51]. Earlier studies of superconductivity in
Sn
1�x InxTe have shown that one can vary Tc from< 1 K at x =0.02 to 2.6 K

at x =0.2 [52–54]. Later studies including our group achieved the optimal

Tc to 4.5 K by further increasing the In concentration [1, 55, 56]. Similarly,

doping the TCI Pb
0.5Sn

0.5Te with indium also induces superconductivity[2].

This spurs interest in searching for a topological superconductor in the

SnTe and Pb
1�xSnxTe systems.

A challenge for characterizing the transport properties of surface states

in TI/TCI materials such as Bi
2

Se
3

and SnTe is the dominance of a pro-

nounced bulk conductance [57, 58]. Despite considerable efforts to reduce

the bulk carrier density, such as modifying crystal growth method [59], re-

ducing sample thickness [60], and chemical counterdoping [61–63], bulk

conduction has proven difficult to suppress. Inspired by the goal of find-

ing truly bulk-insulating topological materials, we have found that indium

doping the TCI materials (Pb,Sn)Te can yield a huge bulk resistivity while

maintaining topological surface states [3], which will be discussed in detail

in the following section 3.3.
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3.2 Indium substitution effect on (Pb,Sn)Te: Crys-

tal structure and superconductivity

Unlike the two-dimensional electron gas or quantum Hall systems, three-

dimensional topological insulators can harbor superconductivity and mag-

netism, making it possible to study the interplay between topologically or-

dered phases and broken-symmetry states. Previous observations of su-

perconductivity in the doped topological crystalline insulators SnTe and

Pb
0.5Sn

0.5Te led to speculations that these compounds may be topological

superconductors that provide platforms for studying the interplay between

topological and broken-symmetry order.

It has been reported that indium doped on the Sn site yields supercon-

ductivity in ferroelectric semiconductor SnTe with critical temperature Tc up

to 2 K[52]. To investigate the effect of the indium concentration on the crys-

tal structure and superconducting properties of the topological crystalline

insulators (Pb,Sn)Te, we have grown high-quality single crystals and have

performed systematic studies for indium content in the range 0 x 0.5.

In this section, the indium induced superconductivity in the (Pb,Sn)Te sys-

tem will be presented and discussed in details.

3.2.1 Crystal structure of indium doped (Pb,Sn)Te

SnTe is a IV-VI semiconductor that crystallizes in the cubic rocksalt struc-

ture at room temperature, and maintains this structure after a certain de-

gree of substitution of Sn with Pb and/or In (Figure 1a). Due to the un-

changed crystal structure, the crystal point group symmetries that are es-

sential to maintain the topological surface states remain the same. Be-
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cause of the difference in lattice constants of the end members (PbTe >

SnTe > InTe), the lattice parameters of (Pb
1�xSnx )1�y InyTe compounds

vary with x and y .

X-ray diffraction (XRD) was used to investigate the crystal structure.

For parent compound SnTe, as shown in Figure 3.2a, the peaks of the

indium-free sample (SnTe) can be indexed well to the rocksalt structure

(space group Fm3̄m) with a lattice constant of a=6.318Å, consistent with

previous studies[29, 64]. Similarly, XRD patterns were obtained for each
of the polycrystalline samples (x=0.1–1.0) as shown in Figure 3.2a. Only

the cubic phase is detected for x  0.3, while the x=0.4 sample shows a

trace amount (6 2%) of a secondary phase (tetragonal InTe). For x=0.5,

an undertermined secondary phase is present, while the tetragonal InTe

phase becomes substantial for x � 0.6.

The XRD patterns for the single-crystal SnTe are plotted in Figure 3.2b.

There is no detectable second phase for for x  0.4. For x=0.45, there

is a small second phase, while x=0.5 exhibits asymmetrically broadened

diffraction peaks but no obvious second phase. The lattice parameter a

determined for the cubic phase in the polycrystalline and single-crystal

sample is illustrated in Figure 3.2c. According to Vegard’s law, the lattice

parameters of the alloy samples should vary linearly between the values of

the end members. There is a complication in the present case in that the

stable phase of InTe is tetragonal. The cubic phase is stable at high pres-

sure, and it can be retained as a metastable phase at ambient pressure

with reported a=6.177Å at room temperature [66].

We find that the lattice parameters of the single-crystal samples fol-

low a straight line but with a slightly reduced slope. The polycrystalline

samples follow the same line up to x=0.4, but deviate from it for x � 0.5,

where substantial amounts of the second phase are evident. Clearly, the
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Figure 3.2: (a) X-ray diffraction spectra for Sn
1�x InxTe (Inx) polycrystalline

samples with nominal compositions x=0–1.0. (b) Zoomed in angle range
between 26–34° to illustrate (002) peak of the cubic structure for single
crystals with varies In concentrations. (c) XRD patterns for Sn

1�x InxTe
single crystals doped with In (x=0.1–0.5). (d) Lattice parameters a de-
rived from Rietveld analysis of XRD patterns of the cubic phases in poly-
crystalline (blue squares) and single crystal (red triangles) samples as a
function of the nominal indium concentration x .
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Figure 3.3: (a) X-ray diffraction patterns for the (Pb
0.5Sn

0.5)1�x InxTe single
crystals with composition x=0–0.35, with intensity plotted on a logarithmic
scale. The data have been smoothed using the Savitzky-Golay algorithm,
and the K↵

2

component have been removed [65]. The Miller indices of
major peaks in the cubic phase have been identified. (b) Gaussian fitted
curves for the (220) peak in the cubic phase. (c) Lattice parameters a of
the cubic phase as a function of the indium concentration x .
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In concentration in the cubic-phase alloy reaches its maximum at x ⇡0.5

in the single crystal samples, and that saturation leads to the presence of
the InTe second phase for larger x . Given the linear evolution of a and the

single-phase behavior for x <0.5, we conclude that the actual In concen-

tration is approximately equal to the nominal concentration in cubic phase

Sn
1�x InxTe for x  0.5.

Indium-doping has similar effect on the crystal structure of Pb
0.5Sn

0.5Te.

Figure 3.3a presents the measured XRD patterns, with the intensity plot-
ted on a logarithmic scale. As can be seen, the peaks of the samples with

0 x  0.30 can be indexed well to the rocksalt structure. The tetragonal

InTe impurity phase only becomes substantial for x=0.35. Thus, compared

to the solubility limit of In in pure SnTe, which is about 45%, the solubility

limit of In in the Pb
0.5Sn

0.5Te alloys is approximately 0.30, which is about

50% higher than the limit found in samples prepared by the conventional

metal-ceramic technique [67–69]. In these solid solutions, Pb/Sn and Te

form two separate fcc sublattices, with successive substitution of Pb.Sn by

In. Figure 3.3b shows the Gaussian fitted (220) peaks, illustrating that the

peak position shifts gradually to larger angle before reaching the solubility

limit. The x dependence of the corresponding lattice constant a is dis-

played in Figure 3.3c. We find that a=6.392 Å for x=0, decreasing linearly

to a=6.359 Å for x=0.30 sample.

The solubility limit of In in the Pb
0.5Sn

0.5Te can be further confirmed

by microstructural investigation of the crystals using an analytical high-

resolution scanning electron microscope (SEM) equipped for energy-dispersive

X-ray spectroscopy (EDS). SEM images in Figure 3.4 show typical mi-

crostructures of the (Pb
0.5Sn

0.5)1�x InxTe cleaved surface. Figure 3.4a is

representative for x  0.3, with a dense uniform microstructure having few

voids, consistent with single-phase behavior. In contrast, the x=0.35 sam-
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Figure 3.4: Scanning electron microscope (SEM) images for (a) 30% and
(b) 35% In substituted (Pb

1�xSnx )1�y InyTe crystals. Insets are enlarged
images.

ple shown in Figure 3.4b exhibits a secondary phase, confirmed as InTe

by EDS analysis, dispersed randomly in the majority phase.

Figure 3.5b shows the XRD patterns of SnTe (x =1, y =0, black),

Pb
0.5Sn

0.5Te (x =0.5, y =0, blue) and (Pb
0.5Sn

0.5)0.7In0.3Te (x = 0.5,

y = 0.3, red), respectively. Compared to the parent compound SnTe,

with a lattice constant a = 6.32 Å, Pb-doping increases the lattice constant

(a = 6.39 Å for Pb
0.5Sn

0.5Te). Subsequent In-doping can then decrease

the lattice constant (a = 6.36 Å for (Pb
0.5Sn

0.5)0.7In0.3Te). Similarly, a sys-

tematic shrinking of the unit cell as a function of In content has been ob-

served in previous studies of SIT[1, 70]. The measured lattice parameters

listed on the figure for the various compositions are qualitatively consis-

tent with Vegard’s law and the differences in radii of the ionic components.

With more Sn or Pb atoms being replaced by In, the local distortion of the

crystal structure gets larger, and eventually the solubility limit is reached,

indicated by the appearance of the secondary phase InTe.

Common tools to characterize the surface states include angle-resolved

photoemission spectroscopy (ARPES) and scanning tunneling microscopy
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Figure 3.5: (a) A sketch of the crystal structure of SnTe with Sn atoms
(yellow) partially replaced by Pb (grey) and In (red). (b) X-ray pow-
der diffraction (XRD) patterns for SnTe (black), Pb

0.5Sn
0.5Te (blue) and

(Pb
0.5Sn

0.5)0.7In0.3Te (red), respectively. Each dashed line marks the po-
sition of an XRD peak of a compound with the same color. (c-e) Optical
microscope photos of the pristine surface of SnTe (c), Pb

0.5Sn
0.5Te (d) and

(Pb
0.5Sn

0.5)0.7In0.3Te (e).
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(STM). To apply these techiques, one typically needs atomically-flat and

well-oriented surfaces. For the topological insulator Bi
2

Se
3

, this is not a
problem, since it can be easily cleaved due to weak coupling between

its layers. In the case of SnTe related compounds, however, the situa-

tion is more challenging due to their isotropic cubic structures. To illus-

trate, Figures 3.4c-e show microscope photos of pristine surfaces. The

flat, shiny planes are cleaved surfaces, and they become smaller with in-

creasing Pb/In substitution. Thus, it appears that substitution of Pb or In
atoms introduces lattice distortion and leads to smaller cleaved surfaces

for surface-sensitive studies. STM studies of SIT single crystal samples

have been successfully performed[51], as discussed in Sec. 3.4.1. Direct

ARPES studies of PSIT single crystals are few, and it has proved more

practical to perform measurements on thin films evaporated from previ-

ously characterized bulk samples[3, 71].

3.2.2 Indium induced superconductivity in SnTe

The superconducting transition temperature of each sample was deter-

mined by magnetization measurements. Figure 3.6a shows the tempera-

ture dependence of the zero-field-cooled (ZFC) and field-cooled (FC) mag-

netization for the Sn
0.55In0.45Te single crystal measured between 1.75 and

6 K under an applied field of 1 mT. The onset of the Meissner signal oc-

curs at Tc=4.5 K. The magnetic hysteresis (M–H) loops for representative

x=0.2 and 0.45 single crystal samples measured at 1.75 K are compared

in Figure 3.6b. Clearly the M–H curve for In0.45 includes a larger area

than that of In0.2, indicating stronger flux pinning for 45% indium substi-

tution. The lower critical field Hc1, defined by the deviation point of the
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Figure 3.6: (a) Temperature dependence of magnetic susceptibility for
Sn
0.55In0.45Te single crystal measured under conditions of Fc (ZFC) in an

applied field of 1 mT at a cooling (heating) rate of 0.1 K/min. (b) Hystere-
sis loop of a Sn

0.55In0.45Te single crystal measured at 1.75 K. The inset
shows the initial M–H behavior at a field less than 10 mT and 1.75 K. For
magnetization measurements, samples are cut into roughly cubiclike small
chunks. The demagnetization factor can be taken as 1 considering that the
crystal structure is isotropic.
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Figure 3.7: (a) Temperature dependence of resistivity for Sn
1�x InxTe single

crystals in the normal state up to 300 K. (b) Temperature dependence of
resistivity for Sn

1�x InxTe single crystals at low temperature.

M–H curve from its initial linear behavior, can be estimated from the data

in the inset of Figure 3.6b. With higher indium concentration, Sn
1�x InxTe

superconductors are more likely to resist magnetic flux penetration.

The resistivity of Sn
1�x InxTe single-crystal samples is weakly metallic

in the normal state up to 300 K (Figure 3.7a); the transition to zero resis-

tance is fairly sharp, with a typical width of 0.2 K, as shown in Figure 3.7b.

The parameter Tc (R) is defined as the onset temperature for the drop in

resistivity.

The superconducting critical temperature Tc (M) is defined as the tem-

perature at which the magnetic moment begins to drop sharply. The re-

sults for all samples are displayed in Figure 3.8. Starting at small x , the

polycrystalline samples show an almost linear relation between Tc and x ,

reaching the highest Tc of 4.5 K when x=0.4. The variation of Tc with x

for single crystals shows a similar relation. This trend confirms and ex-
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Figure 3.8: Superconducting transition temperature as a function of indium
concentration x for both polycrystalline (blue squares) and single-crystal
samples (red triangles), obtained from magnetization measurements, and
for single crystals (brown circles) from resistivity measurements. For each
concentration, different parts of the as-grown crystal rod were measured
to give an average value of Tc . Data for indium concentrations less than
110% are taken from Erickson et al.[54].
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Figure 3.9: (a) Field dependence of the resistivity for the x=0.45 crystal at
fixed temperatures from 1.8 to 4.6 K. (b) Upper critical field Hc2(T ) deter-
mined from resistivity measurements on four single crystals.
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Table 3.1: Upper critical field at zero temperature Hc2(0) for Sn
1�x InxTe,

estimated using the Werthamer-Helfand-Hohenberg approximation.

In concentration slope (T/K) Tc (K) µ
0

Hc2(0)(T)
0.2 -0.58 2.7 1.08
0.3 -0.55 3.1 1.18
0.4 -0.49 4.2 1.42
0.45 -0.48 4.5 1.49

tends the earlier experimental results from several groups, and it occurs

within the regime where the XRD results indicate that the samples are

essentially single phase. As the indium concentration increases, super-
conducting critical temperature determined from resistivity measurements

Tc (R) changes similarly with Tc (M), as shown in Figure 3.8.

The magnetic-field dependence of the electrical resistivity for single

crystals was also measured. Representative data for Sn
0.55In0.45Te are

shown in Figure 3.9a. The upper critical field Hc2(T ) is defined as the

onset of the resistive transition at each fixed temperature; the results are

shown in Figure3.9b. The upper critical field at zero temperature Hc2(T =

0) can be estimated using the Werthamer-Helfand-Hohenberg approxima-

tion [72], µ
0

Hc2(0) = 0.69Tc |dµ0Hc2/dT |T=Tc . From the measured curves

for µ
0

Hc2(T ), we obtain the initial slopes (at T ⇡ Tc ) and also estimate the

upper critical fields, as shown in the table 3.1. These results show that a

stronger applied field is needed to completely suppress the superconduc-

tivity at 0 K for Sn
1�x InxTe superconductors with higher indium concentra-

tions.
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3.2.3 Indium induced superconductivity in Pb0.5Sn0.5Te

The critical temperature of each sample are defined as the onset point of

the sharp transition of the resistivity (Figure 3.10a) and magnetic moment

(Figure 3.10b). Figure 3.10b shows the temperature dependence of zero-

field-cooled and field-cooled magnetization under an applied field of 1 mT

for the optimal doped single crystal sample Pb
0.5Sn

0.5Te. The onset of the

magnetic transition occurs at Tc =4.7 K, with a transition width of about 0.5

K (obtained from the temperatures corresponding to 10% and 90% of the

full diamagnetism). This rather sharp transition indicates that the indium

content is fairly homogeneously distributed in the measured sample. From

the resistivity measurements (Figure 3.10a), we see that only the samples

with x &0.10 show superconductivity at accessible temperatures.

Superconducting transition temperatures Tc for all samples, obtained

from magnetization and resistivity measurements, are summarized in Fig-

ure 3.11. The variation of Tc with x displays a similar relation as for In-

substituted SnTe [1, 55] – with indium successively doped into the system,

the superconducting critical temperature is enhanced. In the (Pb
0.5Sn

0.5)0.7In0.3Te

solid solutions, a maximum in Tc at 4.7 K is achieved in both the magnetic

and resistivity measurements.

To determine the upper critical field, the magnetic-field dependence

of the electrical resistivity was also investigated. Representative data for

Pb
0.35Sn

0.35In0.3Te are shown in Figure 3.12a. The onset of the resistive

transition is plotted as a function of field in Figure 3.12b for (Pb
1�xSnx )1�y InyTe

single crystal samples with x=0.13, 0.16, 0.20 and 0.30. From these mea-

sures of Hc2(T ), we have determined the derivative, |@Hc2/@T |T=Tc , as

indicated by the fitted straight lines. These dependences provide esti-

mates of the critical magnetic fields at zero temperature, Hc2(T = 0) [72].

Calculated values for the four superconducting single samples are com-
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Figure 3.10: (a) Temperature dependence of the resistivity for
(Pb

0.5Sn
0.5)1�x InxTe single crystals with indium contents x=0–0.30. (b)

Temperature dependence of magnetic susceptibility for an optimally doped
(Pb

0.5Sn
0.5)0.7In0.3Te single crystal measured under conditions of FC (red)

and ZFC (blue) in an applied field of 1 mT.
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Figure 3.12: (a) Field dependence of the resistivity for the x=0.30 crystal at
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from resistivity measurements on four single crystals.
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Table 3.2: Upper critical field at zero temperature Hc2(T = 0) for
(Pb

1�xSnx )1�y InyTe.

Indium concentration Tc (K) slope (T/K) µ
0

Hc2(0) (T)
0.13 3.2 -2.20 4.86(7)
0.16 3.4 -2.16 5.07(8)
0.20 4.0 -1.85 5.11(4)
0.30 4.8 -1.54 5.10(3)

pared in Table 3.2. We find that µ
0

Hc2(0) changes relatively little with x in

comparison with Tc for the superconducting samples.

3.3 Indium substitution effect on (Pb,Sn)Te: Topo-

logical properties

3.3.1 Resistivity behaviors of indium doped Pb1�xSnxTe

Based on the transport measurements of indium doped Pb
0.5Sn

0.5Te crys-

tal samples, we noticed the striking, nonmonotonic variation in the normal-

state resistivity with x , as illustrated in Figure 3.13. Pure Pb
0.5Sn

0.5Te
shows a metallic-like behavior with a p-type carrier density similar to SnTe.

By introducing increasing amounts of indium into the Pb
0.5Sn

0.5Te system,

single crystal samples show quite divergent, nonmonotonic variations in

resistivity in the normal state. For the samples with one percent or less

indium, the resistivity is weakly metallic, just like the resistivity behavior

of pure SnTe [1] or Pb
1�xSnxTe without indium doping [73]. Increasing

y to 0.06, we observe that the resistivity at 10 K rises by five orders of
magnitude. With further increases of y , the resistivity drops, but remains
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Figure 3.13: Temperature dependence of the resistivity for
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0.5)1�y InyTe single crystals with indium contents 0  y 0.30.
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semiconducting, consistent with earlier studies [2, 74, 75]. This resistivity

behavior in the normal state is quite different from the case of In doped
SnTe [1], where all samples are weakly metallic in the normal sate. At

low temperature, samples show true bulk-insulating resistivity and present

evidence for nontrivial topological surface states [3]. With higher indium

doping levels, superconductivity with a transition temperature Tc positively

correlated to the indium concentration was observed, and the highest Tc ,

⇠4.7 K, was achieved for 45% indium doped SnTe samples [1, 55] and
30% indium doped Pb

0.5Sn
0.5Te samples [3].

The effect of indium substitution is similar for other (Pb,Sn)Te composi-

tions. Nonmonotonic variation in the normal-state resistivity with y is also

found in transport measurements of PSIT for many series with different x

values. Specifically, x=0.5 is not the only system that shows large bulk

resistance when doped with a low concentration of indium. In the whole

family of (Pb
1�xSnx )1�y InyTe, maximum resistivities that surpass 106 ⌦cm

are observed for x=0.25-0.30. Even for x=0.35, doping with 6% In results

in a rise in resistivity by 6 orders of magnitude at low temperature. These

phenomena can be well explained in a picture where the chemical poten-

tial is pinned within the band gap, which will be discussed in detail in a

later section 3.3.2.

Past studies [76, 77] of various transport properties in Pb
1�xSnxTe and

the impact of In doping provide a basis for understanding the present re-

sults. For In concentrations of.0.06, the In sites introduce localized states

at a sharply defined energy that pins the chemical potential. In a small

range of Sn concentration centered about x =0.25, the chemical potential

should be pinned within the band gap. Hence, the very large bulk resistiv-

ities observed for x =0.25 and 0.3 are consistent with truly insulating bulk

character.
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Figure 3.14: Temperature dependence of resistivity in (Pb
1�xSnx )1�y InyTe

for (a) x =0.5, (b) x =0.4, (c) x =0.35, (d) x =0.3, (e) x =0.25, and (f)
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value of x , indium doping turns the metallic parent compound into an insu-
lator, with low-temperature resistivity increasing by several orders of mag-
nitude. The saturation of resistivity at temperatures below 30 K suggests
that the surface conduction becomes dominant.
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Now we concentrate on testing the character of the x =0.35, y =0.02

sample, where we anticipate topological surface states. To test the contri-
bution of the surface states to the sample conductivity, we have measured

the resistance R(T ) as a function of sample thickness [78–80]. The mea-

surements involved sanding the bottom surface of the crystal with the top

contacts remaining nominally constant. Following Syers et al. [80], in Fig-

ure 3.15(a) we plot the ratio r ⌘ R(T )/R(300 K) for several thicknesses.

A simple parallel conductance model is used to extract the relative contri-
butions, with total conductance described by

G = Gs + Gb, (3.1)

where Gs=1/Rs is the surface contribution–assumed to be temperature

independent–and Gb=1/Rb is the bulk contribution–assumed to be acti-

vated in temperature due to a bulk energy gap �. Therefore, Gb=Wt(⇢bL)e��/kBT

with sample lengthL, withW , and thickness t, bulk resistivity ⇢b in the high-

temperature limit, and Boltzmann constant kb. Thus, for the dimensionless

and geometry-independence resistance ratio,

r(T )�1 = r�1s + r
�1
b e

�/k
B

T , (3.2)

where subscripts s and b label the surface and bulk contributions, respec-

tively. The fitted results for rs and rb are plotted in Figure 3.15(c) and (d);

for the gap, we obtain � =14.6±0.3 meV. The parameter rs , essentially the

ratio of the bulk conductance at 300 K to the surface conductance, linearly

extrapolates to zero in the limit of zero thickness. Alternatively, we can

calculate the fraction of the conductivity in the surface channel, which is

plotted in Figure 3.15(b). Despite the fact that the sample thicknesses are

quite large, we find that the surface states provide >90% of the conduction
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for T<20 K.

As another test, the Hall effect and zero-field resistivity were measured
on a x =0.35, y =0.02 crystal using a Quantum Design Physical Property

Measurement System. From those measurements, we obtained the carrier

density n and mobility µ shown in Figure 3.16(a) and (b), respectively. The

carrier density drops rapidly on cooling, falling below 1014/cm3 at 5 K,

while the mobility rises rapidly below 20 K, eventually surpassing 2000

cm2 V�1 s�1, consistent with metallic conduction by surface states and
negligible bulk contribution at low temperature.

As can be seen in Figure 3.16, the surface conduction channel ex-

ists and dominates the low temperature transport on both topological and

trivial sides of the phase diagram. Therefore, we perform the final test

of the topological character of the surface states with magnetoresistance

(MR) measurements [81]. The symmetry-protected coupling of spin and

momentum for surface states makes them immune to weak localization

effects. Application of a transverse magnetic field violates the relevant

symmetries [82], thus removing the topological protection and leading to

a field-induced decrease in conductance. Combining the longitudinal and

transverse resistivity data, we have evaluated the field-dependent longitu-

dinal conductivity. Results at 5 K and 20 K are plotted in Figure 3.16(c)

and (d), respectively.

For a quantitative analysis, we fit the data with the theoretical formula

for weak anti localization (WAL) [83],

�G =
↵

⇡

e2

h
[ln(B�/B)�  (1

2

+ B�/B)], (3.3)

where  is the digamma function and ↵ is a number equal to 1/2 times

the number of conduction channels; B� = �0/(8⇡l2�), with �
0

= h/e and
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Figure 3.16: Characterizations of the (Pb
0.65Sn

0.35)0.98In0.02Te sample. (a)
Carrier density, obtained from Hall effect measurements, and (b) carrier
mobility vs. T ; lines are guides to the eye. (c) Change in magneto-
conductivity with field at 5 K and (d) 20 K. Red lines represent fits to the
WAL formula, Eq. 3.3, as discussed in the text. For the initial magne-
toresistance data used to obtain �(B), the measurements were performed
after a significant waiting time (5 days at 5 K, 2 days at 20 K) due to slow
relaxation in the resistance [77].
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l� being the electronic phase coherence length. For our system, one ex-

pects 4 Dirac cones crossing the Fermi surface [84, 85], which would give
↵ =2. The fit to the 5-K data yields ↵ =0.78 and l� =123 nm; at 20 K,

the fit gives ↵ =2.65 and l� =58 nm. The reduction in coherence length

with temperature is consistent with the drop in mobility. The magnitude

of ↵ is qualitatively consistent with expectations, though the temperature

dependence is unexpected. Note that for the x =0.5, y =0.06 sample, the

magnetoresistance was measured at 5 K; a fit of the WAL formula to the
data yields l� =100 nm and ↵ =2.25, close to the expected ↵ =2.

3.3.2 Bulk band structure of indium doped Pb1�xSnxTe

To address the divergent resistivity behaviors, it is helpful to consider the

bulk electronic structure. SnTe and other IV-VI materials with the rock-

salt structure have long attracted attention as a model for small band gap

semiconductors. The topologically distinct band structure of SnTe (non-

trivial, x = 1) and PbTe (trivial, x = 0) involves a change in the ordering

of the conduction and valence bands at L points. This implies that the

band gap of the alloy Pb
1�xSnxTe first closes and then re-opens as x in-

creases, as shown in Figure 3.17[4, 77, 86, 87]. It follows that there must

be a topological quantum phase transition upon varying the Pb/Sn ratio in

Pb
1�xSnxTe, and experiments indicate that it occurs near xc ⇡0.35 at low

temperature[32, 86–90].
Generally, it is believed that each In dopant will provide one less va-

lence electron than Sn2+ and Pb2+, so that indium should be considered

as a p-type dopant. In the case of SnTe, one begins with a p-type semi-

conductor due to Sn vacancies. With In doping, the number of cation
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Figure 3.17: Energy diagrams illustrating the relative location of the con-
duction, valence band and indium induced impurity band in the continu-
ous series of Pb

1�xSnxTe alloys with low In doping level, where indium
can be simply treated as a p-type dopant. In SnTe, the conduction band
has a symmetry of L+

6

; this undergoes a band inversion at x ⇠0.35 and
the symmetry is inverted in PbTe. The band gap is illustrated with blue
dashed lines, with the end member SnTe having 360 meV and PbTe hav-
ing 190 meV [91]. The Fermi level, controlled by the indium impurity states,
is indicated schematically by the red line.
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vacancies decreases, which partially compensates the expected impact of

the In; nevertheless, the p-type carrier density initially grows with increas-
ing In concentration [56, 92]. The situation becomes more complicates for

an Indium concentration above 10%, where the sign of the Hall resistiv-

ity changes [70], suggesting the possibility that two types of carriers are

simultaneously present. In fact, in indium doped PbTe and Pb
1�xSnxTe,

In-doping results in far less than 1 electron per impurity atom, which sug-

gests In doping also introduces an impurity band that causes the effect of
pinning the Fermi level[52, 91]. Evidence for the quasi-localized character

of indium-induced states has been provided by a recent nuclear magnetic

resonance study on Sn
0.9In0.1Te[93].

In this scenario, the large bulk resistivity in series with x =0.25–0.35

is a consequence of indium sites introducing localized impurity states that

pin the chemical potential[77, 86]; the electronic properties then depend

on the position and width of the indium level. In the region of compositions

where the localized impurity band lies in the band gap, or a position that

is very close to the band edge, the free carrier concentration is extremely

low at low temperature, which is reflected in the very large bulk resistivities

for x ⇠0.30 that we observe in the transport measurements.

According to the schematic evolution of the band structure of Pb
1�xSnxTe

and the energy of the In impurity level in Fig. 3.17, the chemical potential

sits in the valence band on the Sn side, consistent with p-type metallic

behavior, while it moves to the conduction band on the Pb-rich side. With

a very small amount of indium doping on the Pb-rich side, the opposing

trends of decreasing cation vacancies and increasing In-substitution ini-

tially lower the carrier density, leaving the system weakly metallic. With

further increases in In content, the Fermi level drops into the band gap,

where it gets pinned by the impurity state level. The magnitude of the
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Figure 3.18: Temperature dependence of the resistivity for
(Pb

1�xSnx )0.97In0.03Te (a) and (Pb
1�xSnx )0.94In0.06Te (b) single crys-

tals. The resistivity value are shown in a logarithmic scale.

resistivity will then depend largely on the size of the band gap, which is

determined by the Sn content, x , instead of the indium content, y [77]. Fig-

ure 3.18 gives a summary of the variation in resistivity as a function of x in

(Pb
1�xSnx )1�y InyTe compounds with either 3% or 6% indium doping. The

same trends are found as a function of x , although the low-temperature

resistivities tend to be higher for y =0.06.

It is worth mentioning that a long relaxation time was observed in the

bulk resistance for several samples, especially those that are truly bulk in-

sulators, i.e. x =0.25, 0.30, 0.35. After a sample was quenched down

to low temperature (liquid-helium), its resistivity gradually decreased with

time. This relaxation phenomenon can last for days until the resistiv-

ity reaches a stable value. Previous studies on Pb
1�xSnxTe doped with

group-III elements revealed similar time-dependent behavior, and it was

explained in terms of the interaction between the crystal lattice and the
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non-equilibrium electron densities associated with the pinned chemical po-

tential at the impurity level[86].

3.3.3 Physical property phase diagram of (Pb1�xSnx )1�y InyTe

To summarize the effect of indium substitution on PSIT materials, we present

in Figure 3.19 [4], a ternary phase diagram of the system to illustrate

trends for several properties: the character of the low-temperature resistiv-

ity (metallic, insulating, superconducting) and the solubility limit. Here, the

end members are SnTe, PbTe, and InTe. The closer to the end member,

the higher concentration of that component. Each of the six dashed lines
starting with the same end member InTe represent a series of PSIT with

the fixed Sn:Pb ratios, as labeled by x .

For low indium doping (blue region), samples show weak metallic re-

sistivity, as in SnTe. A few percent indium doping turns the Pb
1�xSnxTe

samples into true insulators (orange region). By increasing the In content

further, superconductivity may be achieved (green region). When the in-

dium content exceeds the solubility limit in the system (marked with white

crosses), where additional In is no longer simply substituting for Pb/Sn, an

impurity phase of InTe, with a tetragonal crystal structure, appears and the

samples are no longer in single phase. The critical In concentrations that

divide these various regions are illustrated with dashed lines.

From the resistivity behavior in the phase diagram, it can be seen
that the In substitution effect shows consistent trends. Superconductivity

emerges almost immediately with indium doping in SnTe. In Pb
1�xSnxTe,

though, with increasing Pb content the amount of In needed to induce su-

perconductivity goes up, and the range of superconductivity with respect
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Figure 3.19: A ternary phase diagram summarizing all the resistivity be-
haviors of (Pb

1�xSnx )1�y InyTe. Experimental results for SIT with In con-
tent up to 10% is obtained from Ref. [54]. The solubility limit of In in PbTe
(24%) is obtained from Ref. [77]. Samples with weak metallic resistivity
are shown in blue, with insulating resistivity are shown in orange, and with
superconductivity are shown in green. White crosses represent the sol-
ubility limit of In, beyond which the sample no longer remains in a single
phase and secondary InTe phase shows up.
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to In-doping shrinks. Meanwhile, the bulk insulating region broadens with

increased Pb, and the maximum bulk resistivity that can be achieved in
the PSIT family is found in the x=0.30 and x=0.25 series[3]. Those materi-

als along with previously reported bulk insulating TIs Sn-Bi
1.1Sb

0.9Te
2

S[94]

could provide good platforms to study the true topological ’insulators’, in

which bulk conduction would not dominate the transport behavior, assum-

ing that their surface states remain topological.

3.4 Probing the nature of the superconducting

topological materials by neutron scattering

3.4.1 Debate on topological superconductivity

At higher indium content (>10%), superconductivity emerges in Pb
1�xSnxTe

samples, with a typical superconducting transition temperature in the range

of 3 to 5 K. There are intriguing questions about the nature of the super-

conductivity: is it conventional BCS superconductivity, or unconventional

topological superconductivity? Topological superconductors are accom-

panied by gapless states at the edge or surface, which characterize the

nontrivial topology of the bulk state and they may be composed of Majo-

rana fermions [39, 40].

The first plausible example of TSC (associated with TI or TCI com-

pounds) was CuxBi
2

Se
3

[45]. Experimental evidence from point-contact

spectroscopy[49, 95] showing zero-bias conductance peaks coexisting with

a superconducting gap may be indicative of the unconventional super-

conductivity, which is necessary (but not sufficient) for TSC in inversion

symmetric, time-reversal-invariant superconductors. Similarly, results for

81



In-doped SnTe from both point-contact spectroscopy and high-resolution

ARPES studies have been interpreted as evidence for odd-parity pairing
and topological superconductivity [51, 64].

A markedly different conclusion was drawn, however, in a scanning

tunnelling spectroscopy (STS) study on Cu
0.2Bi

2

Se
3

[96], which reported

a superconducting gap without any zero bias anomalies. Later studies

on the optimally doped TCI system SIT using thermal conductivity [97],

magnetization and muon-spin rotation (µSR) measurements [98] also sup-
ported the conclusion that SIT has a full superconducting gap in the bulk,

and is more likely to be a conventional s-wave superconductor. Similarly,

STS measurements [71] of the superconducting state as well as the su-

perconducting energy gap in (Pb
0.5Sn

0.5)0.7In0.3Te on the high-symmetry

(001) surface lead to the same conclusion, that the superconducting sam-

ple seems to be fully gapped without any in-gap states, contrary to the

expectations for a topological superconductor.

These controversies may be due to the complexity of the junctions in

point contact measurements, since the spectra that are indicative of an un-

conventional superconductor can also be interpreted by other mechanisms

[71, 95]. On the other hand, the observed fully-gapped tunneling spectra

in STM measurements on CuxBi
2

Se
3

and SIT can be also explained by the

results of exotic pairing states with additional parameters [96]. In addition,

in TCI compounds where the exotic surface states only exist on certain

high-symmetry planes guaranteed by the mirror symmetry, the possibility

of topological superconductivity feature cannot be ruled out from studies

of the (001) plane alone [71]. Besides, due to the poor cleavability of cu-

bic (Pb
1�xSnx )1�y InyTe, it might be tricky to expose the desired surface for

surface-sensitive measurements.

The debate on topological superconductivity has recently been reinvig-
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orated by a nuclear magnetic resonance study of Cu
0.3Bi

2

Se
3

[99]. There

the authors find clear evidence for a breaking of the spin-rotation symme-
try in the superconducting state, consistent with spin-triplet pairing. This

will surely motivated further investigations.

3.4.2 Phonon-mediated superconductivity in In-doped Pb0.5Sn0.5Te
studied by neutron scattering

In order to probe the nature of the superconductivity in the topological ma-

terials, inelastic neutron scattering may provide another perspective to this

long-standing controversy by studying the phonon density of states (DOS)

of the superconducting topological materials. An essential issue of the

previously mentioned debate is related to the character of the supercon-

ducting gap. Typically, electron-phonon coupling should play an essential

role in an conventional Bardeen–Cooper–Schrieffer (BCS) superconduc-

tor. In this case, one can expect some phonon anomalies across the su-

perconducting transition temperature Tc . In this section, I present inelastic

neutron scattering results on the phonon spectra in (Pb
0.5Sn

0.5)0.7In0.3Te

to address this issue.
Previous studies have been done on low-energy phonons on the Sn

0.8In0.2Te

single-crystal sample [100]. The low energy (close to the Bragg tail) of the

acoustic phonons makes it difficult to draw a definite conclusion, and there

appears to be no clear change on the acoustic phonon modes when cross-

ing Tc . There is a proposal that in the topological superconductor system,

the transverse optical (TO) phonon plays a more important role for pairing

[64], thus a better way to investigate phonon anomalies is to focus on the

optical branches.
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Figure 3.20: |Q| dependence of phonon intensity S(Q,E) at all E range
measured on (Pb

0.5Sn
0.5)0.7In0.3Te powder sample at temperatures: (a)

1.5 K, (b) 2.5 K, (c) 7 K and (d) 20 K.
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In order to understand the role phonons play in the superconductivity

in the bulk of (Pb
0.5Sn

0.5)0.7In0.3Te, inelastic neutron scattering measure-
ments over a wide Q-E range have been performed on the optimally doped

topological crystalline insulator Pb
1�xSnxTe, (Pb

0.5Sn
0.5)0.7In0.3Te powder

sample (20 g, Tc =4.7 K). Fine structure in its phonon density of states

as well as the Q dependence of the excitations was revealed by means

of a high-energy-resolution chopper spectrometer HYSPEC at a pulsed

neutron source SNS, which covers large range of Q and also has good
resolution at low energy range. In order to achieve best resolution, we

selected incident energy Ei=15 meV, Fermi chopper frequency 360 Hz. In

this configuration, we can achieve an energy resolution ⇡0.2 meV.

|Q| dependence of phonon intensity S(Q,E) over the accessible E

range were measured at four different temperatures, below and above the

Tc , as shown in Figure 3.20. The scattering around 5 meV is prominent,

with the strength increasing with increasing |Q|. Such Q dependence of the

scattering intensities is consistent with them being resulting from phonons.

Though, in order to directly compare the phonon DOS measured at differ-

ent temperatures, the phonon thermal correction, i.e., Bose factor correc-

tion is necessary [101]. Based on the Planck distribution:

P (n) =
1

Z
exp(�

En
k
B

T
) (3.4)

where Boltzmann constant kb=1.3806503⇥ 10�23 J/K, and T is absolute

temperature. En is the energy carried by the n phonons. Z is the normal-

ization factor, or the partition function. Due to the total probability of

1X

n=1

P (n) = 1
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Figure 3.21: Energy dependence of phonon density of states intensity,
normalized after phonon thermal correction.

, we have
1

Z
= 1� exp(�

E

kBT
). (3.5)

Thus we can then do the Bose factor correction by

S(Q,E)corr. = S(Q,E)⇥
1

Z
. (3.6)

We sum the intensities S(Q, E) with Q ranging from 2.2 to 5 , dividing

them by the Bose factor. Figure 3.21 shows the energy dependence of the

phonon DOS intensity after Bose factor correction at four different temper-

atures. We found the E dependence is very similar above and below Tc
above 3 meV, but shows differences below 3 meV. Below 3 meV, curves of

T=1.5 (black) and 2.5 K (blue) overlap each other, while when above Tc ,

the phonon DOS intensity gets suppressed.
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BCS theory predicts the dependence of the value of the energy gap

� at temperature T on the critical temperature Tc . The ratio between the
value of the energy gap at zero temperature and the value of the super-

conducting transition temperature takes the universal value:

�(T = 0) = 1.764k
B

Tc , (3.7)

Based on this we estimate the possible phonon DOS anomaly should

appear at 2�(0) ⇡1.6 meV, which is coincident with the energy where we

found the difference in intensity at temperature below and above Tc . The

substantial enhancement of the phonon scattering strongly demonstrates

that the low-energy phonons are coupled with the superconducting pairing.

Our results show that for the superconducting sample the scattering

intensities for phonons with energies E 6 2�(0) (zero-temperature super-

conducting gap) are significantly enhanced below Tc , and the In-doping

effectively alters the phonon density of states. Our results seem to indicate
that the phonons play a role in the superconductivity in (Pb

0.5Sn
0.5)0.7In0.3Te,

and the soft phonons are coupled to the electrons in some way, suggest-

ing they could be relevant to superconductivity. However, a ferroelec-

tric transition also involves in the interactions with low-energy phonons
in Pb

1�xSnxTe materials, thus this is still an open question whether the

phonon DOS anomaly observed in our INS experiment suggests the su-

perconductivity in (Pb
0.5Sn

0.5)0.7In0.3Te is a consequence of the electron-

phonon interactions, similar as that in conventional BCS superconductor,

instead of the unconventional topological superconductor.
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3.5 Conclusions and discussions

In recent years, In-doped SnTe and Pb
1�xSnxTe have been studied exten-

sively both as examples of topological crystalline insulators and potentially-

interesting superconductors. Our study of a broad range of compositions

in the (Pb,Sn)Te system shows that indium doping has a nonmonotonic

effect on the electronic properties, which can be explained from the stand-

point of the relative location of the indium-induced impurity band and the
bulk band structure. Our studies show that with 1-2% indium doping, the

samples remain weakly metallic just as the undoped parent compounds;

with a few more percent of indium concentration, the samples become

insulating and the low temperature conductance is dominated by the sur-

face states; superconductivity can be achieved with more indium doping,

and the superconducting transition temperature increases with increasing
indium; the maximum Tc is limited by the indium solubility in the parent

compounds. In this dissertation we have presented an overview and sum-

mary which recaps our findings and conclusions, which can be instructive

for future work on this system.

In the effort of looking for a new topological superconductor, Tl
5

Te
3

has been found to be tunable between superconducting and topological

surface states by Sn-substitution[102, 103], which is quite similar to the

In-substitution effect on the Pb
1�xSnxTe system. These facts may imply

that the topological surface states and the bulk superconductivity are two

competing parameters. The goal of mixing the superconducting and topo-

logical characters remains a challenge.

A plausible strategy of looking for Majorana fermions is to artificially

construct topological insulator/conventional superconductor heterostruc-

tures and make use of the superconducting proximity effect[104–109].
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Both Sn
1�x InxTe and (Pb

1�xSnx )1�y InyTe would be perfect platforms for

this purpose, since these systems undergo a continuous change from a
TCI to a (likely conventional) superconductor. More specifically, the large

bulk resistivity shows up in (Pb
1�xSnx )1�y InyTe with x =0.25–0.5, a p-type

matrix can be realized in series the with x =0.35–1.0, and superconductiv-

ity can also be realized in the latter compounds, which makes this system

quite promising for exploitation in heterostructures.
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Chapter 4

Explorations of Dynamic
Correlations in Materials Related
to High Temperature
Superconductors
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In this Chapter, I present our studies on the dynamic structural correlations

in La
1.875Ba

0.125CuO
4+�, as well as the dynamic electronic correlations in

La
1.75Sr

0.25NiO
4+�. This Chapter is largely reprinted from my published

articles, Ref. [1, 2]; copyright is held by the American Physical Society.

4.1 High temperature cuprate superconductors

High Tc superconductivity in copper oxides (cuprates) is one of the most

intriguing phenomena in the strongly correlated electron systems. It has

attracted great attention since its discover in 1986 [3], because Tc can ex-
ceed the boiling temperature of liquid nitrogen, and is much higher than

the predicted upper limit of Tc from BCS theory for conventional supercon-

ductivity.

The typical crystal structure of a cuprate superconductor is a multi-

layered perovskite structure, shown in Figure 4.1(a). The crucial structural

subunit is the Cu-O
2

plane, which extends in the a-b direction. Electronic

couplings in plane are strong, while along the interplane (c-direction) the

couplings are very weak. In a certain CuO
2

plane, squares of O2� ions

with a Cu2+ ion at the center of each square from checkerboard lattices

(Figure 4.1(b)). The layers of CuO
2

are believed to be the key structure in

high Tc superconductivity. Before the discovery of iron-based supercon-

ductor in 2008, most of ceramic high Tc superconductors are cuprates. In

the La
2

CuO
4

family of materials, hole doping is achieved by substituting

Sr or Ba ions for some of the La ions indicated, or by adding interstitial

oxygen. In other families of high Tc materials such as YBa
2

Cu
3

O
6+�, the

crystal structure and mechanism of doping are slightly different, but all ma-
terials share the feature of CuO

2

planes weakly coupled in the transverse
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Figure 4.1: (a) Crystal structure of La
2

CuO
4

, the parent compound of the
hole (Ba, Sr) doped cuprate superconductors. (b) Schematic of copper-
oxide plane. The red arrows represent a possible alignment of spins in the
antiferromagnetic ground state of La

2

CuO
4

. Figure from Ref. [4].

direction [4]. It has been proposed that the combination of proximity to a

Mott insulating phase and low dimensionality would cause the doped ma-

terials to exhibit fundamentally new behavior, not explicable in terms of

conventional metal physics [4].

On doping holes, the antiferromagnetic Mott insulator phase of the par-

ent compounds disappers and superconductivity emerges. Tc follows a

dome-like shape as a function of doping, with a maximum Tc around 16%

holes per CuO
2

plaquette [5]. A similar phase diagram is seen on doping

electrons, albeit with a more robust antiferromagnetic phase and a lower

Tc . On the hole-doped side, there exists an enigmatic state above Tc
called the pseudogap, where the electron density of states within certain

momentum region is suppressed [6]. A schematic phase diagram of both

hole- and electron-doped cuprates are shown in Figure 4.2. The cuprate

superconductors not only manifest superconducting transition tempera-

tures inconceivable decades ago, but also exhibit many other properties
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Figure 4.2: Schematic doping phase diagram of high Tc cuprate supercon-
ductors.

apparently incompatible with the conventional superconductor physics, which

stimulates the development of new experimental techniques and theoreti-

cal concepts.

An increasingly well-documented feature of high temperature super-

conductors is a tendency towards a variety of orders in addition to super-

conductivity. Neutron scattering studies in the mid-1990s led to the ex-

perimental discovery of electronic ‘stripes’ in the La
2�xSrxCuO

4

(LSCO)

[7]. A theoretical perspective was based on the observation that dop-

ing an insulating antiferromagnet produces a tendency to phase sepa-
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Figure 4.3: (a) Relative position of the incommensurate stripe patterns in
LSNO and LBCO, plotted in the momentum space. Diagram of the spin
and charge stripe pattern with in a NiO

2

or CuO
2

plane observed in hole-
doped La

2

NiO
4

(b) and La
2

CuO
4

(c).
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ration that is frustrated by the long-range Coulomb interaction, and re-

sulting on conducting stripe-like textures [8]. The stripe order, charac-
terized by incommensurate antiferromagnetic order and charge segrega-

tion, was initially found in the underdoped versions of LSCO, where a

low-temperature-tetragonal (LTT) lattice deformation apparently pins the

stripes [7]. In cuprates, static stripe order and uniform superconductiv-

ity are two competing parameters: in La
1.6�xNd

0.4SrxCuO
4

superconduct-

ing transition temperature Tc decreases as the staggered magnetization
increases[9]; bulk superconductivity is anomalously suppressed in materi-

als such as La
2�xBaxCuO

4

x = 1

8

that exhibit static stripe order [10–12]; the

stability of both orders in high Tc cuprates is enhanced when the supercon-

ductivity is suppressed by magnetic field or impurity substitution[13]. On

the other hand, fluctuating stripes can coexist with superconductivity and

could play a role in the superconducting pairing mechanism[14, 15]. Un-

fortunately, even though substantial evidence for static stripes have been

detected by diffraction techniques in cuprate materials[13, 16, 17], stripe

dynamics and their role in high Tc superconductivity have long been con-

troversial.

Since about two decades ago the static charge and spin stripes were

first discovered in the same sample La
4

NiO
4.125 by neutron diffraction[18,

19], there have also been comprehensive studies for static spin and charge

modulations in related nickel system, La
2�xSrxNiO

4+�[20–27]. Unlike most

cuprates in which charges are observed to segregate in stripes running

along the Cu-O bonds (horizontal or vertical stripes), in the nickelates

stripes tend to run along the diagnonal direction with respect to the Ni-O

bonds (diagonal stripes). Diagonal magnetic stripes also have been ob-

served in slightly-doped La
2�xSrxCuO

4

[28], which is an exceptional case

in cuprates. Progress has been made on exploring the dynamic mag-
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netic correlations in nickelates, and the survival of dynamic incommensu-

rate spin stripes above the ordering temperature implies that the dynamic
charge stripe correlations should play an underlying role[29, 30]. In past

years great effort has been made on the phonon anomalies at the charge

stripe ordering vectors[31–33], trying to understand underlying correla-

tions of the dynamic charge fluctuations, but a direct characterization of

the dynamic charge stripes has been lacking.

In fact, directly probing the fluctuating charge stripe order in cuprates is
complicated by their metallic properties, and it thus seems most interesting

to investigate stripes in related compounds, such as non-superconducting,

insulating nickelates with similar stripe-phase structure. Compared to cuprates,

moderately doped La
2�xSrxNiO

4

(LSNO) has reduced conductivity and

charge mobility since the spin value S = 1. Besides, in nickelates the

stronger stripe ordering at higher hole density, and the coupling to lat-

tice is stronger[34]. Thus lattice fluctuations due to the dynamic charges

should be easier to observe. Diffraction measurements have shown that

the corresponding lattice modulation is much larger in nickelates than in

cuprates[35, 36]. All these reasons make LSNO a model system to study

the charge fluctuations.

In this chapter I will focus on the dynamic correlations at high tempera-

ture, where the static correlations are in the disordered state. To illustrate

the characteristics of the dynamic correlations, two selected examples will

be discussed. The first example is from the structural view, to study the

LTT-like tilt fluctuations above the LTO-LTT transitions in La
2�xBaxCuO

4+�

with x = 1/8. The second one is from the electronic view, to look at

the dynamic charge stripes above the stripe ordering temperature in the

La
2�xSrxNiO

4+� with x = 1/4. Although both La
2�xBaxCuO

4+� and La
2�xSrxNiO

4+�

have layered structures as well as the stripe phase, there is one big dif-
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ference on the stripe direction. Figure 4.3 is plotted in the tetragonal one

copper unit cell. In cuprates, the stripes run in horizontal or vertical direc-
tion, while in nickelates, the stripes run in diagonal direction. There is no

affirmative explanation about this difference, but it has been found that the

diagonal stripes are preferred in a more localized insulating material, such

as nickelates and even some slightly doped cuprates.

4.2 Structural view: LTT-like tilt fluctuations above

the LTO-LTT transition in La2�xBaxCuO4+�,

x = 1/8

4.2.1 Structural transitions in the LBCO, 1/8

Figure 4.4(a) shows the crystal structure of the Ba doped La-214 cuprates

at room temperature. At high temperature, the CuO
6

octahedra are un-

tilted so the top and bottom CuO
2

planes are flat. This is called the high-
temperature-tetragonal (HTT) phase. Upon cooling, the HTT phase un-

dergoes two phase transitions: First, the flat octahedra tilt about the <110>

direction, namely, along the Cu-Cu bonds. Due to the superlattice tilt-

ing the overall crystal structure becomes distorted, and changes to an or-

thorhombic structure. This is called the low-temperature-orthorhombic
(LTO) phase. As the temperature continues to decrease, it goes through

the second phase transition and the octahedra start to tilt along either

<100> or <010> directions, or in another word, the Cu-O bonds. Since the

overall crystal structure changes back to the tetragonal again, we call it

the low-temperature-tetragonal (LTT) phase. The tilt direction changes
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Figure 4.4: (a) A schematic illustrating the tilting patterns of the CuO
6

octahedra in the HTT, LTO, and LTT phase in LBCO. (b) The deformed
CuO

2

planes in the LTO and LTT phase at low temperature. Figure created
on the basis of Fig. 2 in Ref. [37].

alternatively between these two directions in adjacent planes. As shown in

Figure 4.4(b), in both of the two low temperature phases, the CuO
2

planes

deform and become bent or twisted out of shape [37]. The tilted LTT phase

is believed to be the reason for the stripe pinning [38].

There are many other phase transitions that take place in the doped

LBCO, and the structural transitions and the electronic properties are closely

related, as shown in Figure 4.5. By hole doping, the long-range AF order

is destroyed, but magnetic correlations persist in the superconducting re-

gion, which is actually induced by doping. At very low temperature, stripes

become static, and there is a superconductivity anomaly in the 1/8 doped

LBCO, where the stripe ordering becomes most pronounced, while the
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Figure 4.5: Temperature v .s. hole-doping phase diagram of
La
2�xBaxCuO

4+� single crystals. Onset temperatures: Tc of bulk su-
perconductivity (SC), TCO of charge stripe order (CO), TSO of spin stripe
order (SO), and TLT of the low-temperature structural phases LTT and
LTLO. Figure from Ref. [37]
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bulk superconductivity gets mostly suppressed. Also as described earlier,

upon cooling, there is a tilting pattern change of the CuO
6

octahedra from
LTO to LTT at the transition temperature TLT , which is coincident with the

charge ordering temperature TCO for a wide doping range. Actually the

nature of this tilting pattern change while crossing the transition temper-

ature is still controversial. So, in this section we would focus on these

superlattice dynamics in the LBCO materials while crossing the transition

temperature.

4.2.2 Local and long-range tilt correlation dispute

There is a long-standing puzzle regarding the disparity of local and long-

range CuO
6

octahedral tilt correlations in the underdoped regime of La
2�xBaxCuO

4+�.

Careful powder diffraction studies [39–41] of the structural phase diagram

revealed a low-temperature transition (⇡60 K) to a crystal structure with

inequivalent Cu-O bonds in orthogonal directions within the CuO
2

planes.

This structural anisotropy is associated with a particular pattern of tilts of

the CuO
6

octahedra, that pins charge stripes [38]. Given the strong rela-

tion between the electronic properties and the crystal symmetry, it is impor-

tant to understand the nature of the structural transitions in La
2�xBaxCuO

4+�.

In the LBCO materials, there is a phase transition from the LTT-like tilt

to the LTO-like tilt. From the powder [40, 41] and single-crystal diffraction

studies [37, 42], it is believed to be a first order transition that involves

a change in the tilt direction of the CuO
6

octahedra, which means when

heating up to the LTO phase, the tilt direction suddenly changes from the

[100] to the [110] direction. However, pair-distribution-function [43] and X-

ray absorption fine structure analysis [44], which look at the short-range
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local correlations, gave a quite different conclusion about this transition.

They found the LTT-like tilt remains unaffected by warming through the
transition, retaining the low-temperature tilt pattern to higher temperature.

In order to understand the origin of this dispute on the local and long-

range tilt correlations, we use neutron scattering to trace the behaviors of

a LTT superlattice peak (330), when heating up to the high-temperature

LTO phase.

Inelastic neutron scattering experiment was conducted using the HYSPEC
instrument at the Spallation Neutron Source, Oak Ridge National Labora-

tory. For the experiment on HYSPEC, the crystal was mounted in a Dis-

plex closed-cycle cryostat. With the c axis vertical, scattering wave vectors

Q=(H,K, 0) are in the horizontal scattering plane. A fixed incident energy

of 27 meV and a chopper frequency of 300 Hz were used for all data, and

the graphite-crystal array in the incident beam was put in the flat mode (no

vertical focusing) to improve the resolution along Qz . For a typical mea-

surement, the position-sensitive detector tank was placed at a particular

mean scattering angle, and then measurements were collected for a se-

ries of sample orientations, involving rotations about the vertical axis in

steps of 0.2deg. Slices of data corresponding to particular planes in en-

ergy and wave-vector space can then be plotted from the large data set.

Wave-vector will be expressed in units of (2⇡/a, 2⇡/b, 2⇡/c) with a = b =

5.355 A and c=13.2 A, corresponding to the LTT phase.

The measurements of the soft phonon that tilts along the Cu-O bonds

were performed in the vicinity of the (330) position, which corresponds

to a superlattice peak in the LTT but not the LTO phase. To sample the

fluctuations associated with the tilts of the LTO phase, it was necessary to

tilt the sample so as to put (032) in the scattering plane. We then looked

at the behavior along (H,3,2).
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4.2.3 Temperature dependence of LTT-superlattice peak
dispersion at low energy

The inelastic scattering about the (330) reciprocal point of our La
1.875Ba

0.125CuO
4+�

is shown in Figure 4.6. The cuts in reciprocal space that were taken are

shown schematically in Figure 4.6(a). Fig. 4.6(b) and 4.6(d) show the

dispersion of excitations along the transverse and longitudinal directions,

respectively, within the LTO phase at T=180 K. In both cases, one can

see a soft phonon with intensity that can be resolved between 2 and 10

meV. In the transverse direction, these excitations connect to the trans-

verse acoustic modes dispersing from the neighboring (240) and (420)

fundamental Bragg points. Figure 4.6(c) shows that the excitations, inte-

grated between 2 and 4 meV, have a finite width along Qz , demonstrating

that the LTT tilt fluctuations have 3D character.

Another perspective is given by the constant-energy slices shown in
Figure 4.7 for several different energies, where we compare with results

at 60 K, slightly above the low-temperature transition. For dispersion in

the longitudinal direction, the intensity becomes quite weak as one moves

away from the (330) point.

The temperature dependence of the scattering near (330) is presented

in Figure 4.8. There is a clear superlattice reflection at (330) in the LTT

phase at 50 K. Warming to 60 K, just across the transition to the LTO

phase, very weak elastic scattering is still detectable; however, this is com-

pletely gone at 120 K. In contrast, soft phonon fluctuations (integrated over

2 to 5 meV) centered at (330) are clearly seen in the LTO phase and even

in the HTT, at 250K. At 50 K, the intensity from the soft fluctuations has

all condensed into the elastic superlattice peak. The temperature depen-

dence of both the elastic and inelastic signals are summarized in Figure
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fundamental Bragg peaks (filled circles) and LTT superlattice peaks (open
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(c) Intensity (integrated over 2  E  4 meV) vs Q=(3, 3, L). (d) Intensity
map for E vs Q= (3+ ⇣, 3� ⇣, 0). All measurements are at T=180 K, in the
LTO phase.
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Figure 4.8: Single-crystal results at the (330) LTT superlattice position
for La

1.875Ba
0.125CuO

4+�. (a) Summary of the temperature dependence of
the elastic (red circles) and inelastic (blue triangles) integrated intensities
obtained from the following panels; vertical dashed lines denote phase
boundaries, while dashed lines through data points are guides to the eye.
(b)-(d) Elastic channel (integrated over ±1.5 meV) measured along the
longitudinal direction at 120, 60, and 50 K, respectively. Solid lines are
Gaussian-peak fits, used to determine the integrated intensity; weak, T-
independent peaks are diffraction from the aluminum sample holder. (e)-
(i) Inelastic signal from the soft-phonon fluctuations (2-5 meV integra-
tion) measured at 250, 180, 120, 60, and 50 K, respectively. Lines are
Gaussian-peak fits.
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4.8(a).

The correlation length for the LTT-like tilts within the LTO phase can
be estimated from the Q width of the soft-phonon scattering. Taking the

inverse of the half width at half maximum for the fitted peaks in Figure

4.8(e-h), we find an effective correlation length of ⇡5 A in the LTO phase,

decreasing to about half of that in the HTT phase. This is consistent with

the estimate of <9 A obtained from previous PDF analysis [1].

For comparison, Figure 4.9(a) and 4.9(b) show the dispersion of tilt
fluctuations in the transverse direction about the (032) position (an LTO

superlattice peak) in the LTO and HTT phases, respectively. The inten-

sity is much stronger than at (330) because of a much larger structure

factor. There is a substantial intensity from soft tilt fluctuations, and even

quasielastic scattering, at 250 K in the HTT phase, as seen previously [45].

In the LTO phase at 180 K, much of the low-energy weight is due to the

residual soft mode that condensed at the LTT transition. We note that scat-

tering at (032) is allowed in both the LTO and LTT phases; it follows that

one cannot uniquely distinguish between orthogonal equivalent (OE) and

orthogonal inequivalent (OI) soft tilt fluctuations at this Q point, in contrast

to fluctuations at (330).

4.2.4 A possible explanation to the dispute

From the previous results, our conclusion is that the LTT-like tilt always ex-

ists, even far above the transition temperature. Despite the average struc-

ture becoming orthorhombic above TLT as evidenced by Rietveld refine-

ments of neutron scattering data, PDF analysis of the same data shows

that the local structure retains its base temperature signatures consistent
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Figure 4.9: (a),(b) Intensity map as a function of energy vs Q=(H.3.2),
shoing the transverse dispersion of tilt modes along the (032) superlattice
peak position of the LTO phase, obtained at T=180 and 250 K, respectively.
(c),(d) Intensity integrated over a window of ±1 meV along the transverse
direction, for E=0 (blue squares), 2.5 (red triangles), and 5 meV (green
circles), at T=180 and 250 K, respectively.
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with orthogonal ineuivalent state up to at least THT , where LTO transforms

to HTT [1]. Our neutron scattering measurements on the 1/8 doped LBCO
single crystal reveal that upon heating across TLT the tilt correlations be-

come extremely short-range and dynamic. The finite width of excitations

around Q=(3,3,L) along Qz further indicates that the LTT tilt fluctuations

have 3D character.

To address the long-existing dispute on the tilt correlations, inelastic

neutron scattering provides a possible explanation. In the LTT phase, the
octahedra has two kinds of tilting axis, either in [100] or [010]. When the

temperature is low, these tilts remain static. As heating above the transition

temperature, those tilts become dynamic. As a result, from a long-range

view, or an averaged view, the CuO
6

octahedra tilt along the combined

[110] direction. However, if we integrated a short-range of energy, we ob-

serve the LTT-like tilts still exist, except that they become dynamic and

extremely short-range. Probes like X-ray absorption fine structure analy-

sis, which is similar to taking a snapshot of the octahedral dynamics, could

thus provide us the result that the tilting pattern remains unchanged.

To summarize, from this neutron experiment we have learned more

about what really happened to the octahedral tilts and how we got the

conflicting conclusions from long-range or short-range probes. We have

known that by heating across the transition temperature, the LTT-like tilt

correlations still exist, but become dynamic and extremely short-range. To

be more specific, these LTT tilt fluctuations have a 3D character.
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tilt correlations while crossing the LTT-LTO transition.

4.3 Electronic view: Dynamic charge stripes

above stripe-ordering transition in La2�xSrxNiO4+�,

x=1/4

4.3.1 Stripes in La-214 cuprates and nickelates

From the cuprate phase diagram, one can see that with hole doping, the

long-range AF order is destroyed and the undoped magnetic domains are
separated by the walls of hole. These self-organized atomic scale patterns

are called stripes, including the charge stripes and spin stripes (Figure 4.3)

[17, 24, 46, 47]. Neutron scattering studies in the mid-1990s led to the

experimental discovery of electronic ’stripe’ in the La
2�xSrxCuO

4

family [7].

Later studies indicate that this stripe phase is clear in layered transition-

metal-oxide compounds, especially in the La-214 cuprates and nickelates.
The discovery of stripe-like magnetic and charge orders gives a new

perspective on understanding the nature of high Tc superconductors [7,
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48]. In cuprates, static stripe order and superconductivity are two com-

peting parameters, since superconductivity is anomalously suppressed in
materials such as La

2�xBaxCuO
4+� x=1/8 that exhibit static stripe order

[11, 12, 49]. While the charge stripes are compatible with superconduct-

ing correlations within the CuO
2

planes, the 90� rotation of the structural

anisotropy in the adjacent CuO
2

planes [50, 51] leads to frustration of the

interlayer Josephson coupling and the depression of the onset of bulk su-

perconducting order [52, 53].
When above the stripe ordering temperature, the static, long-range

stripe correlations disappear. However, the dynamic spin stripes still exist

at high temperature, as reported by many groups. There has been con-

siderable experimental work characterizing the spin and charge order of

La
2

NiO
4+� and La

2�xSrxNiO
4+� [17, 54], but the situation is much less clear

when one considers the state from which the stripes develop on cooling.

Also, it is still not clear how does the dynamic charge stripe correlations be-

have at high T, since the intensity associated with these fluctuations is very

weak to detect. On the other hand, fluctuating stripes could coexist with

superconductivity and play a role in the superconducting pairing mecha-

nism [14, 15]. Unfortunately, even though substantial evidence for static

stripes have been detected by diffraction techniques in cuprate materials

[13, 16, 17], stripe dynamics and their role in high Tc superconductivity

have long been controversial.

Directly probing the charge stripes in cuprates is complicated by their

metallic properties, as well as their superconductivity. So in order to under-

stand the dynamic stripe correlations, we decide to look at the insulating

nickelates, which are isostructural with the cuprates. Besides, in nicke-

lates, the stripe ordering and coupling to the lattice is much stronger, so lat-

tice fluctuations due to the dynamic charges should be easier to observe.
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All the above reasons make LSNO a model system to study the charge

fluctuations. In fact, the first spectroscopic evidence of fluctuating charge
stripes in nickelates has been provided in the pioneering work, on a 1/3

doped LSNO [55]. In light of this, we decided to look for dynamic charge

stripes in La
2�xSrxNiO

4+�, x=0.25 sample, and to then carefully mapping

out their dispersion spectrum. In the present case, we study a regime

where the correlation lengths associated with charge stripes are short,

so that there is no long-range translational symmetry breaking. At the
same time, we show that the dispersion of the charge-stripe fluctuations is

anisotropic, with a lower effective velocity along the modulation direction,

comparable to that of transverse acoustic phonons. This anisotropy es-

tablishes that the electronic rotational symmetry within the NiO
2

planes is

reduced to C
2

, whereas the atomic structure retains C
4

symmetry. Hence,

the high-temperature electronic phase appears to have nematic order [56–

58].

Neutron scattering measurements were carried out on the time-of-flight

spectrometer HYSPEC at beamline-14B of SNS at ORNL. The La
1.75Sr

0.25NiO
4+�

single crystal sample, with a mass of ⇡10 g, was grown by the TSFZ

method. For this experiment, it was mounted in a Displex closed-cycle

cryostatic with (HK0) plane horizontal and c axis vertical, perpendicular

to the incident neutron beam. The incident energy was fixed at 50 meV,

with a Fermi chopper frequency of 360 Hz. Data were collected while ro-

tating the sample about the vertical axis in steps of 0.5� to map a volume

in reciprocal space. The detector, which covers 60� of scattering angle,

was positioned with its center at 35� or 90� to cover either small or large

wave-vector Q ranges.

128



4.3.2 Looking for signatures of dynamic charge stripes

The charge and spin stripes that develop in LSNO run diagonally with re-

spect to the square lattice of Ni atoms in the NiO
2

planes. While the aver-

age crystal structure is tetragonal (space group I4/mmm) in the relevant

doping range [59], it is easier to characterize the stripe wave vectors if we

use a unit cell of doubled volume (space group F4/mmm); for x = 0.25,

this corresponds to lattice parameters a = b = 5.42 Å and c = 12.64 Å.

With this choice, the charge and spin wave vectors are

q
co

= (2✏, 0, 1), q
so

= (1± ✏, 0, 0), (4.1)

where the coordinates are in reciprocal lattice units (2⇡/a, 2⇡/a, 2⇡/c);

there is also a stripe twin domain rotated by 90� in the NiO
2

plane. For the

fundamental Bragg peaks, G = (H,K, L) the indices must be all even or all

odd. It follows that the allowed superlattice peaks in the (H,K, 0) reciprocal

plane are

G0 ± q
co

= (2m + 1± 2✏, 2n + 1, 0), (4.2)

G± q
so

= (2m + 1± ✏, 2n, 0), (4.3)

with m, n = integers. These positions are illustrated in Figure 4.11(a),

in which the bright spots circled in yellow (green) represent the dynamic

spin (charge) stripes at small (large) Q. For the case of x = 0.33, where

the incommensurability ✏ = 0.33 [47], the charge and spin peaks overlap,

making it difficult to establish the relative contributions to each peak. For

this reason, we have chosen to focus on x = 0.25 (with ✏ = 0.28 [55])

where the charge and spin peaks are distinct.
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Figure 4.11: (a) A schematic diagram indicating the relative locations of
fundamental Bragg peaks (black solid circles), charge-order peaks (red
hollow diamonds) and spin-order peaks (black hollow squares) in the
(HK0) plane of La

1.75Sr
0.25NiO

4+�. Shaded area illustrates the scanning
range where data have been collected at 10 K. White arcs represent the
aluminum powder rings. (b) Constant energy slice of (HK0) plane at 10 K.
Elastic scattering intensities have been integrated with -0.2 L 0.2 and
-1.5 E 1.5 meV. (c) Scans through magnetic peaks along Q=(1,K,0).
(d) Scans through charge-order peaks along Q=(H,3,0). (e) Inelastic neu-
tron scattering (integrated over 2 E 5 meV, -0.2 L 0.2) measured at
TSO=140 K.
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Characterizations of the spin and charge scattering are summarized in

Figure 4.11. The magnetic peaks should be strong at small Q and de-
crease in intensity at large Q due to the fall of the magnetic form factor

[55]. In contrast, the charge order scattering is detected through asso-

ciated atomic displacements, for which the intensity should grow roughly

as Q2. In the map of low-temperature elastic scattering shown in Figure

4.11(b), we expect that the peaks within the small and large circles should

correspond to spin and charge order, respectively. This is confirmed by
looking at particular line cuts: Figure 4.11(c) shows spin order peaks at

(1, ✏, 0) and (1, 2� ✏, 0) with no significant weight at the charge order posi-

tions (1, 1± 2✏, 0), while Figure 4.11(c) shows only charge order peaks at

(5 ± 2✏, 3, 0); Gaussian peak fitting gives ✏ = 0.28. From the map of low-

energy inelastic scattering obtained at 140 K, shown in Figure 4.11(e), we

see that the spin fluctuation scattering also falls off with Q, as expected,

so that the incommensurate peaks in the large circle must correspond to

charge stripe fluctuations. From here on, we will focus on the scattering

near Q⇤
co

= (4.44, 3, 0).

4.3.3 Temperature dependence of dynamic charge stripes

The temperature dependence of the elastic and low-energy inelastic scat-

tering atQ⇤
co

are presented in the form of line cuts in Figure 4.12(a) and (b).

From the fitted Gaussian peaks, indicated by the solid lines, we obtain the

integrated elastic and inelastic intensities that are plotted vs. temperature

in Figure 4.12(c); for comparison, the previous triple-axis measurements

of the elastic charge-order intensity are included [55]. While it is estab-

lished that the charge modulation is unidirectional [60, 61], the presence

131



of finite correlation lengths for charge order within and between planes

[24, 62] means that we have, at best, a stripe (or smectic) glass, due to
the quenched disorder associated with the Sr dopant ions. The elastic

charge-order scattering decreases rapidly as the spin order disappears

at T
so

⇡ 140 K. Previous studies have shown that, above this point, cor-

relation lengths shrink [29, 62–64] and finite optical conductivity turns on

[65–67], indicating the importance of fluctuations and the absence of long-

range order. Consistent with this, the charge-stripe fluctuations detected
by inelastic scattering only become significant above T

so

. (The small but

finite “elastic” signal above 210 K appears to come from integration over

quasi-elastic scattering.) While any semblance of proper smectic order is

certainly destroyed above T
so

[68], there remains the possibility of vestigial

nematic order [58].

In an actual liquid-crystal system, one would distinguish the nematic

from the smectic phase by the development of anisotropic peak widths.

Here, the finite width due to disorder prevents that; instead, we look for

anisotropy in the dispersion of the charge stripe fluctuations. Of course,

because of the crystal’s tetragonal symmetry, we can never observe long-

range nematic order; nevertheless, by measuring at a wave vector cor-

responding to charge density modulations, we can selectively look at do-

mains with the same modulation orientation.

4.3.4 Low-energy dispersion of dynamic charge stripes

To obtain meaningful data, it is necessary to measure at locations and tem-

peratures where the signal is significant. Figure 4.13 shows a reciprocal-

space map of low-energy excitations in the vicinity of Q⇤
co

measured at
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Figure 4.12: (a) Elastic scattering (integrated over -1 E 1 meV, -
0.2 L 0.2) associated with static charge order along (H,3,0) mea-
sured at different temperatures. The temperature-independent peaks
around (5.1, 3, 0) are powder diffraction from the aluminum sample holder.
(b) Inelastic signal from dynamical charge order (-0.2  L  0.2 and
2 E 5 meV) measured at different temperatures. In both (a) and (b),
neutron data has been normalized by the same proton charge at all tem-
perature for a comparison. Data sets have been shift for clarity, and solid
lines represent the Gaussian fitting of the data. (c) Temperature depen-
dence of the integrated intensity of static (blue filled circles) and dynamic
(red filled squares) charge-stripe correlations. For comparison, triple-axis
results of static charge order (blue open circles) from Anissimova et al.[55]
are interpolated.
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Figure 4.13: Constant energy slice (2 E 5 meV, with �0.2 
L  0.2) around the charge-stripe peak at (4.44, 3, 0) at 160 K for
La
1.75Sr

0.25NiO
4+�, plotted in the (HK0) plane. The strongest scattering

centered at G = (4, 4, 0) and (2, 4, 0) comes from acoustic phonons. White
dashed lines and letters indicate the direction of corresponding slices in
Figure 4.14.

160 K, where the fluctuation intensity initially rises to a reasonable level.

The dashed lines denote the paths of the energy vs. Q slices plotted in

Figure 4.13. Measurements at 160 K along and transverse to the modu-
lation direction are plotted in Figure 4.14(c) and (d), respectively; in each

case, the stripe fluctuations are circled, and in Figure 4.13(d) they sit be-

tween acoustic phonons dispersing from neighboring Bragg peaks (see

Figure 4.14). Figures 4.14(e) and (f) show constant-energy cuts through

the dispersion, integrated over 2-meV bands.

Results of the low-energy excitations of charge stripes in La
1.75Sr

0.25NiO
4+�

have been obtained at 220 K, as shown in Figure 4.15. in Figure 4.15(a)

and (b), scattered intensity as a function of E vs Q through the charge-

order position Q⇤
co

= (4.44, 3, 0) along both [100] and [010] directions.
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Figure 4.14: Low-energy excitations of lattice and charge stripes in
La
1.75Sr

0.25NiO
4+� at 160 K. (a,b) Acoustic phonon dispersing from the

Bragg peak Q = (4, 2, 0) along the [100] direction, with integration over
1.9 K 2.1 (a), and from the Bragg peak Q = (4, 4, 0) along the [010] di-
rection, with integration over 3.75 H 4.25 (b). (c,d) Scattered intensity
as a function of E vs Q through the charge-order position Q = (4.44, 3, 0)
along [100] direction, with integration over 2.9 K 3.1 (c) and [010] di-
rection, with integration over 4.1 H 4.7 (d). Charge-stripe fluctuations
at (4.44, 3, 0) are indicated by white ovals. (e,f) Integrated scattering in-
tensity associated with dynamic charge stripes (4.44, 3, 0) measured at
different energies plotted along [100] (e) and [010] (f) directions. In all
cases, integration are made over -0.2 L 0.2 to minimize the spectral
weight contributed from (5,3,1) Bragg peak. A constant incoherent elastic
scattering contribution, broadened by instrumental energy resolution, has
been subtracted.
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Similar to the results at 160 K, we observed the anisotropic dispersion

along or perpendicular to the stripes. Cuts through (a) and (b) integrated
over 1.5-meV in energy are plotted in Figure 4.15(c) and (d). The inte-

grated energy ranges are noted in the labels, and the curves are shifted

vertically for clarity. Lines in (c) and (d) are least-squares fits to Gaussian

peaks plus a background. In all cases, the data have been integrated over

-0.2 L 0.2, and a Q-independent incoherent elastic scattering contribu-

tion, broadened by instrumental energy resolution, has been subtracted.
Compared to the low-energy dispersion spectrum obtained at 160 K

(see Figure 4.14), the charge-stripe fluctuations at 220 K are slightly more

intense, and somewhat broader in H and K than those at 160 K, but the

anisotropy of the dispersion is still clear.

In Figure 4.15(a) and (c), there is a spurious feature near (5,3,0) for

energies between 4 and 7 meV. This feature might be due to noise, but

it could also be associated with the tail of phonons dispersing about the

allowed Bragg peak at (5,3,1). To illustrate this issue, we compare in Fig-

ure 4.16 data slices along Q=(H,3,0) and (H,3,1). Besides the acoustic

phonons at (5,3,1), one can also see soft phonons, associated with tilting

modes of the NiO
6

octahedra at (4,3,1) and (6,3,1). Keep in mind that

we have coarse resolution due to vertical focusing in the [001] direction

and that the phonon dispersion is generally weaker in that direction. The

charge fluctuation scattering is definitely broad in L; however, we have to

integrate over a restricted L range in order to minimize the contamination

from various lattice excitations with minima at L = ±1.
The data in Figure 4.14(a) and (b) show acoustic phonons at funda-

mental Bragg reflections for reference; note that these panels have an in-

tensity scale that is 10 times greater than that for (c) and (d), and that the

stripe fluctuations have an intensity that is about two orders of magnitude
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Figure 4.15: Low-energy excitations of lattice and charge stripes in
La
1.75Sr

0.25NiO
4+� at 220 K.
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integration over 2.9 K 3.1
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weaker than that of the acoustic modes.

The window for viewing the stripe fluctuations is small—by an energy of
9 meV or so they run into the transverse acoustic modes dispersing from

the (4, 4, 0) Bragg peak (see Fig. 4.13). It is notable that we do not see

any significant interaction between the stripe fluctuations and the acoustic

mode. In contrast to the soft-mode behavior detected in association with

the charge-density-wave order in underdoped YBa
2

Cu
3

O
6+x [69, 70], we

appear to have overlapping dispersions. The slowest dispersion is in the
direction perpendicular to the stripes, where the effective velocity is com-

parable to that of transverse acoustic modes shown in Figure 4.14(b). As

this is the modulation direction, it is also associated with the observation

that the incommensurability ✏ increases towards 1/3 as the temperature

approaches T
co

[62, 71]. The velocity parallel to the stripes is not resolved

but might be comparable to that of the longitudinal acoustic mode that is

resolved at energies above 10 meV in Figure 4.14(a) and (b). Note, how-

ever, that the comparison with phonon velocities is only to provide relevant

scale. The specific anisotropy of the fluctuations is not consistent with what

one observes for normal acoustic phonons about a structural superlattice

peak.

While the stripe fluctuations are more diffuse at 220 K, where static

stripe order is absent, the anisotropy is still apparent and the excitations

show no sign of a gap. The combination of the characteristic modulation

wave vector and the dispersion anisotropy provide a strong case for the

presence of electronic nematic order. This is of particular significance

given the four-fold rotational symmetry of the average crystal structure.

(Note that some of the best evidence for nematic order in cuprates occurs

in samples where the crystal structure has reduced rotational symmetry

[72].) The nematic order in this case is formed of fluctuating charge stripes,
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as in the original proposal by Kivelson, Fradkin, and Emery [56]. The

response at 160 K is compatible with nematic order as a vestigial version
of static charge density waves [58] similar to what has been observed by

scanning tunneling microscopy in Bi
2

Sr
2

CaCu
2

O
6+� [73, 74]. The charge

stripe correlations certainly involve a coupling to the lattice, as without

nuclear displacements we would not be able to detect the charge stripes

with neutrons. In a sense, this is polaronic; however, it is not made up

of individually dressed holes, but is, instead, an emergent collective state,
one not easily captured by current ab initio techniques.

4.4 Conclusions and discussions

In the 1/4 doped La
2�xSrxNiO

4+�, the observed inelastic scattering inten-

sity associated with the charge-stripe fluctuations at high temperature is

a sign of the existence of a local-like stripe phase. In another word, usu-

ally we consider that above the stripe ordering temperature, the stripes

get melted and then the materials should no longer remain in the stripe

phase. Our results suggests that even when above the stripe ordering

temperature, the local-like stripes become dynamic but still exist. Actu-

ally the ultrafast studies also have shown the dynamic precursors of stripe

formation in the nickelates [66]. And also, the fluctuating charge order

seems to be universal in both cuprates and iron based superconductors

[75]. Thus, the fluctuations of charge order may provide an alternative to

spin fluctuations as a underlying mechanism to understand the unconven-

tional superconductivity. Besides, by mapping out the dispersion spectrum

of the dynamic charge stripes the anisotropic low-energy dispersion above

the stripe-ordering transition has been observed for the first time, providing
evidence for the presence of electronic nematic order.
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In summary, from the two inelastic neutron scattering experiments de-

scribed in this chapter, we found a common feature in the LBCO and LSNO
materials. From the structural view, in LBCO, the dynamic LTT-like tilts can

be found within the LTO and even HTT phase, and the correlations become

dynamic and short-range. From the electronic view, in LSNO, dynamic

charge stripe correlations, which develop from the static charge stripe at

low T, can be found far above the stripe ordering temperature. In these

two cases, we found something in common. The correlations that were
static and long-range at low temperature do not disappear at high temper-

ature. Surprisingly, they exist locally and become dynamic. This makes us

notice the universal phenomena in the strong correlated system: dynamic

precursors of stripe formations appear far above the long-range ordering

temperature. And we could consider those structural transitions as a dis-

order to order transition, instead of the conventional first or second order

transition, because there may be no change in the ordering parameter.
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This dissertation has covered research on two disparate quantum mate-

rials, the topological insulators (Chapter 3) and the high temperature su-
perconductors (Chapter 4). All experiments are aimed at exploring and

having a better understanding about the unconventional superconductors.

In topological crystalline insulators SnTe and Pb
1�xSnxTe, we found in-

dium substitution with the Sn or Pb atoms results in significant changes

in the superconducting and topological properties. Our study of a broad

range of compositions in the (Pb,Sn)Te system shows that indium doping
has a nonmonotonic effect on the electronic properties, which can be ex-

plained from the standpoint of the relative location of the indium-induced

impurity band and the bulk band structure. For low indium doping, sam-

ples show weak metallic resistivity as in the undoped compounds SnTe

and Pb
1�xSnxTe. A few percent indium doping turns the Pb

1�xSnxTe sam-

ples into true bulk insulators, which provides suitable platforms to study

the exotic surface states that will not dominated by the bulk conduction.

By increasing the In content further, superconductivity may be achieved,

and the superconducting transition temperature increases with increasing

In concentration. The maximum Tc is thus limited by the indium solubility

in the undoped compounds. In the effort of looking for a new topological

superconductor, we found that the In-substitution on the Pb
1�xSnxTe sys-

tem results in either bulk superconductivity or topological surface states.

The goal of mixing the two characters in the same materials remains a

challenge.

The Pb concentration (1� x) in the parent compound is another factor

that affect the indium substitution effect on the Pb
1�xSnxTe. Supercon-

ductivity emerges almost immediately with indium doping in SnTe. With

increasing Pb content the amount of In needed to induce superconduc-

tivity goes up, and the indium solubility suppressed. Thus the range of
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superconductivity with respect to indium-doping shrinks. Meanwhile, the

bulk insulating region is broadens with increased Pb, and the maximum
bulk resistivity that can be achieved in the (Pb

1�xSnx )1�y InyTe family in the

x=0.30 and 0.25 series. Those materials could provide good platforms to

study the true topological ‘insulators’ with exotic topological surface states,

in which bulk conduction would not dominate the the surface transport be-

havior.

To understand the nature of the indium-induced superconductivity, in-
elastic neutron scattering was applied to study the anomalies in the phonon

density of states of the superconducting (Pb
1�xSnx )1�y InyTe, and the re-

sults indicate the superconductivity in the (Pb
1�xSnx )1�y InyTe compounds

are mediated by phonons, which suggests they are more likely conven-

tional BCS superconductors instead of topological superconductors that

we are looking for. However, the conventional superconductivity in the in-

dium doped Pb
1�xSnxTe might provides another strategy to look for the

topological superconductor, that is, to artificially construct topological in-

sulator/conventional superconductor heterostructures and make use of the

superconducting proximity effect. In this case, both Sn
1�x InxTe and (Pb

1�xSnx )1�y InyTe

would be perfect systems to realize this purpose, since these materials

undergo a continuous change from a TCI to a (likely conventional) super-

conductor.

In strongly correlated systems La
1.875Ba

0.125CuO
4+� and La

1.75Sr
0.25NiO

4+�,

inelastic neutron scattering was applied to explore the dynamic correla-

tions. Although neither of them are three-dimensional high temperature

superconductors, their ordered and static stripe phase simplified the stud-

ies on the dynamic correlations that are similar in the high temperature su-

perconductors that we are really interested in. La
2�xBaxCuO

4+� is a family

of high temperature superconductors, but with 1/8 Ba-doping, the three-
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dimensional superconductivity is mostly suppressed due to the formation

of ordered, static stripes. The static nature is caused by pinning due to
the LTT-like tilting of the CuO

6

octahedra. In the disordered state, the

tilting patterns above the LTO-LTT transition in the La
1.875Ba

0.125CuO
4+�

has been studied, and the results show that the dynamic LTT-like correla-

tions exist even at high temperature. In the LTT phase, the octahedra has

two kinds of tilting axis, either in [100] or [010]. When the temperature is

low, these tilts remain static. As heating above the transition temperature,
those tilts become vibrating. As a result, from a long-range view, or an

averaged view such as probes like powder and single-crystal diffraction,

the CuO
6

octahedra looks like tilting along the combined [110] direction.

However, if we integrated a short-range of energy in the inelastic neutron

scattering measurements, we observe the LTT-like tilts still exist, but be-

come dynamic and extremely short-range, similar to the conclusions peo-

ple obtained from powder-distribution-function and X-ray absorption fine

structure analysis.

The La
2�xSrxNiO

4+� has similar stripe structure as the high tempera-

ture cuprate superconductors except that their stripe orientation rotates 45

degree, and their insulating nature facilitates studying the dynamic charge

stripes. In La
1.75Sr

0.25NiO
4+�, the observed inelastic scattering intensity

associated with the charge-stripe fluctuations at high temperature is a sign

of the existence of local-like stripe phase. In another word, usually we con-

sider that above the stripe ordering temperature, the stripes get melted and

then the materials should be no longer remain the stripe phase. But our

results suggests that even when above the stripe ordering temperature,

the local-like stripes become dynamic but still exist. The fluctuating charge

order seems to be universal in both cuprates and iron based superconduc-

tors. Thus the fluctuations of charge order may provide an alternative to
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spin fluctuations as a underlying mechanism to understand the unconven-

tional high temperature superconductivity. Besides, by mapping out the
dispersion spectrum of the dynamic charge stripes the anisotropic low-

energy dispersion above the stripe-ordering transition has been observed

for the first time, providing evidence for the presence of electronic nematic

order.

With our inelastic neutron experiments on these two materials, dy-

namic correlations related to high temperature superconductors are stud-
ies from two aspect: The first one is from the structural view, obtained

from studying the LTT-like tilt fluctuations above the LTO-LTT transition in

La
1.875Ba

0.125CuO
4+�. We known that by heating across the transition tem-

perature, the LTT-like tilt correlations still exist, but become dynamic and

extremely short-range. The second is from the electronic view, obtained

from studying dynamic charge stripes above the stripe-ordering transition

in La
1.75Sr

0.25NiO
4+�. In these two cases, we found that the correlations

that was static and long-range at low temperature, doesn’t disappear at

high temperature. Instead, they exist locally and become dynamic. This

makes us notice the universal phenomena in the strong correlated system:

dynamic precursors of stripe formations appear far above the long-range

ordering temperature.
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