
 

   
SSStttooonnnyyy   BBBrrrooooookkk   UUUnnniiivvveeerrrsssiiitttyyy   

 
 
 

 
 
 
 

   
   
   
   
   

The official electronic file of this thesis or dissertation is maintained by the University 
Libraries on behalf of The Graduate School at Stony Brook University. 

   
   

©©©   AAAllllll    RRRiiiggghhhtttsss   RRReeessseeerrrvvveeeddd   bbbyyy   AAAuuuttthhhooorrr...    



Chemical Aging and Cloud Condensation Nuclei Activity
of Biomass Burning Aerosol Proxies

in the Presence of OH Radicals

A Dissertation presented

by

Jonathan H. Slade Jr.

to

The Graduate School

in Partial Fulfillment of the

Requirements

for the Degree of

Doctor of Philosophy

in

Marine and Atmospheric Sciences

Stony Brook University

May 2015



Stony Brook University

The Graduate School

Jonathan H. Slade Jr.

We, the dissertation committe for the above candidate for the
Doctor of Philosophy degree, hereby recommend

acceptance of this dissertation

Daniel A. Knopf - Dissertation Advisor
Associate Professor, School of Marine and Atmospheric Sciences/

Institute for Terrestrial and Planetary Atmospheres

John E. Mak - Chairperson of Defense
Associate Professor, School of Marine and Atmospheric Sciences/

Institute for Terrestrial and Planetary Atmospheres

Sultan Hameed
Professor, School of Marine and Atmospheric Sciences/

Institute for Terrestrial and Planetary Atmospheres

Jian Wang
Tenured Scientist, Brookhaven National Laboratory
Department of Environmental and Climate Sciences

Jonathan Abbatt
Professor, University of Toronto

Department of Chemistry

This dissertation is accepted by the Graduate School

Charles Taber
Dean of the Graduate School

ii



Abstract of the Dissertation

Chemical Aging and Cloud Condensation Nuclei Activity
of Biomass Burning Aerosol Proxies

in the Presence of OH Radicals

by

Jonathan H. Slade Jr.

Doctor of Philosophy

in

Marine and Atmospheric Sciences

Stony Brook University

2015

Biomass burning aerosol (BBA) can adversely impact regional and global
air quality and represents a significant source of organic aerosol (OA) to the
atmosphere that can affect climate. Aerosol particles can alter the trans-
fer of radiation in Earth’s atmosphere directly by scattering and absorbing
radiation or indirectly via cloud formation. Gas-to-particle, also termed het-
erogeneous, oxidation reactions can significantly alter the particle’s physi-
cal and chemical properties. In turn, this can lead to the degradation of
biomolecular markers for air quality-related aerosol source apportionment
studies, the particles lifetime, and modify the particles abilities to serve as
cloud condensation nuclei (CCN). However, the rates, mechanisms, and con-
ditions by which these multiphase oxidation reactions occur and influence
the CCN activity of OA is not well understood. The work presented here
aims to determine the reactivity and products from the interaction of BBA
surrogate-particles and trace gas-phase oxidants and to link the effects of OA
chemical aging on the particles ability to nucleate clouds.

The reactive uptake of OH by BBA surrogate-substrates and particles,
including levoglucosan, nitroguaiacol, abietic acid, and methyl-nitrocatechol,
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was determined as a function of both OH concentration and relative humidity
(RH) using chemical ionization mass spectrometry coupled to various flow
reactors. OH reactive uptake decreased with increasing OH concentration,
indicative of OH adsorption followed by reaction. OH oxidation led to sig-
nificant volatilization, i.e. mass loss of the organic material, as determined
by application of high resolution proton transfer reaction time-of-flight mass
spectrometry. Volatilized reaction products were identified, providing mech-
anistic insight of the chemical pathways in the heterogeneous OH oxidation of
BBA. The reactive uptake of OH by levoglucosan particles increased with RH
due to enhanced OH and organic bulk diffusivity. In contrast, OH uptake by
methyl nitrocatechol decreased with increasing RH, attributed to the adsorp-
tion of water molecules on the particle surface, which blocks surface reactive
sites. The CCN activity of single-component BBA surrogate-particles can
be enhanced following OH exposure; however, when mixed with more water-
soluble organic or inorganic compounds, OH oxidation showed no impact on
the particles CCN activity. Ambient temperature has been shown to impact
the extent of particle oxidation and CCN activity of Suwannee River Fulvic
Acid particles, a surrogate Humic-Like Substance of BBA. The atmospheric
implications of the results on the understanding of the OH oxidative aging
of OA and their cloud formation potential are discussed.
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Chemical Aging and Cloud
Condensation Nuclei Activity of

Biomass Burning Aerosol Proxies in
the Presence of OH Radicals

February 7, 2015

1 Introduction

Aerosol particles are ubiquitous in the atmosphere and have the ability to
affect the global radiative budget and thus Earth’s climate directly by scat-
tering and absorbing solar and terrestrial radiation1–3 or indirectly by acting
as cloud condensation nuclei (CCN) and ice nuclei (IN).4,5 Quantifying the
impact of aerosol particles on cloud formation and subsequently their radia-
tive effects has proven highly uncertain.5,6 Inherent in this uncertainty is the
difficulty in evaluating the chemical transformations, also termed chemical
aging, of aerosol particles during atmospheric transport.7–9 Chemical aging of
aerosol through heterogeneous oxidation by reactive trace gas species includ-
ing OH, O3 and NO3 can significantly influence aerosol lifetime, composition,
and physicochemical properties,8,10–15 and thus its climate potential.16,17

A considerable mass fraction (up to 95%) of aerosol particles in Earth’s
lower atmosphere is composed of organic material.18,19 A significant portion
of organic aerosol (OA) is derived from primary emissions, including biomass
burning.20,21 Biomass burning aerosol (BBA) constitutes the largest source
of primary organic aerosol (POA) and black carbon (BC) and has a direct
impact on climate.6 Studies have repeatedly confirmed that water-soluble or-
ganic particles can efficiently act as CCN.9,22,23 However, its CCN efficiency
is strongly dependent on size24 and chemical composition, and thus its hy-
groscopicity.25–27 Chemical aging can result in various degrees of particle
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oxidation and impact particle size, thereby affecting its hygroscopicity and
thus increase or decrease the aerosol particle population’s CCN efficiency by
modification of its chemical and physical properties.16,17,28–30

The degree of particle oxidation is, in part, dictated by oxidant con-
centration and the rate at which an oxidant is taken up and reacts with
the particle.8,9,12,31–33 For instance, while OH radicals react more efficiently
than O3 with organic aerosol on a per molecule basis, O3 can have similar
atmospheric oxidizing potential as OH because its atmospheric concentra-
tion is significantly higher.13,15 However, the efficiency at which an oxidant
is taken up by a particle can also be kinetically limited by oxidant con-
centration, particle composition, and particle phase, which is influenced by
temperature and relative humidity (RH).15,32–35 Furthermore, chemical aging
of organic aerosol by OH can enhance particle volatility, leading to a loss in
particle mass through volatilization reactions, directly impacting particle life-
time,15,32,36 the gas-phase budget of volatile organic compounds (VOCs)37,
and secondary organic aerosol (SOA) formation38. This not only changes the
distribution of aerosol mass, but also particle number density, potentially im-
pacting the available CCN39 and IN40–42 for the formation of clouds.

Here, I present a detailed investigation of the heterogeneous oxidation ki-
netics and CCN ability of laboratory-generated organic aerosol particles and
substrates closely representative of BBA in presence of OH radicals and its
dependence on oxidant concentration and particle phase. Within this dis-
sertation I report on the reactive uptake efficiency of OH radicals by BBA
particle proxies at different relative humidities to assess the role of water va-
por on particle phase and heterogeneous kinetics, and consequently particle
lifetime. In particular, the material presented in this dissertation will help
to better constrain kinetic parameters in BBA source apportionment models.
The effect of chemical aging by OH on reaction products and cloud nucleation
ability of laboratory generated BBA type particles is also investigated. Over-
all, the results presented in this dissertation will improve our understanding
of how organic aerosol particles chemically transform and take up water vapor
in the atmosphere in the presence of trace gases.
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1.1 Atmospheric aerosol particles and their impacts on
air quality and climate

Aerosol is broadly defined as a suspension of particulate matter in a gas.
Aerosol particles are small and their diameters can vary from 10−9 m to 10−4

m as shown in Fig. 1.1, and thus are not typically visible to the naked eye.
Aerosol particles are ubiquitous in Earth’s atmosphere, yet aerosol number
concentrations, quantified as the total number of particles that occupy a
volume of air (e.g. cm−3), are spatially and temporally variable and range
from <100 cm−3 in rural continental free troposphere (clean) air, to >105

cm−3 in polluted urban environments.43 This is in part due to the complex
array of aerosol sources and their source strengths.

gases

Nucleation

Aitken

Accumulation

Coarse

Cloud 
droplets Ice 

crystals

Snow

Rain

Hail

Visible to the eye

Penetrate to lungs
Adversely impacts health

Hydrometeors

Aerosol Particles

Figure 1.1: Typical aerosol particle and hydrometeor sizes and their relative
(arbitrary) number concentrations.

Atmospheric aerosols are comprised of a complex mixture of inorganic
and carbonaceous or organic material and are produced directly or indirectly
depending on their source. Aerosols are emitted directly as salt and biological
particles from wave-breaking activity over oceans, wind-transported pollen
and dust particles, and ash and smoke particles from incomplete combustion,
referred to collectively as primary aerosol particles43. Aerosol particles are
also produced indirectly from chemical reactions in the atmosphere between
trace gas-phase oxidants and volatile organic compounds (VOCs) from fos-
sil fuel emissions and forests, referred to as secondary aerosol particles43.
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Aerosol particles are largely comprised of water, sulfate, ammonium, nitrate,
and organic or elemental carbon. A major mass fraction of atmospheric
aerosol (up to 90%) is comprised of organic material18,19.

Aerosol particles play an important role in the atmosphere and the envi-
ronment44, impacting the transfer of radiation and affecting air quality. High
aerosol concentrations have been directly correlated with respiratory issues45.
Ultrafine aerosol particles, typically smaller than 2.5 µm, can penetrate deep
into our lungs and depending on the particles’ chemical composition, can
be toxic to humans46. Aerosol particles impact atmospheric temperatures
and climate by directly absorbing or deflecting incoming solar radiation and
outgoing longwave radiation from Earth’s surface and indirectly by the mod-
ification of the radiative properties of clouds.

Secondary 

aerosol

Primary

aerosol

Activation

Cloud

Aerosol 

Removal
CCN

Reflection

Figure 1.2: Overview of atmospheric aerosol life cycle including produc-
tion, cloud formation, and sinks. Atmospheric aerosol particles are gener-
ated from both natural and anthropogenic sources, e.g. biomass burning,
wave-breaking, fossil-fuel emissions, and forests. Primary aerosol particles
are formed directly at the source. Secondary aerosol particles are formed via
chemical reactions in the atmosphere. Aerosol particles increase the available
cloud condensation nuclei (CCN) in cloud formation. Aerosol particles are
removed by deposition.

Aerosol particle concentrations can vary widely depending on their sus-
ceptibility to different removal processes, which include dry and wet depo-
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sition, and chemical reaction. Our ability to quantify the impacts aerosol
particles have on air quality and the environment depends crucially on our
understanding of their source and source strengths and the chemical and
physical transformations that aerosol particles undergo during atmospheric
transport. Figure 1.2 illustrates the general atmospheric aerosol life cycle
including particle production, incorporation into and formation of clouds,
particle removal processes, and their general influence on the transfer of ra-
diation in the atmosphere.

1.2 Aerosol particle interactions with water vapor and
cloud formation

The extent to which aerosol particles influence visibility and climate is par-
tially due to size24 and chemical composition, and hygroscopic particle prop-
erties25. Aerosol particles interact with water vapor in Earth’s atmosphere
to form hydrometeors in the form of liquid droplets or ice depending on the
thermodynamic conditions of temperature and the partial pressure of water,
pH2O, defined as the amount of water in air. From emission, aerosol particles
are vertically transported due to rising, bouyant air. During their ascent the
surrounding air cools due to adiabatic expansion. A rise in the atmosphere
is characterized by decreasing temperature. As temperature decreases, the
water vapor pressure, p◦H2O

, also decreases. Assuming the amount of water
in air does not change significantly, the relative humidity, RH=pH2O/p◦H2O

,
increases as the air rises. Aerosol particles will remain dry until the RH of
the environment is at the particle deliquescence relative humidity (DRH),
defined as the point at which particles spontaneously take up water and liq-
uefy. The particles will remain as haze droplets or interstitial aerosol until
supersaturation (i.e. when RH exceeds 100%) is reached, defined as the point
at which the particles grow spontaneously to cloud droplets.43 The particles
that form cloud droplets are referred to as cloud condensation nuclei (CCN).

1.3 Aerosol influence on radiative transfer

Aerosol particles, clouds, and ice crystals can alter the balance of radiation
transferred between Earth and sun. Assuming conservation of energy, the
incoming energy of the sun in the form of solar radiation (shortwave) must
balance the amount of radiation leaving Earth, including reflected shortwave
and Earth’s longwave radiation. Understanding current and future climate
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depends on our ability to quantify changes in temperature due to perturba-
tions in the balance of radiation, which is affected by changes in greenhouse
gas concentrations, particles, and clouds. Figure 1.3 shows the different
radiative forcing components, extent of forcing, and level of certainty or
understanding associated with each atmospheric constituent, relative to pre-
industrial conditions.6 Radiative forcing is defined in Stocker et al.6 as the
net change in irradiance from short and longwave radiation at the tropopause
allowing for stratospheric temperatures to readjust keeping tropospheric and
surface temperatures fixed. The radiative forcing can be directly related to
the global mean surface temperature change at equilibrium. A positive radia-
tive forcing indicates a global rise in temperatures, while a negative radiative
forcing indicates cooling.

Figure 1.3: The difference in the globally averaged radiative forcing esti-
mates due to greenhouse gases, aerosols, and clouds for 2011 relative to
pre-industrial conditions defined at 1750. The change in radiative forcing is
defined as the change in net (downward minus upward energy flux) irradi-
ance (incoming solar radiation plus outgoing long-wave radiation in units of
energy in Watts per square meter of Earth’s surface, W m−2). Adapted from
Stocker et al.6.

Aerosol particles ultimately cool Earth’s surface as indicated by its overall
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negative contribution to the radiative flux as shown in Fig. 1.36. Aerosol par-
ticles cool Earth’s surface by producing brighter, i.e. more reflected, and less
efficient precipitating clouds47; however, aerosol particles containing black
carbon and so-called ”brown” clouds, which are associated with urban haze,
can enhance surface and atmospheric temperatures by absorbing incoming
solar radiation or outgoing longwave radiation due to their low reflectivity
(i.e. albedo)5,48. There are two mechanisms by which aerosol particles can
influence radiative forcing and thus climate: (1) the direct effect, whereby
aerosol particles directly scatter incoming shortwave radiation back to space,
which reduces solar insolation and cools the surface of Earth or (2) the indi-
rect effect, whereby aerosol particles acting as CCN or IN modify the radiative
properties of clouds.

Despite this effort, our level of understanding of the radiative forcing
component of the aerosol indirect effect remains poor. This is attributed, in
part, to the complex transformation pathways that aerosol particles undergo
during transport in the atmosphere, including chemical aging8,9,12. In other
words, our ability to predict how aerosol particles will impact cloud formation
and thus indirectly radiative transfer, depends on our understanding of the
particles’ physical and chemical nature at the onset of cloud formation, which
is influenced by atmospheric aging processes.

1.4 Atmospheric organic aerosol sources

Organic aerosol particles are the most dynamic class of atmospheric aerosol
and are continuously modified during atmospheric particle transport due to
interactions with different atmospheric constituents including trace gas-phase
oxidants and VOCs. In this section, the different organic aerosol sources are
outlined and discussed in some detail.

1.4.1 Primary organic aerosol

Organic or carbonaceous aerosol particles are the most complex aerosol in
the atmosphere since they can contain thousands of different organic com-
pounds49. They are also the least stable due to their relatively high sus-
ceptibility to reaction with gas-phase atmospheric constituents8,12,32. Much
of its complexity is owed to the many different sources from which organic
aerosol is derived. Organic aerosol particles can be emitted directly to the
atmosphere in particulate form from the burning of biomass (e.g. wood
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burning and cooking) and fossil fuels (e.g. motor vehicles). These parti-
cles are referred to as primary organic aerosol (POA). POA emitted from
combustion processes typically include elemental or black carbon (EC/BC)
and hydrocarbon-containing organic material, including polycyclic aromatic
hydrocarbons (PAHs), anhydrosugars, and unburnt motor fuel. Other ma-
jor sources of POA are derived from wind-driven processes, including the
suspension of pollen grains and waxes from plants, and the aerosolization
of dissolved organic carbon and biological material from sea spray or wave
breaking activity. For example, the production of organic aerosol over the
oceans is strongly correlated with high biologically active periods.50 POA
particles can be several hundreds of nanometers in diameter and thus can
persist in the atmosphere up to several days to weeks, depending on the
conditions of the ambient environment.

1.4.2 Secondary organic aerosol

In addition to the emitted POA, a significant source of atmospheric OA is
formed in the atmosphere in situ through oxidation reactions between gas-
phase oxidants such as OH, O3, and NO3 and volatile organic compounds
(VOCs) emitted from both biogenic and anthropogenic sources.43 The result-
ing reaction products are typically oxidized, low-volatility organics that can
partition to the aerosol phase10. The partitioning process can occur both ho-
mogeneously through nucleation of low-volatility vapors or heterogeneously
through condensation of low-volatility vapors onto pre-existing aerosol par-
ticles. Globally, the largest source of SOA comes from biogenic emissions
from forest environments51. Daytime SOA production in forested environ-
ments is largely attributed to reactions between monoterpenes emitted from
trees and OH and O3

52,53. At nighttime, NO3 radicals can contribute to the
overall organic aerosol burden through VOC oxidation54. A key issue in the
production of SOA is the availability of trace gas-phase oxidants and VOCs,
which depend on the prevalence and strength of different emission sources.
In general, SOA production is more prevalent in polluted environments, but
the extent of production depends on many factors, including relative humid-
ity, initial oxidant concentration, temperature, particle acidity and phase,
molecular structure, and pre-existing aerosol mass loading38,55,56.

Despite our understanding and ability to identify some key SOA sources
and precursors, model estimates of atmospheric SOA concentrations based
on experimental data largely underpredicts SOA mass57–59. A potentially

9



important source of this discrepancy is that there is a large source of un-
accounted “missing” SOA mass or SOA precursors. Recent studies have
highlighted the importance of an unclassified set of compounds derived from
semi-volatile POA that may be a possible missing SOA source60. Similarly,
reaction products formed from POA oxidation are known to contribute to the
overall VOC burden37. These products exhibit a range in volatility and thus
may represent a missing source of SOA. However, the mechanisms, pathways,
and sources from which these missing SOA precursors are derived, has not
been explored in detail.

1.5 Atmospheric trace gases

The Earth’s atmosphere consists of both reactive and non-reactive gases,
which are essential for life and in driving atmospheric temperatures and other
meteorological processes. The most abundant gases in Earth’s atmosphere
are nitrogen (N2), oxygen (O2) and the noble gases (e.g. Ar and He). N2

and O2 are derived from biological and microbiological processes including
anaerobic respiration and photosynthesis, and together make up ∼99% of
Earth’s atmosphere (∼78% N2 and 21% O2). The noble gases are produced
from the radioactive decay of rocks. The remaining gases, considered “trace”
gases because they constitute collectively <1% of gases in the atmosphere,
are comprised of the greenhouse gases, which include water vapor (H2O),
CO2, CH4, and CO, H2, OH radicals, ozone (O3), nitrogen oxides (e.g. NOx),
and volatile organic compounds (VOCs). Their atmospheric concentrations
depend on their source strengths and decay rates. Gases are removed from
the atmosphere by chemical reactions, biological activity, physical and chem-
ical interactions with aerosol particles, and by deposition to the oceans and
Earth’s surface43.

While radicals such as OH, Cl and NO3 constitute a small percentage by
volume of gas in the atmosphere, they play important roles in atmospheric
chemistry and air quality. The oxidation potential of the atmosphere is
primarily driven by OH radicals, which are formed through photodissociation
of O3 by ultra-violet (UV) radiation, producing O(1D) atoms followed by OH
via

O3 + hν (λ ≤320 or 410 nm) → O(1D) + O2 R1
O(1D) + H2O → 2 OH R2

Globally and diurnally averaged tropospheric OH radical concentrations are
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on the order of 106 molecule cm−3, which corresponds to a tropospheric mix-
ing ratio of only about 0.04×10−12 or 0.04 parts per trillion (ppt). However,
reaction with OH is the major sink for most trace gases, and thus their
atmospheric lifetimes and concentrations are largely determined by their re-
activity with OH. For example, the simplest hydrocarbon, methane (CH4),
reacts slowly with OH, resulting in a residence time in the atmosphere of
about 8 years. The oxidation lifetimes of other hydrocarbons are typically
shorter and depend on the hydrocarbon’s structure43,61. For example, rela-
tively larger organic gas molecules including isoprene (C5H8) have a residence
time in the atmosphere of less than an hour due to reaction with OH, and
thus its concentration is highly variable in space and time.

Essential for OH is the presence of O3. Tropospheric O3 is derived from
the photodissociation of NO2, and thus O3 is directly linked to human activ-
ities. O3 is removed and produced in the troposphere by chemical reactions
involving the CO, CH4, and non-methane hydrocarbon (NMHC) oxidation
cycles.62 O3 concentrations have increased over the years due to enhanced
emissions of NO, CO, CH4, and NMHC by anthropogenic activity. O3 can
be removed by chemical reaction with hydrocarbons, most efficiently with
unsaturated (double bond) hydrocarbons43. O3 mixing ratios in background
tropospheric air range from about 20-30 ppb, but can reach as high as several
hundred ppb under highly polluted conditions43. As a result, OH concentra-
tions can reach as high as 107 molecule cm−3 in polluted air63. OH concentra-
tions are generally highest in the tropics due to its high water vapor content;
however, some of the largest concentrations of OH in the atmosphere have
been measured in biomass burning plumes63,64.

1.6 Biomass burning particulate and gaseous emissions

From its origins, the burning of biomass, i.e. wood, land, and crops, has
been a cheap and effective method in e.g. land-clearing and agricultural pro-
cesses, providing a source of heat for cooking and in warming households,
and a source of energy for mechanical means, including the steam engine.
Biomass burning is an important source of greenhouse gases, VOCs, and
fine particulate matter to the atmosphere. Fires from deforestation, for ex-
ample, have contributed an estimated 19% of global CO2 radiative forcing
since the dawn of the industrial revolution65. While only a small portion
of global biomass burning emissions come from North America, it can play
an important role in contributing to poor regional air quality in the US. In
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the US, an estimated 50% of the annual mean particulate carbon concentra-
tions is attributed to biomass burning.66 Globally, biomass burning accounts
for an estimated 2.5 PgCyr−1, most of which come from the tropics67. Re-
flectance data from satellite retrievals indicate that globally, biomass burning
accounts for a footprint of 464 Mha yr−1, or equivalent to ∼36% of cropland
on Earth.68 With an expected increase in the world’s population by another
billion by 2020,69 evaluating the effects of land-use change such as biomass
burning on Earth’s climate will become increasingly important.70,71

Figure 1.4: Scanning electron microscope (SEM) image of a portion of a
sample of young smoke particles from a smoldering and flaming fire. The
particles are attached to a lacey support film; most particles are carbonaceous
(organic) with inorganic K-sulfate inclusions. This image was adapted from
Posfai et al.72

Biomass burning aerosol (BBA) constitutes the largest source of POA to
the atmosphere, representing an estimated 90% of POA and 40% of black
carbon20, and has a source strength similar to fossil-fuel burning.73 BBA
is a complex mixture of inorganic and organic compounds as determined
in both field74–82 and in controlled laboratory settings,83,84 but are com-
posed largely (∼80%) of organic carbon.82 Black or elemental carbon, soot,
and tarballs are also common materials found in BBA as a result of in-
complete combustion. An example BBA particle is shown in Fig. 1.4 and
indicates potassium sulfate rich particles encased in organic coatings. Hu-
mic like substances (HULIS) including fulvic and humic acids are surrogate
biomass burning compounds, which represent multifunctional organic ma-
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terial with high molecular weight typical of BBA.85–89 While BBA compo-
sition can vary depending on vegetation-type82, a major mass fraction of
biomass burning organic aerosol (BBOA) consists of pyrolyzed cellulose and
hemicellulose such as levoglucosan (1,6-anhydro-β-glucopyranose, C6H10O5),
resin acids such as abietic acid (1-phenanthrenecarboxylic acid, C20H10O5),
and substituted phenols from lignin decomposition such as 5-nitroguaiacol
(2-methoxy-5-nitrophenol, C7H7NO4).90–93 Levoglucosan is a commonly ap-
plied molecular marker in biomass burning source apportionment studies,94

but has recently been shown, along with abietic acid and nitroguaiacol, to be
photochemically unstable with respect to heterogeneous reactions with trace
gas species such as OH, O3, and NO3.13,15,83,95

Biomass burning is a major precursor to a number of long-lived green-
house gases including CO, NO, H2O, and CO2 and relatively short-lived reac-
tive trace gases such as O3, OH, and NO2.71,73,96 Non-methane VOC compo-
sition in biomass burning plumes is complex due to the many diverse biomass
fuels, but consist mostly of C2-C11 hydrocarbons composed of alcohols, alde-
hydes, ketones, carboxylic acids, esters, ethers, and furanes.80,97 The pro-
duction and consumption of these VOCs can depend, to a large extent on
heterogeneous and gas-phase reactions by OH.15,37,80,83,98 Next to SOA pro-
duction from forest VOC emissions, a significant source of SOA is generated
during oxidative aging of VOCs emitted during biomass burning.51,84 Re-
cently, methyl-nitrocatechols (e.g. 4-methyl-5-nitrocatechol, C7H7NO4) have
been identified as a tracer species for biomass burning SOA99 generated dur-
ing the OH oxidation of cresol in the presence of NOx.

99,100 A key point here
is that these VOCs, whether emitted directly or volatilized from pre-existing
particle surfaces present possible missing SOA precursors that require further
study.

1.7 Atmospheric aerosol particle removal mechanisms

Our ability to quantify the climatic and air quality effects of aerosol par-
ticles depends on how well the particles’ lifetime can be predicted during
atmospheric particle transport. Aerosol particle lifetimes will depend on
how efficiently they are removed from the atmosphere. In this section, the
different aerosol removal processes are discussed in more detail.

Sinks of atmospheric aerosol particles include dry and wet deposition,
and chemical reaction. Dry deposition is a continuous process and refers to
the removal of particles from the atmosphere onto surfaces in the absence
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of precipitation. Its effectiveness will depend on particle size and density.
For example, smaller particles, having in general less mass than larger par-
ticles of the same density, can more efficiently be transported vertically in
the atmosphere through turbulent motions and updrafts, and thus can per-
sist at higher altitudes away from surfaces near the ground. More dense
aerosol particles settle faster than less dense particles because they exhibit
less bouyancy. Very small particles (i.e. <0.1µm) behave similar to gases
and are effectively removed by dry deposition due to turbulent transport and
Brownian diffusion43. Particles in the coarse mode (>1 µm) are efficiently
removed by gravitational settling because of their large settling velocities.
Particles having sizes in the accumulation mode (0.1µm ≤ x ≤ 1µm) are
not easily removed via dry deposition and thus its major removal pathway is
through wet deposition processes.

Figure 1.5: Major processes associated with dry and wet deposition of aerosol
particles101.

Wet deposition is a sporadic event and removal pathways can be cat-
egorized as in-cloud and below-cloud scavenging as illustrated in Fig. 1.5.
Below-cloud scavenging refers to particle scavenging by precipitation (rain-
out/washout) and in-cloud scavenging refers to removal processes that occur
when particles are removed at cloud level such as nucleation scavenging dur-
ing cloud formation (i.e. coagulation) and dissolution into aqueous droplets.
Aerosol particles in the accumulation mode are removed via wet deposition
over a period of a few days up to a couple of weeks, and hence accumulation
mode particles typically remain in the atmosphere for about a week. Wet
deposition accounts for ∼85% of the removal of organic aerosol in the tro-
posphere10, the most important of which is cloud formation. Globally, up to
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∼60% of Earth is covered by clouds, but only 10% produce rain10.
Chemical reactions between organic aerosol particles and radical species,

including Cl and OH radicals, is thought to be another important sink for
organic aerosol32. OH or Cl radical reactions with organic compounds can
lead to the formation of smaller, low molecular weight, or fragmented reaction
products. These reaction products possess a higher vapor pressure than their
parent compound and are lost to the gas phase, a process referred to as
“volatilization” since the reaction products are volatile. Long term exposure
to OH radicals has been shown to completely evaporate thin organic films32

and significantly reduce particle mass95. Volatilization does not only reduce
the mass of organic aerosol particles, but also alters the budget of VOCs37

and provides a source of condensable organic vapors in the nucleation process
or growth of new or pre-existing particles.

1.8 Atmospheric aerosol aging

Broadly defined, aerosol particle “aging” refers to the physical and chemical
transformations that aerosol particles undergo when residing in the atmo-
sphere. Aging is a major process governing aerosol particle chemical com-
position, lifetime, and its role in air quality and climate change7–9. Source-
specific condensed-phase organic compounds, which include oleic acid for
meat cooking, hopanes for gasoline engines, and levoglucosan for wood burn-
ing are commonly employed molecular markers used for apportioning their
specific emission sources102–104. However, chemical and physical transforma-
tions to the particles during particle transport can significantly alter their
chemical and physical makeup. Thus, quantifying the rate of chemical trans-
formation and aging of aerosol particles is vital to the integrity of using
molecular markers for identifying aerosol sources, the age of aerosols, and in
understanding the aerosol’s role in air quality and climate change.

Figure 1.6 gives a general overview of the different atmospheric aerosol
aging processes. Aerosol particles transform chemically and physically fol-
lowing emission. Chemical transformations to aerosol particles can occur
from interactions with water vapor and other chemically reactive gases in-
cluding OH, O3, and NO3. Physical transformations to aerosol particles,
such as changes to particle size and mass, can occur via condensation and
coagulation43. In general, atmospheric aerosol aging can significantly alter
the particles’ efficiency to take up water vapor and serve as CCN or IN7–9,16.
Physical changes to particle phase due to e.g. water uptake during atmo-
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Figure 1.6: Major processes associated with aerosol aging. The red circles
symbolize gas-phase molecules. This figure is adapted from Shiraiwa et al.33.

spheric transport can alter the degree that the particles interact with trace
gas-phase species as illustrated in Fig. 1.6. Particle phase can alter the ex-
tent that aerosol particles age by gas-to-particle, so-called “heterogeneous”
reactions. Heterogeneous reactions can be limited to the particle surface un-
der dry atmospheric conditions when the particles exhibit a solid phase, than
at higher RH when the particles are more likely to exist as a semi-solid or
liquid33. Aging can impact the aerosol particles’ chemical composition and
potency in the environment, e.g. toxicity and solubility in water, thus impact-
ing the carbon and hydrological cycles10. Consequently, the aging process of
atmospheric aerosol is important in assessing how e.g. advected (aged) air
masses influence cloud formation and the environment. In this section, major
physical and chemical aging mechanisms are discussed, which will lead to a
more refined discussion of the current status of our understanding of BBA
aging and its environmental significance.

1.8.1 Physical aging mechanisms

Aerosol particles can age physically, e.g. change in size and mass, through
processes such as coagulation, condensation, and evaporation43. Coagula-
tion refers to the growth in particle size when one particle comes in contact
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with another particle (of same or varying size). Coagulation reduces the
total number concentration of particles in air and increases particle size43.
Physical aging through condensation refers to the growth of particles due to
uptake of condensable atmospheric constituents, e.g. low-volatility organic
compounds or water vapor. The condensation of water vapor onto aerosol
particles is the first step in cloud formation. Condensation enhances parti-
cle size, but does not increase the total number concentration of particles in
air43. Particle evaporation due to the particles’ exposure to high tempera-
tures or evaporation following chemical reaction32 can lead to a reduction in
particle size and mass.

The particles’ physical properties including particle phase (solid, semisolid,
or liquid) depend strongly on temperature and water vapor (i.e. RH)33,105,106.
In general, high temperatures or RH can induce a physical transformation of
the particle from a highly viscous state to a less viscous one105, since water
acts as a plasticizer. An example of such a physical transformation is the
phase change from solid to liquid upon melting. Particle deliquescence (i.e.
transformation from solid to liquid due to water uptake) is another example
of physical aging. Particle phase is an important determinant in the rate
at which aerosol particles interact with gas-phase material, for example the
uptake of O3 or OH by condensed-phase organics at different RH33,107.

1.8.2 Chemical aging mechanisms

Chemical aging refers to the changes in particle chemical composition due to
aqueous-phase, multiphase, or heterogeneous reactions with adsorbed trace
gas species, including oxidants such as OH, O3, and NO3

8,9,12,33. Hetero-
geneous oxidation can alter the particles’ hydrophilicity, or ability to take
up water vapor, which influences particle wet depositional losses and cloud
formation10,16,17. In addition to an increase in particle size and mass, con-
densation and coagulation of chemically different components can change
the particle’s chemical composition10. Important examples of heterogeneous
reactions that impact atmospheric chemistry and other atmospheric phenom-
ena include the heterogeneous hydrolysis of N2O5, known directly to impact
the concentrations of nitrogen oxides, which drive much of the important
chemical reactions related to photochemical smog and ozone formation, and
nighttime removal of NOx

108, and the formation of Cl reservoir species from
heterogeneous reactions on polar stratospheric ice clouds, which leads to
stratospheric ozone depletion in the polar spring109. Oxidation of gas-phase
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precursors can generate low vapor pressure products that contribute to the
atmospheric OA burden by producing SOA. Many of the products resulting
from oxidation of OA and gas-phase precursors are semi-volatile, thus atmo-
spheric chemical aging can influence the mass transport of organics to and
from the particulate phase.

The extent that particles age chemically during particle transport depends
on particle and gas-phase composition, oxidant concentration, particle phase,
and lifetime. For example, the uptake of O3 and NO3 and the subsequent
oxidative aging of representative organic aerosol surfaces, although relatively
slow, can compete with the oxidizing potential of OH due to their relatively
higher atmospheric concentrations7,13. Furthermore, the heterogeneous ox-
idation of model OA surfaces and particles shows a strong dependency on
RH and particle phase33,34,107, which in turn affects the lifetime of organics
in the aerosol phase95,107 and OA particle lifetime32,35,107,110. During particle
transport, aerosol particles experience different RH and temperature, which
may impact the chemical aging process and lifetime of OA. However, the
effects of varying RH and temperature on the chemical aging and lifetime of
OA, and its role in air quality and climate is not well-characterized.

1.8.3 The effect of aging on particle hygroscopicity

Chemical aging of aerosol particles can lead to an increase in the particles’
hygroscopicity by forming for instance more polar, hygroscopic products than
its predecessor, and thus is a key process determining the wet deposition and
hence residence time and atmospheric burden of organic particles in the at-
mosphere8,9,111. For example, the OH oxidative aging of stearic acid and
bis-ethyl sebecate (BES) particles, representing single-component unsatu-
rated and saturated atmospheric OA, respectively, become more hygroscopic
with exposure to OH17. Additionally, aging of oleic acid particles by O3 has
been shown to increase the particles’ hygroscopicity and ability to nucleate
clouds112,113. The CCN activity of model unsaturated and saturated OA is
shown to increase following oxidation by OH and NO3

16. The hygroscopic-
ity of OH oxidized biogenic SOA has been shown to increase with greater
exposure to OH as a result of increasing oxygen-to-carbon (O:C) ratio114.
Studies of diesel soot particles coated by benzo(α)pyrene (BaP) demonstrate
that the particles become more hydrophilic with O3 exposure115. Conversely,
chemical aging may reduce the ability of an aerosol particle population to act
as CCN by reducing particle size through volatilization reactions30. Conse-
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quently, understanding the aging process of atmospheric aerosol is important
in assessing its role in cloud formation and thus climate.

1.9 Chemical and physical aging of biomass burning
aerosol

BBA has a significant, yet poorly quantified impact on air quality and cli-
mate73,116–119. This uncertainty is due in part to the temporal and spatial
variability of biomass burning smoke and its optical properties.6 Biomass
burning aerosol particles can change chemically, physically, and optically dur-
ing atmospheric particle transport21,83,120–125 thereby, in some cases, reach the
upper troposphere (UT) and lower stratosphere (LS)126–128. As BBA parti-
cles are advected and transported vertically, they experience a wide range of
temperatures and RH, which can influence particle phase. Chemical aging by
heterogeneous OH and O3 oxidation can influence the oxidation state of BBA
and thus its ability to act as CCN. Evidence from in-situ mass spectromet-
ric analysis of the organic component of biomass burning aerosol indicates a
shift in oxidation state from less oxidized to more oxidized over the course of
a day, likely due to a combination of heterogeneous reactions with trace gas-
phase oxidants and scavenging of other, more oxidized, low-volatility organic
species124. An increase in the organic aerosol mass, total aerosol concen-
tration, and modal particle diameter also accompany the aging process of
BBA124. Measurements of single scattering albedo of smoke plumes near
its emission source and aged biomass burning haze show a shift from low
to high single scattering albedo as the aerosol ages120,129. Abel et al.120 sug-
gests that the condensation of scattering material from the gas phase was the
dominant mechanism leading to higher albedo. Heterogeneous OH oxidation
of model organic aerosols squalane and azelaic acid have been shown to en-
hance the aerosol extinction cross-section with increasing exposure to OH
radicals, which corresponds to an increase in both oxygen to carbon (O:C)
atomic ratio and particle density.130 Unfortunately, the mechanisms and ki-
netics of heterogeneous oxidation of biomass burning organic aerosol and its
effects on BBA-atmosphere interactions are poorly characterized. This is an
outstanding issue as our ability to predict the particles climatic and air qual-
ity impacts depends crucially on our ability to predict how the particles age
during particle transport.
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1.10 Dissertation objectives

The overall objective of the results presented in this dissertation is to ad-
vance our understanding of heterogeneous chemical kinetics and processes
that occur between reactive trace gas species and organic aerosol particles.
This work focuses on the heterogeneous OH oxidation of BBA. Specific ob-
jectives include measuring the rate that OH is taken up or reacts with BBA
surrogate-particles and substrates, the formation of volatile reaction prod-
ucts, exploring potential physical and chemical mechanisms that limit OH
uptake, and the role OH-initiated oxidative aging of BBA plays in the par-
ticles’ CCN activity and lifetime. To achieve this, several well-controlled
experiments employing state-of-the-art chemical instrumentation and parti-
cle analysis techniques were used to quantify and identify gas-phase reactants
and products in the presence of different substrate and aerosolized forms of
BBA, and to measure the particles’ CCN activity.
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2 Background and Theory

2.1 Water vapor

Water vapor plays an important role in regulating the temperature of the
atmosphere, cloud formation, particle phase, aqueous-phase chemical reac-
tions, and thus radiative transfer and climate. Relative humidity is defined
as the ratio of the water partial pressure (pH2O) to the pressure exerted
over a plane surface of pure water, referred to as its equilibrium vapor pres-
sure, (p◦H2O), which is dependent on temperature. Figure 2.1 shows the
temperature-dependence of p◦H2O
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10
-2

10
-1

1

10

V
ap

or
Pr

es
su

re
/h

Pa

200 210 220 230 240 250 260 270 280 290 300

Temperature / K

P
o

H2O

Figure 2.1: Water vapor pressure with respect to a plane surface of pure
water, p◦H2O, as a function of temperature131.

The vapor pressure of water over a flat surface of pure water is described
by the water activity, aw, where

aw =
pH2O

p◦H2O

. (1)

The water activity over pure water is equivalent to the relative humidity
of the environment when the water vapor pressure is equal to the ambient
partial pressure. In cases where the water is mixed with soluble material, the
activity of water in the aqeuous solution is lowered, referred to as the Raoult
effect; in the complete absence of water, aw=0. The suppression of the water
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activity over an aqueous solution droplet containing soluble material at a
given droplet size is described as132

aw = 1− 6nsMw

πρsolD3
, (2)

where ns is the number of moles of solute in solution, which depends on
the number of ions dissociated, i.e. van’t Hoff factor (ν). Thus, aerosol
particles containing water-soluble material can lower the water activity over
solution. As an aqueous droplet comes into equilibrium with the surrounding
water partial pressure, water will either condense onto or evaporate from the
droplet, thus increasing or decreasing its water vapor pressure, respectively,
until the vapor pressure of the aqueous solution droplet is in equilibrium with
the partial pressure of the environment. At this point, aw=RH.

2.2 Particle phase and diffusivity

Phase refers to a solid, liquid, or gas state. A change in phase is usually a
consequence of a change in temperature or pressure. Examples of a change
in phase include melting of ice, a solid-liquid phase transition, evaporation
of water, a liquid-gas phase transition, and water condensation, a gas-liquid
phase transition. Both temperature and water activity affect the motions of
molecules in solution. An increase or decrease in temperature will increase
or decrease molecular motions, respectively. An increase in water activity
due to the condensation of water vapor can promote liquefaction. Thus, it
follows that aerosol particle phase, size, and water content will vary with
respect to changes in ambient RH and temperature. This section briefly
describes the different phase states and changes to particle phase in response
to water uptake and evaporation, and the glass transition of organic aerosol
particles.

2.2.1 Particle deliquescence and efflorescence

This section briefly discusses how aerosol particles grow, shrink, and undergo
phase transitions in response to water uptake at different RH. Figure 2.2
demonstrates the effect of varying RH on the size changes to liquid and
crystalline aerosol particles as described in Koop et al.105.

In Fig. 2.2a and Fig. 2.2b, water uptake by a pure liquid particle is shown
as a function of RH. At low RH, the particle is comprised only of the pure
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Figure 2.2: (a,b) water uptake and release by a liquid particle with negligible
water vapor pressure; (c,d) water uptake by a crystalline solid particle and
water evaporation by an aqueous droplet until reaching its original crystalline
state. This figure was adapted from Koop et al.105

liquid solute. Upon increasing RH, the particle continuously takes up water
since thermodynamic equilibrium exists between the partial pressure of water
in the gas-phase and the equilibrium vapor pressure of the liquid droplet.
Upon drying, the particle shrinks, but follows the same growth pathway as
a function of RH since thermodynamic equilibrium exists at all RH105.

In Fig. 2.2c and Fig. 2.2d, water uptake by a water-soluble crystalline
solid particle is shown as a function of RH. Under dry conditions, the crystal
is in a stable state and remains stable with increasing RH until the particle’s
deliquescence RH (DRH) is reached, at which point the liquid phase is ther-
modynamically favored and the crystal grows instantaneously to an aqueous
solution droplet. With increasing RH, the aqueous solution droplet behaves
similar to pure liquid water uptake as described in Figs. 2.2a,b. Upon drying
(Fig. 2.2d), water in the aqeuous droplet evaporates and above the DRH, the
droplet and gas phase are in thermodynamic equilibrium. Below the DRH,
water does not completely evaporate from the particle and the particle re-
mains in a metastable liquid state since crystallization is kinetically hindered
until the occurrence of an initial nucleation step. The RH at which the par-
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ticles crystallize is referred to as the efflorescence RH (ERH) at which point
the stable state is crystalline.

2.2.2 Amorphous phase state

Aerosol particles can exhibit many different phases and morphologies (solid
(glassy), semisolid, or liquid) depending on conditions of the ambient envi-
ronment such as RH and temperature. Most organic aerosol exhibit an inter-
mediate, amorphous semisolid or glassy phase state that transitions between
more and less-viscous phases depending on conditions of temperature and
RH105. Recent studies have shown that SOA derived from several different
biogenic and anthropogenic precursors exhibit amorphous solid or semi-solid
phases105,133–135. Conversely, inorganic salts such as NaCl and mineral dust
exhibit a solid crystalline structure. Figure 2.3 is a phase diagram of aqueous
levoglucosan, indicating the different phase states of levoglucosan depending
on temperature and mass fraction of the solute136. The diagram indicates
that an increase in mass fraction of solute corresponding to a decrease in aw,
decreases the temperature required to melt or freeze the solution, while rais-
ing the temperature at which levoglucosan transitions from a solid (glassy)
phase to a semi-solid or liquid phase state.

Particle phase can be characterized based on viscosity (η, in units Pa·s)
or self-diffusion of the bulk condensed-phase material. Viscosity is a measure
of rigidity, such that the larger the viscosity the more solid the material. For
example, a marble has a viscosity on the order of 1012 Pa·s, while water has
a viscosity on the order of 10−3 Pa·s. To a first approximation, the Stokes-
Einstein equation shown in Eq. 3 relates viscosity to bulk diffusivity (Dbulk,
in units cm2 s−1)105.

Dbulk =
kT

6πηr
, (3)

where k is the Boltzmann constant, T is the absolute temperature, and r is
the radius of the molecule assumed to be spherical. The Stokes-Einstein equa-
tion works well for most liquids at relatively high temperatures, but breaks
down for supercooled liquids and near the glass transition temperature due to
the formation of highly mobile and cooperative molecular clusters, referred to
as “dynamic heterogeneities”, which facilitates molecular diffusion, but not
the relaxation time of the system (τD, defined in Eq. 4)137. The bulk self diffu-
sion coefficient and viscosity are important particle physical parameters that
can be related to particle phase. For example, aerosol particles exhibiting
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Figure 2.3: Phase diagram of levoglucosan. The labels T m, T f , and T g

refer to the melting temperature, homogeneous freezing temperature, and
glass transition temperature of levoglucosan, respectively. Below each curve
is given the corresponding phase state of the particle (i.e. liquid, supercooled
liquid, frozen solid, or glass). The curves were generated from the parame-
terizations presented in Lienhard et al.136.

intermediate viscosities from 102-1012 Pa·s have semisolid features and phys-
ical properties similar to ketchup, peanut butter, or pitch105. Low-viscosity
liquid aerosol particles may exhibit similar physical features as honey or olive
oil105. Cloud droplets, which constitute highly dilute aqueous solutions have
viscosities close to that of water and thus relatively larger bulk diffusion coef-
ficients. The time required for self-diffusion to reach a stable, homogeneously
mixed state is given by:

τD =
r2

π2Dbulk

, (4)

where r is the particle radius and D is the condensed phase diffusion coeffi-
cient. For non-viscous liquids, D can be as large as 10−5 cm2 s−1, which for
a particle diameter of 100 nm corresponds to a diffusive mixing timescale on
the order of 10 µs. Conversely, viscous particles such as organic glasses and
solid particles have much longer diffusive mixing timescales that can take
several years33,105,138. This timescale for self-diffusion is paramount for het-
erogeneous reactions as it also dictates diffusion timescales of bulk transport
of gases into particles, and thus the extent of multiphase reaction.
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In Fig. 2.4a and Fig. 2.4b, water uptake by an amorphous (semisolid)
particle is shown as a function of RH. Upon increasing RH, the particles
take up some water, but because the diffusion of water into glassy matrices
can be small, typically less than 10−10 cm2 s−1 at room temperature105,
and significantly lower below the freezing temperature of pure liquid water,
timescales for equilibrium can be slow and take as long as several years
depending on the size of the particle.
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Figure 2.4: Water uptake and release by an amorphous particle showing the
humidity-induced glass transition105.

Water uptake occurs at first only near the particle surface. A self-
accelerating water uptake process is established since further increases in RH
softens the particle, which decreases the particle’s viscosity and increases wa-
ter diffusivity. Thus, deliquescence is gradual for amorphous particles and
the particles can transiton from a highly viscous glassy state to a viscous
liquid state, referred to as the humidity-induced glass transition105,133. This
non-ideal water uptake behavior has been observed experimentally for dif-
ferent carbohydrates, anhydrosugars, polymeric materials, and glass forming
inorganics105,106,139. Upon drying, the solute concentration increases and the
particles become more viscous as water diffusivity is reduced. Water-diffusion
limitations in the particle bulk limits water transport from the particle core
to surface, while water evaporates from the surface. This process may lead to
the formation of a highly viscous or solid shell at lower RH that encapsulates
a liquid core. Thus, even near RH=0%, amorphous particles can still retain
significant amounts of liquid water105,106,140. While the particle’s water con-
tent will gradually approach the equilibrium conditions of the dashed black
line in Fig. 2.4a, the exact kinetics and timescales for diffusion can vary,
and thus the shaded region in Fig. 2.4b represents the water content range
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accounting for this effect.
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Figure 2.5: The growth factor, Gf , of levoglucosan plotted as a function of its
water activity, aw applying a fit to experimental data in Mikhailov et al.106

Levoglucosan has amorphous properties, exhibiting gradual deliquescence106

and retaining significant amounts of water even at low RH near 0%140.
Knowledge of the particle’s initial dry size and size change following wa-
ter uptake can be used to determine the particle’s growth factor at a given
RH. The growth factor is determined as a function of the solution’s aw, which
parameterizes water uptake for that individual material over a range of RH.
Levoglucosan has a known growth factor of ∼1.33 at RH=85%106,140, which
varies as a function of aw using the approximation in Kreidenweis et al.141

Gf = (1 + [k1 + k2 · aw + k3 · a2
w]× aw

1− aw

)1/3, (5)

where the parameters k 1,2,3 are fitting parameters applied to experimental
data. Figure 2.5 shows the change in G f for levoglucosan as a function of its
aw applying the fitting parameters in Mikhailov et al.106.

2.2.3 Glass transition temperature

In general, the molecular viscosity decreases with increasing temperature and
RH, and vice versa. Higher temperature or RH increases molecular trans-
lational motions105,142,143. The reason for this temperature dependence is
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that molecules exhibit Arrhenius behavior during activation for a transla-
tional molecular jump, leading to faster diffusion at higher temperatures105.
The temperature at which a transition between liquid/semi-solid and solid
states occurs is defined as the glass transition temperature (T g)105,142–144. T g

describes the temperature below which amorphous organic aerosol have solid-
like properties and above which exhibit properties of semi-solids or liquids.
However, T g can depend on several factors including the oxygen-to-carbon
ratio and mixing state of the particles, and the rate of change in temperature
and RH105.
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Figure 2.6: Glass transition, T g, as a function of RH for levoglucosan (green)
and Suwannee River fulvic acid (red). κLEV is assumed to be 0.1727,145 and
κSRFA is assumed to be 0.07, representing a lower limit to SRFA T g.

T g as a function of RH, T g(RH), can be expressed as42,105

Tg =
Tg,wkGT + f(RH)Tg(RH = 0%)

kGT + f(RH)
, (6)

where

f(RH) =
worg

ww

=
100− RH

RH

1

korg

ρorg

ρw

. (7)

ww and w org are the mass fractions of water and organic matter, respectively,
T g,w is the glass transition of pure water of 136 K, kGT is the Gordon-Taylor
constant for the specific water/organic system representing the interaction
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between water and the organic solute, and κorg is the CCN-derived hygro-
scopicity parameter of the organic fraction. T g curves as a function of RH
are given in Fig. 2.6, showing the T g of levoglucosan and Suwannee river
fulvic acid, representative BBA compounds.

2.3 Hygroscopicity and cloud droplet activation

The thermodynamic conditions of the environment necessary for cloud for-
mation is such that the partial pressure of water at equilibrium with a given
droplet size exceed the vapor pressure of water at a given temperature, and
thus is represented by a supersaturation ratio, S (S>1). The required su-
persaturation ratio for pure water to nucleate cloud droplets is ∼400%, how-
ever supersaturations of up to only ∼2% are achieved in the atmosphere43.
Aerosol particles lower the required supersaturation ratio for pure water cloud
activation. The ability for aerosol particles to activate to cloud condensation
nuclei (CCN) depends on both size and chemistry of the particle. Larger par-
ticles have more surface area to scavenge water molecules and smaller surface
area-to-volume ratios that suppresses the Kelvin effect. The CCN activity of
atmospheric aerosol particles can be described by the Köhler equation, which
relates the saturation ratio over the solution droplet, S(D), to the aqeuous
solution droplet particle diameter D.

S(D) =
pw,D

p◦w
= awexp(

4σMw

RTρwD
), (8)

where σ is droplet surface tension, Mw is the molecular weight of water, R is
the universal gas constant, T is temperature, and ρw is the density of water.
The Köhler equation can be used to predict the minimum supersaturation
required for a particle to become CCN active.

Equation 8 can be expressed alternatively by the κ-Köhler equation,27

which relates dry and wet particle diameter to supersaturation based on a
single hygroscopicity parameter, κ as given in Eq. 9:27

S(D) =
D3 −D3

d

D3 −D3
d(1− κ)

exp(
4σMw

RTρwD
), (9)

where S(D) is supersaturation, D is wet particle diameter, and Dd is dry
particle diameter. κ or hygroscopicity is defined as the amount of water
per unit volume of dissolved solute and ranges from ∼0.5-1.4 for hygroscopic
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inorganic species and from ∼0.01-0.5 for less-hygroscopic organic species;
κ=0 represents an insoluble but wettable particle and thus Eq. 9 reduces to
the Kelvin equation.27

For a given particle diameter, the supersaturation at which the particle
is activated to a cloud droplet is referred to as the critical supersaturation,
S c. If the diameter of the dry particle size is known at the S c, κ can be
determined from the following:27

κ =
4A3

27D3
dln

2Sc

, (10)

where

A =
4σs/aMw

RTρw
. (11)

Hygroscopic growth of compounds exhibiting moderate to weak solubility
in water can be limited by their low water-solubility146, and thus cannot
be treated as either fully dissolvable or insoluble substances. A theoretical
treatment of κ, which includes solubility limitations has been detailed in
Petters and Kreidenweis146. Here,

κ = εiκiH(xi) (12)

H(xi) =

{
1 if xi ≥ 1;
xi if xi < 1.

}
,

where ε is the volume fraction of the solute i in the dry particle. κi is the
theoretical κ of solute i in the absence of solubility limitations and given by

κi =
νρimw

ρwmi

, (14)

where ν is the Van’t Hoff factor, ρi is the density of solute, ρw is the density
of water, m i is the molar mass of the solute, and mw is the molar mass of
water. x i is defined as the dissolved volume fraction of the solute146 and
given as

xi = Ci
Vw

Vi
, (15)

where C i is the water solubility of the solute i, expressed as the solute volume
per unit water volume at equilibrium with saturation, and V i and V w are the
volumes of the solute i and water, respectively. For complete dissociation,
x i is equal to unity.
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2.4 Resistor model for mass transport and gas uptake

The importance of multiphase chemical reactions between trace gas species
and aerosol particles and cloud droplets has been recognized since e.g. the
discovery that heterogeneous reactions on polar stratospheric clouds lead to
the formation of reactive species responsible for strong ozone depletion during
polar spring109,147. In addition, Schwartz and Freiberg148 characterized key
physical and kinetic mechanisms by which SO2 is taken up by cloud droplets
and aerosol particles that lead to acid rain, and provided one of the first
comprehensive model frameworks for multiphase chemical processes. Cur-
rent studies of heterogeneous reactions of aerosol particles are directed to-
ward understanding the aging/atmospheric evolution of aerosol particles by
reactive trace gas species, in particular the efficiency of gas uptake and cor-
responding chemical and physical transformations of the particle, which may
affect a particle’s ability to act as CCN or IN.9,12,16,32,33,88,138,149 An accurate
description of the overall gas uptake thus requires an understanding of the
rate of transfer of gas-phase reactants from the gas phase to the condensed
phase. The efficiency at which gas molecules are taken up by a particle is
typically expressed in terms of an uptake coefficient (γ). γ is a kinetic pa-
rameter to describe heterogeneous kinetic reaction rates and is physically
defined as the ratio of the number of gas-to-particle collisions that result in a
loss of the gas molecules to the total number of gas-to-particle collisions, or
alternatively as the difference in the adsorpion (J ads) and desorption (J des)
fluxes of gas molecules divided by the collisional flux (J coll) as shown in Eq.
16, ranging from 0 (no reactive collisions) to 1 (unity reactive uptake)

γ =
Jads − Jdes

Jcoll

. (16)

The total flux (J, in units molecule cm−2 s−1) of the reactant gas into the
condensed material is expressed in terms of γ as follows150:

J =
[X]gcavgγ

4
, (17)

where [X]g (molecule cm−3) is the concentration of gas molecules in the bulk
gas and cavg (cm s−1) is the thermal velocity of the gas molecules defined as

cavg =

√
8RT

πM
, (18)
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where R is the gas constant, T is temperature, and M is the molecular
weight of the reacting gas. The term [X]gcavg/4 is the Maxwellian-Boltzmann
collision rate.

Figure 2.7: Resistor model of the major processes dictating gaseous uptake
by condensed-phase liquid material. This figure was adapted from Davidovits
et al.150.

In quantifying these heterogeneous reactions it is useful to relate mass
transport to a resistor model as shown in Fig. 2.7.9,12,111,138,148–151 Here, the
net uptake γ is the sum of decoupled resistances in the gas phase, at the
particle surface, and within the particle bulk. Resistances in the gas-phase
such as gaseous diffusion (γdiff) dictate surface collisional fluxes (J coll) and is
defined as150

1

γdiff

=
cDp

8Dg

− 1

2
, (19)

where Dp is the particle diameter and Dg is the gas-phase diffusion coefficient
of the reactant gas (cm2 s−1). The term -1/2 in Eq. 19 accounts for distortion
of the Maxwellian-Boltzmann collision rate when there is net gas uptake at
the surface150. Alternatively, the gas-phase diffusive resistance term can be
related to the Knudsen number (Kn) defined as Kn=λ/r given in Eq. 20,
where the mean free path of the gas (λ) is defined by Eq. 21.

1

γdiff

=
0.75 + 0.283Kn

Kn(1 +Kn)
(20)
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λ =
3Dg

cavg

(21)

As gas molecules collide with the surface, a fraction of the collisions may
not be immediately reflected and gas molecules reside at the surface longer
than the timescale for direct scattering (>10−12 s)149. The adsorbed gas
molecules are bound to the surface by relatively weak forces including van
der Waals forces or hydrogen bonds149. The number of gas molecules ac-
commodated at the surface normalized to the total number of gas-to-surface
collisions is referred to as the accommodation coefficient (α) or sticking effi-
ciency defined in Eq. 22152.

1

α
=

1

S
+

kdes

Sksol

, (22)

where S is the adsorption coefficient and kdes (cm s−1) and k sol (s−1) are the
rates of desorption and transfer of molecules from the surface into the bulk
liquid (solvation), respectively152.

After surface accommodation gas molecules may be incorporated into the
bulk of the condensed-phase due to interfacial mass transport. Absorption
and transport into the particle bulk are dependent on Henry’s law and bulk
diffusion rates as shown in the Henry’s law saturation resistance (γsol) in Eq.
23

1

γsol

=

√
πcavg

8RTH

√
t

Dl

, (23)

where D l is the liquid-phase diffusion coefficient of the reactant gas, H is the
Henry’s law coefficient, and t is the gas-liquid interaction time. Note that
t is proportional to 1/γsol, reflecting the increasing rate of evaporation of
the reactant gas molecules as the surface becomes saturated and approaches
equilibrium with the gas-phase concentration, and as a result net uptake
decreases with increasing exposure time. Reactions between the trace gas
reactant and the liquid can take place either at the particle surface or (after
diffusion) within the particle bulk. Chemical reaction provides a sink for
the trace species and, in turn, reduces saturation. The resistance term to
chemical reaction at the particle surface (γsurf) is defined as:152

1

γsurf

=
cavg

4ksurf

b′, (24)

where b’ (in units of cm) is a surface adsorption equilibrium constant that
describes the proportionality in the surface and gas-phase concentration of
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the reactant gas molecules in the absence of reaction152. k surf is the surface
reaction rate constant. Liquid or bulk-phase reactions exhibit a square-root
dependence on the bulk-phase reactant concentration and thus the resistance
term to chemical reaction in the particle bulk (γrxn) is defined as:150

1

γrxn

=
cavg

4RTH

√
t

Dlk
, (25)

where k is the pseudo-first order reaction rate constant for condensed phase
reaction, i.e. k=k 2[Y]. Here, k 2 is the bimolecular reaction rate constant
for the trace gas species with the condensed phase species Y. The overall
measured uptake coefficient expressed as the sum of decoupled resistances
including both surface and bulk reaction is given as150

1

γmeas

=
1

γdiff

+
1

α
+

1
1

1

S
ksol
kdes

+ 1
γrxn+γsol

+ 1
γsurf

. (26)

The diffusive resistance term plays an important role for larger particle
sizes and fast reactions. In the free molecule, kinetic limit where the mean
free path is much larger than the particle diameter, i.e. Kn�1, γdiff is large,
and the term 1/γdiff goes to zero. In this regime, other resistances in Eq. 26
govern the overall gas uptake. Conversely, for Kn�1, in the case of large
particles and slow gas diffusion, the overall uptake can be diffusion-limited.
Since OH radical uptakes can proceed rapidly, the overall uptake depends
strongly on the rate of transfer of OH to the condensed-phase surface and thus
OH uptakes can be diffusion-limited. On the other hand, for slower reactive
uptakes, which is generally the case for O3 or NO2 uptakes where γ<10−3

or lower138, the gas-phase diffusion limitation is generally much smaller or
insignificant.

2.4.1 Langmuir-Hinshelwood and Eley-Rideal uptake mechanisms

The underlying kinetic process by which trace gas species are taken up by
a particle or substrate surface will dictate equilibrium timescales of hetero-
geneous reaction and thus the uptake efficiency over extended time periods.
These mechanisms are categorized as either Eley-Rideal153 (direct reaction
upon gas-to-surface collision) or Langmuir-Hinshelwood (L-H)154 (gas ad-
sorption followed by reaction).155,156 These two mechanisms are illustrated
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in Fig. 2.8. In its simplest form, an Eley-Rideal mechanism occurs when
an adsorbed molecule (X) on a surface (S), XS (in units of molecule cm−2),
reacts directly with a colliding gas-phase molecule (Yg) as expressed in the
following reaction mechanisms:

X(g) + S → XS R3
XS + Y(g) → Products R4

An example of an Eley-Rideal mechanism is the heterogeneous catalytic
conversion of CO2(g) to CO(g) in the presence of adsorbed H2

157. The
Eley-Rideal mechanism implies that heterogeneous reaction occurs instan-
taneously upon collision of a gas molecule with a surface, i.e. a first-order
reaction, and that γ is independent of reactant concentration, assuming the
number of reactive surface sites (surface concentration) is significantly larger
than the reactant concentration.156

Surface (S)

X

Y
Gas-to-surface reaction

(A) Eley-Rideal

Surface (S)

X

Y
Adsorption

(B)     Langmuir-Hinshelwood

Y

Surface reaction

Figure 2.8: (A) Eley-Rideal reaction mechanism. Surface species X reacts
directly with gas phase species Y. (B) Langmuir-Hinshelwood reaction mech-
anism. Gas Y adsorbs to surface followed by reaction with surface species
X.

Conversely, if the adsorbed gas resides on the surface for an extended pe-
riod of time before reacting, as it can be the case for O3 or NO2 uptake158,159,
the adsorbed gas species can saturate the surface and block surface reactive
sites138. In this regime, referred to as L-H uptake, the gas uptake coefficient
decreases with increasing gas-phase concentration. The derivation of L-H
kinetics can be expressed in the following example. Assume a gas molecule
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Y comes into contact with a surface, but instead of directly reacting with
an adsorbed reactant XS, Y undergoes an initial adsorption step to a vacant
surface site Sv and then reacts with XS as shown in the mechanism below.

Y(g) + Sv → YS R5
XS + YS → products R6

The rate of formation of products (or loss of surface bound Y, in units
molecule cm−2 s−1) is given as

d[YS]

dt
= ks[YS][XS], (27)

where k s is the surface reaction rate constant (cm2 molecule−1 s−1), and
both [YS] and [XS] have units of molecule cm−2. The equilibrium adsorp-
tion/desorption constant, K Y (in units of cm3 molecule−1) is given as

KY =
[YS]

[Y]Sv

. (28)

The total number of surface sites (S T) is the sum of the vacant sites and
those occupied by the adsorbed gas Y as shown in Eq. 29.

ST = Sv(1 + KY[Y]). (29)

Re-arranging Eq. 28 to isolate [YS] and substituting in Eq. 27 leads to the
following loss rate based on Langmuir-Hinshelwood kinetics.

d[YS]

dt
(molecule · cm−2 · s−1) =

ks[XS]KY[Y]ST

1 + KY[Y]
. (30)

The pseudo first-order loss rate of the adsorbed species, XS (or YS), in units
of s−1, which follows a Langmuir isotherm, is expressed in Eq. 31 as

kobs−X(s−1) =
ks[XS]KY[Y]

1 + KY[Y]
. (31)

Alternatively, the Langmuir-isotherm can be expressed in terms of the ob-
served loss rate of the gas-phase molecules Yg (in units s−1), k obs−Yg , if
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assuming equilibrium and a bimolecular reaction rate constant15 as shown in
Eq. 32:

kobs−Yg(s
−1) =

ks[XS]KY[Y]

1 + KY[Y]

[XS]

[YS]
, (32)

where [YS] is determined by the product [Y](V/S) assuming unity surface
accommodation of Y, where V/S is the volume-to-surface area ratio of the
reactive surface.

γ has been formulated based on L-H kinetics as shown in Eq. 33155:

γ =
4ks[XS]KY

σYωY(1 +KY[Y])
, (33)

where σox is the surface area occupied by one adsorbed oxidant molecule.

2.4.2 Particle phase impacts on gas uptake

The balance of diffusion and reaction is important as it describes where
heterogeneous reactions will occur within a particle. In general, the timescale
for reaction is expressed as138

τR =
1

kI
=

1

kII[Y ]
, (34)

where k I is the pseudo-first order reaction rate constant and k II is the second
order reaction rate constant for the bulk phase reaction with species Y. The
distance a molecule diffuses in a particle over the course of a reaction is given
by the reacto-diffusive length, l

l =

√
Dbulk

kI
. (35)

Reactions occur near the particle surface for either slow diffusion or fast re-
action, whereas under fast diffusion or slow reactions, the reaction can occur
throughout the particle bulk. Gas-phase oxidants such as OH, O3, NO2,
and NO3, because they have relatively smaller molecular sizes than most
low-volatility, condensed-phase organics, can diffuse quickly throughout the
particle bulk. However, OH and NO3 can react quickly with organic com-
pounds and thus reaction typically occurs near the gas-surface interface138.
On the other hand, O3 and NO2 generally react less efficiently than OH and
NO3, and thus their reacto-diffusive lengths can be much longer compared
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to OH and NO3. Heterogeneous reactions can be particularly sensitive to
changes in particle viscosity, such that the increased translational motions of
the molecules in the condensed phase results in a more efficient mix of the
reactants, thus increasing the probability that the molecules interact with
each other160.

2.5 Kinetic flux model

Recent advancements in computational and modeling capabilities has en-
abled a more detailed and accurate representation of mass transport and gas-
to-particle partitioning. Alternative to the resistor model, kinetic flux models
couple differential rate equations of mass transport and chemical reactions
using gas kinetic formulations to describe gas uptake and partitioning111,156.
Here, the kinetic multi-layer model of gas-particle interactions (KM-GAP)161,
which is based upon the Pöschl-Rudich-Ammann (PRA) framework155, is
applied to experimental OH exposure data of levoglucosan and abietic acid,
which serve as surrogate compounds and molecular markers of BBA. The pur-
pose of applying KM-GAP to the experimental OH exposures is to develop a
more detailed understanding of the importance of the different chemical and
physical processes that govern reactive OH uptake, not easily accessible in
the laboratory. KM-GAP can be used to derive different kinetic parameters
including surface accommodation coefficient, desorption time, reaction rate
constants, bulk diffusion coefficients of both the oxidant and organic, and the
Henry’s law coefficient of the oxidant in the organic phase. Figure 2.9 shows
a schematic of the different compartments and layers of KM-GAP, which
include gas phase, near-surface gas phase, sorption layer, surface layer, and
several bulk layers. Mass transport and chemical reactions are treated ex-
plicitly in KM-GAP and include gas diffusion, surface adsorption/desorption,
surface-bulk exchange, bulk diffusion, and chemical reactions at the surface
and in the bulk.

Transport of the bulk and gas-phase species can be evaluated from the
following differential equations, where here Z i represents a reactant molecule
(Z) and type (i) from the gas phase. These equations were first presented
in Shiraiwa et al.161. The transport equation of Z i from the gas-to-particle
surface and between the sorption layer and surface is given in Eq. 36

dNZi

dt
= (Jads,Zi

− Jdes,Zi
+ Ps,Zi

− Ls,Zi
− Js,ss,Zi

+ Jss,s,Zi
)Ass, (36)
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Figure 2.9: Schematic of the different compartments and flux terms of the
kinetic multi-layer model of gas-particle interaction in aerosols and clouds
(KM-GAP)161. Concentrations of species Z i and Z j in the gas (g) and near-
surface gas phase, at the sorption layer (s), and in the surface (ssb) and in the
bulk (b) layers are altered due to chemical reactions between each other as
indicated by the red arrows. J represents the transport fluxes between each
layer and is indicated with green arrows, including the gas-phase diffusion
flux (J g), the adsorption (J ads) and desorption (J des) fluxes, surface-bulk
exchange fluxes (J s,ssb, J ssb,s) and bulk diffusion fluxes (J b). Figure adapted
from Arangio et al.35.

where N Zi,s represents the absolute number of Z i molecules at the surface
and Ass is the surface area of the outer layer. The different mass transport
fluxes (J ) and rates of chemical production and loss (P, L) are defined in
Shiraiwa et al.161. Mass transport between the sorption layer, near surface
layer and the first bulk layer b(1) is expressed as

dNZi,ss

dt
= (Js,ss,Zi

− Jss,s,Zi
+ Pss,Zi

− Lss,Zi
− Jss,b1,Zi

+ Jb1,ss,Zi
)A(1). (37)

Mass transport between the surface layer, first bulk layer, and second bulk
layer is shown in Eq. 38.

dNZi,b1

dt
= (Jss,bl,Zi

−Jbl,ss,Zi
)A(1)+(Jb2,bl,Zi

−Jb1,b2,Zi
)A(2)+(Pb1,Zi

−Lb1,Zi
)V (1),

(38)
where V is the volume of the bulk layer. Mass transport between subsequent
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bulk layers is shown in Eq. 39.

dNZi,bk

dt
= (Jbk−1,bk,Zi

− Jbk,bk−1,Zi
)A(k + 1) + (Jbk+1,bk,Zi

−Jbk,bk+1,Zi
)A(k + 1) + (Pbk,Zi

− Lbk,Zi
)V (k)(k = 2, ..., n− 1)

(39)

Mass transport and chemical reactions within the bulk layer L is given by
Eq. 40.

dNZi,bn

dt
= (Jbn−1,bn,Zi

− Jbn,bn−1,Zi
)A(n) + (Pbn,Zi

− Lbn,Zi
)V (n) (40)

The volume of each layer V (k) is calculated using N Zi,bk and the molecular
volume V Zi

assuming volume additivity, i.e.

V (k) =
∑
i

NZi,bkVZi
. (41)

The radius position r(k), the outer surface area A(k) and the layer thick-
ness δ(k) of the bulk layer k and particle diameter dp are calculated for
spherical particles as described in Shiraiwa et al.161, allowing each layer to
either shrink or grow in response to mass transport and chemical reactions.

The surface and bulk number concentrations of Z i are calculated as fol-
lows:

[Zi]s =
NZi,s

Ass

(42)

[Zi]ss =
NZi,ss

A(1)
(43)

[Zi]bk =
NZi,bk

V(k)
(44)

The uptake coefficient of the gas phase species Z i is handled as discussed
above as the ratio of the net flux J net,Zi

and the collision flux J coll,Zi

γZi
=
Jnet,Zi

Jcoll,Zi

. (45)

When the gas-phase molecules are adsorbing or condensing onto the surface
γ is positive and ranges between 0 and 1. γ is treated as negative when the
molecules are evaporating from the surface.
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KM-GAP has been used to fully describe the growth of aerosol particles
by water condensation, the evaporation of dioctyl phthalate, a widely used
plasticizer in the production of PVC, from organic particles, and the oxida-
tion and subsequent volatilization of oleic acid161. KM-GAP has also been
used to describe the physicochemical interactions between organic BBA sub-
strates and NO3

14. In addition, the effects of physical state, non-ideal mixing,
and morphology on gas-to-particle partitioning and growth of atmospheric
aerosols have been determined applying KM-GAP162. KM-GAP is applied
here to describe the change in the reactive uptake of OH with organic sub-
strates related to BBA as a function of exposure time and initial gas-phase
concentration.

2.6 Radical-initiated heterogeneous chemical reaction
mechanisms

Compositional changes to aerosol particles by heterogeneous reactions with
gas-phase reactants are important, in part for dictating particle size and mass
growth through e.g. formation of additional oxygenated functional groups
(functionalization) that stay partitioned to the condensed phase or mass loss
through e.g. formation of higher volatility species (fragmentation) that evap-
orate from the particle surface12,15,32,95,110,163. The reaction pathways leading
to particle functionalization or fragmentation can be difficult to assess, but
are important for predicting reaction products and their yields. Due to the
difficulty in identifying condensed phase intermediate reaction products and
pathways, often only the starting material and final reaction products are
known. Thus, generally it is acceptable to relate multiphase chemical re-
actions involving gas-phase oxidants with gas-phase reaction mechanisms.
The reaction mechanism by which OH radicals oxidize alkane (RH) organic
aerosol was first presented in Molina et al.32. Adaptations of this mechanism
have been developed to include its impacts on molecular weight, volatility,
and “molecular corridors” (i.e. O:C, categorized as low, intermediate and
high O:C) as shown in Fig. 2.10164. SOA precursor VOCs with high volatil-
ity and low molar mass are located in the lower right corner of the molecular
corridor in Fig. 2.10. The initial reaction step involving OH and alkanes is
the abstraction of hydrogen. In the presence of O2, the alkyl radical (R·)
will rapidly form an alkyl peroxy radical (RO2·). The RO2· radical reacts
with NO or another RO2· radical to form an alkoxy radical (RO·) or an or-
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ganic nitrate (RONO2). Molina et al.32 found that the RO2· self reaction
dominates and proceeds via the Russell mechanism forming a carbonyl and
alcohol, or the formation of carbonyls via the Bennett-Summers reaction. In
the absence of NO2, the RO· radical may further react with O2 producing
a carbonyl and hydroperoxy radical (HO2) or undergo decomposition (frag-
mentation) and/or isomerization.

Figure 2.10: Evolution of volatility and molar mass of organic aerosol related
to different multiphase reaction mechanisms. Shown is molar mass as a func-
tion of volatility, where the organic aerosol volatility is categorized as volatile
(VOC), semivolatile and intermediate volatility (SVOC/IVOC) or extremely
low and low volatility (ELVOC/LVOC). The level of oxidation, given by O:C,
is shown in the blue and red shaded area, where the dotted lines represent
linear alkanes CnH2n+2 (purple with O:C=0) and sugar alcohols CnH2n+2On,
and consists of high, intermediate and low O:C (HOC, red shaded area; IOC,
white area; LOC, blue shaded area). Organic aerosol products evolve by three
key reaction types of functionalization, oligomerization, and fragmentation,
as illustrated in the insert. Note that the different arrow lengths indicate the
different levels of intensity of the reactions’ impacts on volatility. This figure
was adapted from Shiraiwa et al.164.

The decomposition reaction pathway can produce smaller molecular weight,
higher volatility reaction products through scission of the C-C bond, yield-
ing an aldehyde and alkyl radical. The decomposition reaction products are
normally confined to the lower right area of Fig. 2.10. The other reaction

42



pathways lead to the production of relatively higher molecular weight, low-
volatility oxygenated molecules that are confined in the uppler left-hand side
of Fig. 2.10. As illustrated in Fig. 2.10, functionalization typically leads
to an incremental increase in molar mass, which corresponds to one order
of magnitude decrease in volatility, while oligomerization can lead to more
significant decreases in particle volatility164. Similar reaction schemes will
apply involving other radical species such as Cl radical and NO3, although
NO3 oxidation of alkenes (R=RH) will result in addition of NO3, and thus
contribute to the increase in molecular weight of the organic material. It is
still unclear which pathway (fragmentation, functionalization, or oligomer-
ization) dominates, but recent studies have indicated that the efficacy of a
given pathway will depend on the particle composition and molecular geome-
try.12,15,32,36,81,95,110,164 The dotted lines in Fig. 2.10 indicate that the decrease
in volatility with increasing molar mass is more pronounced for polar (higher
O:C) compounds164. The extent of volatilization depends, in part, on the
degree of branching and cyclization of the host molecule, whereby branched
alkanes are more likely to lead to volatilization compared to cyclical com-
pounds due to the additional ring-opening step necessary for fragmentation
of cyclic compounds.95,165 However, volatilization reactions reduce particle
lifetime32 and alter the gas-phase budget of VOCs.37 For instance, Molina
et al.32 observed depletion of paraffin and pyrene substrates and production of
VOCs such as formic acid (HCOOH) and formaldehyde (CH2O) after exten-
sive OH oxidation, and estimated a particle lifetime due to volatilization on
the order of a week, comparable to atmospheric particle wet depositional life-
times. McNeill et al.166 measured significant production of formic acid from
OH oxidation of palmitic acid particles. Vlasenko et al.110 measured a suite of
volatilized products related to scission of a -CH2- group upon heterogeneous
OH oxidation, resulting in the release of formic acid and formaldehyde from
pyrene and n-hexane soot, ethylhexanal from BES bis(ethylhexyl)sebacate,
and a series of carboxylic acids, aldehydic carboxylic acids, and alcohols
from OH oxidation of stearic acid. Volatilization not only impacts the con-
centration and composition of VOCs in the real atmosphere37, it increases
the availability of condensable organics for SOA formation and aerosol mass
growth38, influencing particle size distributions and potentially CCN.
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3 Experimental methods

3.1 Preparation and analysis of gas-phase oxidants and
VOCs

3.1.1 OH generation under vacuum

OH radicals were produced under vacuum (pressure ≤ 30 hPa) via the mi-
crowave discharge and subsequent dissociation of hydrogen (H2) in an inert
background gas of either helium (He) or argon (Ar) in the presence of O2

or NO2, so-called “dark” reactions because they avoid the presence of ultra-
violet (UV) light and a reactive precursor gas such as O3 in order to produce
OH, which might otherwise effect the analysis31,32,34,167. A dilute 0.1-5% by
mass of ultra-high purity (UHP) H2/He or H2/Ar flow at 40-300 standard
cm3 min−1 (sccm, standard temperature and pressure, STP) is introduced
to a 2.45 GHz microwave resonant cavity through a 1/4” outter diameter
(o.d.) air-cooled Pyrex tube as indicated in Fig. 3.1. Powered by an 85
Watt Raytheon microwave generator, a custom-built Beenakker microwave
cavity168, shown in Fig. 3.1, was employed to initiate excitation/dissociation
of H2 in a mixed Ar/H2 plasma. H2 dissociates to form individual H-atoms
as shown in reactions 7-12, which follows the well-known Penning ionization
reaction169. The superscipts m, +, ++, and * signify metastable, ionized,
doubly ionized, and excited states, respectively. The O2 flow was first con-
ditioned in an ethanol/dry ice trap to remove organics.

Arm + H2 → Ar + H+
2 R7

Arm + H+
2 → Ar + H++∗

2 + e R8
H++∗

2 → H + H R9
H + O2 → HO2 R10
HO2 + H → 2OH R11
H + NO2 → OH + NO R12

The H atoms are generated in a 1/4” o.d. Pyrex tube that passes through the
center of the microwave cavity, the region of greatest electric field strength168.
The H atoms then pass through a 1/8” o.d. Pyrex tube directed down the
center of a separate 1/4” o.d. Pyrex injector where OH production occurs as
shown in Fig. 3.1. Residence times in the reaction region of the glass injector
(i.e. where OH is formed) was sufficient for maximizing [OH] and minimizing
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Plasma

Adjustable 

antenna

Tuning screw

H2 supply

Figure 3.1: Schematic of Beenakker microwave cavity showing the glow of the
Ar/H2 plasma. The gases enter the center of the cavity, the region of greatest
electrical field strength, through a Pyrex glass tube, and H2 proceeds to
dissociate. The plasma strength can be adjusted using the moveable antenna
and tuning screw.

reactive gaseous byproducts, including HO2, produced in reaction R10. The
limiting step in the production of OH using this method is the dissociation
of H2. While no direct measurements of H2 were made, the concentration
of OH could be adjusted between ∼107–1011 molecule cm−3 by varying the
individual flows of H2 and O2 or NO2 in the bulk gas, i.e. varying the dilution
flow. Relatively higher [OH] was achieved by introducing a greater fraction of
H2 to the bulk gas flow. To achieve near atmospherically relevant [OH]∼106-
107 molecule cm−3, H2 was first diluted by introducing trace quantities of
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H2 in a He-filled glass bulb before entering the plasma region. Flows were
considered laminar with Reynold’s numbers Re ≤ 27. Flow velocities in
the flow reactor ranged from 1800-3100 cm sec−1. Temperature in the flow
reactor was held between 293-295 K using a circulating bath chiller.

3.1.2 OH detection by chemical ionization mass spectrometry

He/H2

He/O2

He

OH + Reactive Wall

Figure 3.2: Schematic representation of the coated-wall flow tube reactor
coupled to a chemical ionization mass spectrometer. The flow tube reac-
tor incorporates a long Pyrex glass injector through which OH radicals are
generated. The OH precursor gas molecules are introduced through either a
sidearm to the injector or through the back of the injector after first pass-
ing through the microwave resonant cavity. The gas analyte molecules then
undergo reaction with SF−6 in a cylindrical glass tube coated with halocar-
bon wax and lined with a stainless steel rod or aluminum foil to generate a
floating charge across the tube. A fraction of the sample flow is then passed
through a critical orifice (pinhole) into the differentially pumped stainless
steel chamber, where the ionized analyte experiences an electromagnetic field
for guidance, filtration and detection. See text for more details.

A custom-built chemical ionization mass spectrometer (CIMS) was used
for analysis and detection of gas-phase oxidant species13 as shown in Fig. 3.2
for the coated-wall flow tube and aerosol flow reactor studies. CIMS operates
on the principle of ion-molecule reactions that occur between the analyte,
e.g. OH, and a reagent ion, e.g. SF−6 . The reaction between the analyte and
reagent ion is exothermic (favorable) as long as the electron affinity of the
analyte is greater than that of the reagent ion. The charged analyte is then
detected utilizing a quadrupole mass filter that creates an electromagnetic
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field in which ions are accelerated and separated for detection based on their
mass-to-charge ratio (m/z). CIMS has been succesfully employed in a number
of heterogeneous kinetics studies due to its sensitivity and rapid scanning
time.13,15,32,34,170 Reagent SF−6 ions are produced by flowing trace amounts of
SF6 in a UHP N2 carrier flow through an α-emitting Po210 radioactive source.
SF−6 then undergoes ion-molecular reactions with the analyte species such as
OH and NO2, forming OH− (m/z=17) and NO−2 (m/z=46), respectively, as
shown in reactions 15-16.

OH + SF−6 → OH− + SF6 R15
NO2 + SF−6 → NO−2 + SF6 R16

The rate constant for reaction 15 is 2×10−9 cm3 molecule−1 s−1 171 and the
rate constant for reaction 16 is 1.4×10−10 cm3 molecule−1 s−1 172. HO2 is
detected as SF4O−2 (m/z = 140 Th), presumably following a multi-step reac-
tion with SF−6 , however there is no measured rate constant of HO2 reaction
with SF−6

31,173. Pressures in the chemical ionization (CI) region were main-
tained between 2-6 hPa. Concentration estimates were based on the reaction
rates between SF−6 and OH or SF−6 and NO2, and the residence time in the
CI region as given in Eqs. 46-48 for [OH]. Starting from R15, [OH] can be
inferred from the normalized [SF−6 ], i.e. [SF−6 ]t/[SF−6 ]0:

[SF−6 ]t
[SF−6 ]0

= e−k[OH]t. (46)

If the stoichiometric loss of SF−6 to OH− is assumed, then:

[SF−6 ]t = [SF−6 ]0 − [OH−]t (47)

after substitution of Eq. 47 into Eq. 46 and rearranging,

[OH−]t
[SF−6 ]0

= 1− 1

ek[OH]t
. (48)

The error in this estimate is 50% based on the uncertainty in the reaction
rate constants between SF−6 and OH or SF−6 and NO2.171,172 The OH detec-
tion limit of our CIMS was determined based on a linear extrapolation of
the calculated [OH] using Eq. 48 as a function of the signal output of the
mass spectrometer, in counts per second (cps), using the Merlin Automation
software version 0.9.4. Here, the OH signal (i.e. concentration) was varied
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Figure 3.3: Calibration curve for OH showing the measured OH signal as a
function of OH concentration calculated using Eq. 27. The measured data
points are shown in black circles. The red line represents the linear fit to the
data and the green lines show the upper and lower 95% confidence intervals
in the measured data points.

pseudo-randomly and recorded along with the SF−6 signal with the microwave
plasma on. An example of such a calibration curve for OH is shown in Fig.
3.3. Based on the instrument noise, taken as the OH signal at 1 s integra-
tion time with the microwave plasma off, the detection limit is determined
from the calibration curve by calculating the concentration of OH required
to output a signal of 8 cps. Our detection limit for OH at 1 s integration
time is ∼106 cm−3 and comparable to the OH detection limit determined in
previous studies31.

CIMS was also used for analysis and detection of gas-phase oxidant species
in the presence of H2O vapor and lab-generated aerosol particles. At high
relative humidities, it was shown that water clustering with SF−6 can result
in several interferences, largely SOF−4 ·(H2O)m and F−·(HF)2·(H2O)n. Water
clustering with OH− forms OH−·(H2O)k, which influenced the detection limit
for OH by reducing the intensity of both OH− and SF−6

34,174. The subscripts
m, n, and k stand for the number of molecular water clusters. To prevent
errors in calculated [OH] due to water clustering, the concentration of OH was
determined under dry conditions in the flow reactor and then the OH signal
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was allowed to equilibrate to the specified relative humidity. A previous
study by Park et al.34 showed that only the OH detection sensitivity was
affected by water vapor and not the OH concentration in the flow reactor.

3.1.3 OH generation at atmospheric pressure

OH radicals were produced at atmospheric pressure by photolyzing O3 in the
presence of H2O vapor via reactions R13–R1417,95,110,175. O3 was generated
by photolytically dissociating O2 with a UV lamp (Jelight model 600, λ=185
nm). The concentration of O3 was quantified using a photometric O3 monitor
(2B Technologis model 202) that sampled from the flow stream and varied
from ∼250 ppb to 40 ppm by adjusting the O2 mass flow and dilution flows
of either N2 or He.

O3 + hν (λ ≥220 nm) → O(1D) + O2 R13
O(1D) + H2O → 2OH R14

Water vapor was generated at atmospheric pressure by passing a UHP N2

flow through a denuder filled with double deionized water held at room tem-
perature. A 4.5 L glass vessel purged with a ∼400 sccm flow of dry N2 was
used to sufficiently mix O3 and humidified N2. A carbon trap and liquid N2

cold trap was placed in-line with N2 to remove organics. The head space in
the vessel was saturated as determined by RH measurements using an RH
probe (Vaisala model HM70). RH was varied from ∼15% to 60% by adjust-
ing the fractional flow rates of the humidified and dried gas flows. A 22.9
cm or 60 cm-long Hg pen-ray O3-free lamp emitting wavelengths >220 nm
was located along the centerline of a temperature-controlled cylindrical flow
reactor to photolyze O3, which in the presence of H2O, generates OH17,28,95.

OH concentrations were quantified for the atmospheric pressure experi-
ments applying a photochemical box model using the reactions presented in
Table 4.4, which were validated based on in-situ measurements of isoprene
loss in the presence of OH. The box model includes 24 Ox and HOx reac-
tions176 and the photolysis of O3. This model assumes gases are lost to the
halocarbon wax-coated walls for several of the reactive species including OH,
O, and HO2.31 The photolysis rate (j, in units s−1) of O3 was approximated
based on the change in [O3] with the UV lamp on or off as shown in Eq. 49.

j =
ln [O3]f

[O3]i

t
, (49)
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where t is the residence time of the gas in the flow reactor. Based on these
loss measurements over a range of initial [O3], an average photolysis rate of
∼0.042 s−1 was determined for the smaller flow reactor and ∼0.008 s−1 for
the larger flow reactor.

3.1.4 Proton transfer reaction time-of-flight mass spectrometry
for VOC detection

Measurements of isoprene during calibration experiments and VOCs during
volatilisation experiments were carried out by a high resolution PTR-MS uti-
lizing a time-of-flight (ToF) mass analyzer.177 VOCs were ionized via proton
transfer with H3O+ ions178 as long as their proton affinities are higher than
that of H2O, as shown in R17.

VOC + H3O+ → VOC(H+) + H2O. R17

The advantage of using PTR-MS for detection of VOCs is the limited
fragmentation during the ionization process178. Fragmentation can compli-
cate mass spectra making the analysis and identification of unique reaction
products ambiguous. The ToF mass analyzer177 (m/∆m ≥6000) allows for
unique identification of the VOCs studied including distinguishing isobaric
species or species of similar m/z.177

The electric field (E) to number density of air (N) ratio (E/N) in the
drift tube was kept constant ∼130 Td with a drift tube voltage, pressure,
and temperature of 600 V, 2.27 mbar, and 333.13 K, respectively. Due to the
high RH in the flow reactor, there was considerable clustering of the reagent
ion with water, i.e. H3O+(H2O). Unfortunately, clustering can significantly
impact quantitative determination of VOC concentrations,179 in particular
formaldehyde (HCHO),180 a common volatilization product.32,110 As a re-
sult, in combination of not having gas standards for many of the detected
VOCs, absolute VOC yields were not determined. Instead, VOC changes
are interpreted based on relative differences in the intensities accounting for
the measured background. The signal output follows a Gaussian distribution
centered around a given m/z as shown in Fig. 3.4. The area underneath
the curve is determined using the PTR-MS data automation software. The
difference in the area underneath the curve at a given m/z in the absence
and presence of OH is used to evaluate the differences in VOC intensities
following OH oxidation. The most significant peaks were identified as those
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Figure 3.4: HR-PTR-ToF-MS spectra indicating the signal output of VOCs
in the presence of OH (red), absence of OH (gray), and in the presence of
UV light in the absence of OH (black). The dotted black and white curves
indicate the position of the Gaussian peak used for analyzing the integrated
VOC signal intensity.

exhibiting a peak amplitude of >1 cps, about a factor of 10 greater than the
signal noise.

3.2 Preparation and analysis of substrates and aerosol
particles

3.2.1 BBA surrogate substrates

Substrate preparation consisted of evenly distributing 1-2 mL of 1 wt% so-
lutions of levoglucosan in H2O, abietic acid in methanol, and 5-nitroguaiacol
in methanol to glass flow tubes, placed in a temperature-controlled and inert
atmosphere. When bringing the coated-wall flow tubes to low pressures, the
substrates rapidly solidified due to outgassing of the solvent. However, it
is likely that levoglucosan/H2O mixtures remained in an amorphous highly
viscous or solid state.13,14,106 Both palmitic acid and halocarbon wax were
applied to the flow tubes by melting the substance with a heat gun. Care
was taken to ensure surface uniformity, however, inhomogeneities may exist,
which are likely reflected in the measurement uncertainties. Before inserting
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the heated tubes in the flow reactor, each tube was wrapped in aluminum
foil and placed in a particle-free clean bench to cool to room temperature.

Prior to the volatilization experiments, the coated flow tubes were con-
ditioned with dry N2/O2 flow, humidified N2/O2 flow, humidified N2 flow in
the presence of O3/O2, and humidified N2/O2 flow in the presence of UV
light. Maximum substrate temperatures in the presence of UV were ∼303 K
maintained by a cooling jacket.

3.2.2 BBA surrogate aerosol

Aerosol particles were generated via atomization of aqueous solutions of
pure Suwannee River Fulvic Acid (SRFA), levoglucosan (LEV), 4-methyl-5-
nitrocatechol (MNC), and potassium sulfate (KS), and mixtures in the follow-
ing mass ratios of LEV:MNC:KS (1:0:1, 0:1:1, 1:1:0, 1:1:1, and 1:0.03:0.3) em-
ploying a commercially available constant output atomizer (TSI, Inc. model
3076). KS was also coated with MNC by passing a flow of atomized KS
through a glass oven containing volatilized MNC, which condenses onto KS
in a cooler region downstream. A flow of UHP N2 carries the atomized
particles. For the CCN activity measurements, the atomized particles first
enter a dilution stage and are then passed through two diffusion dryers fol-
lowed by a humidifier. A similar conditioning mechanism was employed for
the humidified uptake experiments, whereby the atomized particles, instead
of passing through the dilution stage, first entered a diffusion dryer and/or
H2SO4 drying stage, where the RH of the atomized flow can be reduced
to below RH=5%. The particles are then sampled by a Scanning Mobility
Particle Sizer (SMPS) through a tee for determination of particle size and
number concentration. Particle dilution and wall losses were accounted for
to correct the number concentration of particles in the flow reactor. Parti-
cle wall losses in the tubes were determined by taking the difference in the
measured number concentration at the inlet and outlet of the tubes.

3.2.3 Particle size distribution measurements

An SMPS was employed to measure the number concentration of particles as
a function of particle size. In this technique, particles in the sample flow are
first given an equilibrium charge distribution (i.e. the particles are neutralized
having both positive and negative charges) after passing through a Kr-85 ra-
dioactive source. The particles are then transferred to a differential mobility
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analyzer (DMA, TSI Inc. model 3081). Along the centerline of the DMA is
a negatively charged stainless steel rod to which positively-charged particles
are attracted. Depending on the electrical potential applied to the rod, the
particles can be segragated (i.e. filtered) and counted as a function of their
electrical mobility. There are three trajectories the polydisperse particles can
take when flowing along the DMA, (1) collision with the charged rod, (2) re-
circulation with the bulk sample flow, or (3) exit with the monodisperse flow
through a small slit located at the bottom of the charged collector rod. In
the first case, if the particles acquire a high electrical mobility, then they
collide with the upper portion of the rod. Particles that aren’t collected on
the rod have either the narrow range of electrical mobility necessary to exit
the DMA and get counted or insufficient electrical mobility to be collected
or exit the DMA. The electrical mobility of the particle, Z p, can be related
to particle diameter as defined in Eq. 50.

Zp =
neC

3πµDp

, (50)

where n is the number of elementary charges on the particle, e is the ele-
mentary charge (1.6×10−19 Coulomb), C is the Cunningham slip correction
factor, and µ is the gas viscosity. Thus, a specific particle size may be sampled
simply by scanning the voltage applied to the collector rod. Smaller particles
are sampled at lower applied voltages and larger particles require higher volt-
ages because of their slower electrical mobility. The resolving power of the
DMA depends on the voltage scanning time, i.e. the time it takes to adjust
from one voltage to the next. Since the particles are continuously sampled as
the voltage is adjusted, a range of particle sizes are sampled and binned. The
number of size bins to be sampled can be adjusted in the software. Thus,
to achieve a greater size resolution, the number of size bins to be sampled
should be maximized. For the experiments discussed in this dissertation, the
particle concentrations and timescales of collection were sufficiently high so
that these errors in the counting efficiency are negligible.

When the particles are separated based on their electrical mobility, they
are counted in a condensation particle counter (CPC, TSI Inc. model 3775).
Here, the particles exiting the DMA are grown to sufficiently large droplet
sizes that can be optically detected. Particle growth to detectable sizes occurs
via condensational growth in a cooled condensor saturated with n-butanol
vapor. Particle number concentrations can be detected from 0 to 107 cm−3.
For all of the particle uptake experiments, a sample flow rate of 0.3 lpm was
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applied for the CPC with a 3 lpm sheath flow in the DMA, and thus 10:1
sheath-to-sample flow.

3.3 Cloud condensation nuclei activity measurements

Figure 3.5 shows the experimental setup, adapted from an earlier study17, for
conducting CCN activity and hygroscopicity measurements of OH-exposed
BBA surrogate-particles.
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Figure 3.5: Schematic illustration of the experimental setup showing from top
left to bottom right: aerosol generation and drying stage, O3 production and
humidification (mixing vessel), the aerosol flow reactor, O3-free ultra-violet
lamp and O3 monitor, relative humidity probe (RH sensor), O3 denuder,
second drying stages, aerosol sizing by the DMA and particle counting by
the CPC, and determination of the CCN activity by the CCNc.

The production of OH at atmospheric pressure is described in more detail
in sec. 3.1.3. Briefly, OH was generated by photolyzing O3 in the presence
of water vapor (RH∼40%). The flow reactor is a 60 cm in length, 5 cm i.d.
Pyrex reactor having 4 ports at the inlet, two of which can be used to mix
particles and O3/H2O, and the other two can be used as a sheath flow along
the walls to reduce particle losses to the reactor walls. Three additional ports
are situated along the length of the flow reactor for extra sampling or flow.
The flow reactor is regulated using a water jacket. The UV lamp is placed
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in a glass sheath tube along the centerline of the flow reactor and cooled
with a flow of room air. The reacted particles are then analyzed for size and
number concentration using a DMA and CPC, respectively, and for CCN
activity using a commercial CCN counter (CCNc).

The CCNc and operating conditions are described in more detail in Mei
et al.181. CCN activity data were acquired following procedures similar to
previous studies27,182, whereby the dry particle diameter is scanned while
keeping the CCN chamber supersaturation fixed. A more detailed description
of this approach is given in Petters et al.182. Briefly, particles first traverse
through a Kr-85 aerosol neutralizer (TSI 3077A) and are then size-selected
using a DMA (TSI 3081) and processed in a CCNc (DMT, single column
CCNc)183–185, while in tandem the total particle concentration is measured
with a CPC. The CCNc is operated at 0.3 lpm total flow rate and 10:1
sheath-to-sample flow rate ratio. The total sample flow rate, which includes
a 1 lpm CPC flow rate is 1.3 lpm and 10:1.3 sheath-to-sample flow rate ratio
is applied for the DMA. The temperature gradient in the CCNc column is set
by custom-programmed Labview software and operated at ∆T=6.5, 8, 10,
and 12 K, corresponding to chamber supersaturations S=0.2, 0.27, 0.35, and
0.425% based on routine calibrations applying atomized ammonium sulfate
particles. The temperature gradient was stepped successively, from 6.5-12 K
and in reverse. Each temperature gradient was maintained for a total of 14
min to allow an up and down scan of the particle size distribution by the
DMA. The aerosol size distributions and size-resolved CCN concentrations
were acquired applying an inversion method described in Collins et al.186,
which implicitly accounts for multiple charged particles. The ratio of the
aerosol size distribution and CCN size distribution provided size-resolved
CCN activated fractions (i.e. fraction of dry particles that become CCN at a
given supersaturation and particle size).

The hygroscopicity and CCN activity is described by κ-Köhler theory16

as discussed in Sec. 2.3, where the κ-Köhler equation is given by Eq. 9. In
determining κ from the CCNc measurements, the input variables based on
the experiments are supersaturation (S, note that S c=S -1) and critical dry
diameter (Dp,c) applying Eq. 10. S is controlled by the CCNc and Dd is
controlled by the DMA. However, determining Dp,c is not straightforward
due to partial activation at different Dp and limitations in droplet diameter
size resolution. Instead, Dp,c is determined by plotting CCN activated frac-
tions (CCN/CN) with Dp and fitting using a sigmoidal, cumulative Gaussian
distribution function (f (x)) as indicated in Eq. 51 using a non-linear least-
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Figure 3.6: An example activated fraction curve showing the fraction of dry
KS particles activated at a given particle size bin at S=0.425%. The dashed
lines show the location of the 50% activated fraction point, which corresponds
to Dp,c.

squares fitting routine.17,28,29,181,182,185 CCN activation curves are generated
by fixing S while systematically varying Dp until 100% become activated
(i.e. when CCN/CN=1).

f(x) =
1

2
erfc(

x√
2

), (51)

where x = (Dd-Dd,50)/σD. In the fitting procedure, Dd is the dependent vari-
able and Dd,50 and σD are adjustable parameters to minimize the root mean
square error between f(x) and the data. Dd,50 is the dry diameter interpreted
as where 50% of the dry particles have activated into cloud droplets, also
referred to as the critical particle diameter, Dp,c. An example of a measured
activated fraction curve is shown in Fig. 3.6, showing the activated fractions
of dry KS particles at S=0.425%. The dashed lines show the 50% activation
point, which corresponds to Dp,c.

3.4 Heterogeneous kinetics measurements

Since γ describes the net gaseous uptake efficiency, it is derived experimen-
tally by monitoring the concentration changes of one reactant in response to
a second reactant149. In this section, a detailed description is given of the
heterogeneous kinetics experiments and derivation of γ due to OH reactive
uptake by (i) a reactive coated-wall flow tube and (ii) aerosol particles.
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3.4.1 Coated-wall flow reactor uptakes and derivation of γ

One approach to derive heterogeneous kinetics is the use of a flow tube, which
is coated along its inner walls with the substrates of interest. In this version,
the flow tube is situated horizontal170,187,188. The flow tube apparatus is made
of Pyrex glass with dimensions 20 cm in length and 2 cm i.d. containing a
cooling jacket to regulate temperature as shown in Fig. 3.7. Inside the flow

Figure 3.7: A schematic of the rotating coated-wall flow tube used for het-
erogeneous kinetics experiments. Figure adapted from Davidovits et al.152.

tube along the centerline was a 15 cm in length and 1.77 cm i.d. sandblasted
glass tube in which the inner walls were coated with the organic substrates
of interest. The tubes were rotated during application to ensure coating
uniformity when investigating liquid substrates.

Flow tube reactors are widely used for conducting both gas-phase and het-
erogeneous reaction kinetics studies31,32,170,189–193. The premise in determin-
ing heterogeneous reaction kinetics using cylindrical flow tubes is straightfor-
ward: first, a gas-phase reactant is introduced to the flow tube via a movable
injector at an initial position (z i) and its concentration is measured with a
detector. The injector is moved to a second position (z f) and the correspond-
ing loss of the gas-phase reactant species is monitored as a function of the
reaction time over the substrate length (i.e. time traversed over the distance
dz ) and quantified assuming a pseudo first-order reactive loss of OH applying
Eq. 52.

d[OH]

dt
= −k[OH], (52)

where k is the pseudo-first order reaction rate constant to the walls (s−1).
k is derived from measurements of [OH] at several different positions while

the reactant flow rate is held constant. These data are plotted as the natural
lorgarithm of [OH] as a function of reaction distance dz and the slope is used
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to calculate the k, where

k = −vd(ln[OH])

dz
. (53)

Exemplary plots of the natural logarithm of [OH] as a function of reaction
time are shown in Fig. 3.8 for OH uptake by the different organic substrates.

Figure 3.8: Natural logarithm of the observed OH signal as a function of
reaction time in the presence of halocarbon wax (black), levoglucosan (red),
abietic acid (green), and nitroguaiacol (gold) substrates. Dashed lines repre-
sent the corresponding linear fits to the data.

OH radicals react readily with the reactor walls. The fraction of wall
collisions that irreversibly remove OH is given by γ. The number of collisions
between OH and the walls that result in a loss of OH per unit area is given
by gas kinetic theory as 1/4γω[OH], where ω is the average molecular speed.
Thus the rate of removal of OH by collisions with the wall is given by

d[OH]

dt
=

1

4
γω[OH]

S

V
, (54)

where S/V is the surface-to-volume ratio of the cylindrical flow reactor equal
to 2/r, where r is the radius of the flow tube. This rate gives the first-order
wall loss rate constant kw (s−1) as

kw =
γω

2r
. (55)
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Thus, γ is determined by re-arranging Eq. 55 to give Eq. 56:

γ =
2rkw

ω
. (56)

3.4.2 Aerosol flow reactor uptakes

Similar to the coated-wall flow tube technique, heterogeneous kinetics can be
evaluated using aerosol flow reactors by introducing the reactant gas through
a movable injector; however, instead of the gas reacting with the walls, the
gas reacts with aerosol particles. The experimental setup consists of an
aerosol flow reactor (AFR) coupled to CIMS as shown in Fig. 3.913,15. OH
radicals are produced from a microwave discharge of Ar/H2 in the presence
of O2 using a Beenakker microwave cavity as discussed in Sec. 3.1.2. OH
concentrations range from 108-109 molecule cm−3, which are within an order
of magnitude of [OH] measured in fresh biomass burning plumes63. OH
radicals are introduced to the AFR through a movable glass injector and
carried in the AFR by a fast flow of N2. The AFR temperature is fixed at
293 K using a temperature controlled water jacket. Pressure in the AFR
varies between 16 and 30 hPa for the kinetics experiments, ensuring laminar
flow. The difference in the OH signal decay in the absence and presence of

de-humidifierN2

SMPS

Figure 3.9: Schematic illustration of the aerosol flow reactor (AFR), particle
production, OH generation, and OH detection for kinetics experiments.
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particles is used in evaluating the observed pseudo first-order loss rate due
to OH uptake by the particles, k 1. k 1 is determined from the slope of the
natural logarithm of the OH signal decay as a function of reaction time as
shown in Fig. 3.10.

-0.25

-0.2

-0.15

-0.1

-0.05

0.0
ln

[O
H

si
gn

al
]

/a
.u

.

0.0 0.01 0.02 0.03 0.04 0.05 0.06 0.07

Reaction Time / s

LEV
MNC

0.7

0.8

0.9

1

[O
H

] t/
[O

H
] 0

0 50 100 150 200 250

Time / s

aerosol
H2O

aerosol in aerosol out

Figure 3.10: Reactive OH loss plotted as the natural logarithm of the ob-
served OH signal as a function of reaction time for a particle surface area
density of ∼0.001 cm−1 under dry conditions for LEV (blue circles) and MNC
(orange squares). The dashed lines represent the corresponding linear fits to
the data constrained through the origin. Horizontal and vertical error bars
represent ±5% uncertainty in the measured flow rates and OH signal, respec-
tively. An exemplary reactive uptake experiments of OH by LEV particles
(black) and the effect of water vapor present only (red) on the OH signal are
shown in the inset. The normalized OH signal is presented as a function of
experimental time107.

Typically 5 (up to 15) individual uptake experiments were carried out at
each RH. For these experiments, the OH signal was measured in the absence
(time = 0) and presence of the particles (time = reaction distance/velocity),
accounting for the OH signal losses due to the water vapor and flow reactor
wall effects. Since OH diffusional and wall losses can be significant and
depend on injector position and thus reaction time making loss estimates
difficult, in the majority of cases, k 1 was evaluated over a fixed reaction time
thereby keeping OH losses constant. This also ensured a significant decrease
in the OH signal attributable to the uptake by the particles. As indicated
in Fig. 3.10, when all of the experimental conditions are the same, different
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reaction times yield the same k 1. The uncertainty in evaluating k 1 for only
one reaction time is reflected in the range of measured γ values.

Figure 3.11 shows the corrected first-order rate constants for OH uptake
by LEV and MNC particles, plotted as a function of the particle surface area
per unit volume (surface area density, S a, in units cm−1) at RH=0%. The
linear correlations indicate that k 1 depends on S a, but does not affect γ, in
agreement with previous studies170,194,195.
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Figure 3.11: First-order loss rates, k 1, for OH uptake by LEV (blue circles)
and MNC (orange squares) particles derived at RH=0% as a function of
particle surface area density, S a. The error bars represent 1σ from the mean
in k 1 and S a from three individual uptake measurements conducted under
the same experimental conditions at a given S a. The dotted lines represent
the linear fit to the data, constrained through the origin, and shade areas
correspond to the 95% confidence intervals.

The observed loss rate of the gas-phase species concentration in the pres-
ence of aerosol particles with surface area per unit volume (S a) can be used
to calculate γ as follows.138

d[OH]

dt
=
γωSa

4
. (57)

Alternatively, the loss of particle-phase species (Org) having radius (r) can
be used to calculate γ in Eq. 58.

−d[Org]

dt
=

3[OH]ωγ

4r
. (58)
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γ is derived from the following expression:149

γ =
4kp

ωSa

, (59)

where kp is the diffusion-corrected OH loss rate to the particles.

3.5 OH diffusion and correction to experimentally de-
rived γ

The coated-wall flow tube and aerosol flow reactor experiments were con-
ducted at pressures ≤30 hPa. The low pressures are necessary to maximize
the mean free path of the gas and reduce OH concentration gradients to
the flow reactor walls or aerosol particles due to diffusion. However, it is
customary to correct γ for gas-phase diffusional losses. In order to correct
our observed loss rate k for gas diffusion and obtain the true first-order loss
rate to the wall, kw or to the aerosol particles, kp , we apply an algorithm
developed by Brown196, which corrects for changes in the OH concentration
profile due to diffusion in the axial and radial direction and uptake, and
Fuchs-Sutugin197, which corrects for changes in the OH concentration profile
due to diffusion to the particles, respectively. In order to do so, it is first
necessary to determine the diffusion coefficient of OH in the bulk gas flow of
the flow reactor. For these experiments, OH was generated in a flow of He
or Ar, then mixed with O2 and transported in a much larger flow of He or
N2. Thus, it is necessary to determine the gas-phase diffusion coefficient of
OH in a mixture of He and O2. To calculate the diffusion coefficient of OH
in a mixture of He and O2 we used the following equation198

DOH = (
pHe

DOH−He

+
pO2

DOH−O2

)−1 , (60)

where pHe and pO2 were derived from flow and pressure measurements. The
gas-phase diffusion coefficient of OH in He (DOH−He) was taken as 662±33
Torr cm2 sec−1 at 293 K199 and corrected for T and p.200 Measurements of
the diffusion coefficient of OH in O2 are not available. The O2 concentrations
used in this study were typically greater than H2 to produce both high OH
concentrations and mimic atmospheric conditions. Although O2 concentra-
tions were relatively low during the reactive uptake experiments, ∼0.1–10%,
it may affect the diffusion of OH in the flow reactor. The estimated diffu-
sion coefficient of OH in O2, DOH−O2=180±18 Torr cm2 sec−1, is based on
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transport properties of its polar analogue, H2O, in O2, which has been found
to have similar transport properties as OH.199,201 This value is similar to the
measured diffusion coefficient of OH in air of ∼160 Torr cm2 sec−1.199

3.5.1 Diffusion correction to coated-wall flow reactors

For fast reactions, i.e. γ>0.1, flow tube experiments can often be diffusion-
limited.152 For diffusion limitations to occur, the rate of reactive uptake must
be faster than the rate of supply of the reactive gas to the reactor walls. The
rate of uptake of a trace gas onto the reactive flow tube walls is reduced by
the concentration gradient close to the walls surface, resulting in an under-
estimation of the true loss rate to the wall. For the coated-wall flow tube
uptake measurements discussed in this disseration, γ was diffusion-corrected
following the approach by Brown196, a method developed to account for the
effects of axial and radial diffusion on the measured first-order rate constant.
For simplicity, the gas-phase diffusion effects on measured reaction rates us-
ing flow tube reactors is discussed here as outlined in Howard189.

The gas flow through the flow reactor is considered fully developed viscous
flow. A pressure gradient (∆P/∆Z) for cylindrical flow tubes as defined in
Eq. 61202 builds as the flow velocity is increased.

∆P

∆z
=

0.0059ηv

r2
, (61)

where η is the gas viscosity (g cm−1 s−1). This gradient will be larger at
higher temperatures since gas viscosity increases with temperatures. The
gas maintains a parabolic velocity profile

v(r) = 2v(1− a2

r2
), (62)

where a is the radial parameter. For parabolic flow, the gas velocity is great-
est at the center of the tube. The pressure gradient produces velocity and
thus gas-phase concentration gradients. These effects can be neglected under
the assumption that the pressure is measured near the point of reaction.

Whenever reaction occurs, gas-phase concentration gradients are devel-
oped. This is inherent for all flow reactor techniques and is clear in Eq.
63, which shows the change in the reactant concentration as a function of
distance down the flow tube.

d[OH]

dz
=
−k[OH]

v
. (63)
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Thus axial concentration gradients causes OH to be transported down the
tube with an additional velocity component vd given by Fick’s first law

J = −Dd[OH]

dz
= vd[OH], (64)

where J is the flux (molecule cm−2 s−1) and D is the gas-phase diffusion
coefficient (cm2 s−1). Combining Eqs. 63 and 64 gives the additional velocity
component vd=Dk/v and the correct transport for the reactant is v+vd.
Assuming k c is the corrected rate constant and k is the measured value, the
correction for axial diffusion is (v+vd)/v, and

kc = k(1 +
kD

v2
). (65)

Accounting for wall loss rates, the appropriate correction to the observed loss
rate due to axial diffusion is given by

kc = k(1 +
(k + 2kw)D

v2
). (66)

Typically, after correcting for gas-phase diffusion effects, γ was enhanced
by a factor of 5-8 using the more sophisticated correction by Brown196, which
in addition to axial diffusion, corrects for radial diffusion. Thus, for the
coated-wall flow tube experiments, γ can be very sensitive to the gas-phase
diffusion coefficient of OH. When accounting for the uncertainty in the cal-
culated gas-phase diffusion coefficient, the measured γ can vary significantly.
To reduce these diffusion effects, the pressure in the flow tube could be re-
duced further. In doing so, the mean free path, i.e. the average distance that
OH travels before colliding with another gas molecule, is lengthened. Also,
shortening the distance that OH is required to travel between the source
and the reactor walls will reduce the uptake uncertainties due to gas-phase
diffusion.

3.5.2 Diffusion correction to aerosol particles

The rate of uptake of a trace gas by aerosol particles can be reduced due
to a concentration gradient close to the particle surface, resulting in an un-
derestimation of the true loss rate to the particles, which must be corrected.
However, ultrafine particles behave similar to gas molecules and collide due
to Brownian motion43 more frequently than with the walls. The shorter
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distance that OH must travel to collide with the particles compared to the
cylindrical flow tube walls ensures that gas-to-particle collisions are frequent
and OH concentration gradients are minimized.

Equation 59 was corrected for gas-phase diffusion limitations due to gas-
phase concentration gradients developed between the particle surface and the
surrounding gas applying an approach by Fuchs and Sutugin197 as shown in
Eq. 67.

1

γ
=

1

γexp

− 0.75 + 0.286Kn

Kn(Kn+ 1)
, (67)

where Kn is the Knudsen number and γexp is the measured γ before diffusion
correction. For mono-dispersed particles, Kn is given by

Kn =
3DOH

ωr
, (68)

where r is the particle radius and DOH is the gas phase diffusion coefficient
of OH. The aerosol particles used in this study, however, are polydispersed,
so Kn was calculated by

Kn =
Σ(NiKn(i))

ΣNi

=
3DOHΣ(Ni/ri)

ωΣNi

, (69)

where Ni and Kn(i) are the aerosol number concentration and the Knudsen
number of the i -th size bin with the radius of ri, respectively. The diffusion
correction using this approach resulted in a small correction to γ of <0.1%
for the aerosol size ranges and pressures applied in the RH-dependent uptake
experiments.
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4 Results: Heterogeneous OH oxidation of

biomass burning organic aerosol surrogate

compounds: assessment of volatilisation prod-

ucts and the role of OH concentration on

the reactive uptake kinetics

The sections from 4.1 to 4.8 are the reproduction of the publication “Het-
erogeneous OH oxidation of biomass burning organic aerosol surrogate com-
pounds: assessment of volatilisation products and the role of OH concen-
tration on the reactive uptake kinetics” by Jonathan H. Slade and Daniel
A. Knopf published in Physical Chemistry Chemical Physics, Vol. 15, 5898–
5915, 2013, with permission from the Owner’s Society on behalf of the Royal
Society of Chemistry. The layout of the article as well as the section figures
and table numberings have been adapted to match with the thesis structure.
Sections 4.8 covers the supplemental material to the main article covered in
sections 4.1 to 4.7.
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4.1 Abstract

The reactive uptake coefficients (γ) of OH by levoglucosan, abietic acid, and
nitroguaiacol serving as surrogate compounds for biomass burning aerosol
have been determined employing a chemical ionisation mass spectrometer
coupled to a rotating-wall flow-tube reactor over a wide range of [OH]∼107–
1011 molecule cm−3. Volatilisation products of these organic substrates due to
heterogeneous oxidation by OH have been determined at 1 atm using a high
resolution proton transfer reaction time-of-flight mass spectrometer (HR-
PTR-ToF-MS). γ range within 0.05–1 for [OH]=2.6×107–3×109 molecule
cm−3 for all investigated organic compounds, but decrease to 0.008–0.034
for [OH]=4.1×1010–6.7×1010 molecule cm−3. γ as a function of [OH] can
be described by a Langmuir-Hinshelwood model, neglecting bulk processes,
suggesting that despite its strong reactivity, OH is mobile on surfaces prior
to reaction. The best fit Langmuir-Hinshelwood parameters on average are
KOH=3.81×10−10 cm3 molecule−1 and k s=9.71×10−17 cm2 molecule−1 sec−1

for all of the investigated organic compounds. Volatilised products have been
identified indicating enhancements over background of 50% up to a factor of
15. Amongst the common volatile organic compounds (VOCs) identified be-
tween levoglucosan, abietic acid, and nitroguaiacol were methanol, acetalde-
hyde, formic acid, and acetic acid. VOCs having the greatest enhancement
over background were glucic acid from levoglucosan, glycolic acid from abietic
acid, and methanol and nitric acid from nitroguaiacol. Reaction mechanisms
leading to the formation of glucic acid, glycolic acid, methanol, and nitric
acid are proposed. Estimated lower limits of atmospheric lifetimes of biomass
burning aerosol particles, 200 nm in diameter, by heterogeneous OH oxida-
tion under fresh biomass burning plume conditions are ∼2 days and up to
∼2 weeks for atmospheric background conditions. However, estimated life-
times depend crucially on [OH] and corresponding γ, emphasising the need
to determine γ under relevant conditions.
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4.2 Introduction

Aerosol particles are ubiquitous and have a profound influence on visibility,
atmospheric chemistry, health, and climate.3 Aerosol particles can both scat-
ter radiation directly or indirectly by modification and formation of clouds;
the latter process being one of the greatest areas of climate uncertainty.5

Inherent in this uncertainty is the difficulty in quantifying the impact of par-
ticle ageing mechanisms.8 Chemical ageing of aerosol through heterogeneous
oxidation by reactive trace gas species such as OH, O3, and NO3 can signif-
icantly influence aerosol lifetime, composition, and physical properties,12–14

and thus its climate potential.16,17

Numerous laboratory studies have investigated chemical ageing of model
organic aerosol,31,32,36,95,110,166 organic coated salt particles,203 and ambient
particles collected in the field by OH204 due to its strong reactivity, with up-
take coefficients (γ), defined as the fraction of collisions with a surface that
result in a reactive loss, typically between 0.1 and 1. Recent studies indi-
cate that certain systems exhibit γ>1, suggesting secondary loss of OH by
additional loss pathways at the surface.36,205 Less understood are the reac-
tion products and pathways of heterogeneous oxidation, because of the likely
dependence on chemical makeup, physical state of the particle, and envi-
ronmental conditions.8,12,206,207 Following reaction with OH in the presence
of O2, condensed phase compounds may undergo functionalisation and frag-
mentation reaction pathways, either forming oxygenated functional groups
that stay partitioned to the particle phase or fragmented short-chained com-
pounds that, depending on their vapour pressures, volatilise from the surface,
respectively.12,163 From a gas-phase budget perspective, heterogeneous oxida-
tion by OH is likely not a limiting factor for atmospheric OH since gas-phase
loss with e.g. NO2 is much faster,31 however sufficient volatilisation may
impact the gas-phase budget of volatile organic compounds (VOCs).37 The
effect of OH on lifetimes of organic aerosol, however, can be significant.32,207

Furthermore, low-volatility compounds can participate in secondary organic
aerosol (SOA) formation,38 not only changing aerosol mass distribution, but
also particle number density, potentially impacting the available cloud con-
densation nuclei (CCN)39 and ice nuclei (IN)40–42 for the formation of clouds.

Several studies have identified volatilised products formed by heteroge-
neous oxidation of condensed-phase organics by OH radicals. Molina et
al.32 observed sufficient volatilisation of alkane and aromatic surfaces such
as paraffin and pyrene films, respectively, suggesting that volatilisation may

69



be a major loss pathway for organic aerosol with lifetimes comparable to loss
due to wet deposition.32 McNeill et al.166 showed that oxidation of palmitic
acid aerosol particles by OH results in significant production of formic acid
(HCOOH). Vlasenko et al.110 identified a suite of volatilised products re-
lated to the breakage of a -CH2- group, resulting in the release of formic
acid and formaldehyde from pyrene and n-hexane soot, ethylhexanal from
BES (bis(ethylhexyl)sebacate), and a series of carboxylic acids, aldehydic
carboxylic acids, and alcohols from stearic acid OH oxidation. The yield
of volatilised products were found to be strongly dependent on the partial
pressure of O2, consistent with the formation of alkyl peroxy radicals that
subsequently undergo self-reaction (in the absence of NO) to form an alkoxy
radical followed by scission.32 The extent of volatilisation is recognised to
depend on the degree of oxygenation of the material, whereby more oxidised
species tend to fragment more compared to their chemicallyreduced counter-
parts.81,163,208 Furthermore, the size and geometry of the reacting molecule
can play a role in the degree of fragmentation.95

Imperative for understanding gas-to-particle processing is the ability to
model the uptake of reactive gas-phase constituents to different surfaces. In
doing so, knowledge of physicochemical processes such as mass transport,
chemical reactions at the interface, and the connection between particle sur-
face, bulk, and gas-phase processes, and thus oxidant and particle lifetimes
become available.209–212 Due to its high reactivity with most organic species,
it is conceivable that upon collision with a reactive surface, OH radicals un-
dergo a direct reaction, also termed Eley-Rideal kinetics;210 although this
has not been confirmed.12,138 However, the reactive uptake of O3 and NO2

to various organic substrates and black carbon have shown a non-linear de-
pendence on gas-phase concentration, decreasing at larger oxidant concentra-
tions, indicative of oxidants first adsorbing to the surface and then undergoing
competing reactions with the surface reactive sites, also termed Langmuir-
Hinshelwood (L-H) kinetics.209 Knopf et al.13 showed that the uptake of NO3

by biomass burning aerosol surrogate compounds decreased at higher [NO3].
The change in γ for NO3 uptake by levoglucosan could only be described by
accounting for NO3 adsorption and surface reaction (L-H type reaction) and
diffusion of NO3 into the bulk and subsequent reaction.14 Previous studies of
the reactive uptake of OH by condensed-phase organics employed [OH]∼108–
109 molecule cm−3, however volatilisation studies used [OH] up to ∼1011

molecule cm−3.31,32,95,166 Renbaum and Smith213 observed relatively lower γ
to squalane and 2-octyldodecanoic acid (ODA) at higher [OH]∼1011 molecule
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cm−3. However, these authors assert that observed lower γ employing high
[OH] may be an artifact in aerosol flow tube studies in part due to large
variations in residence times and adsorption of OH precursor gases such as
O3 to the surface prior to OH mass accommodation. If OH first adsorbs to
the surface followed by reaction, the longer surface residence time may alter
OH reaction specificity110,214 at both the surface and potentially in the bulk,
and thus influence changes in particle composition. With longer residence
times at the surface, more OH is available to participate in aqueous phase re-
actions resulting in a higher degree of oxygenation of surface-bound species.
With respect to volatilisation, longer residence times of OH at the surface
may result in a greater degree of fragmentation of surface-bound products,
which may lead to a higher flux of volatile species from the surface.

The aim of this study is to both derive γ over a wide range of [OH]
(∼107–1011 molecule cm−3) to infer the underlying uptake process and to ex-
plore potential OH-induced fragmentation pathways by identifying volatilised
products of organic compounds specific to biomass burning aerosol (BBA).
Biomass burning plumes represent a major source of condensed and gas-
phase species to the atmosphere, with particle emission rates comparable
to fossil-fuel burning,73 and represents a majority of primary organic aerosol
found in the atmosphere.20 Within fresh biomass burning plumes OH concen-
trations up to 1.7×107 molecule cm−3 have been observed.63,215 While BBA
composition varies depending on vegetation-type,82 surrogate compounds of
BBA consist of cellulose and hemicellulose decomposition products such as
levoglucosan (1,6-anhydro-β-glucopyranose, C6H10O5), resin acids such as
abietic acid (1-phenanthrenecarboxylic acid, C20H30O2), and substituted phe-
nols such as 5-nitroguaiacol (2-methoxy-5-nitrophenol, C7H7NO4) from lignin
decomposition.90,92 Recently, methyl-nitrocatechols have been identified as a
tracer species for biomass burning secondary organic aerosol (SOA).99 Knopf
et al.13 investigated the stability of these BBA surrogate compounds with re-
spect to heterogeneous oxidation by O3, NO2, NO3, and N2O5. Although the
derived uptake coefficients are lower than those typically involving OH,95 the
oxidative power (γ×[oxidant]) was comparable to that of OH. Only two stud-
ies thus far have investigated the stability of levoglucosan in wood smoke83

and pure levoglucosan83,95 by heterogeneous OH oxidation. Kessler et al.95

derived γ=0.91 and observed volatilisation of levoglucosan, although the fo-
cus was on particle mass loss rather than product identification. Although
the contribution of BBA volatilisation to the total volatile organic compound
(VOC) concentration found in biomass burning plumes is difficult to as-
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sess, more than half of the light non-methane hydrocarbons (NMHCs) from
biomass burning are C2–C4 hydrocarbons, and composed of alcohols, alde-
hydes, ketones, carboxylic acids, esters, ethers, and furanes.97 Ageing, and
thus the impact on particle composition and potential input of gases to the
atmosphere may significantly affect the role of these species in climate and
other relevant atmospheric and environmental processes.

Here, we investigate the OH reactivity and identify volatilisation prod-
ucts of levoglucosan, abietic acid, and nitroguaiacol representing typical com-
pounds of BBA. γ as a function of OH concentration is determined using a
rotating-wall flow-tube coupled to a chemical ionization mass spectrometer
(CIMS). In evaluating the potential for volatilisation, we employ a high res-
olution proton transfer reaction time-of-flight mass spectrometer (HR-PTR-
ToF-MS) coupled to a separate flow tube reactor operated at atmospheric
pressure.

4.3 Results and discussion

4.3.1 Kinetics derived from uptake experiments

The reactive uptake coefficients were determined as described in detail pre-
viously.13 In short, γ was determined from the irreversible removal of OH as
a function of injector position. From these data the observed pseudo first-
order wall loss rate kobs is determined when plotting the change of the natu-
ral logarithm of the OH signal as a function of reaction time. This is shown
for OH uptake by the species studied here in Fig. 3.8. kobs wasdetermined
from the slope of the linear fit to the data. The uptake of OH by surfaces
other than the substrate that are coated by halocarbon wax are significantly
lower. Thefirst-order wall loss rate, kwall, was calculated from kobs using the
Brown196 formalism to account for changes in the OH concentration due to
uptake.13

The reactive uptake coefficient, γ, was obtained using the equation216

γ =
2rkwall

ωOH + rkwall

, (70)

where r is the flow tube radius and ωOH is the molecular velocity of OH.
The gas-phase diffusion coefficient of OH in He (DOH−He) was taken as

662±33 Torr cm2 sec−1 at 293 K199 and corrected for T and p.200 Measure-
ments of the diffusion coefficient of OH in O2 are not available. The O2

72



concentrations used in this study were typically greater than H2 to both pro-
duce high OH concentrations and mimic atmospheric conditions. Although
O2 concentrations were relatively low during the reactive uptake experiments,
∼0.1–10%, it may affect the diffusion of OH in the flow reactor. The esti-
mated diffusion coefficient of OH in O2,DOH−O2=180±18 Torr cm2 sec−1, is
based on transport properties of its polar analogue, H2O, in O2, which has
been found to have similar transport properties as OH.199,201 This value is
similar to the measured diffusion coefficient of OH in air of ∼160 Torr cm2

sec−1.199 To calculate the diffusion coefficient of OH in a mixture of He and
O2 we used the following equation198

DOH = (
pHe

DOH−He

+
pO2

DOH−O2

)−1 , (71)

where pHe and pO2 were derived from flow and pressure measurements.
The diffusion limit of the heterogeneous kinetics can be estimated us-

ing kdl≈3.66D/r 2, where kdl is the diffusion limited rate constant, D is the
diffusion coefficient, and r is the radius of the flow tube.217,218 One OH up-
take experiment involving palmitic acid was conducted in the diffusion limit.
For the remaining uptake experiments presented in this study diffusion lim-
ited conditions were not reached. However, applying the uncertainty in the
diffusion coefficients can result in γ ≥1, indicative of potential diffusion limi-
tations. The γ values reported in this study are the mean of at least 5 (up to
16) reactive uptake measurements and for each employing freshly prepared
organic substrates. Presented γ represent a range due to the uncertainty in
the diffusion coefficients of OH in He and OH in O2 accounting for the range
in individually observed γ values.
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Table 4.1: Comparison of OH reactive uptake coefficients,
γ, with different substrates determined in this study with
literature values.

Substrate Work γmin γavg γmax

Levoglucosan This study 0.12 0.52 1
Kessler et al.95 0.91 (±0.08)a

Palmitic acid This study 0.14 0.71 1
Stearic-palmitic acid Bertram et al.31 0.14 0.32 1
Halocarbon wax This study 2.32×10−4 5.14×10−4 6.62×10−4

Bertram et al.31 3×10−4 6×10−4 9×10−4

aReported uncertainty is due to the uncertainty in experimen-
tal parameters and does not represent a measurement range.

For validation purposes, we determined γ for the uptake of OH by halo-
carbon wax, palmitic acid (hexadecanoic acid, C16H32O2), and levoglucosan
for comparison with previous works.31,95 Table 4.1 summarises γ determined
at OH concentrations comparable to previous studies (∼108–109 molecule
cm−3). Within uncertainties, γ of OH for all of the investigated surfaces are
in agreement with previous literature values. The uncertainty in γ for OH
uptake by levoglucosan reported by Kessler et al.95 is due to uncertainties in
their experimental parameters and does not represent a range in γ as given
in this study. OH uptake by palmitic acid differs slightly from that deter-
mined by Bertram et al.31 possibly due to the additional presence of stearic
acid (octadecanoic acid, C18H36O2) in their study. The good agreement of
γ with previous literature studies for both slow uptakes with halocarbon
wax and fast uptakes with levoglucosan and palmitic acid indicates that our
technique can determine γ with good accuracy over a wide range of reaction
probabilities.

4.3.2 OH dependencey of the reactive uptake coefficient

The reactive uptakes of OH by levoglucosan, abietic acid, and 5-nitroguaiacol
were investigated under dry conditions and in the absence of NO2 for a wide
range of OH concentrations (∼107–1011 molecule cm−3) as shown in Fig.
4.1. The influence of RH on the reactive uptake was not investigated as
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atmospherically relevant RH increases the pressure in the flow reactors to a
level that slower diffusion may affect heterogeneous kinetics. If RH is suffi-
ciently high to cause deliquesence or a moisture-induced phase transition of
the organic substrate, OH uptake is likely enhanced as indicated by previous
studies.33,34,106 For all substrates, within experimental uncertainties γ was
greatest (between 0.056 and 1) at relatively lower [OH]∼107–109 molecule
cm−3, comparable to previous studies.12 At [OH]>109 molecule cm−3, γ falls
precipitously and continues to decrease reaching a minimum of γ ∼0.01 at
our maximum detectable OH concentration of ∼1011 molecule cm−3. γ was
also comparable between the three different substrates indicating that both
a similar uptake process may occur at the surface as well as the unselec-
tive reactivity of the OH radical toward organic species containing different
chemical functionalities.

Levoglucosan contains three hydroxyl (-OH) functional groups and two
ethers. Abietic acid contains conjugated unsaturated bonds, a carboxylic
acid, and many tertiary hydrogens, all of which are highly reactive toward
the hydroxyl radical.61 5-nitroguaiacol is aromatic, but contains a hydroxyl
group ortho to a methoxy (-OCH3) functional group and a nitro group (-
NO2) para to the methoxy group. Both -OH and -OCH3 on aromatics are
ortho and para directing electron-donating substituents. The nitro group is
meta directing, but because of the orientation of the functional groups on
5-nitroguaiacol, presumably all of the functional groups are susceptible to
OH attack, which typically results in electrophilic aromatic substitution by
OH.61 More detail regarding the reaction mechanisms of OH with the organic
substrates is reserved for the volatilisation section; however, Knopf et al.13

gives a qualitatively similar discussion for the reaction of NO3 radicals with
the same substrates studied here.

We can infer from gas-phase kinetics the similar OH reactivities towards
the various functional groups on the compounds studied here. Presumably,
OH will abstract the weakest bound hydrogen based on the structure-activity
relationship (SAR)219 or add across a double bond.61 Both hydrogen abstrac-
tion and addition of OH across a double bond have comparable gas-phase
reaction rate constants ranging from ∼10−12–10−13 cm3 molecule−1 sec−1

and typically become more reactive with increasing molecular size.220 It is
not clear if OH-addition adducts form on the organic substrates studied here
or affect the rate of OH uptake, although OH-addition adducts have been
observed on compounds containing conjugated double bonds221,222 and in
the condensed-phase on dimethyl sulfoxide (DMSO).223 Adduct formation
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Figure 4.1: Average OH uptake coefficients, γ, for levoglucosan (red), abi-
etic acid (green), and nitroguaiacol (orange) as a function of gas-phase OH
concentration. Each data point represents the average γ of at least five sepa-
rate experiments. Vertical error bars represent the largest range in γ due to
the uncertainty in the diffusion coefficient for OH in He and O2 accounting
for the range in γ obtained from individual uptake experiments. Horizontal
error bars represent 1σ from the mean in OH concentration. The solid lines
are the modeled γ values applying Eq. 72 applying the individually derived
γ values and dotted lines are the 95% confidence intervals of the modeled γ
for levoglucosan (red), abietic acid (green), and nitroguaiacol (orange).

on levoglucosan in the condensed-phase is unlikely as OH reaction with lev-
oglucosan particles has been shown to proceed via H-atom abstraction and
not OH addition.95

The decrease in γ with higher OH concentration for the compounds stud-
ied and to the extent observed here is unique and suggests that upon collision
with the substrate, OH radicals first adsorb to the surface and then react,
i.e. the rate of irreversible reactive uptake to the surface is slower than the
rate of OH adsorption, indicative of L-H kinetics.14,209 To our knowledge no
other study has explicitly measured γ over this range of OH concentrations
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nor observed such a trend in γ as a function of OH concentration. Kessler
et al.214 observed strong uptake of OH to highly oxidised single-component
aerosol particles composed of 1,2,3,4-butanetetracarboxylic acid (BTA), cit-
ric acid, and tartaric acid. Their data suggests that despite the high O:C
and low H:C ratios, the strong reactive uptake may be aided by adsorption
of OH followed by reaction, resulting in a longer residence time for OH to ab-
stract a hydrogen atom.Vlasenko et al.110 noted similar findings with regard
to heterogeneous oxidation of BES by OH. In their study, the production
of 2-ethylhexanal from BES is unique to OH attack of the CH2O moiety of
BES and suggests that OH is mobile on the surface of BES prior to reaction.
Che et al.224 found that γ of OH on liquid squalane particles decreased from
∼0.54 to ∼0.31 between different experiments in the presence of ∼3×108

molecule cm−3 and ∼1010 molecule cm−3 OH, respectively. However, recent
work suggests that interferences due to adsorption of OH precursor gases such
as O3 at higher [OH] to the surface may act as a shield to OH uptake,213

resulting in lower γ at higher OH concentrations that can be misconstrued
as a L-H type uptake process by OH. In evaluating the extent to which O2

may impact uptake of OH, we used a modified L-H mechanism described by
Renbaum and Smith213 to model γ as a function of [O2] for levoglucosan,
abietic acid, and nitroguaiacol. However, no reasonable results based on a
fit of this modified L-H mechanism to experimental data could be obtained.
γ at the highest [O2] was generally lower than γ at the lowest [O2], however
insufficient data points were available to conclusively assess the role of O2

in the OH uptake. Renbaum and Smith213 found that their trend in γ was
fully explained by the presence of co-adsorbate O3. O2 is less surface reac-
tive than O3 and the lack of a clear trend of γ with [O2] suggests that only
OH contributes to the relatively lower γ at higher OH concentrations.The
potential formation of other co-adsorbates such as HO2 and H2O2 formed
from HOx reactions in the injector may affect OH uptake to the substrates
studied here. However, the HO2 concentrations were at or below background
levels. We have no direct measurements of [H2O2]. We estimate that H2O2

formation due to OH self-reaction in the gas-phase for the reaction times in
the flow reactor of ∼1 ms at our highest employed [OH]∼5×1010 molecule
cm−3 and [O2]∼2×1018 molecule cm−3 results in maximum [H2O2]∼2×106

molecule cm−3, which is four orders of magnitude less than [OH]. Hence,
H2O2 has likely a very minor effect on the reactive uptake at higher [OH].
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Table 4.2: Langmuir-Hinshelwood model fitting parame-
ters, KOH and ks, derived using experimentally obtained
γ and kobs as a function of OH concentration.

Substrate K OH / cm3 molecule−1 kS / cm2 molecule−1 sec−1

Levoglucosan 4.27 (±2.71) × 10−10 8.14 (±4.30) × 10−17

2.74 (±0.63) × 10−11a 7.96 (±1.66) × 10−16a

Abietic acid 3.20 (±2.27) × 10−10 1.26 (±0.77) × 10−16

Nitroguaiacol 3.96 (±4.40) × 10−10 8.38 (±8.44) × 10−17

aDerived using kobs as a function of [OH] from Fig. 4.2.

The data in Fig. 4.1 is modeled based on a non-linear least squares fit
applying a L-H mechanism described in Ammann et al.155 given as

γ =
4ks[Org]KOH

σOHωOH(1 +KOH[OH])
, (72)

where ks is the reaction rate constant at the surface of the substrate, [Org]
is the surface concentration of the organic taken as 2×1014 molecule cm−2,14

KOH is the adsorption/desorption equilibrium constant of OH, and σOH is
the surface area occupied by one adsorbed OH molecule approximated as
1.08×10−15 cm2 molecule−1 using the cross-section of H2O.211,212 The best
fit parameters, ks and KOH are given in Table 4.2. Within uncertainties, both
KOH and ks derived from equation 3 between levoglucosan, abietic acid, and
nitroguaiacol are comparable. To our knowledge, no other studies have de-
termined ks or the adsorption/desorption equilibrium constant of OH, KOH.
Here, on average for all of the organic substrates, KOH is 3.81×10−10 cm3

molecule−1, about four to five orders of magnitude greater than e.g. the ad-
sorption/desorption rate of O3, K O3 , on 2-ODA particles.213 k s on average
for all of the organic substrates is 9.71×10−17 cm2 molecule−1 sec−1, compa-
rable or slightly larger in magnitude compared to k s for O3 uptake.155,159,225

k s is also significantly smaller in magnitude compared to NO3 reaction with
levoglucosan and abietic acid substrates.14 However, a large K OH and a rel-
atively smaller k s may suggest additional processes unaccounted for in the
applied L-H mechanism, e.g. surface regeneration due to volatilisation or
OH diffusion and reaction in the bulk.13,14 Future work investigating the
time-dependent kinetics and employing a detailed flux-based heterogeneous
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kinetics model will be important for resolving these issues. In summary, the
good agreement between modeled γ as a function of [OH] using equation 3
and the experimental data for all investigated organic substrates suggests
that OH follows a L-H mechanism, whereby OH first adsorbs to the surface
followed by reaction.
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Figure 4.2: kobs as a function of OH concentration for levoglucosan. The
solid gray line represents the modeled kobs applying Eq. 73 and dotted lines
represent corresponding 95% confidence intervals.

Figure 4.2 shows exemplary the experimentally derived pseudo first-order
reaction rate constant of the decay of OH, kobs, as a function of [OH] for
levoglucosan. kobs stays nearly constant up to [OH]∼2×109 molecule cm−3

and then rapidly decreases at higher [OH] similar to the trend in γ as a
function of [OH] as shown in Fig. 4.1. This behavior is indicative of slower
OH uptake at higher employed [OH] due to the depletion of surface reactive
sites, consistent with a Langmuir-type uptake process.155 Furthermore, kobs

as a function of [OH] shown in Fig. 4.2 is fit well by a non-linear least squares
fit to a Langmuir isotherm159 given by

kobs =
ks[Org]KOH[OH]

1 + KOH[OH]

[Org]

[OH]s
, (73)
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where [OH]s is surface adsorbed concentration of OH molecules given by
[OH]s=[OH](V/S) assuming unity OH surface accommodation, and V/S is
the volume-to-surface area ratio of the flow tube being 0.440 cm. Since we
do not measure the pseudo first-order reaction rate constant of the decay
of the organic species, kobs−Org, we convert k obs−Org to k obs assuming equi-
librium and a bimolecular reaction. The solid line in Fig. 4.2 shows k obs

as a function of [OH] applying equation 4 and the dotted lines represent
the 95% confidence intervals. The best fit parameters, k s and K OH using
equation 4 are given in Table 4.2 for levoglucosan. ks and KOH derived from
kobs are 7.96(±1.66)×10−16 cm2 molecule−1 sec−1 and 2.74(±0.63)×10−11,
respectively, compared to ks=8.14(±4.30)×10−17 cm2 molecule−1 sec−1 and
KOH=4.27(±2.71)×10−10 cm3 molecule−1 when fitting a L-H isotherm to γ
for levoglucosan. These differences are most likely due to applied assump-
tions deriving the decay of the organic species. For these reasons we recom-
mend to use ks and KOH derived from equation 3 to describe the underlying
heterogeneous kinetics.
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Figure 4.3: Modeled γ and θ applying Eqs. 72 and 74, respectively, for lev-
oglucosan (red), abietic acid (green), and nitroguaiacol (orange). Solid lines
refer to γ and dashed lines refer to θ.

80



The equilibrium OH surface coverage (θ) of the organic substrates studied
here can be estimated based on KOH as outlined in Pöschl et al.,159 where

θ =
KOH[OH]

1 +KOH[OH]
. (74)

Figure 4.3 shows θ and γ as a function of [OH] applying experimentally
determined KOH and γ for investigated organic substrates given in Table 4.2.
θ increases with [OH] and for θ>20%, γ decreases most significantly. At low
[OH]≤2×107 molecule cm−3, equilibrium OH surface coverage can be on the
order of 95%.

4.4 Volatilisation products of BBA surrogate compounds
exposed to OH

The formation of volatile gas-phase products from heterogeneous oxidation
are shown in Figs. 4.4–4.6 for palmitic acid, levoglucosan, abietic acid, and
5-nitroguaiacol, where the HR-PTR-ToF-MS spectra measured in the pres-
ence of [OH]∼2×1010 molecule cm−3 are compared to those measured in the
absence of the organic substrates. Palmitic acid was chosen for volatilisation
product studies in order to compare with findings from McNeill et al.166 In
the presence of OH, the products reached steady-state concentrations up to
∼60 scans, with a set scan rate of 1s/scan. This is equivalent to an atmo-
spheric OH exposure of ∼5×10−8 atm sec or 1 week of exposure to typical
background atmospheric [OH]∼2×106 molecule cm−3. Each spectrum up to
m/z=350 Th is an average of three consecutively measured full scans. The
most significant peaks above a peak amplitude of ∼1 cps occurred between
m/z=10–150 Th, so peaks above m/z=150 Th are not shown.

The larger signal intensities in red relative to gray as shown in Figs.
4.4–4.6 indicate that volatile gas-phase products are being formed and then
detected downstream of the flow reactor. The background peaks in the pres-
ence of OH and no substrates as shown in gray in Figs. 4.4–4.6 may arise
from impurities or degassing from the flow tube, or along the inlet leading
to the HR-PTR-ToF-MS. In all cases, the presence of O3 and H2O had min-
imal effects on the signal, however when adding H2O to the system, some
of the species shown in gray had greater intensity than application of dry
N2 alone, probably from impurities in the water, although efforts were made
to remove these impurities by degassing the denuder in a separate pumping
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Figure 4.4: Volatilized product spectra for palmitic acid in the presence of
OH without substrate (light gray) and in presence of the substrate (red).
Inset panel shows the background corrected (i.e. OH + no substrate) relative
difference in the H3O+ integrated and normalized intensities for some of the
major peaks detected upon exposure to OH. See text for details.

system. Regardless, these peaks were considered as a part of the background
for both the presence and absence of the organic substrates, and therefore
had no impact on the peaks in the presence of OH. Extra care was taken to
minimize these effects by first cleaning the flow tubes in an acetone-water
rinse cycle followed by baking in an oven at 408 K for at least 24 hours, but
the flow tubes were likely impacted by adsorption of low-volatility organics
from the background conditioning cycle. However, it is not surprising that
some of the background peaks arise at the same masses as those observed in
the presence of OH and the substrates since VOC impurities may produce a
range of carboxylic acids and carbonyls.110 We attribute all other changes in
the mass spectrum as arising from OH surface oxidation chemistry. A com-
prehensive list of all of the major peaks detected based on their difference
to the background and their corresponding formulas and related isomers are
given in Table 4.3.

The largest peaks across all of the spectra were m/z=19, 32, 37, and
55 Th, which correspond to H3O+, O+

2 , H3O+·H2O, and H3O+·(H2O)2, re-
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Figure 4.5: Volatilized product spectra for levoglucosan in the presence of
OH without substrate (light gray) and in presence of the substrate (red).
Inset panel shows the background corrected (i.e. OH + no substrate) relative
difference in the H3O+ integrated and normalized intensities for some of the
major peaks detected upon exposure to OH. See text for details.

spectively. The intensities of these peaks did not significantly change in
the presence and absence of the substrates + OH. As discussed above, we
encountered significant clustering of H2O with H3O+ due to the high RH
(∼60%) used for producing OH, which can result in additional proton trans-
fer between the VOC and cluster ion.179 This may skew interpretation of the
absolute VOC concentration and product yield. RH can impact the detection
sensitivity of formaldehyde (CH2O) by a favourable back reaction of proto-
nated HCHO with water.180 The presence of 60% RH likely does not lead to
deliquescence or a moisture-induced phase transition of the applied organic
substrates or affect the uptake kinetics.33,34,106 However, it cannot be ruled
out that adsorption of water on the organic substrate surfaces may affect
the kinetics by blocking reactive sites and suppress volatilisation due to the
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Figure 4.6: Volatilized product spectra for abietic acid (top) and 5-
nitroguaiacol (bottom) in the presence of OH without substrate (light gray)
and in presence of the substrate (red), and UV + substrate (black). Inset
panel shows the background corrected (i.e. OH + no substrate or UV + sub-
strate) relative difference in the H3O+ integrated and normalized intensities
for some of the major peaks detected upon exposure to OH. The insets in the
panels for abietic acid and nitroguaiacol show the mass-corrected intensities
at m/z=77.022 Th and m/z=45.992 Th, respectively. See text for details.

presence of a water layer. Due to these influences as well as the possibility
of fragmentation of some of the parent species and not having individual gas
standards for the VOCs discussed here, we do not report on product con-
centration yields. Instead, We interpret VOC yields based on their relative
change in intensities accounting for the background, δ, as shown in the inset
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panels of Figs. 4.4–4.6 and concomitantly in Fig. 4.7 and defined as:

δ =
Isubstrate+OH − IOH

IOH

, (75)

where I substrate+OH is the VOC signal intensity in the presence of OH and
substrate and I OH is the VOC signal intensity in the absence of the substrate.
Prior to background correction for the calculation for δ, the signals for each
experiment were normalized to the reagent ion (H3O+) intensity (defined as
the signal at H18

3 O+ multiplied by 500 based on its isotopic abundance to
H16

3 O+). See supplementary material for further information regarding the
HR-PTR-ToF-MS sampling protocol and signal analysis.

For validation purposes, Fig. 4.4 shows for palmitic acid that some of
the major peaks correspond to protonated aldehydes, carbonyls, carboxylic
acids, aldehydic carboxylic acids, and alcohols that differ in structure by a
CH2 group. This is qualitatively similar to the results in Vlasenko et al.,110

which observed a sequence of peaks related to these protonated species from
heterogeneous oxidation of stearic acid by OH. Specifically, peaks consistent
with either protonated aldehydes or carbonyls are centered around m/z=31,
45, 59, 73, 87 Th, etc. A discrete sequence also arises from protonated car-
boxylic acids, aldehydic carboxylic acids, or alcohols, at m/z=33, 47, 61, 75,
89 Th, etc. Some of the significant differences in peak intensities occured at
m/z=47.013, 73.023, 75.046, and 87.042 Th corresponding to CH2O2 (formic
acid), C3H4O2, C2H4O3, and C4H6O2, respectively. McNeill et al.166 also ob-
served formic acid from the heterogeneous oxidation of palmitic acid by OH.
However, in their study, formic acid was produced in the greatest quantities
compared to other species, but this was likely due to a lower sensitivity of
their reagent ion, I−, with aldehydes and ketones.166
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Table 4.3: Volatilised product distribution as measured by HR-
PTR-ToF-MS for palmitic acid, levoglucosan, abietic acid, and ni-
troguaiacol + OH reaction. Values are background corrected rela-
tive abundances normalized to H3O+×10−3. Values in parentheses
represent the change in relative abundances of each compound rel-
ative to background and normalized to H3O+, as defined in the
text.

m/z / Th Formula (CxHyOz) Name Parent Compound
C16H32O2 C6H10O5 C20H30O2 C7H7NO4

31.018 CH2O Formaldehyde 0.090 (0.53) 0.072 (0.61) 0.019 (0.05) 0.113 (0.66)
33.033 CH4O Methanol 0.031 (0.18) 0.053 (0.37) 0.144 (0.33) 2.38 (13.5)
43.018 C2H2O Acetic acid fragment 0.181 (0.47) 0.109 (0.46) 0.056 (0.04) -0.004 (-0.01)

Ethenone
Ethynol
Oxirene
Acetaldehyde
1 or 2-propanol

45.033 C2H4O Acetaldehyde 0.254 (0.69) 0.117 (0.57) -1.99 (-0.65) -0.042 (-0.11)
Ethylene oxide

45.992 NO+
2 Nitric acid 0.002 (0.05) 0 (0) 0.015 (0.90) 0.291 (10.0)

parasitic NO+
2

47.013 CH2O2 Formic acid 0.500 (0.46) 1.91 (1.54) -0.283 (-0.08) 1.03 (0.96)
51.045 CH4O(H2O) Methanol(H2O) 0.007 (0.18) 0.008 (0.30) 0.026 (0.34) 0.484 (12.3)
59.049 C3H6O Acetone 1.07 (0.14) 0.398 (0.21) -0.301 (-0.04) -0.620 (-0.08)

Propanal
61.029 C2H4O2 Acetic acid 0.485 (0.70) 0.384 (0.82) -0.003 (0) 0.064 (0.09)

Methyl formate
1,2-dioxetane
Hydroxy-acetaldehyde

65.020 CH4O3 HO2CH2OH 0.144 (0.52) 0.413 (1.48) -0.051 (-0.07) 0.238 (0.86)
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Methanetriol
73.023 C3H4O2 Methyl glyoxal 3.76 (1.06) 0.045 (0.47) 0.026 (0.15) 2.25 (0.64)

Propanedial
3-Oxetanone
2-propenoic acid

73.060 C4H8O Butanal 0.064 (0.29) -0.003 (-0.02) -0.045 (-0.13) -0.026 (-0.12)
2-methyl-propanal
Ethoxy-ethene
2-butanone
Methoxy-propene
Butenol (isomers)

75.046 C3H6O2 Propanoic acid 0.129 (1.64) 0.028 (0.54) -0.013 (-0.05) 0.019 (0.24)
Ethyl formate
2-hydroxy-propanal
Methoxy-acetaldehyde
Methyl acetate
1-hydroxy-2-propanone

77.022 C2H4O3 Glycolic acid 0.024 (0.47) 0.012 (0.39) 0.126 (8.71) 0.019 (0.38)
Peracetic acid
Hydroxy-acetic acid
Trioxolane (isomers)

77.060 C3H8O2 2-methoxy-ethanol 0.031 (0.18) 0.005 (0.13) 0.004 (0.04) -0.021 (-0.12)
Dimethoxymethane
Propanediol
1-methylethyl-hydroperoxide
Ethoxy-methanol
Propylene glycol

C3H6O(H2O) Acetone(H2O)
Propanol(H2O)

79.046 C2H6O3 HOCH2CH2OOH 0.061 (0.52) 0.039 (0.60) -0.013 (-0.03) -0.006 (-0.05)
Orthoacetic acid

87.042 C4H6O2 2,3-butanedione 0.080 (1.29) 0.025 (0.50) -0.063 (-0.28) 0.015 (0.24)
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Butyrolactone
Acetic acid ethenyl ester
2-propenoic acid, methyl ester
2-methyl-2-propenoic acid
Butenoic acid (isomers)
Crotonic acid
Formic acid, 2-propenyl ester
1-Propen-2-ol, formate

89.023 C3H4O3 Pyruvic acid 0.007 (0.15) 0.096 (2.61) 0.008 (0.22) 0.119 (2.77)
Glucic acid
Acetic acid, oxo-,methyl ester

99.008 C4H2O3 Maleic anhydride 0.018 (-0.30) 0.014 (0.22) 0.068 (1.90) 0.171 (2.87)
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4.4.1 Volatilisation products of levoglucosan

The heterogeneous oxidation of levoglucosan by OH resulted in the produc-
tion of several volatilised species as shown in Fig. 4.5. A similar protonated
m/z sequence arises as in palmitic acid suggesting that breakage of the 7-
membered ring of levoglucosan by decomposition and further oxidation re-
sults in the production of aldehydes and carboxylic acids. Volatilisation
of pure levoglucosan aerosol particles has been observed before.95 In that
study, OH oxidation of levoglucosan resulted in ∼23% yield of volatilised
products based on particle mass loss; however, these products (with the ex-
ception of CO2) were not identified. In this study, we attempt to bridge
that gap by identifying volatilised products to better infer the volatilisation
mechanism. The most significant peaks (almost a doubling in intensity) ob-
served relative to the background due to OH oxidation of levoglucosan were
m/z=47.013, 65.020, and 89.023 Th corresponding to CH2O2, CH4O3, and
C3H4O3, respectively. The increase in m/z=89.023 Th is most significant and
unique to levoglucosan compared to the other species (with the exception of
5-nitroguaiacol) as shown in Table 4.3.

4.4.2 Volatilisation products of abietic acid

Abietic acid significantly degraded in the presence of UV radiation resulting
in a number of volatile species having the same mass as in the presence of both
OH and UV as shown in the black and red spectra in Fig. 4.6, respectively.
We define the product yield with respect to the background as,

δ =
Isubstrate+OH − Isubstrate+UV

Isubstrate+UV

, (76)

accounting for the strong UV effects on the volatilised product spectrum,
where I substrate+UV is the signal intensity in the presence of UV radiation and
substrate in the absence of OH. Due to the similarities in the change in VOC
intensities and product distribution in the presence of OH and UV, δ in the
case for abietic acid is negative for some of the major peaks, which suggests
that upon exposure to OH some of the UV-induced products may have been
consumed. Although abietic acid is a terpenoid, there were no noticeable
differences in signal intensities to the background in the presence of O3/O2

alone. However, it is likely that O3 may have an impact on the surface-
bound species during the background conditioning cycle even so OH tends
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to react with unsaturated hydrocarbons at a relatively higher rate.61 Resin
acids are also known to decompose photolytically in surface waters forming
lighter hydrocarbons.226 The formation pathways and identification of the
smaller volatile compounds, however, is not known. In the presence of OH,
the most dominant species formed that was not influenced by UV radiation
was C2H4O3 (m/z=77.022 Th), accounting for an increase of a factor of
8. In comparison, the increase in this signal with respect to palmitic acid,
levoglucosan, and 5-nitroguaiacol was 0.47, 0.39, and 0.38, respectively as
shown in the inset panels of Figs. 4.4–4.6 and concomitantly in Fig. 4.7.
Because of the influence of UV light on the volatilised product spectrum of
abietic acid in the presence of OH, we caution extrapolation to atmospheric
conditions.

4.4.3 Volatilisation products of nitroguaiacol

Heterogeneous oxidation of 5-nitroguaiacol by OH radicals produced signifi-
cant amounts of methanol (m/z=33.033 Th), its cluster with water (m/z=51.045
Th), and NO+

2 (m/z=45.992 Th) by factors of 13.5, 12.3, and 10, respectively,
as shown in Fig. 4.6. Many other volatilised products were formed, in par-
ticular C3H4O3 (m/z=89.023 Th) by a factor of 3, suggesting that addition
of OH to the aromatic ring may result in ring cleavage. The formation of
methanol and NO+

2 is likely related to favourable attack of their positions
on the aromatic ring by OH. The signal at m/z=45.992 Th is unique to
5-nitroguaiacol, however PTR-ToF-MS in general is not sensitive to NO2 un-
less it is charged or the charged species is formed by an independent process.
This signal is attributed to proton transfer with nitric acid (HNO3) by:227

HNO3 + H+ → NO+
2 + H2O R8

indicative of HNO3 formation prior to protonation by the reaction between
volatilised NO2 and OH.

4.5 Volatilisation reaction mechanisms

In this section, we suggest likely OH oxidation pathways that lead to degra-
dation of the parent compounds and subsequent production of species with
higher volatilities. We do this for levoglucosan, abietic acid, and 5-nitroguaiacol
and the likely pathways leading to formation of volatilised products that had
the greatest increase with respect to the background. We use, to the best
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of our knowledge, the SAR framework219 in determining the position of the
initial OH attack, which is the limiting step in the formation of the prod-
ucts observed here. We interpret further mechanistic changes based on the
general gas-phase mechanisms of OH with hydrocarbons12 in the absence
of NO2. The general mechanism is as follows: first, OH attacks the weak-
est bound hydrogen of R-H resulting in the formation of an alkyl radical
(R·). In the presence of O2, this alkyl radical will convert to an alkyl peroxy
radical (ROO·). In general, there are three pathways that an alkyl peroxy
radical can take: (1) in the presence of HO2 will form an organic hydroper-
oxide (ROOH) (2) self-reaction leading to the formation of an alcohol (ROH)
and carbonyl (R’R”C=O), and (3) self-reaction leading to the formation of
two alkoxy radicals (2RO·). Pathway 2 in the solution phase appears to be
most important for primary and secondary radicals.228 For tertiary radicals,
pathway 3 is most important.228,229 In certain conditions, depending on the
size and orientation of hydrogens, the alkoxy radical may isomerize resulting
in alcohol formation (2ROH). In the presence of O2, the alkoxy radical can
form a carbonyl and HO2. The alkoxy radical may also decompose form-
ing products of greater volatility, such as an aldehyde (R’CHO) and another
smaller alkyl radical. It is important to note that depending on the residence
time of OH on the surface of these substrates, higher degrees of oxygenation
may occur. Because of the high OH concentrations used in the volatilisa-
tion experiments, it is possible that more OH molecules reside on the surface
that are available for reaction compared to atmospheric conditions, which
may result in a greater yield of volatilised products than would normally be
observed in the atmosphere.

4.5.1 Levoglucosan volatilisation mechanism

The mechanism leading to the formation of glucic acid (hydroxypropanedial,
C3H4O3) from heterogeneous oxidation of levoglucosan by OH is shown in
Fig. 4.8. The limiting step in this reaction is the initial OH attack. The
only conceivable pathway in the production of glucic acid is attack of the
tertiary hydrogen of the carbon on the ether (i.e. H-C-O-R). This pathway
is in contrast to the one proposed by Kessler et al.,95 which suggests OH
will attack either the hydrogen bound to the carbon on the -COH group or
the hydrogen bound to the hydroxyl group on the -COH group, the latter
leading to decomposition. This also differs from the interpretation by Knopf
et al.13 in the case of NO3 radical oxidation of levoglucosan. This may be
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the case for alcohols, but levoglucosan also contains two ethers, which are
found to have lower threshold energies of H atom abstraction by OH than
tertiary hydrogens on an H-C-OH group as in isopropyl tert butyl ether
compared to isopropyl alcohol.230 This may be the case here, in which the
decomposition pathway will produce a carbonyl on the ether and scission of
the nearby -COH group. In the presence of O2 the resulting ·COH rapidly
forms a second carbonyl. Assuming enough OH is present to form secondary
generation decomposition products, which is likely the case here, OH attack
of the second tertiary hydrogen attached to the carbon on the remaining ether
may result in a similar decomposition pathway. This may lead to cleavage
of the nearby -COH group and subsequent formation of another carbonyl.
The resulting volatilised product corresponding to m/z=89.023 Th is glucic
acid. An examination of the vapour pressure of glucic acid, estimated to
be ∼0.4 hPa at 298 K suggests that enough glucic acid may exist in the
gas-phase for detection. To our knowledge, no other estimates of its vapour
pressure have been made. For comparison, hydroxyacetaldehyde (C2H4O2),
having a similar configuration as glucic acid, has a vapour pressure ≤5 hPa at
298 K,231 consistent with its relatively smaller size. Note that the fraction of
glucic acid remaining in the condensed-phase is not known and clearly surface
analysis techniques must be employed to differentiate its contribution to both
phases.
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Figure 4.8: Suggested OH-initiated reaction mechanism for levoglucosan
leading to the formation of glucic acid (C3H4O3). See text for more detail.
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4.5.2 Abietic acid volatilisation mechanism

Figure 4.9: Suggested OH-initiated reaction mechanism for abietic acid lead-
ing to the formation of glycolic acid (C2H4O3). The mechanisms leading to
the formation of acetic acid (3) from pyruvic acid (2) and pyruvic acid (2)
from acetone (1) are adapted from Schaefer et al.232 The mechanism leading
to the formation of glycolic acid (4) from acetic acid (3) is adapted from Tan
et al.233

The mechanism leading to the formation of glycolic acid (m/z=77.022
Th, C2H4O3) from heterogeneous OH oxidation of abietic acid is shown in
Fig. 4.9. The impact of species formed by UV exposure on the formation of
glycolic acid is not known. Because the signal at m/z=77.022 Th increased
only when OH was present, we attribute its production to OH oxidation of
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abietic acid and not as a result of UV radiation. There are many reactive sites
on abietic acid, in particular the unsaturated bonds, which are susceptible
to OH addition234 as well as other weakly bound hydrogens, particularly on
the isopropyl functional group. The low production of volatile species in the
presence of OH after subtracting the influences due to UV radiation suggests
that several generations of oxidation are needed in order to form volatilised
products upon OH attack of the double bond. The limiting step in the
production of glycolic acid, however, may be attributed to OH attack of the
isopropyl functional group due to its weakly bound tertiary hydrogen. OH
attack at this position results in hydrogen abstraction forming an isopropyl
radical and H2O. In the presence of O2, an isopropyl peroxy radical is formed.
Assuming the self-reaction leads to formation of an isopropyl-oxy radical and
decomposition, the likely formed species is acetone. The fate of acetone at
this stage is not certain; if it evaporates from the substrate surface we should
have observed an increase in the signal for acetone (m/z=59.049 Th), but that
was not the case. On the other hand if acetone resides on the surface or in
the aqueous phase it may oxidise further in the presence of OH, which is more
consistent to what is observed here. The heterogeneous oxidation of aqueous
phase acetone by OH has been shown to result in the formation of pyruvic
acid followed by acetic acid through a similar decomposition process.232 Work
by Tan et al.233 has shown that heterogeneous oxidation of acetic acid in the
aqueous phase by OH can result in the formation of glycolic acid. Presumably
a similar mechanism will occur in the gas phase since acetic acid has a vapour
pressure comparable to that of glycolic acid ∼14 hPa at 293 K. However, we
do not observe a significant increase in acetic acid as part of the volatilised
spectrum, suggesting that if acetic acid were to evaporate from the surface,
it is rapidly converted to products such as glycolic acid in the presence of OH
and O2. This interpretation is also contingent on the presence of an aqueous
phase, but the physical nature of the organic substrate surface is not well
characterized here. Abietic acid is mostly water-insoluble and has similar
physical characterisitics as glassy substances.235 However, diffusion of water
through glasses may be important since the estimated diffusion length is∼300
nm for applied experimental timescales (∼15 min) and temperature (∼303
K) and assuming a diffusion coefficient, DH2O =10−16 m2 s−1 at 300 K.105 It
is also possible that monolayers of water build up along the surface, acting as
a separate interface for aqueous-phase chemistry. More than two monolayers
of water were shown to form on halocarbon wax after 15 min exposure to
60% RH,236 which may be the case here as well. Clearly, analysis of the
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surface-bound species is needed to verify this interpretation.

4.5.3 Nitroguaiacol volatilisation mechanism

5-nitroguaiacol has a unique arrangement of its various functional groups.
As described in previous sections, both the -OCH3 and -OH groups are or-
tho and para directing electron-donating substituents on aromatics favoring
electrophilic substitution of the OH radical at those positions. In addition,
the -NO2 is electron-withdrawing and strongly deactivating and meta direct-
ing. The -NO2 group is para to -OCH3 and -OH is both meta to -NO2 and
ortho to -OCH3. The most abundant products formed suggests that OH
preferentially attacks both -OCH3 and -NO2 resulting in the production of
methanol (CH3OH) and NO2, respectively as shown in Fig. 4.10. The release
of -NO2 by electrophilic substitution by OH has been observed in the case
of 4-nitrophenol237 and nitrobenzene.238 The production of methanol by OH
substitution of the -OCH3 group has been observed in the case of methoxy-
lated phenols.239 Other volatilised products were observed as well suggesting
that decomposition of the aromatic ring may be a major pathway.
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Figure 4.10: Suggested OH-initiated reaction mechanism for 5-nitroguaiacol
leading to the formation of nitric acid (HNO3) and methanol (CH4O). See
text for more detail.

4.6 Atmospheric implications

In assessing the impact of γ with changing [OH] we can consider the atmo-
spheric lifetime of the first monolayer, τML, of the particle surface as:13,31

τML =
4Ntot

γωOH[OH]atm

, (77)

where N tot represents the surface concentration, ωOH is the mean thermal ve-
locity of OH, and [OH]atm is the concentration of OH in the atmosphere. We
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assume N tot =1.8×1014 molecule cm−2 based on the average number of sur-
face reactive sites.14 For the uptakes at lower OH concentrations (∼107–109

molecule cm−3), we assume γ=0.48 based on the largest modeled γ in Fig.
4.1, representing a lower limit of τML, and for the uptakes at the highest OH
concentrations an average γ=0.01, representing an upper limit of τML. For
the larger uptakes, the lifetime of one monolayer coverage yields τML ∼3.5
hr for background [OH]atm =2×106 molecule cm−3 and τML ∼24 min for
[OH]atm =1.7×107 molecule cm−3 representative of biomass burning plume
conditions. Not surprisingly, for the smaller uptakes at higher OH concentra-
tions (above ∼1010 molecule cm−3) the lifetimes are significantly longer, ∼1
week for background conditions and ∼19.5 hrs for biomass burning plume
conditions.

The lifetime of an aerosol particle, τpart, assuming spherical geometry,
with a radius, R=100 nm, containing 60:2:1 wt% levoglucosan, abietic acid,
and nitroguaiacol, respectively13 and an average molecular weight, M =105 g
mol−1 and density, ρ ∼1.05 g cm−3 can be estimated following the approach
by George et al.36 and references therein:

τpart =
4

3
R

ρNa

γωOH[OH]atmM
, (78)

where N a is Avagadro’s number. For background conditions, assuming γ=0.48
modeled at lower OH concentrations,lower limit particle lifetimes τpart∼2
weeks are derived. Applying γ=0.01 yields upper limit particle lifetimes
τpart∼2 years. Under conditions of fresh biomass burning plumes, in which
[OH]∼1.7×107 molecule cm−3, lower limit τpart∼2 days are derived assuming
γ=0.48 and upper limit τpart∼90 days are derived assuming γ=0.01, sug-
gesting that BBA particle lifetimes with respect to OH oxidation can be on
the order of atmospherically relevant timescales, but can vary significantly
depending on which γ value is applied. While these idealised results, not
accounting for diffusion and bulk effects,14 suggest that heterogeneous ox-
idation by OH is important on atmospheric timescales, the differences in
lifetimes with regard to applied γ emphasises the importance of accurately
determining γ at ambient OH concentrations. At higher OH concentrations,
lifetimes can be significantly overestimated. However, our results also in-
dicate that γ reaches a maximum at [OH]≤∼109 molecule cm−3, a typical
range used in previous literature studies.31,32,36,95,110 These simplified life-
time estimates can be improved by incorporation of our data in kinetic flux
models14,211 and particle resolved211 models, allowing to derive more real-
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istic γ and τ for implementation in large scale models, which is, however,
beyond the scope of this paper. Clearly, our results indicate that biomarkers
levoglucosan, abietic acid, and nitroguaiacol are not photochemically inert
and thus care should be taken when applying these species in aerosol source
apportionment models.

The mobility of OH on surfaces may potentially play an important role
in heterogeneous OH oxidation of aerosol particles. Our observations imply
that OH resides at the surface prior to reaction suggesting that longer OH
residence times on the surface renders surface-bound species more suscepti-
ble to OH attack, thus potentially leading to a greater degree of oxygenation
and OH specificity.95,110,138 Longer OH residence time on particle surfaces
will likely result in the loss of hydroxyl groups in favour of the formation of
less hygroscopic carbonyl functionalities,240 thus impacting the efficiency of
the particle to act as CCN. This is consistent with our mass spectra, showing
a suite of volatilised aldehydes, ketones, and carboxylic acids that presum-
ably form on the particle from relatively lower volatility first-generation OH
oxidation products containing carbonyl functionalities. Aged biomass burn-
ing aerosol particles have been shown to be deficient in hydroxyl groups with
an increase in carbonyl functionalities.241 We also observed production of
acetaldehyde (CH3OH) and formic acid (HCOOH), consistent with observa-
tions by Hennigan et al.83 in OH impacted biomass burning smoke. Although
not quantified, accounting for volatilisation of these species from BBA may
result in better agreement between measured and predicted ambient VOC
concentrations.37

Atmospherically relevant OH surface coverages can be estimated from
KOH. Background atmospheric [OH] are typically ≤2×106 molecule cm−3 61

and results in ∼0.1% surface coverage as shown in Fig. 4.3. In a biomass
burning plume where [OH] can be greater than 107 molecule cm−3,63,215 OH
coverage can approach 1%. For longer atmospheric exposure times, which
may be represented by our highest employed [OH], equilibrium OH surface
coverage may increase significantly leading to a reduction of γ by an order
of magnitude.

HNO3 production by OH oxidation of substituted-guaiacols such as ni-
troguaiacol in BBA may explain the enhanced acidity and production of
nitrates observed in aged biomass burning plumes.76 Recent work by Knopf
et al.13 observed strong uptake of NO3 radicals in an atmospherically relevant
mixture of levoglucosan, abietic acid, and 5-nitroguaiacol with γ as high as
that of NO3 uptake to 5-nitroguaiacol alone, suggesting that nitroguaiacol
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preferentially resides at the surface. While substituted-guaiacols account for
nearly 1% by weight of typical mixed BBA particles,92 the heterogeneous
production of NO2 and gas-phase HNO3 by this pathway may be important.
To a first-approximation, assuming [OH] under young biomass burning plume
conditions, we estimate that HNO3 production may contribute up to ∼33%
of the HNO3 concentration measured in young biomass burning plumes,242

which becomes more significant depending on the composition or size of the
particle and age of the plume. Revolatilised NO2 may lead to the formation
of organic nitrates via the alkoxy radical + NOx pathway.32 NO production
from photolysed NO2 will likely accelerate the removal of peroxy radicals in
favour of alkoxy radical formation, which may lead to more decomposition
and production of species with higher volatility.

4.7 Conclusions

The reactive uptake coefficients for major compounds of biomass burning
aerosol levoglucosan, abietic acid, and nitroguaiacol with OH have been de-
termined over a range of OH concentrations. For all of the species studied
here, the uptakes of OH range from ∼0.01–1 at higher and lower [OH], ac-
counting for the uncertainties in the diffusion coefficients. The weaker uptake
of OH at relatively higher [OH] is indicative of a surface adsorption process
by which OH first adsorbs to the surface followed by reaction with surface
reactive sites, also termed Langmuir-Hinshelwood kinetics. A L-H model155

shows good agreement with the trend in observed γ as a function of [OH]
suggesting that OH follows a L-H uptake mechanism and allowing for the
first time derivation of the OH adsorption/desorption equilibrium constant,
KOH and the OH surface reaction rate constant, ks. The best fit param-
eters on average are KOH=3.81×10−10 cm3 molecule−1 and k s=9.71×10−17

cm2 molecule−1 sec−1 for all of the investigated organic compounds. It is not
clear the extent to which O2 used as the precursor to OH in this study affects
the reactive uptake of OH since the modified L-H model could not describe
corresponding [O2] dependencies. Based on the range of γ determined in this
study, BBA particle lifetime estimates can vary ∼1–2 orders of magnitude
indicating the importance to investigate heterogeneous oxidation kinetics at
atmospherically relevant conditions.

In this study we showed that organic substrates representative of biomass
burning organic aerosol react efficiently with OH radicals. Our observations
imply that heterogeneous OH oxidation produces sufficiently volatile prod-
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ucts to partition to the gas phase. These results are consistent with previous
findings.32,95,110 In particular, we provide insight into the possible volatilised
products and reaction pathways resulting from heterogeneous OH oxidation
of levoglucosan, a substantial component of BBA and typically employed as a
biomolecular marker. While we could not provide VOC concentration yields,
we do observe increases in some of the volatile species by factors of 2–15
relative to the background, with the most significant increases attributed to
glucic acid from levoglucosan, glycolic acid from abietic acid, and methanol
and nitric acid from 5-nitroguaiacol, indicative of potential ring cleavage and
formation of species with higher volatility. The production of nitric acid from
nitroguaiacol in the presence of OH suggests that OH substitution at the -
nitro position releases NO2, which promptly reacts with OH in the gas-phase
to form nitric acid. While it is possible that the slower uptakes observed at
higher OH concentrations are unique to the compounds studied here, it also
indicates that estimations of VOC yields that assume unity uptake under
enhanced OH concentrations32,110 may be underestimated since it is possible
that a smaller fraction of the reactive collisions between OH and the organic
species are responsible for the observed volatilised products. Volatilisation
not only impacts atmospheric lifetime of organic aerosol, but indicates that
heterogeneous OH oxidation may affect particle composition and hygroscop-
icity of organic aerosol and thus its CCN16 and potentially IN88 efficiency.
Our study strongly suggests that these major biomarkers for biomass burn-
ing aerosol are not photochemically inert and this should be considered when
apportioning aerosol sources.
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4.8 Supplemental material

4.8.1 Box model description

OH concentrations applied in the atmospheric pressure flow reactor were
quantified using a photochemical box model based on 24 Ox and HOx cy-
cling/self reactions176 and the photolysis of O3 and H2O2 as shown in table
4.4. This model includes heterogeneous loss to halocarbon wax for several
of the reactive species including OH, O, and HO2. The output of this model
is shown in Fig. 4.11. We measured the uptake of OH by halocarbon wax
at similar [OH] (∼1010 molecule cm−3) as applied in the atmospheric pres-
sure flow reactor ([OH]∼2×1010 molecule cm−3) and observed an average
γ=8×10−4. The reactive uptake of O and HO2 by halocarbon wax as far as
we know has not been reported in the literature. We assume that γ for O
and HO2 are similar to γ for OH uptake by halocarbon wax. γ for O3 uptake
by halocarbon wax was at or below our detection limit of γ ≤10−6, so we
apply γ for O3 uptake by halocarbon wax as 10−6. The photolysis rate of O3

using the UV lamp was estimated based on loss measurements of [O3] under
O3/O2 flow using an ozone monitor. Based on these loss measurements over
a range of [O3] we determined an average photolysis rate of ∼0.042 s−1.
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Figure 4.11: Atmospheric pressure flow reactor box model of gas-phase con-
centrations due to the production of OH from O3 photolysis in the presence
of O2 and H2O.

103



The box model shows the evolution of the different oxidants potentially
forming during the production of OH. The largest concentrations are that
of H2O (black), held near 60% RH, and O2 (red), and do not change signif-
icantly over time. For all of the other species in Fig. 4.11, steady-state is
reached on the order of milliseconds except for H2O2 and HO2 that continue
to build-up over time. OH (yellow) reaches steady-state at about 0.1 seconds,
but begins to decrease due to gas-phase reactions with other species as well
as heterogeneous loss to the halocarbon wax-coated walls of the flow reactor.
O3 concentrations were maintained near 12 ppm during volatilization mea-
surements resulting in ∼0.8 ppb OH according to the box model. In a set
of separate experiments, a known trace quantity of isoprene was added to
the flow and based on the reaction rate of isoprene with OH (1×10−10 cm3

molec−1 sec−1)176 [OH] was determined over a range of initial [O3] (∼500 ppb
- 15 ppm) as shown in Fig. 4.12. Within experimental uncertainties based on
the error in the reaction rate constant of isoprene and OH, our photochemical
box model is in good agreement with the measured values over a range of
initial [O3].
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Figure 4.12: OH predicted by the photochemical box model (line) compared
to measured [OH] derived from isoprene + OH loss experiments (squares).
Error bars and dashed lines represent ±25% uncertainty in the rate constant
of OH and isoprene15.
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Table 4.4: Photochemical box model reactions for evaluating gas-
phase OH radical concentrations at atmospheric pressure in a flow
reactor

R1 + R2 → P1 + P2 k
O3 + hν O1D + O2 j = 0.042 or 0.008 s−1

O1D + M O + M 2E-11 cm3 molec−1 sec−1

O1D + H2O OH + OH 2.2E-10 cm3 molec−1 sec−1

O1D + H2 OH + H 1.1E-10 cm3 molec−1 sec−1

O + OH O2 + H 2.4E-11e(
110
T ) cm3 molec−1 sec−1

H + O2 HO2 5.4E-32 cm6 molec−2 sec−1

H + HO2 2OH 8E-11 cm3 molec−1 sec−1

H + HO2 H2 + O2 5.6E-12 cm3 molec−1 sec−1

H + HO2 H2O + O 2.4E-12 cm3 molec−1 sec−1

O + HO2 OH + O2 2.7E-11e(
224
T ) cm3 molec−1 sec−1

OH + OH H2O + O 6.2E-14( T
298 )2.6e(

945
T ) cm3 molec−1 sec−1

OH + OH H2O2 6.9E-31( T
300 )−0.8 cm6 molec−2 sec−1

O1D + O3 O2 + O 2.4E-10 cm3 molec−1 sec−1

H + O3 OH + O2 2.9E-11 cm3 molec−1 sec−1

OH + O3 HO2 + O2 1.7E-12e(
−940

T ) cm3 molec−1 sec−1

OH + HO2 H2O + O2 4.8E-11e(
250
T ) cm3 molec−1 sec−1

HO2 + O3 OH + 2O2 2.03E-16( T
300 )4.57e(

693
T ) cm3 molec−1 sec−1

HO2 + HO2 H2O2 + O2 2.2E-13e(
600
T ) cm3 molec−1 sec−1

OH + H2O2 H2O + HO2 2.9E-12e(
−160

T ) cm3 molec−1 sec−1

O + H2O2 OH + HO2 1.4E-12e(
−2000

T ) cm3 molec−1 sec−1

O + O3 2O2 8E-12e(
−2060

T ) cm3 molec−1 sec−1

O1D + O2 O + O2 3.2E-11e(
67
T ) cm3 molec−1 sec−1

OH + wall loss γ = 8E-4
O + wall loss γ ≈ 8E-4
HO2 + wall loss γ ≈ 8E-4
O3 + wall loss γ ≈ 1E-6

OH + H2 H2O + H 7.7E-12e(
−2100

T ) cm3 molec−1 sec−1

O + O2 O3 5.6E-34( T
300 )−2.6 cm6 molec−2 sec−1

H2O2 + hν 2OH j ≈1E-5 s−1
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4.8.2 HR-PTR-ToF-MS sampling protocol and signal analysis

The HR-PTR-ToF-MS experiments were run for 600 sec resulting in 600
scans per experiment. In the case of OH impacted experiments, the back-
ground signal (in the presence of both H2O vapor and O3) was recorded
for ∼250 scans at which point the UV lamp was switched on to allow for
OH production. We continued to record the signal in the presence of OH
for an additional 950 scans, where the last experimental run period of 600
scans (600 sec) was taken as the average signal in the presence of OH. Prior
to switching on the UV lamps, the impacts of background (N2/O2 alone,
N2/O2/H2O, N2/H2O, O3/O2, and N2/O2/H2O/UV) both in the presence
and absence of the organic substrate were assessed using the same sampling
protocol. Because the HR-PTR-ToF-MS has a high sampling rate and mass
resolution, the peaks were first quantified by integrating over a pre-defined
mass-corrected protonated m/z range, based on well defined signal at H18

3 O+

(m/z=21.0221 Th), NO+ (m/z=29.9979 Th), and acetone(H+) (m/z=59.049
Th), using the PTR-MS ToF viewer 1.4 software. Mass calibration was done
prior to sampling as well, so there was little mass shift correction post sam-
pling. The pre-defined mass ranges used for integration of the major peakes
discussed here were held constant between background experiments in the
presence of the organic substrate and OH as to not artificially increase or
decrease the integrated intensities between the two experiments.
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4.9 Modeling the multiphase OH oxidation kinetics of
BBA surrogate compounds

This section describes key results that aimed to develop a more thorough
understanding of the physical and chemical processes governing the reac-
tive uptake of OH by BBA surrogate-substrates discussed in the previous
sections of this chapter. The results summarized here are adapted from a
recently submitted publication, currently under review at Journal of Physical
Chemistry A., entitled “Multiphase chemical kinetics of OH radical uptake
by molecular organic markers of biomass burning aerosols: Humidity and
temperature dependence, surface reaction, and bulk diffusion” by Andrea
Arangio, Jonathan H. Slade, Thomas Berkemeier, Ulrich Pöschl, Daniel A.
Knopf, and Manabu Shiraiwa35.

4.9.1 OH exposures and model fits

KM-GAP was applied to model the temporal evolution and dependence of
γ on [OH] using the experimental results of the reactive uptake of OH by
levoglucosan and abietic acid substrates, representing biomolecular markers
of BBA. Levoglucosan and abietic acid substrates were exposed under dry
conditions to OH in the presence of O2 using a coated-wall flow tube reactor

Figure 4.13: OH uptake coefficient, γ, for levoglucosan measured (red), taken
from Slade and Knopf15 and modeled (black) by KM-GAP: (a) γ as a func-
tion of gas-phase OH concentration. The shaded area represents model sim-
ulations with range of kinetic parameters listed in Table 4.5. (b) Temporal
evolution of γ with gas-phase OH concentration of 1.7×109 molecule cm−3.
Figure adapted from Arangio et al.35.
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coupled to CIMS. The substrates were exposed to OH for ∼40 min at a
pressure of 5.5 hPa and [OH]=1.7×109 molecule cm−3. The residence time
of OH over the exposed substrates ranged from 0.08-1.25 ms.

Figures 4.13a and 4.13b show the measured (red) and KM-GAP mod-
eled (black) dependence of γ on [OH] and the temporal evolution of γ in the
presence of levoglucosan substrates, respectively. As indicated in Fig. 4.13a,
below [OH]=109 molecule cm−3, measured γ is relatively constant at ∼0.3,
then decreases significantly as [OH] increases. As indicated in Fig. 4.13b, γ
decreases slightly from ∼0.1 to 0.06 over the course of the exposure. Both the
dependence of γ on [OH] and the temporal evolution of γ are well-reproduced
by KM-GAP. The temporal evolution and dependence of γ on [OH] for OH
uptake by abietic acid substrates is similar to the results for levoglucosan,
so for simplicity only the levoglucosan exposures will be discussed. Based on
these fits, physicochemical parameters of the OH uptake are derived. Table
4.5 shows the different parameters and their magnitudes used in fitting the
experimental data. DOH ∼10−10 cm2 s−1 in levoglucosan and abietic acid

Table 4.5: Kinetic parameters for multiphase chemical reactions of OH with
levoglucosan used in the KM-GAP model. Adapted from Arangio et al.35.

Parameter Levoglucosan
αs,0 1
τd(s) (1.5-7)×10−6

kSLR(cm2 s−1) (2-5)×10−10

kBR(cm3 s−1) 1.8×10−12

K sol,cc(mol cm−3 atm−1) 3×10−3

DOH(cm2 s−1) 3×10−10

Dorg(cm2 s−1) (2-8)×10−16

is consistent with the bulk diffusivity of water in levoglucosan, Dw ≈10−10

cm2 s−1, which is reasonable given that OH and H2O have similar molecular
and transport properties243. The surface reaction rate constant, kSLR ∼10−10

cm2 s−1 is similar to the reported values for NO3 surface reaction with lev-
oglucosan and abietic acid in Shiraiwa et al.14. The bulk reaction rates, kBR,
represent intermediate values of measured kBR for OH and levoglucosan in
the literature, which ranges between 3.1×10−13-1.1×10−11 cm3 molecule−1

s−1 83,123,244,245.
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The results presented in the previous section indicate that OH radical
uptake by organic BBA surrogate substrates does not follow an Eley-Rideal
uptake mechanism. To a first approximation, it was demonstrated that OH
uptake follows a L-H uptake mechanism whereby OH first adsorbs to the
organic substrate surface, then undergoes reaction. However, the KM-GAP
model results indicate OH uptake is not as straightforward as the L-H uptake
approximation15. A steady decrease in γ for OH uptake by levoglucosan im-
plies that the surface may be saturated with OH with increasing [OH] due to
slow diffusion of adsorbed OH into the the particle bulk. At the surface, OH
is removed due to reaction with levoglucosan, which for unsaturated organic
molecules occurs via H-atom abstraction32. OH reaction with levoglucosan is
thought to occur via H-atom abstraction of the α-C attached to the alcohol
(i.e. -OH) functionalities or H-atom abstraction of the alcohol functionalities
themselves95. Based on the LEV volatilization product distribution mea-
sured in Slade and Knopf15, H-atom abstraction likely occurs also via the
ether functionalities. The reaction products of LEV are slightly less reac-
tive (γ=0.56) towards OH than pure LEV (γ=0.91)95. Even in the presence
of highly oxidized organic particles, OH uptake can be efficient214. With
increasing OH exposure time, the reactive uptake decreases only slightly im-
plying that OH remains highly reactive towards LEV and/or its oxidation
products.

Figure 4.14: Temporal evolution of γ for OH uptake by levoglucosan at
different OH concentrations. OH uptake is initially limited by mass transfer
(Smt) of OH until ∼10−6 s, then limited by surface reaction (Srx) and the
bulk-to-surface transport of levoglucosan (Sbd) depending on OH gas-phase
concentration. Figure adapted from Arangio et al.35.
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To determine if diffusion of OH from the surface to the particle bulk
of LEV or the diffusion of LEV from the bulk to surface can explain the
dependency of the OH uptake coefficient on [OH], the fitting parameters de-
termined by the KM-GAP simulations were applied to determine the kinetic
regimes and limiting cases. Figure 4.14 shows the temporal evolution of γ
applying five different OH concentrations (5×106-5×1010 molecule cm−3) and
allows to determine the limiting cases for OH uptake at the different [OH].
Initially, OH uptake is limited by mass transfer of OH until ∼10−6 s due to
rapid uptake. For all the different applied [OH], after 10−6 s and up to ∼1
s, OH uptake is limited by surface reaction. In other words, OH does not
diffuse through the particle over this timescale and is instead lost by reac-
tion to LEV at the surface or LEV is not replenished. The concentration
of LEV is sufficiently high to remove OH even at the highest applied [OH].
However, depending on the applied OH concentration, above ∼1 s, OH up-
take can be limited by bulk diffusion of the organic moving from the bulk
to the surface. After 100 s of OH exposure to levoglucosan substrates, OH
uptake at [OH]>109 molecule cm−3 is bulk diffusion limited. This is due to
the rapid depletion of levoglucosan with increasing [OH], for which after ∼10
s of exposure, a strong concentration gradient of levoglucosan in the bulk
develops. After ∼100 s of exposure, levoglucosan is depleted at the surface,
volatilization products are lost to the gas-phase. These results indicate that
OH uptake by LEV is limited by surface-bulk exchange.

4.9.2 Conclusion

The results reported in Arangio et al.35 demonstrate that the dependence
of OH uptake on both gas-phase [OH] and time can be reproduced apply-
ing KM-GAP. The decrease in γ with increasing [OH], as first reported in
Slade and Knopf15, is likely a result of LEV bulk-to-surface diffusion limita-
tions. Below [OH]∼109 molecule cm−3, OH uptake is limited by its surface
reaction with LEV. OH uptake by LEV substrates depends on the degree of
saturation and mass transport of OH from the surface to the bulk and LEV
from the bulk to the surface, which depends strongly on the applied OH
concentration. These results implicate that gas uptake by glassy or semisolid
aerosol depends strongly on ambient conditions, including the gas-phase ox-
idant concentration, which can vary widely in the atmosphere depending on
location or proximity to different pollutant sources. For example, under pris-
tine atmospheric conditions, i.e. low NOx and O3, OH concentrations can

111



be lower than 0.1 ppt43. However, in highly polluted conditions, such as a
biomass burning plume, OH concentrations can be higher than 1 ppt63,64.
The results indicate that the degraded fraction of LEV depends strongly on
[OH], suggesting that LEV lifetimes can also vary with [OH]15,35,107. The
particle’s bulk diffusivity plays an important role in LEV lifetime; the bulk
diffusivity can change in response to temperature or RH, which positively
feeds back to oxidant diffusivity, thus higher temperatures or greater RH
promotes LEV and OH mobility in the condensed-phase and thus enhanced
degradation of LEV35,107.
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5 Results: Multiphase OH oxidation kinet-

ics of organic aerosol: The role of particle

phase state and relative humidity

The sections from 5.1 to 5.6 are the reproduction of the publication “Mul-
tiphase OH oxidation kinetics of organic aerosol: The role of particle phase
state and relative humidity” by Jonathan H. Slade and Daniel A. Knopf
published in Geophysical Research Letters, Vol. 41, 5297–5306, 2014, with
permission from John Wiley and Sons on behalf of the American Geophysi-
cal Union. The layout of the article as well as the section figures and table
numberings have been adapted to match with the thesis structure. Section
5.6 covers the supplemental material to the main article covered in sections
5.1 to 5.5.
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5.1 Abstract

Organic aerosol can exhibit different phase states in response to changes
in relative humidity (RH), thereby influencing heterogeneous reaction rates
with trace gas species. OH radical uptake by laboratory generated levoglu-
cosan and methyl-nitrocatechol particles, serving as surrogates for biomass
burning aerosol, is determined as a function of RH. Increasing RH lowers
the viscosity of amorphous levoglucosan aerosol particles enabling enhanced
OH uptake. Conversely, OH uptake by methyl-nitrocatechol aerosol particles
is suppressed at higher RH as a result of competitive co-adsorption of H2O
that occupies reactive sites. This is shown to have substantial impacts on
organic aerosol lifetimes with respect to OH oxidation. The results empha-
size the importance of organic aerosol phase state to accurately describe the
multiphase chemical kinetics and thus chemical aging process in atmospheric
models to better represent the evolution of organic aerosol and its role in air
quality and climate.

5.2 Introduction

Organic aerosol particles are ubiquitous in the atmosphere51, affecting cli-
mate and air quality246. Aerosols impact climate directly through their light
scattering properties and indirectly by influencing cloud radiative proper-
ties6. Characterizing aerosol impacts on current and future climates de-
pends critically on our ability to determine and quantify aerosol sources and
strengths247–249 and understand the chemical modifications of organic aerosol
particles during atmospheric transport, also termed chemical aging8,9,12. Ul-
timately, the rates at which these modifications proceed depends on particle
chemical and physical properties such as composition and phase state and
conditions of the reacting environment such as relative humidity (RH) and
temperature (T)33,138,250.

Biomass burning represents a major source of gases and particles to the
atmosphere73 and can significantly affect air quality, human health, cloud
formation, and the radiative budget, and thus climate122,251. Globally it
constitutes the largest source of primary organic aerosol (POA) and black
carbon252, and can yield a significant amount of secondary organic aerosol
(SOA)253. Organic species representative of biomass burning aerosol (BBA)
can exhibit different morphologies and amorphous phase states that range
from solid to semi-solid and liquid particles, which change in response to the
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ambient RH and T105. Only recently, gas uptake by amorphous material was
shown to depend on the condensed phase viscosity33. Water is expected to
influence particle reactivity because it acts as a plasticizer for water soluble
and hygroscopic organic material, promoting the mobility of the reactants
in the particulate phase33,106,143. However, water can also participate in
chemical reactions such as hydrolysis170,195,254, provide a medium for ion
dissociation and promote ion-molecule reactions34,255, and act as a barrier to
gas uptake by blocking surface reactive sites159,255,256. Studying the influence
of water vapor on particle phase state and heterogeneous reactivity of organic
aerosol is thus crucial for understanding its impact on climate forcing and
air quality.

Here we investigate the influence of RH on the OH radical reactive up-
take efficiency by laboratory generated aerosol particles representative of
BBA. Levoglucosan (LEV, 1,6-anhydro-β-glycopyranose, C6H10O5), a com-
mon tracer species of BBA POA, and methyl-nitrocatechol (MNC, 4-methyl-
5-nitrocatechol, C7H7NO4), a proposed tracer species for biomass burning
SOA (BBSOA)99, serve as BBA particle proxies that represent different
classes of organic species with different molecular functionalities, phase states,
and water solubility. Heterogeneous OH oxidation of LEV has been inves-
tigated because of its assumed atmospheric stability15,83,95,123,245,257,258. The
reactive uptake coefficients, γ, defined as the fraction of gas-to-particle colli-
sions that lead to reaction, range from 0.1 to unity, yielding estimated atmo-
spheric oxidation lifetimes on the order of weeks for RH≤30%15,95, but only
a couple of days for OH oxidation of bulk aqueous LEV solutions and solu-
tion droplets123,244,258. However, the underlying mechanism for its enhanced
degradation in the aqueous phase, how OH reactivity changes in response
to RH, and what implications this may have for aerosol chemical aging is
yet unknown. To our knowledge there have been no studies investigating
the stability of methyl-nitrocatechols in the presence of OH radicals under
dry and humid conditions. This study determines systematically γ for RH
from 0-40% employing a low pressure aerosol flow reactor (AFR) coupled to
a chemical ionization mass spectrometer (CIMS). We present strong evidence
that the organic particle phase state, governed by ambient RH, controls OH
reactive uptake.
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5.3 Results and Discussion

The reactive uptakes of OH by LEV and MNC aerosol particles were investi-
gated under dry conditions and over a range of atmospherically relevant RH
(0%≤RH≤40%). At higher RH, the initial OH signal intensity, in the absence
of particles, was at or near background levels due to significant water clus-
tering with SF−6 and thus resulted in the loss of OH detection sensitivity34.
Therefore, OH uptake by the particles could not be assessed accurately above
RH≈40%. Figure 5.1 shows the variation in γ for OH uptake by LEV and
MNC particles for different RH. Under dry conditions, OH uptake by both
particle types are of the same order (γLEV=0.21±0.18 and γMNC=0.22±0.08)
and comparable to measurements of OH uptake by LEV and 5-nitroguaiacol
(NG) films, the latter being an isomer of MNC15 as given in Table 1. At
RH>0%, OH uptake by LEV particles is enhanced by a factor of 3 yield-
ing γ=0.65(±0.17) at RH=40%. In contrast, OH uptake by MNC particles
is suppressed by a factor of 4 at 15%≤RH≤30% resulting in γ=0.06±0.02,
which is near the detection limit of γ and thus may be regarded as an upper
limit. For comparison with previous studies, heterogeneous second-order rate
coefficients, k 2, were derived from γ applying95

k2 =
3γωM

2D0ρNA

, (79)

where D0 is the surface area-weighted mean particle diameter, ρ is the den-
sity of the organic compound, N A is Avogadro’s number, and M is the
molecular weight of the organic compound. Our derived k 2 ranges from
1.38(±1.26)×10−13-4.25(±1.08)×10−13 cm3 molec−1 s−1 for OH uptake by
LEV particles over the measured RH range. As given in Table 1, k 2 is in
agreement with previous literature studies within experimental uncertainty.
Under dry conditions, k 2 for OH uptake by LEV is in agreement with the
study by Bai et al.257, which derived k 2 from quantum chemical calculations
using Rice-Ramsperger-Kassel-Marcus (RRKM) theory. The measured k 2

at RH=30% is also in agreement with the study by Kessler et al.95. Other
studies have measured larger k 2, on the order of 10−12 cm3 molecule−1 s−1,
however employing bulk aqueous LEV solution droplets258, 45 µM bulk aque-
ous LEV solutions123, bulk 1 mM aqueous LEV solutions244, and LEV sub-
strates245.

While these studies suggest water can promote the degradation of LEV,
except the study by Lai et al.245 that shows the opposite trend, which may
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Table 5.1: Uptake coefficients, γ, and second-order rate constants, k 2, for
OH uptake by levoglucosan (LEV) and 4-methyl-5-nitrocatechol (MNC).
Organic Source RH γ k 2·10−13 /

cm3 molecule−1 s−1

LEV This studya 0% 0.21(±0.18) 1.38(±1.26)
15% 0.33(±0.08) 2.21(±0.51)
30% 0.46(±0.12) 2.81(±0.60)
40% 0.65(±0.17) 4.25(±1.08)

Slade and Knopf15b 0% 0.19(±0.17)
Bai et al.257c 2.21
Kessler et al.95a 30% 0.91(±0.08) 3.09(±0.18)
Lai et al.245b 40% 91.7(±11.6)

MNC This studya 0% 0.22(±0.08) 1.57(±0.56)
7% 0.11(±0.05) 0.86(±0.39)
17% 0.06(±0.02) 0.44(±0.18)
26% 0.07(±0.02) 0.58(±0.15)

NG (isomer) Slade and Knopf15b 0% 0.30(±0.21)
aEmployed aerosol particles. bEmployed substrates. cSecond order rate

coefficient is derived based on RRKM theory with no reported uncertainty.

be due to application of substrates instead of particles, a unique mechanistic
understanding for the observed enhancement in reactivity in the presence of
water is lacking.

One possible mechanism for the enhancement in γ with increasing RH
is that the particle’s liquid water content controls particle phase state and
the rate of OH loss. Previous studies indicate that LEV constitutes a highly
viscous (glassy) solid or semisolid amorphous phase state under dry con-
ditions106,260. However, LEV aerosol particles undergo a humidity-induced
phase transformation to less viscous, i.e. semi-solid or liquid-like, particles
at RH=30-60%106. This differs from inorganic species such as NaCl, which
exhibits clear deliquescence and efflorescence points separating the liquid and
crystalline phases. Under dry conditions, gas uptake is likely dominated by a
surface reaction. Thus, the reduced translational motions of reactants in the
particulate phase may retard chemical degradation, resulting in the relatively
smaller γ at lower RH. However, higher RH can lower particle viscosity105,
likely resulting in a greater degree of diffusive mixing of H2O and the reac-
tants OH and LEV. This is expected to enhance gas uptake since OH can
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Figure 5.1: Mean OH uptake coefficients, γ, for LEV (a) and MNC (b) aerosol
particles as a function of RH. Error bars represent 1σ from the mean in γ
and RH. (a) The red and blue lines correspond to DH2O in LEV259 and the
diffuso-reactive length, dL, respectively. (b) The solid black line represents
a Langmuir-Hinshelwood model that accounts for co-adsorption of H2O159

and the shaded region corresponds to the 95% confidence interval. Particle
illustrations (not to scale) indicate that (a) LEV takes up water and gradually
deliquesces with increasing RH and (b) water continuously adsorbs on MNC
particles with increasing RH.

more easily diffuse into the particle and unreacted LEV can be transported
to the particle surface. While not investigated for OH, a theoretical study by
Shiraiwa et al.14 estimated the diffusion coefficient of NO3 in amorphous solid
organic matrices and showed that LEV is well conserved in the bulk of solid
BBA particles under dry conditions, but undergoes rapid degradation upon
deliquescence/liquefaction at higher RH. Similar observations of increased re-
activity between amorphous organic material and longer-lived trace oxidants
such as O3 and HO2 at higher RH have been made33,194,261. For example,
O3 uptake by an amorphous protein film was shown to be kinetically limited
by bulk diffusion under dry conditions, but enhanced in the presence of wa-
ter vapor33. This was attributed to water uptake followed by the physical
transformation of the film from a glassy organic matrix to a semi-solid one at
higher RH, thereby enhancing the reactivity of the organic. Another study by
Lee et al.262 showed that O3 uptake by maleic and arachidonic acid particles
reacted more efficiently when the particles were in a liquid state compared
to a solid state. O3 uptake by benzo[a]pyrene-ammonium sulfate particles
was also shown to increase at higher RH only when coated with amorphous
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α-pinene SOA261. These authors suggest that water uptake lowers the vis-
cosity of the SOA, promoting mass transfer of the reactants in the particle
phase, thus enhancing uptake. Furthermore, HO2 uptake by LEV particles
was observed to increase at higher RH194. A very recent study by Lai et al.245

suggests that OH-initiated oxidation of LEV is supressed at higher RH, in
disagreement with our results. However, their study differs from ours in
that they employ LEV bulk samples, which don’t exhibit significant water
uptake until RH≥80%106,245,263. These authors suggest that the decrease in
reactivity may be a consequence of adsorbed monolayers of water blocking
surface reactive sites. Lastly, a very recent study found that OH oxidation
of aqueous succinic acid aerosol exhibited pronounced enhancements in the
liquid phase compared to solid phase264.

To determine the extent that water diffuses in LEV particles over the in-
vestigated RH range, the temperature dependent diffusion coefficient of H2O
(DH2O) in LEV particles was calculated and plotted as a function of RH
as shown in Fig. 5.1(a), using the parameterization for diffusion of H2O in
LEV as given by Price et al.259. Over the investigated RH range, DH2O in-
creases by over seven orders of magnitude from ∼10−18 to 10−11 m2 s−1. The
derived DH2O indicates LEV particles transition from a highly viscous semi-
solid state to a liquid one over the measured RH range105. As a consequence,
a self-accelerating process is initiated whereby greater water diffusivity low-
ers particle viscosity, promoting greater diffusion of water and the reactant
species OH and LEV in the particulate phase. As a first approximation, we
assume the diffusivity of OH (DOH) is equivalent to DH2O since OH and H2O
possess similar transport properties243. The large increase in DH2O accom-
panied by a smaller change in γ with increasing RH is partially due to the
reacto-diffusive flux term in the calculation of γ, which scales with

√
DOH for

spherical particles111. Moreover, particle sizes equivalent to the range applied
here, exhibit less change in the rate of uptake even if the bulk diffusion coef-
ficient changes by orders of magnitude because of particle surface curvature
effects and smaller characteristic mixing times33,170,265. From DOH, the OH
diffuso-reactive length, dL, defined as a measure of the distance a molecule
can diffuse before reacting, and thus an estimate of its concentration gradient
in the aerosol particle, is derived from266

dL =

√
DOH

k1

. (80)

Figure 5.1(a) shows dL as a function of RH. As discussed in more detail in
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the supplemental material and shown in Fig. 5.3, we approximate k 1 to be
linear as a function of RH. Under dry conditions dL is <1 nm, suggesting
OH reactive uptake is confined near the particle surface. However, as RH
increases to 40%, dL is enhanced by over two orders of magnitude, up to
100 nm. For a number-weighted particle diameter of 100 nm, typical of
BBA267, our results imply the entire particle volume can undergo reaction
with OH under humidified conditions and thus OH oxidation may not only
occur along the surface of LEV particles, but also within the particle bulk
at higher RH. Similar observations were made for OH oxidation of liquid
and solid succinic acid particles such that the characteristic mixing time for
OH diffusion in solid succinic acid particles was orders of magnitude longer
compared to the liquid particles264. Furthermore, oxidation of LEV can
result in the formation of carboxylic and aldehydic species15,257 that have
low acid dissociation constants, possibly enhancing the reactive uptake of
OH since their conjugate bases weaken their α-C-H bonds, promoting H-
atom abstraction and more efficient radical-ion reactions34.

While there have been no previous studies regarding OH reactivity with
MNC, our measured γ=0.22(±0.08), i.e. k 2=1.57(±0.56)×10−13 cm3 molecule−1

s−1 under dry conditions, is in agreement with work by Slade and Knopf15,
who measured OH uptake by NG films, an isomer of MNC. Gas-phase rate
constants measured for OH radical reaction with methyl-2-nitrophenols are
between 2.70×10−12-6.72×10−12 cm3 molecule−1 s−1 and those with nitrophe-
nols are 9×10−13 cm3 molecule−1 s−1 268. While our estimated second order
rate constants for OH reaction with MNC aerosol particles are within one or-
der of magnitude as those measured for gas-phase reactions of nitrophenols,
the differences are likely due to the different phases involved.

One possible mechanism for the decrease in γ with increasing RH is that
the low solubility of MNC in water (5.28 g L−1) enables water layers to
accumulate on the surface, which suppress reactive uptake by limiting OH
radical transfer to the reactive hydrophobic core. While not measured di-
rectly for OH, atmospheric chemistry model simulations involving hydropho-
bic soot particles, which include detailed multiphase kinetics, indicate that
O3, NO2, NO3, and OH uptake is significantly decreased when RH increases
due to competitive co-adsorption of H2O for reactive sites211,212. Further-
more, Pöschl et al.159 attributed a decrease in γ with increasing RH for O3

uptake by benzo[a]pyrene to surface saturation by water molecules. The non-
linear decrease in γ with increasing RH is suggestive of partial inhibition of
OH reactive uptake by adsorbed H2O. The data in Fig. 5.1(b) is modeled
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based on a Langmuir-Hinshelwood function that allows for the inhibition of
reaction due to the presence of a co-adsorbate such as water159 (see AM
for more details). The best fit Langmuir adsorption equilibrium constant,
K H2O, describing the kinetic data is 2.01(±1.07)×10−17 cm3 molecule−1, in
accordance with the value derived in Pöschl et al.159 of 2.1(±0.4)×10−17 cm3

molecule−1 for water adsorption on benzo[a]pyrene coated soot particles. As-
suming complete H2O surface saturation and inhibition of OH uptake by
MNC, OH uptake by water alone would proceed with γ=0.0035192. Since
γ measured above RH of 15% was at or near our detection limit in γ, the
precise RH at which complete H2O surface saturation occurred could not be
determined.

OH reactivity with substituted nitrophenols can also depend on the po-
sition of the functionalities along the aromatic ring15. Due to the strong
electron-donating resonance effect of the lone electron pairs on the oxygen
of the -OH groups, which can activate the ring toward electrophilic aromatic
substitution, ultimately the position of the -OH groups will determine where
OH radical addition occurs. In MNC, both -OH groups are ortho to one
another and -NO2 and -CH3 are para to the two -OH groups, resulting in
preferred OH radical addition at those positions. However, if water com-
plexes with the catechol -OH groups269, then the increased steric hindrance
of the R-C-OH groups could impede electrophilic OH radical addition and
thus further supress OH radical uptake at higher RH.

5.4 Atmospheric Implications

In assessing the impact of γ with changing RH we can consider its affect
on the atmospheric e-folding lifetime, τ (τ=1/k 2[OH]), of LEV (τLEV) and
MNC (τMNC) as shown in Fig. 5.2. Based on the derived second-order rate
coefficients and assuming an average daytime OH concentration of 2×106

molecule cm−3 (∼0.1 ppt), under dry conditions, τLEV and τMNC are ∼27
days. However, at higher RH, τLEV is reduced to ∼13 days at RH=40% and
τMNC is extended to ∼115 days at 15%≤RH≤30%. For higher OH concen-
trations of ∼2×107 molecule cm−3 (∼1 ppt) as observed in biomass burning
plumes63, τLEV is reduced from ∼3 days under dry conditions to ∼1 day at
RH=40% and τMNC increases from ∼3 days under dry conditions to 9-10
days at 15%≤RH≤30%. The shaded region in Fig. 5.2(a) indicates the likely
range of LEV oxidation lifetimes assuming a lower limit of τLEV applying k 2

measured for OH oxidation of aqueous LEV solutions123,244,258. In this case,
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τLEV is on the order of 2 days when [OH]=0.1 ppt and <4 hrs. when [OH]=1
ppt, well within the timeframe of removal by wet deposition of about a week.
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Figure 5.2: Chemical lifetimes, τ , of LEV (a) and MNC (b) as a function of
gas-phase OH concentration for different RH as indicated in legends.

Our results imply that degradation of water-soluble organic aerosol can
proceed more efficiently in humid environments, but depends crucially on
particle phase state. When amorphous organic aerosol particles such as LEV
transition to liquid particles, the lower viscosity allows for enhanced diffusive
mixing of OH and LEV in the particulate phase, resulting in enhanced gas
uptake and particle degradation. Thus, it is expected that organic aerosol
reactivity and lifetimes are governed by ambient RH, which in turn varies
considerably contingent on region, altitude, and season270. In general, RH is
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higher in the lower section of the atmospheric column near the surface, thus
it is expected that OH oxidation of amorphous organic aerosol is enhanced
near the ground. At higher altitudes, e.g. above the boundary layer, where
RH is relatively low and ambient T can be near the glass transition point
of amorphous organic aerosol42,105,260, particle oxidation is expected to be
less efficient as a result of reduced translational motions of reactant species
yielding longer particle lifetimes. OH uptake by aqueous LEV solutions is
likely representative of cloud-processing conditions when LEV particles ac-
tivate and become highly diluted water droplets. In this case, gas uptake
and particle degradation can be enhanced due to the lower viscosity of the
droplet. BBA particles are a complex mixture of organic and inorganic com-
pounds that likely exhibit complex mixing and various phase states72,271. If
the presence of other compounds reduce OH uptake and diffusivity and/or
shield LEV, the derived reaction kinetics should be regarded as upper limits.

Furthermore, based on our derived H2O adsorption/desorption rate, wa-
ter covers a significant surface area of MNC particles, which in turn reduces
the reactive uptake of OH by up to a factor of 4 when RH approaches 15%-
30%. At higher RH, OH uptake is likely further supressed, extending the
lifetime of MNC in SOA, in line with the understanding that nitrophenols
exhibit good atmospheric stability272. In addition, nitrophenolic species are
considered phytotoxic, contributing to forest decline and are readily found in
aqueous and SOA media272. Our results suggest that its phytotoxicity could
be enhanced in humid environments due to little degradation by OH, likely
having deleterious effects on public health and air quality. These results may
be applicable to other aerosol particle systems having low water-solubility
such as PAHs and soot.

Our results indicate that biomarkers such as levoglucosan are not pho-
tochemically inert and that their lifetime depends on particle phase state,
which changes in response to RH and T. These effects should be taken into
account in source apportionment studies that assume biomarker tracers are
stable during transport in the atmosphere91,249. If not taken into account,
LEV concentrations and source strengths can be underestimated. In contrast,
MNC is likely a suitable biomarker for BBSOA since oxidation lifetimes are
sufficiently long to prevent significant degradation under typical atmospheric
transport timescales. Furthermore, parameterizations of atmospheric con-
ditions such as RH and T into chemical transport models that incorporate
heterogeneous chemistry could improve regional and global gas-phase budget
estimates of HOx

273,274, since HOx loss, in part, is dictated by particle phase
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state and thus reactivity of organic aerosol.

5.5 Conclusions

The reactive uptake coefficients for OH radical uptake by LEV and MNC
serving as BBA and BBSOA surrogate particles have been systematically
determined as a function of RH. At RH=0%, γ∼0.2 for OH uptake by both
species. However, an increase in RH up to 40% results in a factor of 3 in-
crease in γ for OH uptake by LEV particles and a factor of 4 decrease in
γ for OH uptake by MNC particles. We conclude that the increase in γ is
attributed to enhanced diffusive mixing of OH and LEV as a result of lower
particle viscosity initiated by enhanced diffusion of H2O in the particle with
increasing RH. Derived H2O diffusivity and OH diffuso-reactive lengths in
LEV were enhanced by seven orders in magnitude and two orders in magni-
tude, respectively, with increasing RH. This suggests OH can react not only
on the surface of amorphous LEV particles, but also within the particle bulk
at higher RH. LEV represents just one of many types of amorphous organic
material, which also include carbohydrates, proteins, carboxylic acids, SOA,
and HULIS33,42,106,260,275. Thus, consideration of OH reactivity with other
amorphous organic substances will further improve our understanding of its
influence on chemical aging and thus atmospheric chemistry and climate.

The decrease in OH uptake by MNC particles with increasing RH is
attributed to the accumulation of water on MNC particles having low water-
solubility, resulting in partial hindrance of reaction. Using a Langmuir-
Hinshelwood uptake model that accounts for co-adsorption of H2O, the trend
in γ as a function of RH is well reproduced, and the derived K H2O is consis-
tent with previously determined K H2O for water adsorption on hydrophobic
organic surfaces.

This study demonstrates that organic aerosol reactivity with OH radicals
strongly depends on environmental conditions such as RH, significantly af-
fecting particle chemical lifetimes. Since organic aerosol particle phase state
also depends strongly on T, thereby impacting diffusion and viscosity, and
a great part of the atmosphere exhibits low temperatures, organic aerosol
particle reactivity may also vary strongly with T and thus altitude; likely
exhibiting decreased reactivity with decreasing T. Clearly, more systematic
studies on the RH and T dependence of organic aerosol multiphase kinetics
are needed. Incorporation of our data into chemical transport and particle-
resolved aerosol models will improve their accuracy, leading to better pre-
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diction of the chemical evolution of organic aerosol and its effects on aerosol
lifetime, air quality and climate.

5.6 Supplemental material

5.6.1 Observed loss rate (k 1) dependence on relative humidity

As shown in Eq. 80, dL depends on both the diffusion coefficient of OH, DOH,
in levoglucosan, and k 1, which both vary as a function of RH. Therefore,
to plot a smooth dL as a function of RH as shown in Fig. 5.1a requires a
parameterization for k 1 as a function of RH. Figure 5.3 shows derived k 1 as a
function of RH. Based on the scatter in the data, we assume that k 1 depends
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Figure 5.3: k 1 as a funtion of RH for OH uptake by LEV (white circles) and
MNC (black circles). The dotted line represents the best fit to the LEV data
based on a linear equation.

linearly on RH with k 1 = 0.1096RH + 1.321. Note, however, that k 1 also
varies with particle surface area density, S a, as shown in Fig. 3.11, and thus
the linear function does not account for changes in k 1 due to changes in S a.
For example, the large scatter in k 1 at RH = 0% as shown in Fig. 5.3 is due
to the wide range in applied S a. A sensitivity analysis on the dependence of
k 1 as a function of RH at fixed S a may resolve this bias, but is beyond the
scope of this study.
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5.6.2 Langmuir-Hinshelwood description accounting for co-adsorption
of H2O

The modeled γ as shown in Fig. 5.1b assumed OH undergoes a Langmuir-
Hinshelwood reactive uptake mechanism with MNC and that H2O partially
inhibits reactive uptake of OH by MNC by competing for surface reactive
sites and is based on the following equation159

γ =
4ks[Org]KOH

σOHωOH(1 + KOH[OH] + KH2O[H2O]
, (81)

where k s is the surface reaction rate constant between OH and the or-
ganic, [Org] is the surface concentration of the organic, i.e. MNC, esti-
mated to be 2×1014 molecule cm−2 15, K OH is the Langmuir adsorption
constant of OH taken as 3.96×10−10 cm3 molecule−1 as derived from OH
adsorption of nitroguaiacol, an isomer of MNC15, σOH is the surface area
occupied by one adsorbed OH molecule approximated as 1.08×10−15 cm2

molecule−1 15, and [OH] and [H2O] are the gas-phase concentrations of OH
and H2O, respectively. [H2O] was determined from the RH measurements
in the flow reactor and the vapor pressure of water at 293 K. Both k s and
K H2O are free fitting parameters, which were determined by fitting the data
in Fig. 5.1b to the above equation applying a non-linear least sqares fit us-
ing a Levenberg-Marquardt algorithm. The best fit parameters to k s and
K H2O are 4.29(±0.70)×10−17 cm2 molecule−1 s−1 and 2.01(±1.07)×10−17 cm3

molecule−1, respectively. The derived k s of 8.38(±8.44)×10−17 cm2 molecules
−1 s−1 derived from the OH surface reaction with nitroguaiacol15. Excluded
in this function are the possible influences of other co-adsorbates that may
suppress OH reactive uptake. For example, recombination of OH to H2O2

in the adsorbed water later192 may limit OH reactive uptake by the organic.
Increasing RH would result in more monolayers of water on the surface of the
particle, thus extending the time for OH to diffuse through the water layers
to react with the organic, enabling greater production of H2O2. Since H2O2

is less reactive than OH with organics245, less of the organic is degraded and
the additional presence of H2O2 may compete as well with OH for surface
reactive sites. Clearly, more systematic studies are needed to properly as-
sess the roles of other possible co-adsorbates that may also limit the reactive
uptake of OH.
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5.7 Estimation of the OH reacto-diffusive length in
levoglucosan particles using the pseudo-first order
loss rate of OH in the particle bulk

The following is a summary of the corrections to Fig. 5.1a in section 5.3 and
Fig. 5.3 in section 5.6.1. The diffuso-reactive length, dL, calculated from
Eq. 80 and plotted as a function of RH in Fig. 5.1a (blue line) erroneously
uses the pseudo-first order loss rate of gas-phase OH. The correct pseudo-
first order loss rate is k 1=k 2[LEV]B

138, where k 2 is the second order rate
constant derived from γ at a specific RH (see table 5.1), and [LEV]B is
the bulk concentration of levoglucosan, approximated as 6.27×1021 molecule
cm−3, which assumes a densely packed system formed exclusively by LEV
molecules (molecular volume of 1.59×10−22 cm3)35.

In this study, k 2 and subsequently k 1 for OH uptake by LEV particles
increases with increasing RH. Figure 5.4 shows the corrected k 1 plotted as a
function of RH.
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Figure 5.4: k 1 as a funtion of RH for OH uptake by LEV. The dotted line
represents the best fit to the LEV data based on a linear equation.

Allowing k 1 to adjust with RH using the linear equation k 1=4×107RH+109,
Fig. 5.5 shows the corrected dL plotted as a function of RH.

dL increases from approximately 10−4 nm at RH=0% to about 0.1 nm at
RH=40%. This suggests OH is rapidly removed near the surface of LEV, in
agreement with the modeled OH concentration gradients in LEV as reported
in Arangio et al.35.
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6 Results: Chemical aging of single and mul-

ticomponent biomass burning aerosol surrogate-

particles by OH: Implications for cloud con-

densation nucleus activity

The sections from 6.1 to 6.4 are the reproduction of the manuscript entitled
“Chemical aging of biomass burning aerosol surrogate-particles by OH: Impli-
cations for cloud condensation nuclei” by Jonathan H. Slade, Ryan Thalman,
Jian Wang, and Daniel A. Knopf in preparation for submission to Atmo-
spheric Chemistry and Physics Discussions. The layout of the article as well
as the section figures and table numberings have been adapted to match with
the thesis structure.
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6.1 Abstract

Multiphase OH and O3 oxidation reactions with atmospheric organic aerosol
(OA) can influence particle physicochemical properties including composi-
tion, morphology and lifetime. Chemical aging of initially insoluble or low sol-
uble single-component OA by OH and O3 can increase their water-solubility
and hygroscopicity, making them more active as cloud condensation nuclei
(CCN) and susceptible to wet deposition. However, an outstanding problem
is whether the effects of chemical aging on their CCN activity is preserved
when mixed with other organic or inorganic compounds exhibiting greater
water-solubility. In this work, the CCN activity of laboratory-generated
biomass burning aerosol (BBA) surrogate-particles exposed to OH and O3 is
evaluated by determining the hygroscopicity parameter, κ, as a function of
particle type, mixing state, and OH/O3 exposure applying a CCN counter
(CCNc) coupled to an aerosol flow reactor (AFR). Levoglucosan (LEV), 4-
methyl-5-nitrocatechol (MNC), and potassium sulfate (KS) serve as represen-
tative BBA compounds that exhibit different hygroscopicity, water solubility,
chemical functionalities, and reactivity with OH radicals, and thus exemplify
the complexity of mixed inorganic/organic aerosol in the atmosphere. The
CCN activities of all of the particles were unaffected by O3 exposure. Fol-
lowing exposure to OH, κ of MNC was enhanced by an order of magnitude,
from 0.01 to ∼0.1 , indicating that chemically-aged MNC particles are bet-
ter CCN and more prone to wet deposition than pure MNC particles. No
significant enhancement in κ was observed for pure LEV particles following
OH exposure. κ of the internally-mixed particles was not affected by OH
oxidation. Furthermore, the CCN activity of OH exposed MNC-coated KS
particles is similar to the OH unexposed atomized 1:1 by mass MNC:KS
binary-component particles. Our results strongly suggest that when OA
is dominated by water-soluble organic carbon (WSOC) or inorganic ions,
chemical aging has no significant impact on OA hygroscopicity. The organic
compounds having low solubility behave as if they are infinitely soluble when
mixed with a sufficient amount of water-soluble compounds. At and beyond
this point, the particles’ CCN activity is governed entirely by the water-
soluble fraction and not influenced by the oxidized organic fraction. Our
results have important implications for heterogeneous oxidation and its im-
pact on cloud formation given that atmospheric aerosol is a complex mixture
of organic and inorganic compounds exhibiting a wide-range of solubilities.
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6.2 Introduction

The extent that aerosol-cloud interactions impact the atmospheric radiative
budget and climate change is significant, but remains highly uncertain6. At-
tributed to this uncertainty is the difficulty to quantify the effects of chemical
aging during atmospheric particle transport by heterogeneous or multiphase
chemical reactions between organic aerosol particles and trace gas-phase ox-
idants and radicals8,9,12,138. Heterogeneous oxidation reactions between or-
ganic aerosol particles and OH, O3, or NO3 can impact the particles’ physical
and chemical properties7,8,12,209,276, and has been shown to impact particle
hygroscopicity and cloud condensation nuclei (CCN) activity9,16,17,112,113 and
ice nucleation (IN)88,277.

Cloud nucleation efficiency depends on the particle’s solubility in wa-
ter and hygroscopicity27,146, and particle size24. The majority of submi-
cron aerosol particles are comprised of organic material18,51, which possess
a wide range of hygroscopicity (κ ∼0.01-0.5)27. A significant portion of at-
mospheric organic aerosol (OA) is derived from biomass burning (BB) emis-
sions20,21,122,278. BB plays an important role both regionally and globally66,
accounting for an estimated 2.5 Pg C yr−1 ? . Reflectance data from satellite
retrievals indicate that BB accounts for a global footprint of 464 Mha yr−1

or roughly ∼36% of cropland on earth68. Biomass burning aerosol (BBA)
constitutes a significant fraction of primary organic aerosol (POA)20 and sec-
ondary organic aerosol (SOA), derived from oxidative aging of volatile and
semi-volatile organic vapors emitted from biomass burning plumes51,84,279.
Molecular markers of BB POA include pyrolyzed forms of glucose such as
levoglucosan (LEV, 1-6-anydro-β-glucopyranose)94 and potassium contain-
ing salts such as potassium sulfate (KS, K2SO4)280. The photo-oxidation
of m-cresol, which is emitted at high levels from biomass burning90, in the
presence of NOx, generates 4-methyl-5-nitrocatechol (MNC), which has re-
cently been recognized as a potentially important tracer for biomass burning
SOA99. With the exception of MNC, the CCN activity and hygroscopicity
of LEV and KS, among other select BBA compounds and smoke particles,
have been determined84,182. Dusek et al.281 measured κ values of 0.2 for
the water-soluble organic content (WSOC) in particles produced from con-
trolled laboratory burns. Carrico et al.84 determined a mean κ of 0.1 for
carbonaceous particles sampled from open combustion of several biomass fu-
els. Hygroscopic growth factors of levoglucosan and other biomass burning
derived organics range from 1.27-1.29 at RH=90%106,140. In-situ field mea-

133



surements of the CCN efficiency (ratio of CCN to the available condensation
nuclei, CN) of biomass burning smoke particles is on the order of 50% at 1%
supersaturation21. While inorganic ions have only a minor importance as an
atmospheric tracer for biomass burning, they can significantly influence the
CCN activity of BBA, even if their fractions are significantly less than the
organic fraction92,282

Heterogeneous OH oxidation of organic aerosol can initiate reactions that
result in the production of oxidized polar functional groups that can re-
duce the particle’s surface tension17 and increase water-solubility283, enabling
greater water uptake and CCN activity. For example, Broekhuizen et al.112

demonstrated that unsaturated fatty acid aerosol particles comprised of oleic
acid became more CCN active in the presence of high exposures to O3. In
a follow-up study, Shilling et al.113 corroborated this finding, attributing
the enhancement in CCN activity to a combination of an increase in water-
soluble material and decrease in surface tension of the aqueous droplet during
activation. Petters et al.16 demonstrated that the CCN activity of model sat-
urated and unsaturated OA compounds is enhanced following oxidation by
OH and NO3. George et al.17 showed that the hygroscopicity of a model OA,
bis-ethyl-sebacate (BES) and stearic acid, was enhanced following oxidative
aging by OH radicals, and attributed this to the formation of highly water-
soluble oxygenated functional groups. The hygroscopicity of OH-impacted
ambient biogenic SOA was shown to increase at higher OH exposures with
increasing oxygen-to-carbon (O:C) ratio114.

In an effort to better understand the influence of chemical aging on the
CCN activity of BBA, recent studies have investigated the influence of ox-
idative aging on particle hygroscopicity of either particles generated in the
laboratory from a specific emission source125,284,285 or particles collected in
the field286,287, which may include multiple emission sources. While field-
collected particle studies of hygroscopic growth and cloud formation are ad-
vantageous because they capture the chemical and physical complexity of
ambient aerosol, they lack the specificity and control of laboratory stud-
ies in order to fully understand the fundamental physico-chemical processes
that govern cloud formation. Martin et al.125 investigated the impact of
photo-oxidation on the hygroscopicity of wood burning particles and found
that after several hours of aging in a smog chamber there is a general en-
hancement in κ; however, this was attributed to sequential condensation of
oxidized organic or inorganic matter and oxidation of the particulate matter
itself. However, the effects of OH-initiated oxidation on the hygroscopicity of
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BBA particles have yet not been examined systematically. In this work, we
investigate the effects of heterogeneous OH oxidation of laboratory-generated
BBA surrogate-particles on the particles’ hygroscopicity. Here, κ is evaluated
for several pure-component and multicomponent aerosol particles contain-
ing both sparingly soluble and highly water-soluble compounds, representing
the range and complexity of atmospheric aerosol in regards to hygroscopicity
and chemical composition. κ is evaluated as a function of OH exposure (i.e.
[OH]×time) and O3 exposure using a custom-built AFR coupled to CCNc.
The effects of chemical aging on the CCN activity of internally mixed and
organic-coated inorganic particles are presented.

6.3 Results and Discussion

6.3.1 CCN activity of BBA surrogate particles

Exemplary activated fractions, i.e. fraction of initial dry particle sizes ac-
tivated to CCN, for LEV, MNC, KS, and the ternary particle mixtures at
a chamber supersaturation of 0.425% are shown in Fig. 6.1. The activated
fraction curves were fit to a cumulative Gaussian distribution function as
described previously in detail182

f(x) =
1

2
erfc(

x√
2

), (82)

where x = (Dd-Dd,50)/σD. In the fitting procedure, Dd is the dependent vari-
able and Dd,50 and σD are adjustable parameters to minimize the root mean
square error between f(x) and the data. Dd,50 is the dry diameter interpreted
as where 50% of the dry particles have activated into cloud droplets, also
referred to as the critical particle diameter, Dp,c.

KS particles exhibit the smallest particle activation diameter of ∼50 nm,
followed by LEV particles at ∼75 nm, and MNC particles at ∼210 nm at
S=0.425%. The critical diameter of levoglucosan is in good agreement with
the critical diameters of levoglucosan measured by Petters and Kreidenweis27

at the same S. The MNC activation diameter is similar to that of NO3 ox-
idized oleic acid particles at the same S 16, consistent with the presence of
relatively hydrophobic unsaturated bonds and organo-nitrogen species. In
this study, κ is derived from Eq. 2, where S evaluated at 0.2, 0.27, 0.35, and
0.425% is used in place of S c and Dd is the determined Dp,c. At lower S, the
activated fraction curves are shifted to larger sizes since the smaller particles
do not activate at lower S.
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Figure 6.1: Exemplary activated fractions, i.e. fraction of the initial dry par-
ticle sizes activated to CCN as a function of the initial dry particle diameter,
for LEV (green), MNC (orange), KS (blue), 1:1:1 (red) and 1:0.03:0.3 (black)
particles at a S=0.425%. The dotted lines correspond to the fits applying
Eq. 8.

Table 6.1 lists the derived κ values for all of the particle types employed
in this study in comparison to literature values. The reported uncertainties
in κ are ±1σ from the mean κ measured at all S. The measured κ values for
LEV and KS are consistent with κ for LEV and KS given in the literature.
κ=0.169 for LEV is close to the humidified tandem-DMA (HT-DMA) derived
κ=0.16584. Within experimental uncertainty, κ for KS is in agreement with
the value derived in Carrico et al.84. To our knowledge, no previous hygro-
scopicity measurements of MNC have been made. For comparison, HULIS,
which is known to contain nitrocatechols89, exhibits a κ value of 0.0584. In
addition, κ for NO3 oxidized oleic acid particles, comprising similar chemical
functionalities as MNC (i.e. nitrogen oxides and conjugated double bonds) is
∼0.0116.

κ of the binary and ternary mixed particles, on average range from 0.131
(±0.014) to 0.355 (±0.042). The mixed particles containing a significant
fraction of MNC (i.e. 1:1:0, 0:1:1, 1:1:1) exhibit relatively lower κ values
than the 1:0:1 mixture. This is expected since MNC alone has significantly
lower κ than either LEV or KS. The 1:0.03:0.3 ternary-component particles
exhibit a slightly lower κ compared to the other particle mixtures, due to the
relatively low KS content. As listed in table 2, the measured κ values are
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Table 6.1: Tabulated hygroscopicity parameters, κ, for the various particle
types investigated in this study.
Compound κ1 κ2 κ3 References
LEV 0.169 (±0.013) 0.188 0.165 Carrico et al.84

0.208 (±0.015) Petters and Kreidenweis27

KS 0.55 (±0.08) 0.55 0.52 Carrico et al.84

MNC 0.01 (±0.004) 0.16
LEV:MNC:KS κ1 κ2 κ4

1:1:0 0.131 (±0.014) 0.173 0.085
1:0:1 0.355 (±0.042) 0.329 0.318
0:1:1 0.301 (±0.047) 0.300 0.204
1:1:1 0.261 (±0.012) 0.256 0.188
1:0.03:0.3 0.227 (±0.016) 0.241 0.221

1This study. Reported uncertainties are±1σ from the mean in the measured
κ. 2Predicted values applying the volume mixing rule without solubility
limitations. 3Literature reported values. 4Predicted values applying the
volume mixing rule and experimentally derived single-component κ (i.e.
with solubility limitations).

reasonably predicted applying the volume mixing rule27:

κ = κOrg · εOrg + κInorg(1− εOrg), (83)

where κOrg and κInorg are the κ values of the organic and inorganic particles,
respectively, and εOrg is the organic volume fraction of the particles. However,
the quality of the estimate depends on whether the effects of solubility are
to be included. For example, applying the experimentally-derived κ of MNC
particles in the volume mixing rule results in a significant underprediction of κ
for the 1:1:0, 0:1:1, and 1:1:1 particle mixtures. This deviation in κ suggests
water uptake by the pure-component particles is mechanistically different
than water uptake by the mixed particles that contain significant amounts of
MNC. The volume mixing rule is applicable over a range of mixtures and hy-
groscopicity; however, when the particles contain both soluble and sparingly
soluble compounds, predicted κ can deviate significantly from measured κ
values146. MNC is significantly less soluble in water compared to pure LEV
and KS. During CCN activation, the most water-soluble material dissolves
first and enhances the solute effect in the Köhler equation. More water-
soluble particles retain a larger content of liquid water and consequently, the
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less water-soluble material can more easily dissolve in the presence of hy-
groscopic and water-soluble substances during water uptake146,288–290. This
solubility constraint in the volume mixing rule is described in more detail in
Petters and Kreidenweis146. As a result, depending on the volume fraction
of the sparingly soluble compounds, the peak of the Köhler curve may occur
at a sufficiently large droplet size when all compounds, including the spar-
ingly soluble compounds, are completely dissolved. The same can be applied
here for the mixtures containing appreciable amounts of MNC. The solu-
bility of MNC in water is C =0.004 and falls in the sparingly water-soluble
category146. To verify whether MNC behaves as if it is infinitely soluble
in a solution containing KS, Fig. 6.2 shows derived Köhler curves of pure
MNC and mixtures containing variable amounts of KS, and the MNC dis-
solved fraction, x MNC. According to Fig. 6.2, the critical supersaturation,
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Figure 6.2: Example Köhler curves (solid lines) calculated from Eq. 1 for pure
MNC (black), MNC mixed with 5% (blue), 15% (green), and 36% (orange)
by volume KS. The dotted lines are the dissolved fractions of MNC, x MNC,
calculated from Eq. 7, corresponding to the different Köhler curves. Where
x MNC corresponds to the maximum in the Köhler curves is given by the
vertical dashed lines. CCN activation is not limited by the solubility of
MNC when the maximum in the Köhler curve corresponds to x MNC=1.

i.e. maximum in the Köhler curve, decreases with increasing KS volume frac-
tion. Accordingly, the dissolved fraction of MNC increases with increasing
KS volume fraction. At a KS volume fraction of ∼36% (MNC volume frac-
tion of ∼64%) indicated by the orange curves in Fig. 6.2, the maximum in
the Köhler curve corresponds to x MNC ≈1, implying that CCN activation is
not limited by MNC solubility. This MNC volume fraction corresponds to
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the 1:1 by mass MNC:KS particles, which suggests that for this particular
mixture, MNC behaves as if there are no solubility limitations (i.e. infinitely
soluble) during CCN activation and κ of MNC can be predicted using Eq.
14. This result is consistent for both the 1:1 by mass LEV:MNC and 1:1:1
by mass LEV:MNC:KS particles. Figure 6.3 shows the predicted κ values
including solubility contraints (open circles) and excluding solubility limi-
tations (closed circles) plotted against the measured κ values for all of the
particle mixtures applied in this study.
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Figure 6.3: Measured κ values for the binary and ternary particle mixtures of
LEV, MNC, and KS, shown as a function of predicted κ applying the volume
mixing rule including solubility limitations (open circles) and excluding solu-
bility limitations (closed circles). The black line represents a slope of 1 in the
measured versus predicted κ. The LEV:MNC:KS mass ratios are indicated
in the legend for 1:1:0 (red), 1:0:1 (orange), 1:1:1 (green), 0:1:1 (blue), and
1:0.03:0.3 (purple). See text for more details.

The measured κ for the 1:1 by mass MNC:KS is 0.301 (±0.047). When
including MNC solubility limitations, i.e. applying the experimentally de-
rived κ of pure MNC in the volume mixing rule, the predicted κ of the
mixture is significantly less at 0.204 (open blue circles in Fig. 6.3). However,
when excluding the effects of solubility, predicted κ=0.300 (closed blue cir-
cles in Fig. 6.3), is in excellent agreement with the measured κ. Except for
the 1:0.03:0.3 by mass LEV:MNC:KS particles (open purple circles in Fig.
6.3), the predicted κ values applying the volume mixing rule of 1:1 by mass
LEV:MNC (open red circles) and 1:1:1 by mass LEV:MNC:KS (open green
circles) particles are significantly lower than the experimentally derived κ.
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However, when excluding their solubility limitations, the predicted κ values
are in much better agreement with the measurements. The volume content
of MNC in the 1:0.03:0.3 by mass LEV:MNC:KS particles was too low to
impact the measured κ values.

6.3.2 CCN activity of single-component BBA surrogate-particles
exposed to OH and O3

Surrogate single-component BBA particles were oxidized in the presence of
O3 (mixing ratio, χO3=0.76-20 ppm) and in the presence of OH radicals
(0.2×1010-2×1010 molecule cm−3), corresponding to <1 day up to∼ 1 week of
a 12-hr daytime OH exposure at [OH] = 2×106 molecule cm−3 and <1 hr up
to 10 hrs of O3 exposure at a background χO3=20 ppb291. The hygroscopicity
of the particles was determined as a function of OH and O3 exposure. The
results for the single-component organic particles LEV and MNC are shown
in Fig. 6.4.

The reactive uptake, condensed-phase reaction products, and volatilized
reaction products resulting from heterogeneous OH oxidation of LEV is well-
documented15,95,107,123,244,257. However, there are no direct measurements of
its CCN activity following OH oxidation. Kessler et al.95 showed that follow-
ing OH exposure, particle volatilization accounts for a ∼20% by mass loss of
LEV. This suggests that the majority of the reaction products, which include
carboxylic and aldehydic species244,257, remain in the condensed-phase. Al-
though volatilization due to high OH exposures has been linked to an increase
in the critical supersaturation and thus suppression in the CCN activity of
oxidized squalane particles30, the results here suggest regardless of volatiliza-
tion, the condensed-phase reaction products are just as or somewhat more
active CCN than pure LEV. On average, there is a slight increase in κ for
LEV particles with increasing OH exposure as indicated by the positive slope
in the linear fit to the data (κ=9×10−15·[OH]exp+0.17); however, this appar-
ent enhancement in κ is not significant since the average κ values for each
OH exposure fall well within the range of measured κ. Such an incremental
enhancement in κ may be a result of similar κ between LEV and its oxidation
products. The hygroscopicity of several carboxylic acids that may represent
OH oxidation products, including malonic, glutaric, glutamic, succinic, and
adipic acid exhibit κ values between 0.088-0.24827, similar to κ of oxidized
and pure LEV. Furthermore, the hygroscopicity of organic compounds con-
taining hydroxyl functionalities (like LEV) or carboxylic groups are nearly
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Figure 6.4: Derived κ for LEV and MNC particles are shown as a function
of OH and O3 exposure. The black circles correspond to κ due to chemical
aging by OH and the gray circles correspond to κ due to chemical aging
by O3. The vertical error bars represent ±1σ from the mean of the data
acquired at a given OH or O3 exposure. Horizontal error bars of the κ values
correspond to the uncertainty in the OH exposure based on a ±5% drift
in RH over the sampling period. Horizontal error bars of the κ for the O3

exposures correspond to the uncertainty in the O3 exposure based on a drift
in the measured [O3] of ±10%. The solid black lines show the best linear fit
to the OH exposure data and the dashed lines in the lower panel show the
95% confidence intervals of the fit.

equivalent283. We also cannot rule out that volatilization, while reducing
particle mass, also removes newly formed reaction products from the aerosol
phase, leaving the parent organic (i.e. LEV), and thus κ unchanged. No
significant changes in LEV hygroscopicity were observed following exposure
to O3. This result is not surprising since O3 is generally unreactive with
aliphatic compounds and LEV is alicyclic13,43. However, as shown in Fig. 6.4
at higher OH exposures, there is a greater separation in measured κ between
purely O3-oxidized and OH-oxidized LEV particles, indicative of the role of
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particle oxidation in enhancing particle hygroscopicity with increasing OH
exposure.

O3 exposure does not have a quantifiable impact on the hygroscopicity of
MNC, even so MNC is aromatic and thus susceptible to O3 addition forming
a primary ozonide followed by rapid decomposition to aldehydic species43.
This may be a result of water adsorption on the surface of MNC at the RH
employed, likely inhibiting O3 uptake by MNC107,159,211,212. The CCN ac-
tivity of MNC aerosol particles increases with OH exposure as shown in the
bottom panel of Fig. 6.4. MNC becomes more CCN active with increasing
OH exposure and κ transitions from 0.01 in absence of OH to ∼0.1 for OH
exposures equivalent to a few days in the atmosphere. The data can be rep-
resented by a fit to a linear function with the form κ=10−13·[OH]exp+0.018.
Further exposure (≥4·1011 molecules cm−3 s) does not significantly enhance
κ of MNC, which suggests MNC (or the particle surface107) is fully oxidized
and that the reaction products reach a maximum in κ. Similar enhance-
ments in κ and subsequent constant κ values with increasing OH exposure
have been observed for organic aerosol with initially low hygroscopicity17,29.
For example, George et al.17 observed that κ of BES increased from ∼0.008 to
∼0.08 for an OH exposure of ∼1.5·1012 molecule cm−3 s and κ of stearic acid
increased from ∼0.004 to ∼0.04 due to OH exposure of ∼7.5·1011 molecule
cm−3 s.

The enhancement in κ of MNC following OH exposure may be linked to
the formation of more hydrophilic chemical functionalities. Strongly linked
to enhancements in OA hygroscopicity are larger O:C ratios29,39,181,283,292.
Neglecting the oxygens in the -nitro functionality of MNC283, the O:C ra-
tio of pure MNC is ∼0.29, close to the lower end in O:C where transitions
from low κ to high κ typically occurs283. The presence of -methyl, unsat-
urated, and -nitro functionalities are also linked to low hygroscopicity283.
As proposed in Slade and Knopf107 and observed for other nitro-phenolic
species, OH oxidation of MNC can favor removal of the -nitro functionality
by electrophilic substitution of OH15,237,293. OH substitution at the -methyl
position and addition to the double bonds is also possible294. OH addition
to the -nitro or -methyl functionality would increase O:C to ∼0.43 or ∼0.5,
respectively. OH substitution at both positions would enhance O:C to ∼0.67.
Suda et al.283 showed that hydroxyl-dominated OA with an O:C of less than
∼0.3 has an apparent κ of ≤10−3. However, an increase in O:C to 0.4 or
0.6 due to the addition of hydroxyl, aldehydic, or carboxylic functionalities
results in an enhanced κ of ∼0.1. Thus, small changes in O:C can signif-
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icantly affect κ. Pure MNC is also sparingly soluble in water and thus κ
is strongly dependent on its actual solubility, which can change depending
on the oxidation level and the presence of other compounds having different
solubility146. Consequently, the conversion from low to high κ following OH
oxidation is consistent with the addition of more hydrophilic functionalities
and a molecular transition from sparingly soluble to sufficiently water-soluble
compounds.

6.3.3 CCN activity of binary-component BBA surrogate-particles
exposed to OH and O3

Binary-component particles consisting of LEV:MNC, LEV:KS, and MNC:KS
in 1:1 mass ratios were exposed to OH and O3 and analyzed for their CCN
activity as a function of OH and O3 exposure. The approach here is to de-
termine if the presence of more than one component can influence the CCN
activity of another following OH and O3 oxidation, i.e. are the observed
changes in hygroscopicity of the pure component particles following OH ox-
idation retained when mixed? Figure 6.5 shows κ as a function of OH and
O3 exposure for the different binary aerosol mixtures. The solid and dashed
black lines in Fig. 6.5 display the modeled κ as a function of OH exposure
using the volume mixing rule including and excluding MNC solubility limita-
tions, respectively, based on the linear fits of κ as a function of OH exposure
for pure LEV and MNC particles (Fig. 6.4). Modeled κ as a function of OH
exposure excluding MNC solubility limitations (i.e. dashed lines in Fig. 6.5)
assumes κ for MNC of the mixed particles is 0.16.

There are two important points to be made of the results from Fig. 6.5.
(1) Hygroscopicity of the mixed particles is virtually unchanged as a function
of OH exposure, i.e. while OH exposure significantly impacts MNC hygro-
scopicity alone, it does not significantly influence κ for the binary component
particles containing MNC; and (2) κ and the trend in κ with OH exposure
is significantly underpredicted assuming MNC solubility limitations are ap-
plicable in the volume mixing rule (solid lines in Fig. 6.5). Similar to the
single-component particles, exposure to O3 did not impact κ of the binary
component particles. As discussed previously and demonstrated in Fig. 6.2,
the presence of either KS or LEV influences the impact MNC solubility has
on particle activation. We have shown that MNC exhibits no solubility lim-
itations for the volume fractions applied here. Larger volume fractions of
MNC would be expected to have a greater influence on κ following OH ex-
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Figure 6.5: Derived κ for the binary component particles of LEV:MNC:KS
mass ratios 0:1:1 (top), 1:1:0 (middle), and 1:0:1 (bottom) are shown as a
function of OH and O3 exposure. The black circles correspond to κ due to
chemical aging by OH and the gray circles correspond to κ due to chemical
aging by O3. Error bars correspond to error bars given in Fig. 6.4 The solid
black lines are modeled κ using the volume mixing rule as a function of OH
exposure including MNC solubility limitations and applying the linear fit to
the measured κ of pure MNC as a function of OH exposure (Fig. 6.4). The
dashed lines are modeled κ using the volume mixing rule as a function of OH
exposure excluding MNC solubility limitations.
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posure. The organic content of BBA was shown to dominate hygroscopic
growth, in particular the water soluble organic content (WSOC), which is
largely levoglucosan281. Other studies have indicated that sparingly soluble
organic compounds have limited importance in CCN activity of atmospheric
aerosol295–298, although they are, besides completely insoluble organic mate-
rial, the most likely class of compounds susceptible to hygroscopic changes
following oxidation due to their low water-solubility. In other words, there is
more room for an enhancement in the solute effect of sparingly soluble organic
particles compared to more water-soluble particles. Our results show that
oxidative aging impacts on the hygroscopicity of pure component particles
can be vastly different if the particles are internally mixed with substances
having different water-solubilities. Futher highlighting this point as shown
in Fig. 6.5, are the similar κ values measured in the absence (O3 only) and
presence of OH at the highest OH exposures for the particles containing
MNC.

6.3.4 CCN activity of ternary-component BBA surrogate-particles
exposed to OH and O3

Here we investigate the CCN activity of internally mixed LEV, MNC, and
KS particles with 1:1:1 and with an atmospherically relevant mass ratio of
1:0.03:0.3 (LEV:MNC:KS) following exposure to OH and O3. The results are
shown in Fig. 6.6.

Within the uncertainty of the measured κ values for the 1:1:1 and 1:0.03:0.3
ternary component particles, their hygroscopicities are virtually unaffected
by exposure to OH, similar to the binary mixtures; however, on average the
1:1:1 particle mixture exhibits a slight enhancement in hygroscopicity. The
predicted κ values for the 1:1:1 mixture, which include MNC solubility limi-
tations (black line), significantly underestimates κ, and only after removing
these limitations (dashed line) do the predicted values agree with measured κ.
This is not surprising, given that the more water-soluble components, LEV
and KS are present at equal mass to MNC, and thus MNC behaves as if it
is infinitely soluble during CCN activation. At the highest OH exposures, κ
in the presence of OH is on average larger than κ of the particles exposed to
only O3, which suggests that OH oxidation may enhance the hygroscopicity
of mixed BBA particles containing sparingly soluble material, albeit at large
volume fractions. One possible explanation for the slight enhancement in κ
with OH exposure, which differs from the binary mixed particles, is the pres-
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ence of both MNC and LEV, which both exhibit enhancements in κ following
OH oxidation. However, the range in measured κ at a given OH exposure is
sufficiently large that within experimental uncertainty, there is no significant
trend in κ with OH exposure.

The WSOC, mostly LEV, is known to dominate the volume fraction of
BBA281. MNC constitutes ≤5% by mass of the organic fraction of BBA as
shown in both field and lab chamber studies89,99. The remaining fraction
can be largely composed of inorganic salts, including KS72,299. To simulate
atmospheric BBA, we atomized a mixed aqueous solution of LEV, MNC, and
KS in a mass ratio of 1:0.03:0.3 and measured its CCN activity unexposed
and after exposure to OH and O3. The resulting κ of this mixture as a func-
tion of OH and O3 exposure is displayed in the bottom panel of Fig. 6.6. As
anticipated, since pure LEV shows little enhancement in CCN activity with
OH exposure (Fig. 6.4) and dominates the volume fraction of this mixture,
and KS is unreactive to OH, there were no measured enhancements in κ
following OH exposure. A similar observation was made from laboratory-
controlled burns, whereby following several hours of photo-oxidation, there
were very slight enhancements in κ of the particles125. Larger enhancements
in κ were observed only for the SOA particles generated from oxidative aging
of gas phase volatiles emitted during the controlled burns, in the absence of
seed particles125. This implies that photo-oxidative aging of BBA contributes
little to changes in its hygroscopicity, unless the entire aerosol population is
comprised of SOA material (e.g. MNC). Furthermore, both predicted κ in-
cluding solubility limitations and without solubility limitations are in agree-
ment with the measured values. This is due to the low mass fraction of MNC
present, which has sufficiently low impact on both the solubility and level of
oxidation of the mixed aerosol particles.

6.3.5 Mixing state effects on κ

Internally mixed organic-inorganic atmospheric aerosol particles can exhibit
phase separations, i.e. core-shell structure, which often contains an insolu-
ble or solid inorganic core with a more viscous organic outter layer300–302.
The presence of an organic coating has been shown to impact CCN activity
and water uptake289,300,303, ice nucleation efficiency304–306, and heterogeneous
chemistry307–310. Because MNC originates from gas-phase chemical reactions,
and has been measured in BBA particles, MNC must partition from the gas
to the particulate phase. In this section, we investigate if the mixing state
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of mixed MNC and KS particles has any effect on its CCN activity follow-
ing OH exposure by the application of atomized MNC:KS binary component
particles and MNC-coated KS particles. For example, Abbatt et al.289 ob-
served a complete deactiviation in the CCN activity of ammonium sulfate
particles when thickly coated with stearic acid.

The CCN activity of KS particles coated with MNC was measured as
a function of the organic volume fraction (Vf,org) of MNC, and before and
after OH exposure as shown in Fig. 6.7A. Figure 6.7A displays a colormap of
the dry KS particle size distribution evolution following exposure to MNC,
where time=0 min is the point at which KS particle growth occured by
MNC condensation. The 50th percentile of the number-weighted particle size
distribution evolved from Dp=40 nm to Dp=60 nm as indicated by the black
line in Fig. 6.7A, corresponding to an enhancement in the MNC Vf,org from
0% at time=0 min to ∼70% shortly after, close to the Vf,org of the atomized
MNC:KS binary component particles of 64%. The similar Vf,org between the
atomized and coated MNC/KS particles enables a direct intercomparison of
the CCN activity, since relatively larger MNC Vf,org would bias towards lower
κ and vice versa.

The particles’ hygroscopicity was analyzed throughout the period of con-
densational growth as demonstrated in Fig. 6.7B and shown as the black
circles. The black line in Fig. 6.7B displays the steps in S over the course
of the experiment. The first two κ values are of pure KS particles evaluated
at S=0.2%. Subsequent κ values are of MNC-coated KS particles, which in-
crease in Vf,org with time. The change in Vf,org with time is indicated by the
blue circles. Vf,org allows to compare measured κ with that predicted using
the volume mixing rule. As previously discussed, the solubility limitations
of pure MNC can be neglected when predicting κ of the atomized 1:1 mass
ratio MNC:KS binary component particles. To determine if the solubility
of MNC impacts the MNC-coated KS particles similarly to the atomized
mixture, κ is predicted using the volume mixing rule and applying a pure
MNC κ of 0.01(±0.004) (i.e. measured pure MNC κ, which includes solubil-
ity limitations) as shown by the dotted line in Fig. 6.7B, and compared to
predicted κ applying a pure MNC κ of 0.16 (i.e. pure MNC κ in the absence
of solubility limitations calculated from Eq. 6) as indicated in the dashed
line in Fig. 6.7B. The predicted κ with increasing Vf,org generally captures
the measured trend in κ with increasing Vf,org, however, similar to the atom-
ized MNC:KS binary component particles, assuming MNC CCN activity is
limited by its solubility, the volume mixing rule underpredicts measured κ.
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Figure 6.7: OH exposure effects on the CCN activity of MNC-coated KS
particles. Panel A shows a color map of the number-weighted particle size
disribution (dN) of KS and MNC-coated KS particles plotted as a function
of MNC-coating. Panel B shows the change in particle hygroscopicity (black
circles) and MNC volume fraction (Vf,org, blue circles) with time as a func-
tion of S given as black solid line. The dotted line shows the predicted κ
using the volume mixing rule corresponding to the Vf,org at a given time and
assuming the CCN activity of MNC is limited by its solubility (i.e. MNC
κ=0.01(±0.004)). The dashed line shows the predicted κ using the volume
mixing rule corresponding to the Vf,org at a given time and assuming the CCN
activity of MNC is not limited by its solubility (i.e. MNC κ=0.16 calculated
from Eq. 6). Panel C shows the change in κ for the MNC-coated KS particles
as a function of Vf,org and OH exposure. OH unexposed particles are plotted
as gray circles. Particles exposed to OH at 3.3×1011 molecule cm−3 s are
indicated by the black circles. The error bars represent 1σ from the mean in
κ. The dotted lines show predicted κ using the volume mixing rule assuming
the CCN activity of MNC is limited by its solubility for the unexposed (gray)
and OH exposed (black) particles. The dashed lines show predicted κ using
the volume mixing rule assuming the CCN activity of MNC is not limited
by its solubility for the unexposed (gray) and OH exposed (black) particles.
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When applying a pure MNC κ=0.16 in the absence of solubility limitations,
the volume mixing rule is in slightly better agreement with the measured
κ values. However, there are notable deviations between measured κ and
predicted κ in both cases, which depend on S. For example, in Fig. 6.7B, the
predicted κ including MNC solubility limitations (dotted line) is in better
agreement with the measured κ at S=0.425% than at lower S. At higher
S, the particles that activate first are smaller in diameter than the particles
that activate first at lower S. Assuming different sized KS particles were ex-
posed to an equal quantity of gas-phase MNC, the larger particles, having
relatively larger surface area than the smaller KS particles, would acquire a
thinner organic coating, and thus relatively smaller Vf,org. As a result, the
particles that activate at S=0.425% possess a larger Vf,org compared to the
particles that activate at e.g. S=0.2%. This corresponds to a decrease in
measured κ at S=0.425% (i.e. better agreement with predicted κ including
MNC solubility limitations) relative to other S as indicated in Fig. 6.7B.
While this experimental limitation is a source of uncertainty in the CCN ac-
tivity analysis of the MNC-coated KS particles, it is included in the reported
averaged κ values, since the averaged κ includes κ measured at different S.
However, the generally better agreement in the predicted κ excluding MNC
solubility limitations with the measured κ indicates that MNC is sufficiently
water-soluble not deactivating KS, in contrast to the particle systems studied
by Abbatt et al.289.

The effects of OH exposure on the CCN activity of MNC-coated KS
particles as a function of Vf,org is given in Fig. 6.7C. κ is plotted as a function
of MNC Vf,org. The κ values impacted by an OH exposure of 3.3×1011

molecule cm−3 s are given by the black circles. Gray circles correspond to κ in
the absence of OH. At Vf,org=0% κ is ∼0.55 and independent of OH exposure.
κ decreases to ∼0.24 at Vf,org ≈70%, but undergoes a slight enhancement to
∼0.3 following exposure to OH. The dotted gray line indicates the modeled
change in unexposed κ as a function of Vf,org applying the volume mixing rule
and assuming MNC κ=0.01 (i.e. including MNC solubility limitations). The
modeled κ slightly underpredicts measured κ, which suggests in the presence
of KS at this Vf,org ≈70%, MNC may not be limited by its solubility, similar to
the atomized 1:1 mass ratio MNC:KS binary component particles. However,
the dashed gray line shows the modeled κ as a function of Vf,org applying
the volume mixing rule and assuming MNC is not limited by its solubility,
i.e. MNC κ=0.16, which slightly over predicts the measured κ. A reasonable
explanation for this is that Vf,org ≈70% is sufficiently large such that MNC
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solubility limitations on the CCN activity of MNC-coated KS particles are
partially exhibited. The dashed black line in Fig. 6.7C shows the modeled
change in κ as a function of Vf,org for the OH exposed particles excluding
MNC solubility limitations and applying the volume mixing rule assuming κ
of MNC has adjusted to the applied OH exposure based on the linear fit to κ
of MNC as a function of OH exposure (Fig. 6.4). The modeled κ is in good
agreement with the measured κ for the OH exposed particles, which suggests
it is reasonable to assume MNC is not significantly limited by its solubility
at Vf,org ≈70% for the MNC-coated KS particles. While OH exposure has
a significant impact on the CCN activity of pure MNC, its impact on the
CCN activity of MNC-coated KS particles is significantly less, and the higher
water-solubility of KS governs hygroscopic growth, similar to the atomized
MNC:KS binary component particles.

6.4 Conclusions

To our knowledge, there are no studies that have explicitly investigated the
influence of OH-initiated oxidative aging on the hygroscopicity of organic and
mixed organic-inorganic BBA particles. Biomass burning can greatly influ-
ence cloud formation and microphysical properties by increasing the available
CCN in the atmosphere21. However, the efficiency at which aerosol particles
act as CCN depends on their water solubility, hygroscopicity, and size, which
can be altered by multiphase chemical reactions with gas-phase oxidants.
While it is recognized that a significant fraction of BBA are comprised of
organic material82, most of which are water-soluble281,311, water uptake can
be sensitive to the inorganic mass fraction312,313. In this study we investi-
gated how sensitive the CCN activity of single-component and mixed water-
soluble/insoluble compounds associated with BBA are to OH oxidation. The
important findings relevant to the atmosphere include (i) the hygroscopicity
of water-soluble organic compounds is unaffected by chemical aging, (ii) The
hygroscopicity of single-component water-insoluble organic compounds is af-
fected by chemical aging as anticipated from previous studies16,17,29,112–114,
and (iii) if considering mixtures of water-soluble and insoluble materials, the
effects of chemical aging by OH are more complicated and single-component
derived κ and changes to κ as a function of OH exposure do not translate
directly to mixtures.

WSOC constitutes a significant fraction of biomass burning OA78,82,281,311,314

and atmospheric OA in general315,316. Water-soluble OA is an effective CCN

151



because it enhances the solute term in the Köhler equation. Chemical aging
is known to promote the solubility of initially insoluble and sparingly sol-
uble OA by yielding more water-soluble and multifunctional reaction prod-
ucts16,17,317. The question of atmospheric relevance depends on the concen-
tration or potency of a particular molecule in the atmosphere. MNC, while
contributing little to the mass fraction of BBA particles, is toxic to forests272

and recognized as an important biomass burning SOA molecular marker99.
An OH exposure equivalent to only a few days of atmospheric exposure leads
to an order of magnitude enhancement in MNC hygroscopicity. This implies
that aged MNC is more susceptible to wet depositional losses over atmo-
spherically relevant particle transport timescales, e.g. through cloud forma-
tion, compared to fresh MNC. Calculations from Petters et al.16 indicate
that substantial wet depositional losses can occur when κ>0.01. The ques-
tion of the utility of MNC as a molecular marker for source apportionment
is raised since molecular markers are assumed to be inert over the course of
its lifetime in the atmosphere. Clearly, OH oxidation of MNC influences its
chemical composition, but in doing so also decreases its atmospheric lifetime
by enhancing its CCN activity. However, our results strongly suggest if the
OA is WSOC-dominated, e.g. by LEV, the reaction products likely have sim-
ilar CCN activity to the parent WSOC, and thus particle oxidation plays a
very minor role in enhancing the CCN activity of WSOC. Indeed, very little
enhancements to the hygroscopicity of BBA produced from controlled wood
burning resulted from several hours of photo-oxidation, likely a result of the
high WSOC content of BBA125.

Much less is known of the effects of chemical aging on the CCN activity
of internally mixed water-soluble and insoluble organic-inorganic particles.
While oxidative aging can enhance the hygroscopicity of single-component
particles with initally low water-solubility, atmospheric aerosol particles are
not often pure and consist of both organic and inorganic compounds318–320.
Organic compounds alone can influence the hygroscopicity of inorganic aerosol
particles321–324 and moderate amounts of water-soluble inorganics can render
low-solubility organics infinitely water-soluble146,288–290. When mixed with
LEV or KS (or both) in significant mass fractions, the effects of OH oxidative
aging on the hygroscopicity of single-compnent MNC are not revealed in the
measured κ for the binary or ternary-component particles. Furthermore, a
thick coating of MNC on KS particles had similar impacts on the CCN activ-
ity behavior with increasing OH exposure as the atomized binary-component
MNC:KS particles. The water-soluble fraction (i.e. KS) was sufficiently large
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that MNC became infinitely soluble. Our results indicate that it is the frac-
tion of the water-soluble component of internally mixed water-soluble and in-
soluble organic-inorganic particles that dictates whether chemical aging will
enhance the particles’ CCN activity. Chemical aging has no major impact on
the CCN activity of mixed water-soluble and insoluble compounds beyond
the point that the insoluble component becomes infinitely soluble. Below
this point, chemical aging can influence the CCN activity of the insoluble
component.
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7 Results: The role of particle phase in the

OH oxidative aging and cloud condensation

nucleus activity of organic aerosol

7.1 Abstract

Particle phase (solid, semisolid, liquid) is an important physical character-
istic of atmospheric aerosol, dictating multiphase organic aerosol (OA) oxi-
dation kinetics. Recent work has demonstrated that particle phase, driven
by changes in relative humidity (RH) or temperature, can effect the reactive
uptake of OH radicals and O3 by OA. However, whether particle phase and
OH oxidation can influence the oxidation state of OA and its role in larger
scale atmospheric processes such as cloud formation is unknown. In this
work, the cloud condensation nucleus (CCN) activity of Suwanee River Ful-
vic Acid (SRFA), a surrogate compound for humic-like substances (HULIS)
in biomass burning aerosol (BBA) is determined as a function of OH expo-
sure and temperature. Particle phase is altered by varying the temperature
of SRFA above and below its glass transition temperature (T g). Our results
demonstrate that the CCN activity of SRFA is sensitive to changes in parti-
cle phase following exposure to OH. At all temperatures, an increase in OH
exposure resulted in an increase in the hygroscopicity parameter, κ. How-
ever, the most significant enhancements in κ following OH exposure occured
when temperatures were below T g. At higher temperatures, OH oxidation
had less impact on SRFA CCN activity. The degree of particle oxidation and
change in CCN activity following OH exposure at different temperatures is
likely related to changes in bulk diffusivity and volatility. Below T g, OH
uptake may be limited by diffusion of SRFA from the bulk to the particle
surface, thus with increasing OH exposure, the SRFA surface is becoming
more oxidized and CCN active. Above T g, the effects of surface oxidation
on the particles’ CCN activity may be suppressed due to greater diffusion
and mixing of unoxidized SRFA transported from the bulk to the surface.
In addition, volatilization of SRFA oxidation products may act as a sink
for gas-phase OH, reducing OH concentrations and thus oxidation at the
surface. The results presented here demonstrate that multiphase oxidation
reactions can enhance the CCN activity of OA, a process which is dependent
on particle phase and favored at lower temperatures.
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7.2 Introduction

Multiphase oxidative aging of atmospheric aerosol is an important, but poorly
understood process, influencing aerosol particle lifetime and role in air quality
and climate8,9,12. Multiphase chemical reactions between atmospheric aerosol
particles and trace gases including OH, O3 and NO3 can impact aerosol opti-
cal properties124,325, the generation and budget of volatile organic compounds
(VOCs) in the atmosphere15,37,110, and the particle’s cloud condensation nu-
cleus (CCN) activity16,17,28,114,145. Key processes driving multiphase reactions
include, among others, molecular diffusion of the adsorbed gas molecules
and condensed-phase material, and reaction.12,33,111,138,148,150–152,209 Aerosol
particles are largely organic18,51 and exhibit many phase states, i.e. solid,
semisolid, and liquid phases, classified by viscosity or molecular diffusiv-
ity105,139. Temperature and RH-induced changes in particle viscosity can
affect the translational motions of condensed-phase molecules and thus po-
tential that adsorbed gases interact with the bulk material. Particle phase
is known to affect the onset of ice nucleation42,105, aqueous-phase chem-
istry326,327, gas uptake and thus particle lifetimes33,35,107,261,262,264,328. How-
ever, a link has not yet been drawn between particle phase, oxidation, and
CCN activity.

Unlike inorganic particles that can possess a rigid or crystal-like structure,
OA is often characteristic of glassy or semisolid (amorphous) phases105,139.
The phase state of amorphous aerosol particles is strongly influenced by
changes in temperature and RH33,35,105. For example, the diffusion of water
in amorphous levoglucosan (LEV) particles, a major biomarker for biomass
burning aerosol (BBA)94,329, is enhanced by several orders of magnitude over
modest increases in RH (from 0% to 40%).107,259 Over this RH range, LEV
physically transforms from a glass to a less-viscous semisolid and the re-
active uptake of OH is enhanced by a factor of three107. Previous studies
have observed similar RH dependencies for OH uptake by glutaric acid34,
O3 uptake by an amorphous protein33, maleic and arachidonic acid262, and
α-pinene secondary organic aerosol (SOA) particles261. HO2 uptake by LEV
was also found to depend on RH194 and thus particle phase. In all cases, gas
uptake was enhanced with increasing RH. A decrease in LEV lifetime, which
is affected by particle phase107, due to OH oxidation brings into question
its suitability as a tracer compound for BBA source apportionment. Simi-
larly, temperature is expected to influence particle phase; higher temperature
promotes diffusion of the bulk organic material and adsorbed gas molecules,
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and thus the probability that the molecules react with one another. Aran-
gio et al.35 demonstrated that a rise in temperature from <0oC to 25oC can
decrease the lifetime of LEV following reaction with OH from several years
to <1 day, respectively, due to a temperature-induced increase in LEV bulk
diffusivity and OH diffusion in the bulk. A similar change in LEV lifetime
due to differences in particle phase onset by changes in RH was presented in
Slade and Knopf107. While temperature impacts particle phase and diffusiv-
ity, temperature can also affect the particle’s vapor pressure, promoting the
evaporation of the particle and its reaction products at higher temperature.
On the other hand, lower temperatures increase particle viscosity and may
limit reactive gas uptake to near the particle surface, as well as lowering the
particle’s vapor pressure.

Multiphase oxidation of OA can alter the particle’s CCN activity due
to the formation of surface active organic molecules or oxygenated func-
tional groups that tend to reduce the particle’s surface tension or increase
the particle’s oxidation state, polarity, and thus water-solubility, respec-
tively.16,17,28,30,114,130 A decrease in the CCN activity of OA following OH
oxidation can occur due to a decrease in particle size and mass through
volatilization (molecular fragmentation) reaction pathways30.

HULIS, which include fulvic acids, such as SRFA, represent large molecu-
lar weight organics that are commonly found in soil and aquatic environments
that become aerosolized during biomass burning and represent a significant
fraction of BBA330–333. Like other amorphous organic substances, HULIS
does not exhibit a clear deliquescence RH, instead hygroscopic growth and
thus changes to the particle’s phase state is gradual334–336. The growth fac-
tors of several different HULIS range from 1.05-1.17 at RH=85%334. At-
mospheric HULIS are CCN active with a hygroscopicity, defined as κ, that
ranges from 0.04-0.1337. SRFA has a known κ between 0.025 and 0.07786,182,323,
at maximum about half that of other water-soluble organics27, and exhibits a
hygroscopic growth factor of 1.05 at RH=85%323. The glass transition tem-
perature of SRFA, T g, defined as the temperature at which a particle tran-
sitions between a liquid/semi-solid state to a solid (glassy) state,105,139,143 is
estimated to be ∼309 K at RH=0%336. At higher RH, T g is lowered (i.e.
SRFA is less viscous) due to the plasticizing effect of water42. Consequently,
SRFA presents a unique and atmospherically relevant class of OA that fol-
lowing changes of its phase and reaction with OH may impact its oxidation
state and CCN activity. This work aims to bridge the gap between multi-
phase oxidation, particle phase, and cloud formation. Here, particle phase
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effects on the OH oxidative aging and CCN activity of SRFA is investigated
using a temperature-controlled aerosol flow reactor (AFR) coupled to a CCN
counter.

7.3 Results and discussion

SRFA particles were exposed to a range of [OH] at different temperatures
(286 K ≤ T ≤ 317 K) and similar residence time, resulting in a wide range of
OH exposures, from ∼0.7×1011 to 7×1011 molecule cm−3 s, which translates
to <1 day up to ∼8 days of OH exposure in the atmosphere at [OH]=2×106

molecule cm−3. Figure 7.1 demonstrates the dependence of SRFA T g on RH
and the dotted lines show the T g range of all the different measurements
accounting for the range of applied RH. The measured κ of OH unexposed
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Figure 7.1: Glass transition, T g, as a function of RH for Suwannee River
fulvic acid. The dotted lines show the range of T g over the RH ranges
applied in this study. This parameterization is discussed in more detail in
Wang et al.42

SRFA is 0.047, in agreement with the range of κ for SRFA reported in pre-
vious studies182. Furthermore, for the OH unexposed particles, temperature
does not siginificantly influence the measured κ values. Figure 7.2 shows κ
plotted against OH exposure, where the different colors represent the tem-
peratures at which the particles were exposed to OH in the AFR, as indicated
in the legend. For all of the investigated temperatures, κ for SRFA particles
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Figure 7.2: The hygroscopicity parameter, κ, is shown as a function of OH
exposure at different flow reactor temperatures. The vertical error bars rep-
resent 1σ from the mean in κ and the horizontal error bars represent an
uncertainty in the OH exposure of ±10% due to a drift in RH of 5% over the
course of a measurement as discussed in the main text. Temperatures are
shown in the color scale.

is enhanced with increasing OH exposure. The enhancement in κ measured
at the lowest temperatures is more pronounced than at higher temperatures.
For example, at ∼12oC, as indicated by the blue circles in Fig. 7.2, κ is en-
hanced from 0.047 to ∼0.07 under no OH exposure to an OH exposure of
∼6×1011 molecules cm−3 s, respectively. However, near room temperature,
∼20oC, indicated by the teal circles in Fig. 7.2, κ is enhanced with increasing
OH exposure from <0.05 up to ∼0.06-0.065. On average, κ undergoes only
a very slight enhancement with increasing OH exposure when T∼40oC as
indicated by the red circles in Fig. 7.2.

Similar enhancements in κ following OH and O3 oxidation were measured
for OA having initially low hygroscopicity and low water-solubility16,17,112,145.
In a recent study by Slade et al.145, the CCN activity of methyl nitrocate-
chol (MNC), a surrogate BBA compound serving as a molecular marker for
biomass burning secondary organic aerosol99, was enhanced by an order of
magnitude with increasing OH exposure equivalent to a few days of atmo-
spheric OH exposure. Given that MNC is sparingly soluble in water, this
enhancement in κ is consistent with an enhancement in its water-solubility,
due to the generation of more polar and oxygenated functional groups at
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the particle surface. Similarly, the enhancement in κ for SRFA with in-
creasing OH exposure may be attributed to the generation of oxidized and
polar functional groups that possess greater CCN activity. Due to limited
analytical capabilities, no detailed chemical composition analysis of SRFA
or its reaction products were obtained. However, for comparison, it is spec-
ulated that OH oxidation of MNC results in electrophilic OH substitution
of the -methyl and -nitro functionalities, and OH addition to the aromatic
ring, resulting in an increase in the oxygen-to-carbon (O:C) ratio, which
strongly influences κ29,39,114,283. While the exact molecular weight and com-
position of SRFA is unknown, fulvic acids, like humic substances, are large
molecular weight species comprised of phenols, ketones, and carboxylic acid
functionalities. Thus, it is expected that similar reaction pathways following
OH oxidation increases the oxidation state and thus CCN activity of SRFA.
However, because SRFA is more complex and significantly larger than e.g.
MNC, likely several generations of oxidation are needed to completely oxidize
SRFA. Hence, even though the SRFA particles were exposed to [OH] over
similar magnitudes to that of MNC in Slade et al.145, the enhancment in κ
is relatively smaller. Previous works have demonstrated that further expo-
sure of the particles to OH does not necessarily enhance κ17,29,145, implying
that the particles are completely oxidized. The κ values plotted in Fig. 7.2
continue to increase with OH exposure, thus further enhancements in κ are
expected at even greater OH exposures.

An alternative representation of the data from Fig. 7.2 is plotted in Fig.
7.3, which shows κ as a function of temperature in the AFR, where the
different shades in the data points indicate the level of OH exposure. Here,
the effects of varying temperature on the extent of OH oxidation and CCN
activity of SRFA at similar OH exposures is clearly recognized. At all levels
of OH exposure, κ decreases with increasing temperature in the AFR. The
pink shaded region in Fig. 7.3 shows the range in SRFA T g accounting for
the effects of RH in the flow reactor. At 0% RH, SRFA T g=309 K336;
however, increasing RH lowers T g due to the plasticizing effects of water42.
Based on the experimental range in RH=32%-45%, SRFA T g is reduced from
309 K at RH=0% to 300 K at 32% and 296 K at RH=45%. However, the
experiments were carried out at temperatures well below and above the range
in T g. Below T g, the measured κ values at all OH exposures are significantly
greater than the measured κ above T g, demonstrating that the effects of OH
oxidation on the CCN activity of SRFA particles are more pronounced when
the particles acquire a solid (glassy) phase state compared to a less viscous
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Figure 7.3: The hygroscopicity parameter, κ, is shown as a function of flow
reactor temperature for different OH exposures. Shaded circles correspond
to different OH exposures: ∼2.5×1011 molecule cm−3 s (black symbols),
∼5×1011 molecule cm−3 s (dark gray symbols), and ∼6×1011 molecule cm−3

s (light gray symbols). The vertical error bars represent 1σ from the mean in
κ. The pink shaded region shows the range in glass transition temperature,
T g, for the experiments accounting for the influence of RH.

semisolid/liquid phase state.
Only a few studies have demonstrated the influence of OA particle phase

on gas uptake of trace gas-phase oxidants14,33,35,107,244. All conclude that an
increase in RH or temperature can increase oxidant and organic molecular
diffusion in the bulk, resulting in greater gas uptake. The results here indicate
that OA at lower temperatures and thus higher viscosity are more CCN active
following OH oxidation. There are two possible mechanisms to explain this:
(i) The changes in particle viscosity with temperature affects the level of
surface oxidation, i.e. the surface of SRFA is more oxidized in a highly viscous
solid (glassy) phase state compared to a less-viscous semisolid phase state,
since unoxidized LEV from the particle bulk cannot significantly diffuse and
mix with oxidized LEV near the particle surface. (ii) Changes in SRFA
volatility and the volatility of the reaction products with temperature affects
[OH] near the particle surface and thus particle oxidation and CCN activity.

The greater bulk diffusivity at higher temperature promotes the move-
ment of bulk unoxidized SRFA to the surface, further lowering the CCN
activity of OH exposed SRFA. Below T g, it is expected that the surface of
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SRFA is also oxidized to a greater extent due to a decrease in the trans-
port of OH radicals from the surface to the particle bulk. Recent work has
shown that NO3 uptake and reaction with BBA-type compounds, including
LEV, are limited to the surface, but bulk uptake and reaction becomes more
important following water uptake and liquefaction at higher RH14. A very
recent study by Arangio et al.35 demonstrated the OH reactive uptake by
LEV is limited by surface-bulk exchange. However, upon increasing tem-
perature LEV becomes less viscous, allowing OH to more easily diffuse into
and react with LEV, thus resulting in greater LEV degradation35. In addi-
tion, as LEV rapidly depletes at the surface due to reaction with OH, the
generation of volatile reaction products15,95 may provide an additional gas-
phase OH sink. This implies gas uptake and thus level of particle oxidation
depends strongly on the interplay of particle phase and chemical reaction.
Similar to LEV, SRFA oxidation at lower temperatures may be limited by
the transport of SRFA from the particle bulk to the surface. In addition, as-
suming the reactions between OH and SRFA can lead to volatilization, and
volatility increases with temperature, the oxidized material, which is likely
responsible for the enhanced CCN activity at temperatures below T g, may
be removed due to evaporation at higher temperatures, a process that may
also decrease near-surface gas-phase [OH], and thus the level of particle oxi-
dation. A very rough estimation of the effects of temperature on the volatility
and subsequent oxidation of SRFA based on a single experiment, whereby
SRFA particle mass was measured at 318 K and directly after at 288 K,
indicates that the difference in total particle mass between the two different
temperatures is ∼26%, implying that 26% of the particle mass measured at
288 K, which includes oxidized and unoxidized SRFA, may have evaporated
to the gas-phase at 318 K. This additional mass of material in the gas-phase
may significantly reduce gas-phase [OH], and thus the fraction of oxidized
SRFA. However, more controlled experiments and the application of a de-
tailed model of gas uptake that accounts for the mass transport of volatilized
reaction products are needed to verify this.

7.4 Atmospheric Implication

The CCN activity of aerosol particles depends on the droplet surface tension,
the particle’s water-solubility, and particle size during activation27. Chemical
aging can enhance CCN activity by generating surface-active organic com-
pounds that lower droplet surface tension or by producing more water-soluble
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compounds. OH oxidation reactions that lead to particle volatilization can
reduce CCN activity by reducing particle size30. Alternatively, oxidation
followed by oligomerization can increase particle size and enhance CCN ac-
tivity338–340. In this study, κ is enhanced by a maximum of about a factor
of 3 following OH oxidation at temperatures below the particle’s T g. Above
T g, there is less enhancement in SRFA CCN activity. This implies that aged
HULIS in BBA can promote the particle’s CCN activity, a process which is
favored at lower temperatures. This is important to the atmosphere since the
majority of atmospheric temperatures are well below the T g of SRFA, par-
ticularly at and above cloud level. In general, at all levels of the atmosphere,
temperatures can be below the T g of SRFA. Furthermore, BBA has been
found in the upper troposphere (UT)-lower stratosphere (LS)126,127, where
temperatures never reach above the T g of SRFA, thus BBA in the UT-LS
may more efficiently oxidize and become more CCN active than BBA near
Earth’s surface, where temperatures are generally higher. Assuming a typ-
ical particle transport time in the atmosphere of up to two weeks and a 12
hr daytime atmospheric [OH]∼2×106 molecule cm−3, atmospheric OH expo-
sures can be∼1012 molecule cm−3 s, implying that κ and thus cloud formation
potential can be enhanced by more than a factor of three. The importance
of phase in governing the extent that other amorphous particles are oxidized
and act as CCN has not been evaluated; however, a large fraction of at-
mospheric organic aerosol is considered amorphous33,105,133,139. Amorphous
phase states influence gas-to-particle partitioning, gas uptake, and ice nu-
cleation, which is sensitive to changes in temperature and RH33,42,105–107,133.
The results presented here suggests chemical aging of amorphous particles
and particle phase can have significant implications in the particle’s ability
to form clouds.

7.5 Conclusion

In this study, the CCN activity of SRFA, a representative HULIS found in
BBA particles, was investigated as a function of OH exposure and temper-
ature. At temperatures below the T g of SRFA, OH oxidative aging leads
to more enhanced CCN activity. At temperatures above T g, OH oxidative
aging played no significant role in the CCN activity of SRFA. We conclude
that the the CCN activity dependence on particle phase and oxidation may
be due to temperature-induced changes in the particle’s viscosity and volatil-
ity. At temperatures below T g, SRFA acquires a more viscous phase state
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and lower vapor pressure, and reaction is likely limited to the surface. In
contrast, at temperatures above T g, SRFA is less viscous and has a higher
vapor pressure. This can reduce the oxidation state of SRFA and its CCN
activity in two ways: (i) The lower particle viscosity promotes the movement
of unoxidized SRFA from the bulk to the particle surface, which dampens
the effects of OH oxidation on the CCN activity of SRFA. (ii) while more
tests are needeed to verify, higher vapor pressure implies that the oxygenated
reaction products that likely enhance the CCN activity of SRFA are short-
lived on the surface and evaporate. This may reduce the OH concentration
near the particle surface by providing an additional gas-phase OH sink, thus
reducing particle oxidation.

SRFA represents only one class of amorphous organic material. The im-
pacts of particle phase on the extent of OH oxidation and CCN activity
as demonstrated here likely plays an important role in the chemical aging
and CCN activity of other amorphous organic aerosol. Clearly, more studies
corroborating this work are needed in addition to a detailed model of gas up-
take14,35,161,211,212, which can account for mass transport and volatilization in
order to obtain a better understanding of the underlying physical and chem-
ical processes governing the results discussed here and their implications to
the atmosphere.
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8 Conclusions and Outlook

The main focus of the research presented in this thesis is on the investigation
of the chemical aging process of BBA by OH. In particular, the determina-
tion of the OH reactive uptake kinetics, and the impact of multiphase OH
oxidation on the formation of volatilized reaction products and CCN activity.
OH uptake was assessed as a function of RH and oxidant concentration and
the particles’ CCN activity was determined as a function of both tempera-
ture and OH exposure. Reactive uptake experiments were carried out using
CIMS coupled to various types of flow reactors. OH reactive uptake coeffi-
cients were determined for several BBA surrogate-substrates as a function of
OH concentration. Volatilized reaction products and their magnitudes were
measured using HR-PTR-ToF-MS. The application of KM-GAP provided a
detailed analysis of the physical and chemical processes governing OH uptake
by BBA substrates, the temporal evolution of OH uptake, and its dependence
on OH concentration. An RH and temperature-controlled AFR coupled to
CIMS was used to evaluate how variations in particle phase influence the rate
of OH uptake by BBA surrogate-particles. The CCN activity of single and
mixed-component organic and inorganic BBA surrogate-particles was inves-
tigated before and after exposure to OH using an AFR coupled to a CCNc.
Furthermore, temperature-dependent measurements of the CCN activity of
SRFA particles as a function of OH exposure provided the first insight of the
link between OA particle phase and CCN activity following OH oxidation.
The main conclusions are summarized below.

8.1 Conclusions

OH reactive uptake as a function of OH concentration and volatiliza-
tion products

This study investigated the effects of varying OH concentration on the re-
active uptake of OH by BBA surrogate-substrates and the resulting volatilized
reaction products. OH uptake coefficients, γ, were derived by coated-wall
flow reactor-based kinetics, whereby OH loss was measured by CIMS as a
function of exposed substrate surface area over a wide range of OH concentra-
tions. This approach not only allowed for an examination of the effects of OH
concentration on measured γ, but also provided insight of the governing OH
uptake mechanisms. γ ranged from 0.056-1 for all applied BBA surrogate-
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substrates. However, γ decreases significantly when [OH] is adjusted above
[OH]∼109 molecule cm−3. This decrease in γ with increasing [OH] was fit to
a Langmuir-Hinshelwood uptake model, which assumes OH first adsorbs to
the substrate then undergoes reaction. The initial adsorption step prior to
reaction implies the number of available surface reactive sites decreases with
increasing [OH]. The degree of OH saturation and competition for surface re-
active sites also increases with increasing [OH], thus reducing the number of
OH molecules reacted away relative to the number of OH collisions with the
surface. The derived physicochemical parameters, which include the surface
reaction rate constant, k s, and adsorption/desorption equilibrium constant of
OH, K OH, enabled an estimation of OH surface coverage, θ, which could be
determined as a function of gas-phase OH concentrations. Over atmospher-
ically relevant OH concentration ranges, OH surface coverage is minimal
(<10%) and reactive uptake is fast. With increasing OH concentration up
to ∼1011 molecule cm−3, the entire surface can become saturated with OH,
which slows the loss rate of OH at the substrate surface.

Follow-up work, which aimed to develop a more thorough understanding
of the physical and chemical processes governing the reactive uptake of OH by
levoglucosan and abietic acid substrates, determined that OH uptake is lim-
ited by bulk-to-surface exchange. In this work, the kinetic multi-layer model
of gas-particle interaction in aerosols and clouds (KM-GAP) was applied to
the [OH]-dependent kinetic study and to measurements of γ as a function of
OH exposure to the reactive surface. The decrease in γ with increasing [OH]
is related to diffusion limitations of the condensed-phase organic penetrating
the bulk surface. At lower, more atmospherically relevant [OH], OH uptake
is limited by surface reaction with the organic species.

Several volatilized reaction products were detected following OH oxida-
tion of levoglucosan, abietic acid, and nitroguaiacol. Their relative enhance-
ments over the background indicate that BBA volatilization may attribute
to the atmospheric budget of VOCs. Product analysis enabled an exami-
nation of possible volatilization reaction pathways. These findings indicate
that the lifetimes of levoglucosan, abietic acid, and nitroguaiacol, and likely
other organic molecular markers, can be reduced following oxidation by OH.
Furthermore, lifetime estimates and reaction product yields can depend on
the applied γ, and thus [OH].

The effect of particle phase on the reactive uptake of OH by BBA
surrogate-particles
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This study investigated the effect of changes in organic particle phase in
response to varying ambient RH on the OH reactive uptake by laboratory-
generated LEV and MNC particles, representing key molecular markers of
BBA. OH reactive uptakes were evaluated over a range of RH from 0%-40%
employing an aerosol flow reactor coupled to CIMS. γ of ∼0.2 was measured
for both LEV and MNC under dry conditions (i.e. RH=0%), in agreement
with previously measured γ applying LEV and nitroguaiacol (which is a
MNC isomer) substrates. However, an increase in RH from 0%-40% resulted
in a factor of 3 increase in γ yielding 0.65 for LEV. This enhancement in
γ with increasing RH was attributed to an increase in the bulk diffusivity
of OH and LEV since LEV is known to undergo a moisture-induced phase
transformation from a glassy/solid state to a semisolid/liquid phase state
over this change in RH. In contrast, OH reactive uptake by MNC decreases
significantly to γ=0.06 as RH increases from 0% to 17%. This decrease in
γ with increasing RH was modeled applying a Langmuir-Hinshelwood type
function that accounts for the competitive adsorption of both OH and water
vapor. This concept indicates that adsorbed water vapor may decrease OH
permeability to the surface of MNC. This work demonstrated that the inter-
play of atmospheric water vapor and reactive trace gas species can dictate
the lifetime of LEV and MNC. At RH=40%, the e-folding lifetime of LEV
decreases to less than a week. With increasing RH, near 100%, which is
relevant to cloud conditions, LEV is short-lived with a lifetime less than a
day due to reaction with OH. The results emphasize that changes to particle
phase state can significantly alter the chemical aging process and lifetime of
OA and thus may affect its role in air quality and climate

OH oxidative aging impacts on the CCN activities of single and
mixed-component BBA surrogate-particles

Previous studies have demonstrated that initially unoxidized single-comp-
onent organic aerosol particles can undergo a hydrophobic-to-hydrophilic
transition following oxidation by OH or O3. In this work, we investigate
if OH oxidative aging of single-component BBA-surrogate particles can im-
pact the particles’ CCN activity and whether its effect is retained when the
particles are mixed with organic and inorganic components. The particles’
CCN activity is measured applying a CCNc and the particles are exposed
to OH in a custom-built AFR. OH oxidation leads to an order of magnitude
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enhancement in κ of MNC particles, which suggests chemically-aged MNC is
more susceptible to wet depositional losses than fresh MNC. However, when
MNC is mixed with either LEV or KS, the greater water-solubility of both
LEV and KS overshadow the chemical aging effects of MNC, and thus chem-
ical aging does not necessarily play a significant role in the CCN activity of
mixed water-soluble and low-soluble components. A similar result was ob-
tained for the MNC-coated KS particles, which suggests the mixing state of
BBA may not significantly influence the particles’ CCN activity following OH
oxidation. The results emphasize that the CCN activity of mixed-component
particles depends strongly on the water-soluble fraction. When OA is domi-
nated by WSOC or inorganic ions, chemical aging has no significant impact
on OA hygroscopicity.

Particle phase impacts on the extent of OH oxidative aging and
CCN activity of BBA surrogate-particles

Based on our earlier understanding that particle phase can influence the
reactive uptake of OH by amorphous OA, we employed SRFA as a represen-
tative HULIS material of BBA and measure its CCN activity following OH
exposure at different temperatures in the flow reactor. Here, SRFA particles
were subjected to a range of OH exposures (0-6×1011 molecule cm−3 s) and
the particles’ CCN activity was evaluated at several temperatures ranging
from 286 K to 317 K. At temperatures below the glass transition tempera-
ture of SRFA, i.e. SRFA is in a solid (glassy) phase state, OH exposure can
significantly enhance the CCN activity of SRFA particles, increasing κ from
∼0.04 to ∼0.08. Conversely, when the temperature is above the glass transi-
tion temperature of SRFA, i.e. SRFA is in a less-viscous, semisolid state, OH
exposure does not significantly enhance the CCN activity of SRFA particles.
The results are consistent with both temperature-induced particle volatility
effects and temperature-induced phase changes. On one hand, temperature
will impact the vapor pressure of both SRFA particles and the products that
form due to reaction with OH. At higher temperatures, the organics evap-
orate to a greater extent and thus act as an additional gas phase OH sink,
which reduces the amount of OH that is taken up by SRFA particles. On the
other hand, a phase transition from a solid (glassy) state to semisolid phase
state with increasing temperature enhances the diffusivity of both OH and
SRFA particles, suggesting that the relatively constant κ with increasing OH
exposure measured at high temperatures may result from enhanced bulk-
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to-surface diffusion of unoxidized SRFA. Thus, greater mixing of unoxidized
and oxidized SRFA at higher temperatures may suppress the enhancement
in CCN activity that is normally observed when the particles are oxidized
by OH at lower temperatures. This work demonstrates for the first time
that the chemical aging effects on cloud formation may be strongly linked to
particle phase.

8.2 Outlook

A link between BBA particle phase, OH concentration, particle reactivity, re-
action products, and CCN activity has been presented in this thesis. Despite
the novel results presented here, significant work is still needed to provide
a more complete understanding of the underlying mechanisms driving the
chemical aging of OA and its impact on important atmospheric processes
such as cloud formation. The results presented here raise a number of out-
standing questions and points as detailed below that should be addressed in
future research.

• What role does particle phase play in the extent of particle oxidation and
volatilization? We demonstrate that particle phase can influence the
reactivity of organic particles with OH; however, it is not clear if phase
can significantly influence the oxidation state of OA, a key character-
istic to better understanding its role in cloud formation. For example,
while gas uptake can be enhanced following reaction with less-viscous
OA, gas uptake by highly viscous OA can lead to more efficient oxi-
dation of the particle surface35. The cloud formation potential of OA
depends on the particle’s hygroscopicity, which can depend strongly
on the particle’s oxidation state283. Less is known if phase can influ-
ence particle volatilization following reaction with OH. Renbaum and
Smith328 demonstrated that Cl radical oxidation of solid brassidic acid
particles generated more multiply-oxidized and lower molecular weight
species (compounds that are normally volatilized) in the condensed
phase than in liquid brassidic acid particles. This suggests that slower
diffusion of the oxidation products in solid particles confines them to the
surface or near surface where they continue to react with Cl, producing
more highly oxygenated compounds that degrade rapidly. Other works
have demonstrated that a higher degree of particle oxidation leads to
more efficient volatilization208,341.
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• What is the role of volatilization on new particle formation? Volatilized
reaction products contribute to the overall VOC burden in polluted
environments37. However, it is not known if volatilization and the re-
condensation of volatilized organic material produced from the same
particle source can contribute significantly to SOA formation. An in-
teresting future study may focus on the role OH-initiated oxidation
and volatilization of OA plays in the formation and growth of new and
pre-existing particles, respectively. Such experiments remain challeng-
ing in order to segragate the two phases, particularly for mixed organic
particle systems that are reactive to OH; however, an initial experiment
may make use of unreactive poly-styrene latex (PSL) beads of a known
size that when oxidized in the presence of organic aerosol of a different
size, an increase in PSL size would indicate that volatilization can lead
to particle growth.

• What other areas of research can benefit from kinetic flux models like
KM-GAP? Multiphase kinetic modeling of experimental gas uptake
measurements will facilitate a more complete understanding of the pro-
cesses that govern gas uptake and chemical aging. Models such as KM-
GAP have proven to be useful in this regard as it allows for determining
e.g. limiting cases for gas uptake. In addition, KM-GAP can be im-
plemented to better understand the chemical and physical processes
and timescales of cloud formation. Utilizing KM-GAP to describe the
effects of competitive gas uptake of multiple species on the uptake ki-
netics and incorporation into particle-resolved transport models211,212

would help better constrain the role chemical aging plays in air quality,
source apportionment, and climate.

• How does temperature affect gas uptake kinetics? The temperature
profile of Earth’s atmosphere varies widely, however the majority of
it is well below room temperature, where gas uptake experiments are
typically carried out. Lower temperatures are known to slow gas-phase
reaction kinetics and increase particle viscosity. However, there are
very few studies that have measured gas uptake at lower temperatures.
Thus, a complete treatment of the effects of temperature on particle
phase and reaction kinetics is important to assess its importance in the
atmosphere.
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• What effect does the formation of reactive intermediates have on gas
uptake? OH reactive uptake was shown to be limited by OH concentra-
tion and in one case hindered in the presence of water vapor. However,
we lack a detailed understanding of the surface chemistry of the sub-
strates and particles. It is likely that other components, e.g. H2O2

and reactive intermediates, such as oxidized organics, can impact OH
uptake. For example, the formation of reactive oxygen intermediates
(ROIs) was shown to slow O3 uptake by OA due to competitive surface
reaction342. Thus, better knowledge of the particles’ surface properties
is needed to obtain a more complete understanding of gas uptake and
mass transport.

• How does multiphase oxidation influence the CCN activity of mixed
water-soluble and insoluble compounds of different mixing state in at-
mospheric aerosol? Future studies investigating the CCN activity of
aged aerosol particles should also consider the impacts of aging when
the particles are mixed with different components possessing a range
in water-solubility. We demonstrate that chemical aging does not af-
fect the CCN activity of mixed sparingly water-soluble and completely
water-soluble material. However, it is not known if chemical aging
of mixed insoluble and water-soluble components or its mixing state
can impact the particles’ CCN activity. For example, Abbatt et al.289

demonstrated that the CCN activity of ammonium sulfate is completely
deactivated when thickly coated with succinic acid. Whether multi-
phase OH oxidation can enhance the CCN activity of succinic acid and
thus permit activation of succinic acid-coated ammonium sulfate par-
ticles is unknown. BBA can consist of mixed insoluble soot encased in
a less-viscous organic coating72. The role that soot plays in the multi-
phase OH oxidation kinetics and CCN activation of BBA is unknown.
Future work should focus on the impacts of chemical aging on sim-
ilar particle systems comprised of mixed insoluble and water-soluble
species.

• What experimental improvements could be made to develop a more com-
prehensive picture of OA chemical aging? The results presented in this
study were obtained using custom-built instrumentation and applying
novel experimental designs. We demonstrate, for the first time, that
CIMS can be applied to measure OH reactive uptake by laboratory-
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generated aerosol particles at low pressure. In addition, HR-PTR-
ToF-MS enabled a detailed analysis of the gas-phase VOC composition.
However, without analysis of the condensed-phase composition during
uptake, only a part of the story is uncovered. If used in parallel with
techniques such as aerosol mass spectrometry, a comprehensive data
set of in-situ OH, VOCs, and particle composition could be obtained,
which would permit a better understanding of the chemical aging pro-
cess and its impact on gas and condensed-phase composition.
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[92] Y. Iinuma, E. Brüggemann, T. Gnauk, K. Müller, M. O. Andreae,
G. Helas, R. Parmar and H. Herrmann, J. Geophys. Res., 2007, 112,
D08209.

[93] G. Engling, J. J. Lee, Y.-W. Tsai, S.-C. C. Lung, C. C.-K. Chou,
C. Chan and C.-Y. Chan, Aerosol Sci. Technol., 2009, 43, 662–672.

[94] B. R. T. Simoneit, Environ. Sci. Pollut. Res., 1999, 6, 159–169.

[95] S. H. Kessler, J. D. Smith, D. L. Che, D. R. Worsnop, K. R. Wilson
and J. H. Kroll, Environ. Sci. Technol., 2010, 44, 7005–7010.

[96] P. M. Lemieux, C. C. Lutes and D. A. Santoianni, Prog. Energy Com-
bust. Sci., 2004, 30, 1–32.

[97] R. Koppmann, K. von Czapiewski and J. S. Reid, Atmos. Chem. PHys.
Discuss., 2005, 5, 10455–10516.

[98] C. R. Ruehl, T. Nah, G. Isaacman, D. R. Worton, A. W. H. Chan,
K. R. Kolesar, C. D. Cappa, A. H. Goldstein and K. R. Wilson, J.
Phys. Chem. A, 2013, 117, 3990–4000.

[99] Y. Iinuma, O. Boge, R. Grafe and H. Herrmann, Environ. Sci. Technol,
2010, 44, 8453–8459.

[100] L. D. Yee, K. E. Kautzman, C. L. Loza, K. A. Schilling, M. M. Coggon,
P. S. Chhabra, M. N. Chan, A. W. H. Chan, S. P. Hersey, J. D. Crounse,
P. O. Wennberg, R. C. Flagan and J. H. Seinfeld, Atmos. Chem. Phys.
Discusss., 2013, 13, 3485–3532.

[101] http://elte.prompt.hu.

180



[102] J. J. Schauer, W. F. Rogge, L. M. Hildemann, M. A. Mazurek and
G. R. Cass, Atmos. Environ., 1996, 30, 3837–3855.

[103] L. M. Hildemann, W. F. Rogge, G. R. Cass, M. A. Mazurek and
B. R. T. Simoneit, J. Geophys. Res., 1996, 101, 19541–19549.

[104] C. G. Nolte, J. J. Schauer, G. R. Cass and B. R. T. Simoneit, Environ.
Sci. Technol., 2001, 35, 1912–1919.

[105] T. Koop, J. Bookhold, M. Shiraiwa and Pöschl, Phys. Chem. Chem.
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[125] M. Martin, T. Tritscher, Z. Jurányi, M. F. Heringa, B. Sierau, E. Wein-
gartner, R. Chirico, M. Gysel, A. S. H. Preévôt, U. Baltensperger and
U. Lohmann, J. Aerosol. Sci., 2013, 56, 15–29.

[126] M. Fromm, J. Alfred, K. Hoppel, J. Hornstein, R. Bevilacqua, E. Shet-
tle, R. Servranckx, Z. Q. Li and B. Stocks, Geophys. Res. Lett., 2000,
27, 1407–1410.

[127] M. Fromm, R. Bevilacqua, R. Servranckx, J. Rosen, J. P. Thayer,
J. Herman and D. Larko, J. Geophys. Res., 2005, 110, D08205.

[128] G. Wotawa and M. Trainer, Science, 2000, 288, 324–328.

[129] J. S. Reid, P. V. Hobbs, R. J. Ferek, D. R. Blake, J. V. Martins, M. R.
Dunlap and C. Liousse, J. Geophys. Res.-Atmos., 1998, 103, 32059–
32080.

[130] C. D. Cappa, D. L. Che, S. H. Kessler, J. H. Kroll and K. R. Wilson,
J. Geophys. Res. Atmos., 2011, 116, .

[131] D. M. Murphy and T. Koop, Q. J. R. Meteorol. Soc., 2005, 131, 1539–
1565.

[132] R. Pruppacher, H. and J. D. Klett, Microphysics of Clouds and Pre-
cipitation, Kluwer Academic Publishers, Netherlands, 1997.

[133] A. Virtanen, J. Joutsensaari, T. Koop, J. Kannosto, P. Yli-Pirilä, J. Le-
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[155] M. Ammann, U. Pöschl and Y. Rudich, Phys. Chem. Chem. Phys.,
2003, 5, 351–356.
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9571–9586.

[211] M. Springmann, D. A. Knopf and N. Riemer, Atmos. Chem. Phys.,
2009, 9, 7461–7479.

[212] J. C. Kaiser, N. Riemer and D. A. Knopf, Atmos. Chem. Phys., 2011,
11, 4505–4520.

[213] L. H. Renbaum and G. D. Smith, Atmos. Chem. Phys., 2011, 11, 6881–
6893.

[214] S. H. Kessler, T. Nah, K. E. Daumit, J. D. Smith, S. R. Leone, C. E.
Kolb, D. R. Worsnop, K. R. Wilson and J. H. Kroll, J. Phys. Chem.
A, 2012, 116, 6358–6365.

[215] P. V. Hobbs, P. Sinha, R. J. Yokelson, T. J. Christian, D. R. Blake,
S. Gao, T. W. Kirchstetter, T. Novakov and P. Pilewskie, J. Geophys.
Res., 2003, 108, 676–680.

[216] H. Motz and H. Wise, J. Chem. Phys., 1960, 32, 1893–1894.

[217] D. Murphy and D. Fahey, Anal. Chem., 1987, 69, 2753–2759.

[218] Y. M. Gershenzon, V. M. Grigorieva, A. V. Ivanov and R. G. Remorov,
Faraday Discuss., 1995, 83–100.

[219] L. Vereecken and J. Peeters, Chem. Phys. Lett., 2001, 333, 162–168.

189



[220] W. DeMore, S. Sander, D. Golden, R. Hampson, M. Kurylo,
C. Howard, A. Ravishankara, C. Kolb and M. Molina, Chemical ki-
netics and photochemical data for use in stratospheric modeling, Na-
tional Aeronautics and Space Administration, Jet Propulsion Labora-
tory, California Institute of Technology, Pasadena, California, 1997.

[221] R. Y. Zhang, I. Suh, W. Lei, A. d. Clinkenbeard and S. W. North, J.
Geophys. Res. Atmos., 2000, 105, 24627–24635.

[222] R. Knispel, R. Koch, M. Siese and C. Zetzch, Ber. Bunsenges. Phys.
Chem., 1990, 94, 1375–1379.

[223] V. Dookwah-Roberts, Spectroscopy and kinetics of weakly
bound gas phase adducts of atmospheric interest, 2008,
http://search.proquest.com/docview/304644786?accountid=14172.

[224] D. L. Che, J. D. Smith, S. R. Leone, M. Ahmed and K. R. Wilson,
Phys. Chem. Chem. Phys., 2009, 11, 7885–7895.

[225] V. F. McNeill, G. M. Wolfe and J. A. Thornton, J. Phys. Chem. A,
2007, 111, 1073–1083.

[226] N. S. Corin, P. H. Backlund and M. A. M. Kulovaara, Environ. Sci.
Technol., 2000, 34, 2231–2236.

[227] Y. Ishikawa and R. Binning Jr., Chem. Phys. Lett., 2001, 343, 597–603.

[228] G. A. Russell, J. Am. Chem. Soc., 1957, 79, 2977–2978.

[229] R. Atkinson, D. L. Baulch, R. A. Cox, R. F. Hampson, J. A. Kerr, M. J.
Rossi and J. Troe, J. Phys. Chem. Ref. Data, 1997, 26, 1329–1499.

[230] T. Ogura, A. Miyoshi and M. Koshi, Phys. Chem. Chem. Phys., 2007,
9, 5133–5142.
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