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Abstract of the Dissertation

Real-Time Power Flow Analysis & Short-term

Electricity Load Forecasting
in Smart Grid

by

Muqi Li

Doctor of Philosophy

in

Applied Mathematics and Statistics

Stony Brook University

2015

This dissertation studies two problems in smart grid, one of which is real-

time power flow analysis. Power flow analysis is used to obtain the steady-

state voltage phasors for the power system. The ability to perform power

flow analysis quickly is essential for the successful implementation of advanced

real-time control of transmission systems. We describe a sensor placement

algorithm for conducting real-time parallel transmission network power flow

computations. In particular, Phasor Measurement Units (PMUs) can be such
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sensors. Graph partitioning is used to decompose the system into several

subsystems and to locate sensors in an efficient way. Power flow calculations

are then run in parallel for each area. Test results on the IEEE 118- and 300-

bus systems show that the proposed algorithm is faster than the traditional

(serial) Newton’s method, and is suitable for real-time applications.

Electricity load forecastingis another problem investigated in this disser-

tation. Electric load forecasting techniques are used by most electric utility

companies for operation and planning. Many operational and financial deci-

sions are based on load forecasting, such as reliability analysis, voltage control,

unit commitment,security assessment, and in purchasing electric power. We

focus on short-term electric load forecasting. For this problem we present two

models that predict future electricity demands based on historical hourly load

and hourly weather information. A data cleaning scheme is applied to make

the models robust. The estimation of the next day load is performed with an

Artificial Neural Network (ANN) method and a Modified Statistical Learning

method (MSL). We compare the results obtained by ANN and MSL method.

Numerical testing shows that both methods provide accurate predictions.

Key Words: load forecasting, power flow calculation, smart grid, Neural

Network, PMU placement
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Chapter 1

Real-Time Power Flow Calculation

1.1 Introduction

Fast load flow analysis is essential for the successful implementations

of advanced real-time control of transmission systems. The nature tool for

this is parallel computation. To this end, various parallel methods have been

proposed. Many traditional approaches [42, 66, 71] use factorization and the

forward-backward solution of linear equations to achieve parallelism. As many

serial computations are needed for such approaches, however, their parallel

efficiency is not high; their performance is also dependent on computer archi-

tecture.

Another approach to alleviating the computational burden is to decom-

pose a large problem into a number of small problems and perform computa-

tions for each sub-problem in parallel. These smaller sub-problems are usually

coordinated by a master process. Rafian et al. [53] presented a method for

load-flow analysis based on tearing the network into 2-3 subsystems. In every

iteration, the subsystems are solved in parallel and will communicate with a
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coordinating program. After the communication, the coordinating program is

then conducted to determine the global solution for the original system. Chen

[9] et al. proposed a parallel solution based on piecewise method. The Jacobian

matrix is converted into a bordered block diagonal form. The block diagonal

form leads to subproblems that can be solved independently, after which a

problem corresponding to the border is solved to coordinate the subproblems

and obtain a solution to the original problem. Amano et al. [43] employed a

block-parallel method for load-flow analysis. In particular, the Jacobian ma-

trix is constructed by applying the epsilon decomposition algorithm, which

eliminates weak coupling elements from the matrix. One drawback of this

approach is that the transformation of the matrix into a balanced diagonal

matrix takes time; further, the speed of convergence is affected by the choice

of partition method.

Traditional power flow calculations use only power injection measure-

ments as the input. However, at the present time it is also possible to have

synchronized voltage measurements at buses. For example, it is possible to

use Phasor Measurement Units (PMUs) for this. These devices provide accu-

rate real-time measurements at multiple remote points on the grid. A number

of significant improvements in control and analytical capabilities have been

made possible by this technology. However, due to their advanced features

and the need for communications infrastructure, PMUs are relatively costly

to implement and maintain. Hence it is typically not economical to install a

PMU at each bus [45]. This has motivated a growing literature on the optimal

placement of PMUs, and various PMU placement algorithms have been devel-
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oped for different situations. In [8], the PMU placement problem was modeled

as an integer linear programming problem with the constraint that the en-

tire power system should be observable. A mixed integer linear programming

formulation was introduced in [15] for PMU placement that accounts for line

and PMU contingencies. Gou [7] presented a model that allows for redundant

PMU placement and incomplete observability, which can be solved by integer

linear programming. Chakrabarti and Kyriakides [59] proposed an exhaus-

tive search algorithm for PMU placement that takes so-called zero injection

buses, i.e. buses with neither generation nor load, into account. In particular,

systems with such buses may need fewer PMUs.

In this chapter, we investigate the possibility of using additional sensor

measurements, e.g. from PMUs, to decompose the power system into several

parts and conduct power flow calculation in parallel. The idea of using PMU is

motivated by decomposition method, e.g. [53, 9], for solving power flow prob-

lem. Instead of using a master process to coordinate the subsystems in each

iteration, we achieve the coordination directly by using PMU measurements,

which results in a simple and efficient solution. The placement of PMUs is

based on solving a graph partition problem. By placing a relatively small

number of additional PMUs, a large power system can be divided into several

non-overlapping smaller subsystems that can be solved in parallel. Numerical

results on 118 and 300 bus power networks demonstrate the efficacy of the

proposed approach in significantly reducing the computation time.

The rest of the chapter is organized as follows. Section 2.2 briefly de-

scribes the power flow problem. Section 2.3 introduces the traditional parallel

3



method for power flow analysis. Section 2.4 gives a overview of PMU and

graph partitioning method. Section 2.5 presents the proposed method and the

details of PMU placement methods. Section 2.6 illustrates the implementation

of the algorithm via numerical examples on two power systems.

1.2 Power Flow Analysis

Power flow analysis, commonly known as load flow analysis, form an im-

portant part of power system analysis. The goal of a power flow analysis is

to obtain complete voltage angle and magnitude information for each bus in

a power system under balanced three-phase steady state conditions. Load

flow analysis can provide a balanced steady operation state of the power sys-

tem, without considering system transient processes. Hence, the mathematical

model of load flow problem is a nonlinear algebraic equation system.

The solution to the power flow problem begins with identifying the known

and unknown variables in the system. The known and unknown variables are

dependent on the type of bus. There are three types of buses which can be

classified as:

1. Load Bus: A bus without any generators connected to it. Here the real

power P and reactive Q are known. It is also known as PQ buses.

2. Generator Bus: A bus with at least one generator connected to it.

Here the real power P and the voltage magnitude |V | are known. It is

also known as PV buses.
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3. Slack Bus A bus to balance the active and reactive power in the system.

Here the voltage magnitude |V | and phase angle δ are known.

For each Load bus, both the voltage magnitude and angle are unknown

and must be solved for; for each generator bus, the voltage angle must be solved

for; there are no variables that must be solved for the slack bus. Suppose that

a power system with n bus and r generators, there are then 2(n− 1)− (r− 1)

unknowns. 2(n− 1)− (r− 1) power balance equations are introduced to solve

these unknowns. The power balance equations can be written as follows:

Pi =

n
∑

j=1

|Vi||Vj|(Gijcosθij +Bijsinθij) (1.1)

Qi =
n

∑

j=1

|Vi||Vj|Gijsinθij − Bijcosθij) (1.2)

Here Pi and Qi are the real and reactive power injections at bus i; V and

θ are the real bus voltage magnitude and phase angle; G and B are the real

and imaginary parts of the bus admittance matrix.

Mathematically, the load flow problem is a problem of solving a system of

nonlinear algebraic equations. Its solution usually obtained by some iteration

process. Thus reliable convergence becomes the prime criterion for a load flow

calculation method. Newton-Raphson method is one of the most wildly used

method for solving nonlinear equations in power system.

The Newton-Raphson method is an efficient algorithm to solve nonlinear

equations. It transform the procedure of solving nonlinear equations into the
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procedure of repeatedly solving linear equations. Expanding the Equations

(1.1) and (1.2) using Taylor series and ignoring the higher order terms results

in the following linear equations.
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where ∆ P and ∆ Q are called the mismatch equations:

∆Pi = −Pi +
n

∑

j=1

|Vi||Vj|(Gijcosθij +Bijsinθij) (1.4)

∆Qi = −Qi +

n
∑

j=1

|Vi||Vj|Gijsinθij −Bijcosθij) (1.5)

Equation (1.3) can be written as Equation (1.6) below.
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Here J is a matrix of partial derivatives known as the Jacobian. The linearized

system of equations is solved to determine the next guess of voltage magnitude

|V | and angle θ based on:
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θm+1 = θm +∆θ (1.7)

V m+1 = |V |m +∆|V | (1.8)

The process continues until a stopping condition is met.The stopping criteria

is usually set as the norm of ∆θ, ∆|V | is less than 10−5

1.3 Parallel Methods for Power Flow Analysis

As we discussed in the introduction, network decomposition method is a

promising approach to reduce the problem size of power flow calculation. The

basic idea behind such approach is to divide an interconnected network into

independent sub-networks and a collection of cutting nodes [65]. The nodes

in the jacobian matrix are divided into a bordered block diagonal form. The

nodes in sub-block only connect to the nodes within the same sub-block and

nodes in the bordered block, while nodes in the bordered block connect to the

nodes in different sub-blocks. The block diagonal form leads to subproblems

that can be solved independently, after which a problem corresponding to the

border is solved to coordinate the subproblems and obtain a solution to the

original problem. The bordered block diagonal form(BBDF) matrix with four

subnetworks is illustrated in Figure 1.1.

The general parallel solution scheme for the BBDF matrix is that each

sub-block block with its associated bordered block will be allocated to a proces-

sor and solved in parallel. After coordinate the results between each processor
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and the bordered block, the global results can be determined. The details of

the procedure is described as follows: Consider the Jacobian matrix Y has been

decomposed into a BBDF form. Yii, YiT and YT i, i = 1, 2, . . . , N are matrix

blocks representing a sub-block. YTT represents cutting nodes and is referred

as the last block. All the other blocks are all zeros. The linear equations sets

in Newtons methods can be determined as follows:
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After the LU decomposition, the Jacobian matrix becomes:
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











U11 U1T

U22 U2T

.

.

.

.

.

.

UNN UNT

UTT























(1.10)

According to equation (1.10), the following can be derived:

Yii = LiiUii (1.11)

YTi
= LT iUii (1.12)

YiT = LiiUiT i = 1, 2, . . . , N (1.13)

YTT = LTTUTT +
N
∑

i=1

LT iUiT (1.14)

Equations(1.11)-(1.13) are solved in parallel first, then after all LiT and

LT i are calculated, equation (1.14) is solved to obtain the complete LU de-

composition. the equation (1.9) now can be rewritten as :
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

























L11

L22

. . .

LNN

LT1 LT2 . . . LTN LTT





















































U11 U1T

U22 U2T

. . .
...

UNN UNT

UTT





















































X1

X2

...

XN

XT



























=



























b1

b2
...

bN

bT



























(1.15)

and the forward substitution becomes:



























L11

L22

. . .

LNN

LT1 LT2 . . . LTN LTT





















































Z1

Z2

...

ZN

ZT



























=



























b1

b2
...

bN

bT



























(1.16)

In order to solve vector Z, following equations can be obtained.

LiiZi = bi (1.17)

LT iZi = bT i (1.18)

LTTZT = bT −
N
∑

i=1

bT i (1.19)

As there is no dependence existed in equation (1.17)(1.18), zi and bT i can

be solved in parallel for all i, After all result of Zi and bT i, i = 1, . . . , N are

obtained. equation (1.19) can be solved to obtain ZT
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Similarly, the backward substitution can be formulated as follows:



























U11 U1T

U22 U2T

. . .
...

UNN UNT

UTT





















































X1

X2

...

XN

XT



























=



























Z1

Z2

...

ZN

ZT



























(1.20)

It also can be solved in parallel.

This decomposition method gives us an idea to tear the network into

pieces, and solve them in parallel. However, the communication time between

subsystems can diminish performance gains. In our proposed method, instead

of using a master process to coordinate the subsystems in each iteration, we

achieve the coordination directly by using PMU measurements, which results

in a simple and efficient solution. The detail of the PMU technique method

and PMU placement methods will discuss in next two section 1.4 and 1.5.

1.4 Phasor Measurement Unit and Graph Partition Method

This section introduces the Phasor Measurement Units (PMUs) in sub-

section 1.4.1. The placement of PMU can be treated as a graph partitioning

problem, the graph partitioning problem and several solution heuristics are

subsequently described in subsection 1.4.2.
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1.4.1 Phasor Measurement Unit

Synchronized phasor measurement techniques and hardware were first

developed in the early 1980s. Phasor measurement units (PMUs) are contem-

porary metering devices installed on system buses to measure phasors of bus

voltages and currents flowing across lines. After sampling windowing, pha-

sor estimation, and time stamping, measurements are communicated to the

intended application through phasor data connector. Merits of PMUs over

conventional power meters include increased precision in measuring phasor

angles due to network-wide synchronization, and higher sampling rates.It is

considered one of the most important measuring devices in the future of power

systems.

Using positive sequence voltage and current measurements, a linear es-

timator algorithm can be formulated. The more PMUs that are installed on

the system, the more accurate the estimation will become. However, PMU

penetration has so far been rather limited, mainly due to two factors:

1. For large power system, conducting power flow analysis based only on

phasor measurements can prove a very expensive solution. The cost of

PMUs limits the number that will be installed although an increased

demand in the future is expected to bring down the cost. The placement

sites are also limited by the available communication facilities, for large

power system, the cost of communication facilities may be higher than

that of the PMUs.

2. Conducting power flow analysis based only on PMUs would be very

12



vulnerable to measurement errors or telemetry failures. It is often desired

that traditional SCADA (Supervisory control and data acquisition n)

data and phasor data be combined to form a data set for a hybrid power

flow calculation.

Methods for determining a minimum number of PMU installations have been

actively investigated in recent years, these PMU placement algorithms are

usually developed to achieve a full observability of an electric power system.

Baldwin et al.[62] formulated the PMU placement problem as an integer lin-

ear programming problem with the constraint that the entire power system

should be observable. If the number of available PMUs are not sufficient, the

technique proposed in [49] based on incomplete observability can be used for

optimal PMU placement. Other placement algorithms have been developed

for specific applications such as islanding [48] , contingencies [45] and bad data

processing [11].

We investigate the possibility of using additional PMUs to decompose

the power system into several parts and conduct power flow calculation in

parallel. PMUs will be installed at selected boundary buses to make sure the

voltage phasors at all boundary buses are known. In other words, PMUs are

placed to make all boundary buses observable. The cost associated with such

a decomposition depends on the number of PMUs installed at boundary buses.

Having roughly the same number of buses per subsystem is desirable from the

standpoint of balancing computational load. Thus our objective is to minimize

the number of PMUs installed at boundary buses subject to the condition that

each subsystem has approximately the same number of buses. The procedure

13



of power system decomposition can be achieved by graph partition method.

1.4.2 Graph Partition Method

This subsection provides background on graph partitioning. We begin by

defining the graph partitioning problem . Two partitioning heuristics are then

described in the following section.

Problem Formulation

The graph partitioning problem is that given a graph G = (V,E), where

each vertex in V corresponds to a bus and each edge in E corresponds to

transmission lines, we are considering divide the vertices of a graph into sets

of smaller components with specific properties by graph separators. There

are two kinds of graph separators. One is edge separator, another is vertex

separator.

A B

E
′

Figure 1.2: Example for Edge Separator

In edge separators. we partition the nodes into two sets, and we want to
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minimize the number of edges E ′ ⊆ E, which is the number of edges between

the two sets of nodes, here denoted by C. We also want to maintain some sort

of balance between the sets, e.g. that the number of vertex in each set are

as equal as possible. Figure 1.2 presents an example of edge separators which

dived a graph into two sets.

In vertex separators, illustrated in Figure 1.3, we partition the nodes into

three sets of nodes A, B and C, if the removal of C from the graph separates

A and B into distinct connected components. The goal is to minimize the

number of nodes in C, again maintaining an appropriate balance between A

and B.

A BC

Figure 1.3: Example for Vertex Separator

Graph partitioning arises in many important scientific and engineering

problem. Prominent examples include evenly distributing tasks among worker

or computer processors, very-large-scale integrated (VLSI) circuit design, and

public key cryptograph. Typically, graph partition problems fall under the

category of NP − hard problem. Solutions to these problems are generally

derived using heuristics and approximation algorithm.

A numerous of heuristics have been developed to find approximate solu-
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tions to the graph partitioning problem. The implementations of several of

these heuristics such as spectral and multilevel k-way methods were used to

decompose IEEE power system. These heuristics are described in following

subsections.

Spectral Method

Hespanha [28] introduces a spectral partitioning method to solve k-way

graph partitioning based on eigenvertor/eigenvalue decomposition. Given the

undirected graph G = (V,E) with vertex set V and edge set E. A k-way

partition of V is a collection P = {V1, V2, ..., Vk} of k disjoint subsets of V ,

where ∪k
i=1Vi = V . The cost associated with P is defined by

C(P) :=
∑

i 6=j

∑

v∈Vi,v̄∈Vj

c(v, v̄) (1.21)

where c(v, v̄) is the cut cost, since the graph is undirected, c(v̄, v) =

c(v̄, v), ∀v, v̄ ∈ V .

There is a one-to-one correspondence between the set of k-partitions of

V := {1, 2, ..., n} and the set of k-partition matrices Π. The two correspon-

dences can be defined by

1. Given a k-partition P = {V1, V2, ..., Vk} of V , a k-partition matrix Π =

[πvj ] can be defined by:

πvj =















1 v ∈ Vj

0 v ∈ Vj

∀v ∈ V, j ∈ (1, 2, ..., k)
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2. Given a k-partition matrix Π = [πvj ], a k-partitions P = {V1, V2, ..., Vk}

of V can be defined by

Vj := {v ∈ V : πvj = 1}, ∀j ∈ {1, 2, ..., k}

For these correspondences

Π′Π = diag[|V1|, |V2|, ..., |Vk|]

It turns out that it is easy to express the cost associated with a k-partition

of V in terms of the corresponding k-partition matrix.

Lemma 1.4.1 Let P = {V1, V2, ..., Vk} be a k-partition of V := {1, 2, ..., n}

and Π = [πvj ] the corresponding k-partition matrix. Then

C(P) = 1
′

nA1n − trace(Π
′

AΠ),

where A is an n× n matrix whose vv̄th entry is equal to c(v, v̄) and 1nis

a n-vector all entries equal to one.

The above lemma allows us to reformulate the cost function as follows:

maximize trace(Π
′

AΠ)

subject to π ∈ {0, 1}, ∀v, j

Π orthogonal

1
′

nA1k = n

1nΠei ≤ l,

(1.22)
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where ei denotes the ith vector in the canonical basis of Rk, l is the

maximum vertices in subgraph.

In this method, the nonnegative symmetric matrix A need to be nor-

malized to obtain the double stochastic matrix A′, where A′ = {a
′

ij}satisfies
∑

i a
′

ij =
∑

j a
′

ij = 1 for each j and i.

For a doubly stochastic matrix A′, all its eigenvalues are real and smaller

than or equal to one, with one of them exactly equal to one. In this case the

optimization is always smaller than or equal to n. This is because, for an

arbitrary k-partition matrix Π that satisfies trace Π′Π = n, we must have

trace(Π
′

A′Π) =
k

∑

i=1

π
′

iA
′

πi ≤
k

∑

i=1

π
′

iπ = traceΠ′Π = n (1.23)

where πi denotes Π
′s ith column. Here we used the fact that the largest

eigenvalue of A′ is no larger than one and therefor π
′

iA
′πi ≤ π

′

iπi.

Let λ1 = 1 ≥ λ2 ≥ · · · ≥ λk be the larest eigenvalues of A′ and

u1,u2, . . . , uk the corresponding orthonormal eigenvectors. It is convenient to

define

U := [u1 u2 . . . uk],

D := diag[λ1, λ2, . . . , λk],

for which U ′U = Ik×k and AU = DU .

Suppose that we set Π := UZ , for some matrix Z ∈ R
k×k. In this case
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Π′Π = Z
′

U
′

UZ = Z
′

Z

and

trace(Π
′

A
′

Π) = traceZ
′

U
′

A′UZ = traceZ
′

DZ

From this we conclude that the upper bound in (1.23) can be achieved

exactly if the following conditions hold:

1. D = I

2. UZ is a k-partition matrix

3. Z ′Z ≤ lIk×k

According to [28], the algorithm approximately solves the graph partition when

1 holds approximately. It consists of setting

Π := argmin||Π̄− UZ||F

where the minimization is carried out over the k-partition matrices Pi

and Z is a k × k matrix obtained by an heuristic algorithm aimed at making

the conditions 2, 3 approximately hold.

Based on conclusion in [28], the computation of Z can be viewed as a

clustering algorithm whose goal is to determine orthogonal vectors z1, z2, . . . , zk

around which the rows of U are clustered. This can be done by using clustering

algorithm such as k-means or Expectation Maximization (EM) algorithm.
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Multilevel partitioning scheme Method

Graph Partitioning problem is NP hard problem. The number of can-

didate partitioning grows exponentially as the number of vertices increase.

Thus we do not expect the solve the graph partitioningproblem in polynomial

time. Instead many approximate solutions with acceptable execution time are

proposed.

Multilevel partitioning scheme is one of the most efficient algorithms for

graph partitioning problem. Multilevel partitioning scheme reduces the orig-

inal graph to a set of smaller graphs by collapsing vertices and edges. The

smallest graphs is then partitioned using a heuristic method, and this parti-

tion is propagated back through the hierarchy of graphs with local refinement.

The idea of multilevel partitioning is from the work of Barnard and Simon [4],

in which they use a multilevel approach to calculate an eigenvector needed for

a spectral partitioning algorithm. Hendrickson and Leland [27] generalized the

concept of transferring eigenvectors between levels by instead transsferring par-

titions between levels. Karypis and Kumar [35] improved the efficiency of the

algorithm, in which they compute a k-way partitioning of a graph G = (V,E)

in O(|E|) time.

Here we introduce the multilevel method proposed by Karpis and Kumar

[35]. As mentioned above, multilevel partitioning scheme has three stages,

coarsening, inital partitioning and uncoarsen. First, a series of successively

smaller graphs is derived from the input graph. Second, a partition of the

coarsest graph is computed. and third, the graph is then de-coarsened in

stages, and refined along the way.
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Coarsening graph is important because that the number of possible parti-

tions grows exponentially with the number of vertices in the graph, coarsening

graph can significantly reduce the dimension of the problem. A good partition

of coasrse graph is much easier to find than a good partition of the original

graph. During the coarsening stage, a sequence of smaller graphs Gi = (Vi, Ei),

is constructed from the original graph G = (V,E). Two vertices joined by an

edge are merged to a single vertex, and repeating on the resulting graph until

it is sufficiently small. Each vertex in a coarsened version of the original graph

is assigned a weight equal to the sum of the weights of the original vertices

it contains, and the adjacency structure of the original graph is perserved by

making each coarse vertex adjacent to all the neighbors of its constituent orig-

inal vertices. Edge weights are left unchanged unless both merged vertices are

adjacent to the same neighbor, in this case the weight of new edge is equal

to the sum of the weights of the two edges it replaces. This vertex and edge

collapsing idea can be formally defined in terms of matchings. A matching in

a graph G = (V,E) is a subset of E whose endpoints are all distinct. Since

the goal of collapsing vertices is to decrease the size of graph , the matching

should be maximal. A matching is maximal if adding any edges would cause

the set to no longer be a matching. Random matching, Heavy Edge Matching

are two wildly used matching algorithm.

Once the original graph has been sufficiently coarsened, a multilevel k-

way partitioning algorithm is used to compute a k-way partitioning of the

coarse graph such that each partition contains roughly same vertex weight.

Various algorithms can be used for this partition, however, these partitioning

21



algorithm must be able to handle edge and vertex weights, even if the original

graph is unweighted. The implementation in METIS uses multilevel bisection

algorithm [35]

In the uncoarsen stage, the coarse, partitioned graph is then projected

back to the original graph. Each vertex in a coarse graph is simply the union

of one or two vertices from a larger graph by maximum matching, we simply

reverse this process to obtain the uncoarsened. Since uncoarsened graph has

more degrees of freedom than the smaller coarse graph, it is possible to fur-

ther improve the partitioning and thus decrease the edge cut. Hence, a local

refinement algorithm is implemented to improve the partition quality.

A class of local refinement algorithms based on Kernighan-Lin algorithm

can produce a good result. Kernighan-Lin algorithm first proposed in [38],

is a O(n2log(n)) heuristic algorithm for solving the graph partitioning prob-

lem. Several improvements to the original KL algorithm have been developed

over the years. Linear time implementation of KL algorithm is developed by

Fiduccia and Mattheyses [20], Hendrickson and Leland [27] generalize the KL

refinement algorithm for the case of k-way refinement. The use of KL al-

gorithm is appropriate here since it is essentially a local, greedy optimization

heuristic whose utility depends on the quality of the initial partition it is given.

Given the initial partition, KL algorithm determines whether to move a vertex

into a different set based on the concept of the “gain”. The gain is simply the

net reduction in the weight of cut edges that would result from switching one

vertex to a different set. In particular, let wvw be the weight of edge between

vertices v and w, and cab is the symmetric inter-set cost metric for an edge
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between sets a and b. Then the gain gb(v) associated with moving a vertex

v ∈ V from set a to set b can be defined as

gb(v) =
∑

(v,w)∈E































wvwcab , if vertex w is in set b,

−wvwcab , if vertex w is in set a,

wvw(cam − cbm) , if vertex w is in set m, m is not neither set a or set b

If the gain associated with moving a vertex is positive, then making that

move will reduce the total cost of the edges cut in partition. Details on how

generalized KL algorithm selects moves can be found in [27], a simplified ver-

sion of k-way refinement algorithms is presented in [35]. Test results in [35]

shows that the multilevel k-way method is faster than the other method such

as multilevel spectral bisection and multilevel recursive bisection. The quality

of the partitioning produced by the multilevel k-way partitioning algorithm is

comparable or better than other algorithms for a wide range of graphs.

1.5 Proposed Method

This section explains how the real-time power flow can be calculated by

using the sensor measurement. The concept of the proposed the method is

described in subsection 1.5.1. The details of the sensor placement methods

are presented in subsection 1.5.2.
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1.5.1 Concept of Proposed Method

We propose an approach for power flow calculation based on system de-

composition and PMU placement. The proper placement of PMUs will de-

crease the dimensions of the sub-problems and improve the efficiency of com-

putational procedures. Our method contains following steps:

A. Partition Power System and PMU Placement

A power system is decomposed into k non-overlapping subsystems of ap-

proximately the same size using a graph partition algorithm. PMUs will be

installed at selected boundary buses to make sure the voltage phasors at all

boundary buses are known. In other words, PMUs are placed to make all

boundary buses observable [37]. Given a particular bus, installing a PMU

obviously makes that bus observable. In addition, all adjacent buses to that

bus become observable since their voltage phasors can be calculated from the

branch current measured by the PMU and transmission line parameters. The

procedure of power system decomposition and PMU placement will be de-

scribed in subsection 1.5.2.

Let S denote the set of buses in a power system. Suppose this power

system is decomposed into k subsystems. We denote by Si the set of buses in

subsystem i = 1, . . . , k, where Si ∩ Sj = ∅ for i 6= j and ∪k
i=1Si = S. Thus, for

subsystem i each bus belongs to one of the following types:

• Inner Bus: All its neighboring buses also belong to subsystem i.
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Subsystem 1

Boundary bus

Inner

Bus

Inner

Bus

Inner

Bus

Boundary bus

Boundary

bus

Inner

Bus

PMU

PMU

Boundary bus

PMU

Boundary bus

Subsystem 2

Subsystem 3

Inner

BusBoundary bus

Figure 1.4: Power system decomposition and bus classification for k =3

• Boundary Bus: At least one of its neighboring buses belongs to a different

subsystem.

This is illustrated in Figure 1.4.

B. Select Reference Buses

In order to perform power flow analysis for each subsystem, we need to

choose a reference bus for each subsystem. Since the PMUs are placed so that

all boundary buses are observable, any boundary bus can serve as a reference

bus for the subsystem it belongs to.
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C. Update Power at Boundary Buses

Before subsystem i can be solved independently of the others, the real

and reactive power at each boundary bus needs to be updated to account for

power flows from neighboring subsystems.

In particular, consider a boundary bus b that belongs to subsystem i. Let

Pb and Qb be the real and reactive power, respectively, at boundary bus b. For

any bus c connected to b let Pb,c and Qb,c be the real and reactive line power

flow, respectively, on the line from bus b to bus c. Also, let A(b) denote the

set of boundary buses connected to bus b and not belonging to subsystem i.

For any boundary bus b1 connected to b the line power flows Pb,b1 and Qb,b1

can be calculated from PMU measurements. The power flowing between bus

b and its neighbors in subsystem i can be adjusted as follows:

P new
b = Pb −

∑

c∈A(b)

Pb,c,

Qnew
b = Qb −

∑

c∈A(b)

Qb,c.

D. Calculation for Subsystems and Aggregate the Results

Each subsystem run its own power flow calculation with respect to its

reference bus, the voltage phasor of each reference bus are determined by

PMU measurement. After each subsystem is solved in parallel, the solution

to the whole system is then obtained by aggregating the solutions for each

subsystem.
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It is possible that some of the subsystems consist of multiple isolated

connected components. In this case the number of connected component m is

greater than k. In our computational experiments, this increase of components

does not significantly increase the computational time.

1.5.2 PMU Placement Algorithm

Our real-time power flow method decomposes a large power system into

several subsystems, which are then solved in parallel. The cost associated with

such a decomposition depends on the number of PMUs installed at boundary

buses. Having roughly the same number of buses per subsystem is desirable

from the standpoint of balancing computational load. Thus our objective is

to minimize the number of PMUs installed at boundary buses subject to the

condition that each subsystem has approximately the same number of buses.

The basic structure of the PMU placement algorithm contains two steps.

The first step is to divide the power system into k parts using a graph parti-

tioning algorithm. This algorithm attempts to minimize the number of lines

whose incident buses belong to different subsystems, while keeping the num-

ber of buses per subsystem approximately equal. The second step is to place

PMUs based on power system decomposition. Given the partition k, the PMU

locations are obtained by solving an integer linear programming problem.

Step 1: Power System Decomposition

Viewing the system as a graph G = (V,E) where the vertex set V is the

set of buses and the edge set E is the set of transmission lines, we have a k-way
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partitioning problem. The k-way partitioning problem divides a graph into k

sub-graphs with roughly the same number of vertices such that the edge cut,

i.e. the number of edges connecting different sub-graphs, is minimized. This

problem is NP-hard and several heuristics for its solution have been developed;

see [21]. In this paper, we implement two heuristics for graph partitioning.

One is a spectral partitioning algorithm, another one is a multilevel k-way

partitioning algorithm.

Spectral partitioning: The spectral partitioning algorithm uses the

eigenvectors of the adjacency matrix of a graph to find partitions. In this

paper, we are using a spectral factorization based algorithm [28]. This spectral

partitioning algorithm consists of four steps.

1. Form the Adjacency Matrix: For a power system with n buses, let A =

{ai,j} be the corresponding n × n graph adjacency matrix, where the

aij = 1, when bus i and bus j are connected by a transmission line, and

equals zero otherwise.

2. Adjacency Matrix Normalization: Normalize the nonnegative symmetric

matrix A to obtain a doubly stochastic matrix A′, i.e. A′ = {a′ij} satisfies
∑

i a
′
ij =

∑

j a
′
ij = 1 for each j and i.

3. Compute Eigenvectors: Compute the k largest eigenvectors ui, i =

1, 2, ..., k, of matrix A′. It is convenient to define the n × k matrix

U := [u1, u2, ..., uk].

4. Clustering: Obtain a partition of the network into k subsystems by clus-

tering the n rows of U into k clusters using the k-means algorithm.
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Multilevel k-way partitioning: We implemented the multilevel k-way

partitioning algorithm fromMETIS [36]. The algorithm consists of three major

steps:

1. Graph coarsening: A series of successively smaller graphs is derived from

the input graph, where each successive graph is constructed from the

previous graph by collapsing together a set of adjacent pairs of vertices.

2. Initial partitioning: A partition of the coarsest graph is computed using

a relatively simple approach such as the multilevel bisection algorithm.

3. Uncoarsening and refinement: The partition of the smallest graph is

projected to successively larger graphs by assigning vertices that were

collapsed together to the same partition. After each projection step,

the partition is refined using Kernighan-Lin method [38] that iteratively

move vertices between sub-graphs as long as such moves improve the

quality of the partition.

Step 2: PMU placement based on decomposition

Once a partition of the system is obtained, PMUs need to be installed

to provide measurements for boundary buses. In most cases, the number of

PMUs needed is not necessarily equal to the size of the edge cut. Based on

the idea in [8], the optimal PMU placement problem can be formulated as an

Integer Linear Programming(ILP) problem.

Given a partition of the system with n boundary buses, we can define an

n by n constraint matrix M for the boundary buses. The entries of M are
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defined as follows:

Mi,j =



































1, if i = j

1, if boundary buses i and j

are connected

0, otherwise

The PMU placement problem can be formulated as follows:

minimize
n

∑

i=1

c(i)xi

subject to MX ≥ 1̂

xi ∈ {0, 1}, i = 1, . . . n,

(1.24)

where n is the number of boundary buses, c(i) is the cost of placing a PMU at

boundary bus i, 1̂ is a vector of ones, and X is a binary decision vector whose

entries are:

xi =











1, if a PMU is installed at boundary bus i

0, otherwise.

For example, consider the power system shown in Figure 1.5 that has

been decomposed into three subsystems. There are 4 transmission lines be-

tween 7 boundary buses. The optimal PMU placement problem can be solved

as follows: First, initialize the constraint matrix M for the boundary buses.

Building the M matrix for Figure 1.5 yields:
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Subsystem 1

Boundary bus 4

Boundary bus 3

Boundary bus 5

Subsystem 2

Subsystem 3

Boundary bus 6

Boundary bus 7

Boundary bus 1

Boundary bus 2

Figure 1.5: Example for optimal PMU placement

M =







































1 1 1 0 0 0 0

1 1 0 0 0 0 0

1 0 1 0 0 0 0

0 0 0 1 1 0 0

0 0 0 1 1 0 0

0 0 0 0 0 1 1

0 0 0 0 0 1 1







































Then the inequalities in (1.24) takes the following form:

31













































































x1 + x2 + x3 ≥ 1

x1 + x2 ≥ 1

x1 + x3 ≥ 1

x4 + x5 ≥ 1

x4 + x5 ≥ 1

x6 + x7 ≥ 1

x6 + x7 ≥ 1

The first constraint means a PMU must placed either on bus 1, bus 2

or bus 3 to make bus 1 observable. Similarly, the second constraint implies

a PMU must installed at either bus 1 or 2 to make bus 2 observable. After

solving the ILP problem for the boundary buses, the placement of PMUs for

the entire system can be obtained.

1.6 Numerical Result

We use the IEEE 118 and 300 bus systems from [2] to illustrate the

performance of our parallel algorithms. The 118 bus system was decomposed

into 2, 4, and 8 subsystems, while the 300 bus system was decomposed into 2, 4,

8, and 16 subsystems. The power system was partitioned by both the spectral

algorithm [28] and the multilevel k-way method [36] described subsection 1.5.2.

The PMU measurements at the boundary buses were emulated using solutions

obtained by traditional serial power flow methods. After decomposition, each

of the resulting sub-networks was solved using Newton’s method [58]. The

convergence criterion was set to 10−5, and the maximum iteration number for
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Newton’s method was set to 10. The system information is shown in Table

1.1. The partition results and computation times for different numbers of

sub-networks are summarized in Tables 1.2 and 1.3.

Table 1.1: Network Information for two power system
System 118 bus 300 bus

number of nodes 118 300
number of branches 186 411

number of generator buses 53 68

Method
Partition
number

Max
subsystem

size

Edge-
Cut
size

a

PMU
number

Calculation
time (sec.)

Spectral
Method

1 118 0 0 0.183
2 79 5 3 0.090
4 38 15 10 0.029
8 22 26 13 0.016

Multilevel
k-way

1 118 0 0 0.183
2 78 5 3 0.089
4 33 14 10 0.026
8 19 29 14 0.014

a Edge-cut size: the number of branches connecting different subsystems

Table 1.2: Test Results on IEEE 118 bus system

The results obtained using our methods were compared with the cor-

responding results obtained using serial Newton’s method. The maximum

deviation of node voltage in our method compared to Newton’s method was

less than 10−4 p.u., which illustrates that our method is accurate and feasible.
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Method
Partition
number

Max
subsystem

size

Edge-
Cut
size

a

PMU
number

Calculation
time (sec.)

Spectral
Method

1 300 0 0 1.440
2 184 6 5 0.570
4 98 11 7 0.163
8 56 19 13 0.075
16 30 39 26 0.029

Multilevel
k-way

1 300 0 0 1.440
2 173 6 6 0.530
4 97 11 10 0.162
8 51 24 20 0.058
16 25 49 32 0.025

a Edge-cut size: the number of branches connecting different subsubsys-
tems

Table 1.3: Test Results on IEEE 300 bus system

1.6.1 Speedups compared to serial method

In Tables 1.2 and 1.3, the computation times Ts obtained by Newton’s

(serial) method are listed in the row where the partition number is 1. The

rate of speedup can be obtained by the formula S = Ts/Tp, where Tp is the

computation time of parallel method. Figures 1.6 and 1.7 show these speedups.

Comparing the the details of these timing studies, we present the following

conclusions:

1. High speedups and parallel efficiency are achieved in both the 118

and 300 bus systems by spectral and multilevel k-way method. Using spec-

tral method as example, when the system is divided into two subsystems, a

speedup by about a factor of 2 was obtained for both systems. Installing more

PMUs usually leads to faster power flow calculations. In the 300-bus system,

the traditional serial method takes 1.440 seconds, while with 5 PMUs the cal-
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culation time is reduced to 0.570 seconds; here the speedup rate is 2.53. The

speedup rate increases to 49.66 by using 26 PMUs. These speedups suggest

that the parallel algorithm proposed in this paper is efficient.

2. The speedup associated with the parallel method increased as the

size of the power system increased. For the case of splitting system into two

subsystems , by using spectral method, the calculation time for the 118 bus

system was sped up by a factor of 2.03, while for the 300 bus system it was sped

up by a factor of 2.53. For the case of splitting system into four subsystems,

the calculation time for the 118 bus system was 6.31 times faster, and for the

300 bus system it was 8.83 times faster. This suggests that the algorithms

presented in this paper may perform well on larger power systems.

S
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e

d
−

u
p

Speedup for 118−bus System

1

2.03
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11.44

1 2 4 8
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1
0

1
5

2
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Figure 1.6: Speedup for 118 bus system
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Figure 1.7: Speedup for 300 bus system

1.6.2 Performance of Spectral Partitioning vs. Multi-

level k-way

Different partition methods will result in different PMU placements. In

particular, the practicality of the partitioning algorithm becomes especially

important when real systems are considered. We compared the spectral par-

titioning algorithm with the k-way partitioning method. As Figures 1.6 and

1.7 show, the multilevel k-way method outperforms the spectral partitioning

algorithm in terms of calculation time. However, the multilevel k-way method

usually needs more PMUs. Table 1.4 lists the partition results obtained via the
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spectral method and the k-way partitioning method from the 300 bus system.

Table 1.4 shows that while the spectral partitioning method results in

much fewer edge-cuts than the k-way partitioning algorithm, the allocation of

buses to subsystems is more unbalanced. This imbalance may have contributed

to the smaller speedups obtained when the spectral method was used instead

of multilevel k-way; see Figures 1.6 and 1.7. On the other hand, less cut

edges leads to fewer PMUs being placed, and the resulting cost reduction

on PMU implementation and maintenance could be significant in the long

run. This suggests that the spectral method may be more appropriate for our

decomposition scheme.

Partition
Number

Spectral algorithm Multilevel k-way
Max

Subsystem
Size

Edge-
cut
Size

PMU
Number

Max
Subsystem

Size

Edge-
cut
Size

PMU
Number

2 184 6 5 173 6 6
4 98 11 7 97 11 10
8 56 19 13 51 24 20
16 30 39 26 25 49 32

Table 1.4: Comparison of the Spectral Method and Multilevel k-way in IEEE
300 bus system

1.7 Conclusion

In this chapter, we have provided a new approach to power flow analysis.

Our problem formulation explicitly takes into account the placement of PMUs.

A graph partition approach was proposed to partition the power system and

determine the placement of PMUs, after which the power flow problem can be
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solved in parallel. The effectiveness of the approach was illustrated on a 118

and 300 bus system using two different graph partitioning methods. In each

of these cases, significant speedups compared to the serial Newton’s method

were obtained.
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Chapter 2

Short-term Load Forecasting

2.1 Introduction

Load forecasting is an important tool for power system operation. Not

only are accurate forecasts needed for the short-term operations and mid-

term scheduling, but also utility operators need to have insight into the type

of customers they have to supply as support for long-term planning. Many

operational and financial decisions are based on load forecasting, such as re-

liability analysis, voltage control, unit commitment, security assessment and

purchasing electric power. In addition, accurate estimated load is key input for

electricity price forecasts. In the recent years, as the power system has become

privatized and deregulated, the problem of accurate electric load forecasting

has received more attention from utility companies.

There is no single forecast that can satisfy all of the needs of utili-

ties. A common practice is to use different forecasts for different time hori-

zon. Therefore, load forecasting can be broadly divided into four categories

[23]: very short-term load forecasting (VSTLF), short-term load forecasting
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(STLF), medium-term load forecasting (MTLF) and long-term load forecast-

ing (LTLF). VSTLF predicts the future load up to few minutes ahead in a

moving window manner. It is critical for automatic generation control (ACG)

and resource dispatch, and it also ensures revenue adequacy for the indepen-

dent system operator multi-settlement markets [24]. Due to the short time

of the prediction horizon, Methods for VSTLF are usually based on the re-

cently observed load pattern. STLF is usually from one hour to one week.

Short-term load forecasting can improve purchasing decisions, generation de-

cisions, and load switching. Since weather prediction is relatively accurate in

the short time span (less or equal than one week), it plays a key role in STLF.

MTLF are usually from a month up to three years. Temperature cannot be

predicted accurately for the coming 3 years. Therefore, simulated scenarios of

temperature based on the local temperature history can be used in the model.

While the economics factor as well as population growth rate should be in-

clude in mid-term load forecasting. LTLF are over five years. The economic

and infrastructure development factor is the major factor that drive the load.

Therefore, economic and infrastructure development information is required in

LTFL. On the other hand,weather information is hard to predict in the long

run, simulated scenarios can be used.

The load forecasting for different time horizons are important for decisions

such as trading, planning and operation. For example, energy purchasing is

one of the most important decision for a utility. Utility needs to decide whether

to purchases its own energy supplies from the market place or outsource this

function to other parties. Load forecasting in different time horizons plays
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an essential role in energy purchasing [30]. Accurate LTLF is the key to per-

form bi-lateral purchases and asset commitment in the long term, e.g. 10

years ahead. Meanwhile, MTLF and STLF are also required to adjust en-

ergy purchase in the Monthly or Daily day-ahead market. Transmission and

distribution planning is another important decision for utility. The utilities

need to properly maintain the upgrade the system to satisfy the growth of

demand in the service territory and improve the reliability. Such planning

involves determining the correct sizes, locations, interconnections, and timing

of adding equipments or plants. An overestimate of demand can lead to an

authorization of a plant or equipments that may not needed for several years.

Furthermore an underestimate may be even worse since the utility needs 8-

10 years to license and build a plant [22]. Accurate MTLF and LTFL can

support the decisions in power system planning. In the daily operation of a

utility, STLF obtains the load patterns for different regions , it is the critical

information for system operators to make switching and loading decisions, and

schedule maintenance outages.

With the deregulation of the energy industries, more and more parties

have joined the energy markets, load forecasting is even more important.In the

deregulated economy, electricity is traded as a commodity. Electric consumers

will be able to choose their electric energy provider from a variety of power

retailers [70], the consumers tend to shift electricity consumption from the

expensive hours to other times when possible. Price information would affect

the load profiles in such a price-sensitive environment [39]. With supply and

demand fluctuating and energy prices increasing by a factor of ten or more

41



during peak situations [17], load forecasting is vitally important for electric

utilities. Therefore, more accurate models should be developed to cope with

all the uncertainties and changes in the deregulated electric power industry.

Over the past several decades, various methods have been proposed and

applied for the load forecasting. In this dissertation, we are focusing on

short-term load forecasting.The method for short-term load forecasting can

be roughly categorized into two groups: one is statistical approaches, such

as regression, time serious analysis and statistical learning. Another is artifi-

cial intelligence approaches. such as neural networks, fuzzy logic and support

vector machine (SVM). Combination of these two approaches have also been

studied and applied to STLF problems.

The organization of this chapter is as follows. Section 1.2 briefly describes

the important factor for short-term load forecasting. Section 1.3 presents a

literature review of STLF. Section 1.4 gives an overview of Artificial Neural

Network (ANN) mehtod. Section 1.5 illustrates the implementation of the

ANN method. Section 1.6 explains the Statistical Learning (SL) method and

Modified Statistical Learning (MSL) method. The results of the proposed

methods are given in Section 1.7.

2.2 Important Factor for STLF

There are many crucial factors that affect the energy consumption. They

can be categorized as weather factors, calendar factors and economic factors.

Weather factors refer to the present condition of the meteorological el-

ements such as temperature, humidity, wind, cloud cover, rainfall. etc. Other
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variables such as Temperature Humidity Index (THI) , Wind Chill Indx(DWI)

are also broadly used by researchers and utilities [50, 13]. THI is combina-

tion of temperature and humidity which measures the degree of discomfort

experienced in warm weather , WCI is the measurement in winter for cold

discomfort.

Month
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Figure 2.1: Example of substation hourly load from Jan 1st to Dec 31th in
Long Island

Temperature is the most widely used factor for STLF. There are many

type of temperature, such as dry bulb temperature and wet bulb temperature,

can be used in load forecasting. Dry bulb temperature is the most widely used
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one. It is well known that the load is strongly affected by the temperature,

especially for the residential area. Load usually rises as temperature decrease

in winter due to heating appliances; during the summer, load rises even more

as temperature increase by the use of air conditioners. Figure 2.1 shows the

hourly substation load from Jan 1st to Dec 31th of a substation in Long

Island. From 2.1 one can see load during the summer is much higher than

other seasons.

There are various ways to use weather information for modeling, we use

temperature as example, we can select different set of temperature as in-

put: previous hour temperature, current hour temperature, several consecutive

hourly temperatures, maximum or minimum or average of the temperature of

a day, etc. Also, the difference of temperature may have different impact for

different season or territory. For example, in [60], it is reported that the change

of temperature during spring , fall, and winter seasons is small, while the load

changes dramatically in the summer due to the use of air conditioners.

Calendar factors are another important factors for STLF. Calendar

information can be differentiated by time span. In the hourly resolution, en-

ergy consumption is different hour to hour within a day. Fig 2.2 shows the

normalized load shape for each day of week. As we seen from Fig 2.2, daily

load shape is similar to a sine wave. Energy consumption drops to lowest level

at 5:00 am when most people are sleeping, it keep increase afterward when

people wake up and go to work. Daily load usually reaches to the daily peak

around 6:00 pm when people return back to their home.

The energy consumption in different days of week is also different. Fig
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Figure 2.2: Normalized load shape for the year 2010

2.2 and 2.3 show the normalized weekly power consumption for each day of

week. We can see a significant difference between weekday and weekend. This

different may due to many different reasons, such as factory closed during the

weekend, or people get up late during the weekend so that morning peak .

Therefor, the day of week is usually classify into two groups: weekdays which

are Monday to Friday and weekend which are Saturday and Sunday [13, 10].

Holidays and local festivities also affect the load demand. These events

always lead to a lower demand for electric usage, because most of the offices

and factories will closed that day. The influences of these events are highly

depend on the customs of the area. On some major holidays such as Christmas
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Figure 2.3: Normalized weekly load shape for the year 2010

or New Year, the load demand for electricity may be affected more compared

with other holidays. These holidays are more difficult to forecast since holidays

are much fewer than normal weekdays and weekend. A extra process usually

be applied for accurate holiday load forecasting [69].

There are also important different in load consumption between different

seasons. As show in Fig 2.1, The average load in summer is much higher

than other seasons. Varies papers used four seasons (spring, summer, fall and

winter) as grouping method.

Economic factors also play an important role to load forecasting. Based

on the information from Department of Energy, during the year of 2009, which

is the part of a recession in US, the energy consumption of US is much lower

than the other year. This load decrease may mainly due to the bad econ-

46



omy, such that lots of business were closed and people were using power more

conservatively.

For accurate STLF, we need to select useful factors into our model. Dif-

ferent information selection affects the model scheme and lead to different

results. We will discuss the details of factor selection in section 1.5.2.

2.3 Literature Review

Thousands of methods and models have been developed for electric load

forecasting in the past few decades. Most of the models for STLF require a

mathematical model that represent load as function of different factors such as

calendar, weather. Thus, the weather, calendar and load history are usually

taken as the input. Before the modeling process, a data cleaning procedure is

applied in order to clean the outliers and restore the missing value. After the

relationship is found and represent as a mathematical model, with the weather

forecasting and other information, load forecasting results can be obtained in

an efficient way. The typical STLF process is shown in Fig. 2.4.

STLF methods can be roughly categorized into two approaches: one is

statistical approaches, such as regression analysis and time series analysis.

Another is artificial intelligence based approaches, such as Artificial Neural

Networks, fuzzy logic and support vector machine. This section will give an

overview of methodologies and models developed for load forecasting.
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Figure 2.4: The typical process for load forecasting

2.3.1 Statistical Approaches

Regression: The general procedure for the regression approach is to

assume basic function elements, and then using least square method to esti-

mate the coefficients for the linear combination of the assumed basic function

elements.

The regression models usually include two major areas: temperature

modeling and holiday modeling. The model is based on a linear regression

formulation. Holidays and other special effects are modeled using binary vari-

ables while normal days of week are handled by using appropriate independent

variables for each day of the week and using weighted regression. Regression
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model are more flexible comparing with other models, particularly ARIMA

models. In regression model, missing data can be simply deleted or estimated

by ad-hoc method [34]. The impact of outliers can be reduced by utilizing

a weighted regression method. This methods make regression methods more

practical in practice.

Papalexopoulos et al.[51] proposed a regression model for next day peak

and hourly load forecast. Temperature variable is represented by heating and

cooling degree function. It was an exciting idea, lots of later papers use similar

piece-wise linear-quadratic functions of the temperature as input variables

[40, 50]. Holiday effect is modeled by using binary variables(i.e., variables

which take on values of either 0 or 1). This paper clearly introduced the

regression approach for STLF, some later papers focus on different aspects of

linear regression.

Haida and Muto [25] presented a regression based daily peak load fore-

casting method with a transformation technique. Seasonal and annual effect

was considered in their model. A transformation function used to convert

previous year’s load into a set of new data set, the results will fit the shape

of temperature-load relationship in this year. Ruzic et al.[57] proposed a re-

gression based adaptive weather sensitive STLF algorithm which contains two

steps. Total daily energy consumption was forecast in first step while hourly

loads are predicted in the second step. Holidays were corrected by multiply

by a correction coefficient.

One of the disadvantage of regression method is that it assumes the re-

lationship between load and weather variables is linear which in fact may be
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nonlinear. Conventional regression approach does no have the versatility to fit

the nonlinear relationship, it will produce an average result instead. Therefore,

an adaptable technique is required for performing accurate STLF.

Time Series Method : The idea of the time series approach is based

on the understanding that a load pattern is composed of a time series signal

and some known multiple seasonal effects. These periodicity give a rough

prediction of the load at the given season, day of the week, and the time

of the day [52]. The difference between the prediction and the actual load

can be considered as a stochastic process. Time series method assumes the

data has internal structure, which can be described by autocorrelation,trend

or seasonal variation. By the analysis of such structure, we may get more

accurate prediction.

To implement of time series model, the operation of difference is employed

first such that the stationary time series can be formed. Then by use of the

autocorrelation function (ACF) and partial autocorrelation function (PACF),

the preliminary order identification of a model is confirmed. This can be

followed by the application of maximum likelihood or weighted least-squares

methods for parameter estimation [33]. This time series model is also called

as Auto Regressive Moving Average (ARMA) model.

Double seasonal ARMA models are often as benchmarks in load fore-

casting studies. Taylor et al.[61] presented a model which can be expressed

as ARMA(p, q) × (P1, Q1)s1 × (P2, Q2)s2. The model was computed by max-

imum likelihood function based on the standard Gaussian assumption. The

lag polynomials in their study was considered up to order three.
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Periodic ARMA models usually be used on one week ahead electricity

demand studies. That is because daily load shape is usually reasonably similar

for the weekdays, but quite different for the weekends. This implies that the

autocorrelation at a lag of one day is time-varying across the day of the week.

ARMA model can not describe this attribute while AR model can capture

this periodic features. Maybee and Uri [44] used periodic ARIMA models to

forecast load one week ahead and the load duration curve one year ahead.

Seasonal parameters are changed during seasons.

Autoregressive moving average with exogenous variables (ARMAX) is

another widely used time series model in STLF. Since power load demand is

sensitive to the weather variables, such as temperature, humidity, using history

load only may not sufficient to forecast the load. Yang et al.[72] describe an

implementation of ARMAX model to represent the relationship of load with

temperature. An evolutionary programming approach was used to identify the

ARMAX model parameters for one week ahead hourly load demand forecast.

Huang et al.[32] proposed particle swarm optimization (PSO) approach to

identify ARMAX model for one day to one week ahead hourly load forecasting.

The disadvantage of this time series approach include the inaccuracy of

prediction and numerical instability. One of the reasons this method often

gives inaccurate results is that it does not utilize weather information. There

is a strong correlation between the behavior of power consumption and weather

variables such as temperature, humidity, wind speed. This is especially true

in residential areas. The time series approach mostly utilizes computationally

cumbersome matrix-oriented adaptive algorithms which may be unstable.
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2.3.2 Machine Learning Approach

Artificial Neural Network : Artificial neural network (ANN) traces

previous load patterns and predicts a load pattern using recent load data.

It has been widely studied since 1990(e.g. [52, 50]). The biggest advantage

of ANN is that it able to perform non-linear modeling and adaptation while

does not require assumption of any functional relationship between load and

weather variables in advance.

An ANN can be defined as a highly connected array of elementary pro-

cessors called neurons. A widely used model called the multi-layer perceptron

(MLP) ANN.The MLP type ANN consists of one input layer, one or more

hidden layers and one output layer. Each layer has several neurons and each

neuron in a layer is connected to the neurons in the adjacent layer with differ-

ent weights. With the exception of the input layer, each neuron receives signals

from the neurons of the previous layer with different weight. The neuron then

produces its output signal by passing the summed signal through a sigmoid

function. By simply learning historical samples, a mapping between the in-

puts and the load is reconstructed and then can be adopted for the prediction

theoretically. Hippert et al.[29] offered a high-level methodology to develop

ANN models for STLF in their review paper

Park et al.[52] proposed a method to train multi-layer perceptron ANN by

delta rule [55]. The weights parameters in ANN model is updated by backward

propagation error. Once the neural network is trained, it produces very fast

output for a given input data, only requires a few multiplications, additions,

and calculations of sigmoid function.
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The ANN model consistently outperforms the regression model in terms

of both average errors and number of ”large” errors. Chen [13] presents a

similar day-based neural networks to forecast tomorrow’s load. Similar day

load was selected as the input load based on correlation analysis. Reis and

Alves da Silva [54] describe an hybrid ANN method. A wavelet transform

method performed for the load before applying ANN mehthod. The load was

decomposed into high frequency signals and low frequency signals. Then ANN

method could capture more information with these signals compared to orginal

load.

Neural networks have been shown to have the ability not only to learn the

time-series load curves but also to model an unspecified nonlinear relationship

between load and weather variables.the ANNs are based on a soft computing

technique and do not require to explicitly model the underlying physical sys-

tem. Compared to the other methods such as time series and regression, the

ANN allows more flexible relationships between temperature and load pattern.

The disadvantage of ANN algorithms is that, since the neural network simply

interpolates among the training data, it will give high error with the test data

that is not close enough to any one of the training data.

Support Vector Machine: Support vector machine (SVM) is a super-

vised learning method that analyzed data and recognize patterns, used for data

classification and regression. Support Vector Machine was first introduced by

V.Vapnik [63] in 1995. SVMs were originally developed to solve pattern recog-

nition problems, implementing the idea of structural Risk Minimization. The

basic concept of SVM for classification problem is to generate input-output
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classification functions from a set of labeled training data. A nonlinear kernel

functions are often used to transform input data to a high-dimensional feature

space in which the input data become more separable compare to the original

input space [64].

Drucker et al.[14] proposed a version of SVM for regression which was also

known as support vector regression (SVR). This generalization of the SVM al-

gorithm to regression estimation is based on ǫ − insensitive loss function.

In order to train a support vector machine one needs to solve a constrained

quadratic optimization problem, so that the solution of SVM is always unique

and globally optimal. Once the SVM algorithm was generalized to regres-

sion problems, the researchers started applying it to various problems of es-

timating real valued functions. SVMs have demonstrated highly competitive

performance in numerous real-world applications, such as bioinformatics, text

mining, face recognition, and image processing, which has established SVMs

as one of the state-of- the-art tools for machine learning and data mining,

along with other methods.

Chen et al.[5]are the pioneers for proposing a SVM method, their program

was the winning entry of the competition organizad by thee EUNITE network.

They briefly introduce support vector regression method for midterm load

forecasting. Temperature information was not used in their work due to the

lack of information. Instead, the previous load time series data was embedded

into the model to predict future load. They conduct cross-validation to choose

suitable parameters.The results indicate that SVMs compare favorably against

the time series method.
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Hong [68] presented a SVR model with immune algorithm (IA) to forecast

the Taiwan regional electric loads, IA is applied to determine the parameter

in SVR model. The test results indicate that their model results better per-

formance than other methods such as regression and ANN model. make

There are some drawbacks for SVM: Solving a SVM implies solving a

quadratic programming problem, SVMs scale suffer from a widely known scal-

ability problem in terms of computational time. Furthermore, the correct

choice of kernel parameters is crucial for obtaining good resultsand this often

complicates the task [46].

2.4 Artificial Neural Network: Mathematical Formula-

tion

In this section we will present a recently developed methodology for short-

term load pocket forecasting, called Artificial Neural Network. ANN has been

applied to STLF for two decades with varying degree of success.

2.4.1 Framework of Artificial Neural Network

An artificial network consists of a pool of simple processing units (Neu-

rons) which communicate by sending signals to each other over a large number

of weighted connections. The artificial neural network contains following :

Processing units (Neurons): Processing units in an ANN are also

known as neurons. These neurons are interconnected by means of information

channels called interconnections. Each neuron can have multiple inputs, while
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there can be only one output. Each unit performs a relatively simple job:

receive input from neighbors or external sources and use this to compute an

output signal which is propagated to other units. Figure 2.5 shows this process.

Inputs to a neuron could be from external stimuli or could be from output of

the other neurons. The single output that comes from a neuron could be input

to many other neurons in the network. It is also possible that one of the copies

of the neuron’s output could be input to itself as a feedback.

w1k

∑

w2k

w3k

wnk

F

transfer

function

net input

netk

activation

function

yk
output

x1

x2

x3

xn

inputs

weights

θk

Figure 2.5: Diagram of an artificial neuron

Input weight: There are weights between neurons and its inputs. In

most cases we assume that there is additive relationship between neurons and

their input. Suppose that neural k has several input xj , j = 1, ..., n. Let wjk

denotes the weight between xj and neural k. θk is the bias in neural k. The

total input to neuron k can be represented as:

sk =

n
∑

j=1

wjkxj + θk (2.1)

We call equation (2.1) as propagation rule, the units with a propagation
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rule is called as sigma units.

Activation function: the activation function F is a nondecreasing

function of the total input of the unit, the output of nerual k can be represented

as:

yk = Fk(sk) = Fk(
∑

j

wjkxj + θk)

There are a number of common activation functions in use with neural

networks. We list three of them:

1. Step Function: A step function is a function like that used by the original

Perceptron. The output is a certain value, A1, if the input sum is above

a certain threshold and A0 if the input sum is below a certain threshold.

The values used by the Perceptron were A1 = 1 and A0 = 0.

2. Linear activation function: A linear combination is where the weighted

sum input of the neuron plus a linearly dependent bias. Specifically:

yk = F(sk) = a ∗ sk + b

Here a is a weight, b is the bias.

3. Sigmoid Function: A sigmoid function, also known as a logistic function,

is given by the relationship

yk = F(sk) =
1

1 + e−βsk
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Figure 2.6: sigmoid activation function

Where β is a slop parameter. The sigmoid has the property of being simi-

lar to the step function, but with the addition of a region of uncertainty.

Sigmoid functions in this respect are very similar to the input-output

relationships of biological neurons, although not exactly the same.

Artificial neural networks topology: There are many types of ANN topol-

ogy. Feedforward neural network is the most wildly used networks. A feedfor-

ward neural network is an artificial neural network where connections between

the units do not form a directed cycle. It was the first and most simple type of

artificial neural network [1]. In this network the information moves in only one

direction: from the input nodes, through the hidden nodes and to the output

nodes. There are no cycles or loops in the network .

2.4.2 Single layer perceptron network

Single-layer perceptron network is the simplest feedforward neural net-

work, which consists of a single layer of output nodes; the inputs connect
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directly to the outputs via a series of weights. In this way it can be considered

the simplest kind of feed-forward network. Fig 2.7 shows the simplest case

of this network which has only two inputs and a single output. The input

of the neuron is the weighted sum of the inputs plus the bias term. Suppose

that neural k has several input xj , j = 1, ..., n. Let wjk denotes the weight

between xj and neural k. θk is the bias in neural k. The output of the network

is formed by the activation of the output neuron, which is a function of the

input:

y = F(

2
∑

i=1

wixi + θ)

The sum of the products of the weights and the inputs is calculated in

each node. The output of the network is formed by the activation F(s) of the

output neuron.

F(s) =















1 if s > 0

−1 otherwise

w1

w2

θ

x1

x2

+1

y

Figure 2.7: Single layer perceptron network with one output and two input.
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The output of the network is either +1 or −1, depending on the input.

This network can be used for the classification task. If the sum of input

is positive, the sample will be assigned to class 1, it will belong to class 2

otherwise. The separation between the two classes in this case is a straight

line, given by the equation:

w1x1 + w2x2 + θ = 0

A geometrical representation of the linear threshold neural network is

given in figure 2.8. We can see that the weights determine the slope of the line

and the bias determines the ’off set’.

Figure 2.8: Single layer perceptron network with one output and two input

2.4.3 Multi Layer Perceptron Network

A single-layer perceptron network has severe restrictions: the class of

tasks that can be accomplished is very limited, only linear functions can
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be represented. Minsky and Papert [47] showed in 1969 that a multilayer

feed-forward network can overcome many restrictions. Multilayer perceptron

(MLP) model maps sets of input data onto a set of appropriate outputs. A

MLP consists of multiple layers of nodes in a directed graph, with each layer

fully connected to the next one. Except for the input nodes, each node is a

neuron (or processing element) with a nonlinear activation function. However,

they did not present a solution to the problem of how to adjust the weights

from input to hidden units.

An answer to this question was presented by Rumelhart et al.[56] in

1986, and similar solutions appeared to have been published earlier (Werbos

[67] (1974), LeCun [41] (1985) ). MLP utilizes a supervised learning technique

called backpropagation for training the network. Back-propagation can also

be considered as a generalization of the delta rule for non-linear activation

functions and multilayer networks. MLP is a modification of the standard lin-

ear perceptron and can distinguish data that are not linearly separable. It has

been shown [31, 26] that only one layer of hidden units suffices to approximate

any function with finitely many discontinuities to arbitrary precision.

In a multilayer network (Fig. 2.9) containing hidden units, that is, units

that are neither input nor output units. The error signal can be formed as

before, but many neurals can give rise to the error, not just the ones at the

output units. Since we usually do not know what the target outputs of the

hidden units are, we cannot directly compute the error signal for hidden units.

The “generalized delta rule” is suggested by Rumelhart et al.[55] and

gives a recipe for adjusting the weights on internal units based on the error at
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Input

Figure 2.9: Diagram of a two-layer perceptron network

the output. To be more specific, let

E =
1

2

∑

k

(tk − yk)
2 (2.2)

be the measure of the error with k outputs units, where tk is the target

output for kth component of the output and yk is the kth component of output

produced by the network. The network is specified as

yk = F(sk) (2.3)

in which

sk =
∑

j

wjkxj + θk (2.4)

Here F is a differentiable and nondecreasing activation function, and wjk

is a weight between input xj and neuron k which need to be adjusted. The
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function F is normally a sigmoid type function as shown in Fig .

To obtain a rule for adjusting weights ∆wjk, the gradient of E with

respect to wjk is used and it is represented as follows:

∂E

∂wjk

= −
∂E

∂sk

∂sk
∂wjk

(2.5)

By equation (2.4) we can get the derivative of second factor in (2.5) as:

∂sk
∂wjk

= xj (2.6)

Thus quation (2.5) can be represented as follows:

∂E

∂wjk

= δkxj (2.7)

Here δk defines as

δk = −
∂E

∂sk
(2.8)

If a neuron is an output neuron, δk is given by

δk = (tk − yk)F
′

k(sk) (2.9)

and for a neuron in an arbitrary hidden layer

δk = F
′

(sk)
∑

o

δowok (2.10)

Here o represents all the neurons in next layer.
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The gradient descent algorithm adapts the weights according to the gra-

dient error, the rule of adjusting weights can be drived using equation (2.7)

and given as:

∆wjk(n + 1) = γδkxj + α∆wjk(n)

where γ is the learning rate parameter and α is the momentum constant

to determine the effect of past weight changes, and n is the iteration number.

Once the neural network is trained, it produces very fast output for a

given input data. It only requires a few multiplications, additions and calcu-

lations of sigmoid function.

2.5 Application of ANN to One Day Ahead Electric

Load Forecasting

In section 2.4, we explained that multilayer perceptron neural network

to solves the optimization problem: Using the software Matlab [6], we applied

ANN to short-term electrical load forecasting. The input data set include

historical hourly load data and hourly weather data. Historical weather data

were provided by NCDC (National Climatic Data Center).

2.5.1 Data cleaning

Before data is ready to be used as input to neural network, we first need

to clean the data, by removing outliers, missing values or any irregularities.

Neural network is sensitive to the irregular load data, during the training, bad
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data would result in large forecast error. In our method, we use four rules to

clean our data.

1. Three sigma rule: Most widely used method is called “three-sigma”

rejection rule. The “three-sigma” rule consists in rejecting observations

that are outlying beyond mean estimation plus three times of the esti-

mated standard deviation. From the observation, we find the bad data

usually last more than one day. we calculate the daily MAPE, if the

MAPE of that day is greater than average daily MAPE plus three times

of standard deviation, all the loads of that day will be treated as outlier.

2. Remove duplicate data and restore missing value: Electric load

is different by hour. From observation, when the meter is failure or any

abnormal things happens, the the meter reading would be the exactly

same for a long time. Thus, if there are consecutive same loads for more

than six hours, the load for that day will be considered as outlier. All

the missing data will be replaced by the imputed load.

3. Remove the holidays: Holiday electricity load are different from nor-

mal day, and different region by region. Since we only have two years

data, accurate holiday forecasting is difficult to achieve. Six holidays

were removed from our data and replaced by imputed data.

2.5.2 Input Selection

After data cleaning, we need to decide what data information should in-

corporate into the ANN models. The key issue for the success implementation
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of any load forecasting method is finding a suitable selection of input vari-

ables. For short-term load forecasting factors such as history load, calendar

and weather factors should be included into the model.

One of the most important factors is calendar factor. Calendar factor

include time of the year, the day of the week and the hour of the day. The

weekday load shapes are typically different from the weekend profiles. Also the

load on different weekdays can behave differently. To differential the weekday

impact, weekday index [34] which using dummy variables to represent day of

week is used in our work . Various weekday index has been tested. Based on

the test result we choose a 3-bit binary number as our weekday index, i.e., 100

for Monday through Friday, 010 for Saturday and 001 for Sunday.

Weather factors is another important factor. The main variable to be

included is the dry bulb temperature, since it has been well known that the

demand rises on cold days and hot days. The next commonly used variable

is dew point, it will affect human satisfaction when temperature is high. The

other variables such as wind velocity, cloudiness etc can also have effects on

load demand. We experimented model with temperature and humidity and

models with other weather factors. The differences between the models are

not significant. Thus, our model we only include temperature and humidity.

Beside calendar and weather factors we also include historical load infor-

mation. To forecast the load of tomorrow(Load T), the common practice is to

use the most recently available load, i.e., the load 24 hours ago(T-24), and the

load of one week ago(T-168)[12, 3, 50]. We experimented with several models

before we decide what load information to use. The best results were obtained
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when using one hour ago (T-1), one day ago(T-24) and one week ago(T-168)

data in training. The next day load forecasting is then conducted hour by

hour. The next hour forecasting is based on the prediction of previous one.

The model that did not have any lagged load variables gave the worst results.

Thus, our training data set includes calendar, weather and past load

information. The last step in our data preparation is to linearly scale our

data sets as proposed in [54]. Scaling the data before applying ANN is very

important. The main advantage is to avoid attributes in greater numeric

ranges dominating those in smaller numeric ranges. The input weather, load

and calendar information are normalized to value between 0 to 1.

2.5.3 Model Selection

Beside deciding what variables to include in the ANN model, there are

some parameters need to be determined before training the ANN. These pa-

rameters include number of output neurons, hidden neurons and activation

function.

The number of output neurons affects the structure of the ANN. Typi-

cally, the number of output neurons is set to either 24 or 1 for short-term load

forecasting. For the case of 24 output neurons, the single-model multivariate

forecasting method is used [29]. This method uses a multivariate algorithm

to forecast all the loads at once, so that each profile is represented by a 24-

dimensional vector. One drawback is that training the ANN with 24 outputs

takes time, and also treating each day as a vector will results in very few

number of input data. e.g. two month of data will yield only 60 data points,
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which is too few for the large MLPs . In our method, we forecast next load

by iterative forecasting method [54] which forecast one hourly load at a time

and then aggregating the load consecutively, so that the forecasts for the later

hours will be based the forecasts for the earlier ones.

Determining the number of neurons in the hidden layer may be more

difficult than determining the size of the input or output layers. There is

again little theoretical basis for the decision. If the neuron is too few, the

model will not be flexible enough to model the data well; if they are too many,

the model will over fit the data. Here we experimented on several models, the

optimal number of neurons we selected is 8.

Even though there are only few activation functions that are commonly

used, we need to decide which one we will use. We tried two activation func-

tions,the hyperbolic tangent sigmoid function and log-sigmoid. The results

from the latter were more adequate and we end up using the sigmoid function.

To avoid the over-fitting problem, a cross-validation technique [6] has

been incorporated in our solution strategy in which the progress of the training

phase is controlled by the validation error instead of training error. Validation

set is a part of training samples which is removed from the training set and so

becomes unseen for the neural network. Minimum of the validation set error

is selected as the optimal point of the training phase, where it is expected

that the generalization capability of the neural network be maximized. Since

the validation error often does not follow a neat curve and there may be

several local minimal, its behavior over a sufficiently large number of training

iterations is evaluated.
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After deciding what variables to include into our model, determining

the number of output neurons, the number of hidden hidden neurons and

activation function, we are able to train our ANN model. The results of our

model will be presented in Section 2.7.

2.6 Statistical Learning Method for One Day Ahead

Forecasting

In this section, we first introduce the Statistical Learning (SL) method

for short-term and long-term load forecasting. A Modified Statistical Learning

(MSL) Method then proposed which is more suitable for the short-term load

forecasting of the system level data.

2.6.1 Statistical Learning Method

Feinberg and Genethliou [18] built a statistical learning model for load

forecasting, this model can be used for both middle-term load forecasting and

short term load forecasting. Statistical Learning model builds a multiplicative

statistical model that takes into account time factors such as the day of the

week and the hour of the day, as well as weather factors such as temperature

and humidity. The developed multiplicative model has the following form:

yt = C(dt, ht) · f(wt) + e(t) (2.11)
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where yt is the original load at time t, dt is the day of the week, ht is

the hour of the day, wt is the weather data such as temperature and humidity,

C(d, h) is a function of calendar factor, f(d, h) is a function of weather factor,

and e(t) is the random error. In particular, w(t) is a vector that consists of the

current and lagged weather variables. This reflects the fact that electric load

depends not only on the current weather conditions but also on the weather

during the previous hours and days.

To optimally estimate the parameters, The least square method is used

to minimize the total squared residues, i.e.,

min
∑

t

(yt − C(dt, ht) · f(wt))
2 (2.12)

Due to the excessive number of parameters and the mixture of discrete

and continuous parameters in the model. Conventional method such as new-

ton’s method and gradient decent method is not efficient. Instead of using

traditional method, a recursive iteration method has been applied [16, 19].

To estimate the weather factor f(w), the regression model has been used

f(w) = β0 +
∑

βjXj

where Xj are explanatory variable which are nonlinear functions of cur-

rent and past weather parameters and β0, βj are the regression coefficients.

The parameters of the model can be calculated iteratively. C(d, h) was set as

one initially. Then we use the above regression model to estimate f(w). The
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C(d, h) was calculated and so on. This process continues until equation (2.12)

meet the stop criteria.

This statistical learning model was compared with other method such

as time series and converntional regression analysis and gave more adequate

results. It is relatively simple, robust and reliable. It converges quickly, mostly

in less than 10 steps, and can be easily used for different levels of forecasting

[16].

2.6.2 Modified Statistical Learning Method

Statistical Learning method developed a multiplicative statistical model

that takes into account two factors. The first one is calender factor such as

day of the week, hour of the day, the second one is weather factors such as

temperature and humidity. Besides the time and weather factors, historical

load is also a very important factor for short-term forecasting. It is a common

sense that today’s load will similar to tomorrow’s load. From our experiment,

the correlation between the load (Load T) and 24 hours ago load (Load T-

24) is usually more than 0.7. Since the load series is strongly autocorrelated,

previous load information can be a good indicator for the one day ahead load

forecasting.

In this subsection, we present a modified statistical learning algorithm

for one day ahead load forecasting by using historical load. This idea of using

historical load is motivated by the forecasting methods in papers [12, 3, 50, 34]

where historical load is used as one of the inputs. We modified the SL model

structure by adding the historical load parameter in the function f(w). In
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mathematical terms the model is presented as :

yt = C(dt, ht) · f(wt, Lt′) + e(t) (2.13)

Here Lt′ is the lagged load.

There are many different ways to choose lagged load. Some researchers

treat the load as 24 hour vectors, and use the one past day load or two past

days as input. The other researchers use the Box and Jenkins methodol-

ogy for fitting ARIMA models, and selected the lags by the analysis of the

autocorrelation functions and partial autocorrelation functions. For the re-

gression model, choose too many lagged load variables can cause the problem

of multi-collinearity. We experimented different models by using different lag

load variables. The best results were obtained by selecting the one day ago

load(T-24) as the input.

After include the lagged load variables, the objective function for param-

eter estimation now becomes

min
∑

t

(yt − C(dt, ht) · f(wt, Lt′))
2 (2.14)

We train the MSL model using the same iterative method as described

in section 2.6.1, the converge rate of MSL method is approximately same as

SL method.
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2.7 Numerical Results

We evaluate the performance of the ANN and MSL models by calculating

the Mean Absolute Percentage Error (MAPE) and its standard deviation. The

formula for the MAPE is given by

MAPE =
1

N

N
∑

i=1

|LACT (i) − LFOR(i)|

LACT (i)

where LACT (i) and LFOR(i) are actual and forecast load of hour i, respec-

tively; N is the forecast horizon. The ANN method is tested using a substation

data in long island, the MSL method is tested on a system level data used in

[54].

2.7.1 Test Results of ANN method for the Substation

Data

We use the substation data in long island to test our ANN algorithm.

For this substation we have less than two year data from Jan 2010 to Nov

2011. We try to predict the data from Feb to Nov in 2011. The training data

contains two parts. The first part is a four-week windows before forecasted

day. The second part is the equivalent periods of one year before (e.g. we try

to predict load demand on Nov. 1st 2011, then the training data is the data

in Oct of Year 2011 and Oct of Year 2010). The training data set has calendar

information, weather information and historical load.

The ANN model was trained by applying a back propagation algorithm

with cross validation. After training, one day ahead prediction are computed.
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The load forecasters are retrained at the end of each day to incorporate the

most recent load information. The concatenation of four week training win-

dows, for a particular day, is shifted one day ahead, and the forecasts for the

next 24 hour are evaluated. This test procedure is repeated from February to

November in 2011.

Effect of Data Cleaning Procedure
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Figure 2.10: ANN forecasting without data cleaning

The data cleaning procedure described in subsection 2.5.1 was applied

for the model training. Fig 2.10 and 2.11 presented two week ANN forecasting

results with data cleaning procedure and without data clean procedure.

From the Figures 2.5.1 and we can see the outlier has a long-term effec-
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Figure 2.11: ANN forecasting with data cleaning

tiveness to load forecasting. Without data cleaning procedure, the outlier data

will be reused in training session for the prediction model. Since prediction

model is highly dependent on the quality of training data, the prediction model

would become unstable without cleaning such outlier. Fig 2.11 shows that af-

ter applying data cleaning procedure, the forecasting errors have a significant

decrease.

The performance of ANN method

The scatter plot of the actual load and forecasted load by ANN is shown

in Fig 2.12. The almost linear relationship between actual load and forecasted

load indicate that ANN method provides accurate predictions.
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Figure 2.12: Scatter plot of actual load versus the forecasted load by ANN for
a substation

The results of ANN method is shown in Table 2.1. The first column in

Table 2.1 indicates the month we used to calculate the MAPE, ”All” stands

for average hourly MAPE from February to November. Second column shows

the average hourly MAPE with weekend. The overall MAPE for ANN is

3.19. Since electricity usage in weekend is usually low, utility companies pay

more attentions for load forecasting in workdays. The load forecasting without

weekend is presented in third column of Table 2.1. As seen, by taking only

workdays into account, ANN method has some improvement in over all MAPE.

This may due to the more observations of workdays than weekend.

To give a graphical view about the STLF accuracy of the proposed ANN
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with weekend without weekend
Feb 2.15 2.10
Mar 3.31 3.23
Apr 3.16 2.86
May 2.49 1.95
Jun 4.95 5.17
Jul 3.76 3.45
Aug 2.93 2.52
Sep 3.24 3.10
Oct 3.23 2.83
Nov 2.52 2.33
ALL 3.19 2.96

Table 2.1: Test results of ANN method for the substation data

methods, one week load forecasting by ANN method for one week in July and

February are shown in Figure 2.14 and 2.13. Actual load and forecasted load

by ANN are represented by blue and green line respectively. As seen, ANN

model is more accurate in workdays compare to weekends.

2.7.2 Test Results of MSL method for the System Data

For the MSL algorithm, our test case include hourly load and temperature

data from a North-American electric utility, the available data from January

1st 1991 to September 30th 1992. This data set has also been considered in

[54]. The MSL algorithm is used to train our models and predict next day load,

we evaluate the performance by forecasting the load demand from February

to September for 1992. Test results are shown in Table 4.2. We compare our

results with the SL method which described in the previous section.

For this test case, MSL method has better performance than SL method.

The overall MAPE for MSL is 2.56 while SL is 3.85. For the workday predic-
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Figure 2.13: Forecasting by ANN method for one week in February using
substation data

tion, MSL also outperform the SL method. This indicates that the previous

load is a good predictor for the one day ahead load forecasting. Figure 2.15

and Figure 2.16 show one week load forecasting by MSL method for one week

in February and July respectively.

2.8 Conclusions

Load forecasting is essential for the successful implementation of ad-

vanced control for a utility, this study deals with one day ahead load fore-

casting problem. ANN and MSL methods have been presented. These two

methods require only historical load and weather data to forecast one day
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Figure 2.14: Forecasting by ANN method for one week in July using substation
data

ahead load.

The concepts of the ANN algorithm has been introduced in section 2.4.

We investigate the applicability of ANN method for one day ahead load fore-

casting. The ANN algorithm has been applied for a substation data. The MSL

method is based on a multiplicative model. The historical load is used as a

dependent variable, which improve the model significantly. An iterative algo-

rithm to estimate the model parameters is developed. The algorithm performs

iteratively linear regressions of the load as functions of weather parameters.

MSL method has been tested using a system level data. Computation results

illustrate that both methods can produce accurate predictions.
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with weekend without weekend
SL MSL SL MSL

ALL 3.85 2.56 3.82 2.51
Feb 3.35 2.97 3.17 2.75
Mar 2.96 2.43 2.74 2.31
Apr 5.08 3.12 4.87 3.16
May 5.61 3.72 5.92 3.75
Jun 4.16 2.75 4.36 2.71
Jul 2.86 1.81 2.87 1.89
Aug 2.32 1.38 2.28 1.30
Sep 4.51 2.52 4.25 2.31

Table 2.2: Comparison of MSL and SL method for a system level data
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Figure 2.15: Forecasting by MSL method for one week in February using
system level data
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Figure 2.16: Forecasting by MSL method for one week in July using system
level data
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