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Abstract of the Dissertation 

Flow kinematics and dynamics controlling tracer movement and 

shallow-water wave propagation in the Hudson River 
by 

Jindong Wang 

Doctor of Philosophy 

in 

Marine and Atmospheric Science 

Stony Brook University 

2012 

 

 Analyses of ship borne ADCP, salinity and dye tracer data from a 2002 experiment in a 

reach of the lower Hudson Estuary emphasize the influence of bottom topography on halocline 

position within the water column and dye tracer movement relative to isohalines.  Halocline 

slope and halocline position within the water column during both flood and ebb and their 

relationship to bottom topography and bottom friction are described in terms of both the quasi-

steady two-layer frictional hydraulics and tidally generated internal waves.  Hindcast simulations 

using ROMS for the same reach provide detailed description of 3D velocity field and salinity 

field to support the analyses. The spatially and temporally-varying vertical shear, strain rate and 

Richardson Number are estimated from both the observed and model data.  The results indicate 

that halocline fluctuations and vertical tracer movement are significantly enhanced especially at 

the maximum ebb and flood and are closely related to strong vertical advection induced by the 

bottom valleys and hills.  In addition, tracer dispersion is mainly controlled by vertical mixing 
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induced by strong current shear.   Strong vertical mixing regions are present not only within the 

bottom boundary layer during flood but also at the upstream slope of the bottom valleys and hills 

during ebb and at the current frontal zone during the transition from ebb to flood.  The model 

results also suggest that the sudden release of the internal wave leads to enhanced vertical mixing 

in the vicinity of the halocline during the transition from ebb to flood. 

 Analyses of extensive observations from ADCPs moored in the channel extending from 

the lower Hudson to the upper reaches near Troy reveal significant overtides and longitudinal 

variation in tidal amplitude and phase.  The results show that the tides and overtides are strongly 

influenced by local topographic variations and the longitudinal position in the river dependent on 

the ratio of tidal wavelength to channel length.  Analyses of water level observations from 

gauges distributed along the river from the Battery to Troy compliment the current observations.  

Mechanisms of overtide generation and tidal wave propagation are investigated by both one-

dimensional model following Parker (1984) and two-dimensional ROMS model. Results 

emphasize the importance of nonlinear terms in over-tide generation, the influence of variations 

in channel depth and cross-section, and the importance of tidal wavelength to channel length. 

These results motivated further study of the interactions between storm surge, river pulse, and 

tide in the Hudson River.  Hindcast simulations using both one-dimensional and two-

dimensional models provide detailed description of water elevation and current throughout the 

Hudson River from the Battery to Troy to support the analyses.  In addition, longitudinal 

variation in surge height and surge timing, and the effects of nonlinearity and channel 

morphology change on surge, will be discussed based on the model results in both a generic 

channel and the Hudson River. 
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Chapter 1 

Introduction 
 
 
 
 
 
 
 
 Analyses of ship borne ADCP, salinity and dye tracer concentration data from a 2002 

experiment in the lower Hudson Estuary emphasize the influence of bottom topography on 

halocline position within the water column and tracer movement along isohalines.  Chant et al. 

(2007) analyzed these data with a focus of bottom boundary layer entrainment during flood.  In 

their analyses they applied scaling for bottom boundary layer structure during flood 

[Trowbridge, 1992] and ebb [Stacey and Ralston, 2005].  Geyer et al. (2008) analyzed these data 

to characterize longitudinal dispersion within the bottom boundary layer associated with the 

combined effects on vertical and lateral current shear.  One of the objectives of the present study 

is to evaluate the processes by which fluid entrained into the bottom boundary layer during flood 

tide is detrained and injected into the halocline during ebb tide.  Our hypothesis is that the 

injection of fluid into the halocline is controlled by vertical advection amplified by the bottom 

topographic features and the deformation associated with the vertical shear in the horizontal 

current. 

 

 Halocline slope and halocline position within the water column during both flood and ebb 

and their relationship to bottom topography and bottom friction are described in terms of both 

the quasi-steady two-layer frictional hydraulics [Lawrence, 1990; Chant and Wilson, 2000; 

Engel, 2009] and tidally generated internal waves [Hibiya, 1986; Wang, 2006].  The lower 

Hudson Estuary is highly stratified during the neap tide, which is suitable for the use of the 

quasi-steady two-layer frictional hydraulics to estimate the vertical displacement of the halocline, 

especially during the maximum ebb or flood.  In addition, the halocline exhibits significant 

vertical excursions over the tidal cycle, leading to the formation of arrested lee waves over the 

bottom valleys and hills especially during the maximum ebb.  The behavior of the internal waves 
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varies within a tidal cycle, leading to the significant changes in vertical mixing and vertical 

advection in the water column. 

 

 Hindcast simulations using ROMS for the same reach provide detailed description of 

three-dimensional velocity field and salinity field to support the analyses.  Blumberg et al. (2004) 

and Warner et al. (2005) used ECOM and ROMS respectively to simulate the velocity and 

salinity fields in the lower Hudson River, providing very useful information to this study.  In this 

study, we also used a new method combining the two-dimensional barotropic simulations with 

the three-dimensional baroclinic simulations.  In order to get better estimates of water levels and 

currents at the open boundary, a two-dimensional barotropic model was implemented and 

validated in the Hudson River from the Battery, NY up to the Troy, NY.  The output water levels 

and currents from the two-dimensional model provide the open boundary values for the three-

dimensional baroclinic simulations.  This method compensates the absence of the observed 

current data at the open boundary, leading to more stable and accurate three-dimensional 

baroclinic simulations. 

 

 Analyses of current observations from moored ADCPs in a lateral section in the lower 

Hudson Estuary reveal strong over-tide production.  The M4 harmonic shows a strong maximum 

in the vicinity of the halocline indicating the importance of baroclinic effects and tidal period 

variations in two layer flow, while the M6 current shows a minimum in the vicinity of halocline.  

Analyses of extensive observations from ADCPs moored in the channel extending from the 

lower Hudson to the upper reaches near Troy reveal similar strong over-tides.  The results show 

that the over-tides are strongly influenced by local topographic variations and the longitudinal 

position in the estuary dependent on the ratio of tidal wavelength to channel length.  Analyses of 

water level observations from gauges distributed along the estuary from the Battery to Troy 

compliment the current observations.  Mechanisms of over-tide generation and their spatial 

variation are modeled following Parker (1984).  Results emphasize the importance of nonlinear 

terms in over-tide generation, the influence of variations in channel depth and cross-section, and 

the importance of tidal wavelength to channel length.   

 



3 
 

 These results motivated further study of the interactions between storm surge, river pulse, 

and tide in the Hudson River.  Analyses of the observed water level data during historical 

hurricanes emphasize the influence of surge-tide interaction on potential coastal flooding.  Storm 

surge associated with tropical and extra-tropical cyclones is generated in the ocean and 

propagates across the continental shelf and into coastal waters, bays and estuaries.  Storm surge 

can cause severe flooding and tremendous loss of life and property in coastal areas especially 

when its peak occurs at the time of a high tide.  In addition, heavy precipitation associated with 

storms can lead to a river pulse resulting in a surge especially in the upstream reaches of an 

estuary.  The river-pulse-induced surge can be superimposed by the surge propagating from the 

ocean, resulting in even more severe flooding.  Longitudinal variation in surge height and surge 

timing, and the effects of nonlinearity and channel geometry change on surge are further 

investigated by use of Parker’s model. 

 

 The dissertation is organized into an introductory chapter and three main chapters.  

Chapter 2 addresses the effects of bottom topography on halocline position, tracer movement and 

tidal period internal motion in the lower Hudson Estuary.  In Chapter 3, the mechanisms of 

overtide generation and tidal wave propagation in the Hudson River are investigated by use of 

both one-dimensional model and two-dimensional ROMS model.  Chapter 4 presents the 

interactions between storm surge, river pulse and tide in the Hudson River by use of the 

observations and the numerical experiments. 
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Chapter 2 

Tracer movement and tidal period internal motion in the  

Hudson Estuary 
 
 
 
 
 
 
 
Abstract 

 

 Analyses of ship borne ADCP, salinity and dye tracer concentration data from a 2002 

experiment in a reach of the lower Hudson Estuary with strong bottom topography emphasize the 

influence of bottom topography on tidal variations in halocline position within the water column 

and the movement the dye tracer relative to isohalines.  The halocline exhibits significant vertical 

excursions over the tidal cycle, leading to the formation of arrested lee waves over the bottom 

valleys and hills especially during the maximum ebb.  The lee waves are then released when 

currents decelerate.  Dyer tracer movement emphasizes the importance of vertical motion at 

bottom salinity fronts and injection into the halocline and movement along isohalines.  Halocline 

slope and halocline position within the water column during both flood and ebb and their 

relationship to bottom topography and bottom friction are described in terms of both quasi-

steady two-layer frictional hydraulics and transient tidally generated internal waves using 

hindcast ROMS simulations for the reach.  The spatially and temporally-varying vertical shear, 

strain rate and Richardson Number are estimated from both the observed and modeled data.  The 

results indicate that the enhanced halocline fluctuations and vertical tracer movement during the 

maximum ebb and flood and are closely related to strong vertical advection induced by the 

topographic features.  In addition, tracer dispersion is mainly controlled by vertical mixing 

induced by strong current shear.  Lee waves significantly enhance vertical shear and thereby 

vertical mixing in the bottom boundary layer at the upstream slope of the bottom valleys and 

hills during ebb.  In addition, the model results also suggest that the sudden release of lee waves 
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leads to enhanced vertical mixing in the vicinity of the halocline during the transition from ebb to 

flood. 

 

2.1  Objectives and Introduction 

 

 The objective of this chapter is to evaluate the bottom topographic effects on stratified 

tidal flow and tracer movement and the processes by which fluid entrained into the bottom 

boundary layer during flood tide is detrained and injected into the halocline during ebb tide. 

 

 Estuaries typically have complicated bottom topographic features like valleys and hills 

caused by dredging, piling-up, bedform erosion or sediment accumulation.  The stratified tidal 

flow passes over and interacts with these features, leading to significant changes in local 

hydrodynamics [Baines, 1995].  When the bottom topographic features are relatively small in 

both horizontal and vertical scale and can only be seen as “rough bottom”, turbulent mixing 

induced by tidal flow tends be intensified within the bottom boundary layer.  But the halocline 

position would not change significantly.  When the bottom topographic features reach as large as 

kilometers in horizontal scale and meters in vertical scale, the wave-like fluctuations of the 

halocline following these features are usually observed at the certain time period during the tidal 

cycle [Farmer and Smith, 1980; Kranenburg, 1991; Geyer and Nepf, 1996].  Topographic effects 

in stratified flow are important for better understanding estuarine transport and the related 

biogeochemical processes. 

 

 Analyses of ship borne ADCP, salinity and dye tracer data from a 2002 experiment in the 

lower Hudson Estuary emphasize the influence of bottom topography on halocline position 

within the water column and tracer movement along isohalines.  Halocline slope and halocline 

position within the water column vary in time from ebb to flood.  The halocline fluctuations 

coincide with the bottom topographic features, obviously seen from the longitudinal salinity 

structure especially when it is around the maximum ebb (Figure 2.2).  Generally the halocline is 

depressed over a valley and is elevated over a hill.  The vertical displacement of the halocline 

can reach as high as ~4 meters at the region with the mean depth of 16 meters.  On the other 

hand, the halocline fluctuations tend to be straightened during the slack water.  Correspondingly 
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the dye tracer movement shows different characteristics at different times during the tidal cycle.  

The dye tracer tends to move along isohalines, resulting in a tongue-like structure during the ebb.  

At the same time vertical fluctuations of the dye tracer also can be observed over the bottom 

topographic features.  However, during the flood the dye tracer patch is confined by the halocline 

and be well-mixed within the bottom boundary layer.  After a few tidal cycles, the dye tracer 

volume tends to be significantly dispersed and enlarged in both vertical and horizontal directions.  

The dye tracer movement also provides insights into the estuarine hydrodynamics from the 

Lagrangian perspective.   

 

 Chant et al. (2007) analyzed the dye experiment data with a focus of bottom boundary 

layer entrainment during flood.  In their analyses they applied scaling for bottom boundary layer 

structure during flood [Trowbridge, 1992] and ebb [Stacey and Ralston, 2005].  Geyer et al. 

(2008) analyzed these data to characterize longitudinal dispersion within the bottom boundary 

layer associated with the combined effects on vertical and lateral current shear.  

 

 The stratified tidal flow over bottom topographic features can be analyzed from two 

aspects in terms of both the quasi-steady two-layer frictional hydraulics [Armi, 1986; Lawrence, 

1990; Engel, 2009] and tidally generated internal waves [Hibiya, 1986; Wang, 2006].  The quasi-

steady two-layer frictional hydraulics is based on combination of one-dimensional continuity and 

momentum equations under assumption of the quasi-steady ( tu ∂∂ / =0) two-layer flow.  The 

composite Froude number composed of layer Froude numbers is introduced as criteria to 

describe the flow status (internally supercritical or subcritical).  The halocline fluctuations 

represented by thinning or thickening of each layer can be related through hydraulic response to 

the longitudinal changes in channel geometry (bottom topography and cross-section area) and 

local bottom friction.  Halocline fluctuations as hydraulic response are also shown to have 

significant effects on estuarine salt flux [Geyer and Nepf, 1996; Engel, 2009]. 

 

 The halocline fluctuations also can be seen as tidally generated internal waves.  As the 

tidal current accelerates and exceeds the first-mode internal wave speed, the internal waves are 

triggered and amplified over bottom topographic features.  As the tidal flow reduces or reverses 

in the direction, the locally-generated internal wave may leave the topographic feature and begin 
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to propagate, evolving into a train of internal solitary waves.  Farmer and Smith (1980) obtained 

in situ evidence of halocline fluctuations by use of acoustic echo-sounding systems and 

explained halocline fluctuations as quasi-steady lee waves.  Hibiya (1986) explained halocline 

fluctuations as transient internal waves generated in response to a time-varying tidal flow by 

using analytical ray-tracing method.  Wang (2006) simulated the internal wave generation in a 

generic partially mixed estuarine environment by use of a three-dimensional model POM and 

confirmed the time-evolving characteristics of the internal wave for tidal flow over bottom 

topographic features. 

 

 In this study, both the quasi-steady two-layer frictional hydraulics and the tidally 

generated internal waves will be used to analyze the observed data from a 2002 dye experiment 

in the lower Hudson.  The effect of halocline fluctuations on tracer movement will also be 

discussed.  In order to further investigate the mechanisms of halocline fluctuations, we also 

calculated the horizontal velocity gradient and estimated the strain rate.  Hindcast simulations 

using three-dimensional model ROMS for the reach provide detailed description for the 3D 

velocity field and salinity field to support the analyses.  The chapter is organized as follows.  The 

dye experiment and data processing are described in section 2.2.  The analyzing results of the 

observed data are discussed in section 2.3.  The ROMS model setup is described in section 2.4.  

The skill assessment and the 3D model results are analyzed in section 2.5.  Quasi-steady two-

layer hydraulics and the relationship between internal waves and vertical mixing are discussed in 

section 2.6.  This chapter is summarized in 2.7. 

 

2.2  Dye tracer experiments and data processing 

 

 The dye experiments were carried out in the Hudson River Estuary in May 2002 [Chant 

et al., 2007; Geyer et al., 2008; Lerczak et al., 2006].  The segment of channel for the dye study 

was located north to the George Washington Bridge, relatively straight and uniform in the along-

channel direction (Figure 2.1).  Tidal currents induced by a progressive tidal wave can reach 

approximately 1 m/s.  The surface and bottom salinity difference is approximately 5 psu during 

the spring tide and 15 psu during the neap tide.  River discharge during the experiments ranged 

from 500 m3s-1 to 2000 m3s-1, with the mean value close to 800 m3s-1. 
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 The dye experiments were complemented with the observed time series from April 22 to 

June 6, 2002 of velocity, salinity, and pressure by the use of moored instruments including four 

1.2-MHz ADCPs, 12 Seabird CT sensors and 2 Paroscientific pressure sensors.  The mooring 

time series cover in sequence strong spring tide, neap tide, weak spring tide, neap tide and strong 

spring tide [Chant et al., 2007].  The mooring array was deployed across the channel 

approximately 3 km north of the George Washington Bridge. 

 

 Four injections were conducted at different tidal phases.  The first one was at the early 

ebb during the first neap tide.  The second one was at the mid flood of the ending of the first 

neap tide.  The third one was at the early ebb during the transition from the second neap tide to 

the second strong spring tide.  And the fourth one was at the early flood during the second strong 

spring tide.  For each of injections, ~44 kg of Fluorescein dye was diluted with ambient salt 

water in the Hudson River and then released at 2~3 m above the bottom of the deep channel on 

the eastern side of the river within approximately 15 minutes.  In the end, an initial stripe of dye 

was produced, with approximately one meter in the vertical direction, several meters in the 

along-channel direction, and several hundreds of meters in the cross-channel direction.  

Following the injection, two boats were involved in surveying of the dye patch.  Each boat was 

equipped with a 1200-KHz RDI ADCP (acoustic Doppler profiler) and a CTD (conductivity, 

temperature, depth recorder) with a Chelsea fluorometer.  All the sensors were calibrated before 

the survey to mitigate the influence of the background fluorescence on estimating dye 

concentration.  The two boats tracked the dye patch in the along-channel direction and in the 

cross-channel direction, respectively.  The surveys were designed to get the three dimensional 

distribution of dye concentration, salinity and velocity within one or two tidal cycles. 

 

 The along-channel velocity, salinity and dye concentration observed in the longitudinal 

surveys were mainly used in this study.  The along-channel velocity u was transformed from the 

original ADCP eastward velocity and northward velocity.  The channel direction was mainly 

determined by following the direction of the thalweg of the lower Hudson reaches.  It was 

assumed that the lateral variations were negligible for the longitudinal surveys mainly over the 

thalweg.  The vertical strain rate zw ∂∂ /  was estimated by using the continuity equation 
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0// =∂∂+∂∂ zwxu  in the x-z plane.  In order to estimate the tendency of vertical mixing in the 

water column, the gradient Richardson numbers at the surveyed positions were calculated by 

using the formula  

2)/(
)/()/(
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∂∂−

=
ρρ          (2.1) 

 

 In order to estimate the effect of pressure gradient force on the water current and the 

related tracer movement in the water column, we did the following analysis.  The pressure at a 

certain point z in the water column is estimated by integrating the salinity from z to the water 

surface, i.e.  

∫=
η

β
z

dzzxsgzxp ),(),(          (2.2) 

where β  is the saline contraction coefficient and η  is the surface water elevation.  Then the 

horizontal pressure gradient is estimated by  

x

dzs
g

x
p z

∂

∂
=

∂
∂ ∫

η

β           (2.3) 

which includes both the barotropic pressure gradient 
x

g
∂
∂η  and the baroclinic pressure gradient.  

The barotropic pressure gradient cannot be directly estimated from the observed data since the 

water elevations were not measured during the ship surveys. The barotropic pressure gradient 

will be analyzed later based on the 3D model results. Thus only the baroclinic pressure gradient 

can be estimated based on the measured salinity profile.  The measurement of salinity s in the 

water column at each of the surveyed positions is supposed to start at a common reference level 

zr, which should be close to the water surface.  Then the horizontal baroclinic pressure gradient 

can be estimated by discretizing (2.3) and neglecting the barotropic pressure gradient: 

x
s

zg
rz

z

∂

∂
∆ ∑β            (2.4) 

Neglecting the constant coefficient zg ∆β , we call xsrz

z
∂∂∑ /  as the baroclinic gradient.  The 

baroclinic gradient values were then calculated at the longitudinally-surveyed positions for the 

following discussions. 
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2.3  Analyses of observations 

 

 The hydrodynamics in the lower Hudson Estuary show significant tidal variations from 

neap to spring and ebb to flood.  The complicated bottom topography in the estuarine channel 

exerts additional significant influence on the estuarine processes.  The water column is much 

more stratified during neap tide than spring tide.  The ebb-flood asymmetry in the velocity and 

salinity fields is also more obvious during neap tide than spring tide.  During ebb the vertical 

shear of the along-channel velocity remains strong through the water column from the bottom to 

the surface.  The halocline tends to be expanded in the vertical direction and shows strong 

fluctuations over bottom topographic features.  During flood the subsurface maximum of 

velocity occurs coinciding with the halocline position.  The vertical shear is mainly strong within 

the well-developed bottom boundary layer.  And the vertical shear is reversed above the 

halocline.  The vertical extension of the halocline tends to be narrowed down.  The halocline 

fluctuations are not as obvious as those during ebb.  On the other hand, the vertical shear of the 

along-channel velocity remains strong through the water column during both ebb and flood of 

spring tide.  The water column tends to be well-mixed from bottom to surface.  As a result, the 

stratification is significantly reduced.  In the next discussion, our focus will be mainly put onto 

neap tide.   

 

 Three groups of variables of salinity, dye concentration, velocity, strain rate, baroclinic 

gradient and Richardson number at different times during the same tidal cycle of the neap tide 

are shown in Figure 2.2~2.10.  They correspond to the maximum ebb, the early flood, and the 

maximum flood, respectively.  For each of them, the variables are contoured in a longitudinal (x) 

and vertical (z) plane with the background of the thalweg bottom topography.  In addition, only 

the salinity and dye concentration are contoured in a longer longitudinal section, showing the 

results at the maximum flood (Figure 2.11) and the maximum ebb (Figure 2.12) approximately 

three tidal cycles later than the tidal cycle mentioned above.  As a comparison, the salinity and 

dye tracer are shown at the same longer longitudinal section but during the transition time from 

neap to spring (Figure 2.13).  Finally the contoured variables are also shown in a lateral section 

across the big valley during the maximum ebb (Figure 2.14), providing the view of lateral 

variations in salinity, dye concentration and velocity u. 
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2.3.1  Maximum ebb 

 

 As shown in Figure 2.1 and 2.2, the first longitudinal section extended from 18 km to 26 

km north of the Battery.  The data for this section were observed about one and a half hours later 

than the maximum ebb and about three hours later than the releasing time.  In the longitudinal 

section figures, the normal thalweg depth is ~14 m for this particular reach.  A big valley is 

located between 20 km and 22 km with the cross-channel width of ~250 m and with the bottom 

depth of ~20 m.  Thus the spatial scale of this big valley is 2 km long, 250 m wide, and 6 m 

deep.  A relatively small hill is located at ~24 km, with the spatial scale of 1 km long, 250 m 

wide, and 3 m high.  Generally a series of valleys and hills with different size are distributed 

along the thalweg of this particular reach. 

 

 As seen in the upper panel of Figure 2.2, the halocline clearly showed a wave-like pattern 

following the bottom valleys and hills.  A halocline wave crest and a wave trough were present 

over the seaward edge and the landward edge, respectively of the big valley at ~21 km.  The 

halocline was displaced by ~4 m from the crest to the trough.  In addition, the halocline over the 

small hill at ~23 km was also significantly elevated, representing another halocline wave crest.  

The 9 psu isohaline (the black dashed line in this and the following figures) was generally 

consistent with the most stratified positions in the water column and was used as the middle line 

of the halocline.  The 14 psu isohaline (the black dotted line in the following figures) was used to 

show the relative position of the dye patch. 

 

 The dye patch (the lower panel of Figure 2.2) extended approximately 7.5 km along the 

channel.  The dye patch was clearly separated into at least three parts in the longitudinal 

direction.  A big dye gap at ~21.5 km, i.e. over the landward edge of the big valley, lied in 

between two main parts of the dye patch, corresponding to the halocline wave trough.  The dye 

at ~20.2 km, i.e. over the seaward edge of the big valley, intruded upward to ~7 m depth, 

following the elevated halocline.  The dye over the small hill at ~23 km also intruded upward.  In 

addition, a relatively small dye gap over a small valley at ~24 km separated the highly 

concentrated dye patch into two parts.  Generally the uppermost limit of the dye patch followed 
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the 14 psu isohaline (the black dotted line) very well, showing wave-like fluctuations over the 

bottom topographic features. 

 

 Correspondingly the along-channel velocity u contours (the upper panel of Figure 2.3) 

also showed a wave-like pattern following the bottom valleys and hills.  There occurred 

significant vertical and longitudinal variations in xu ∂∂ / .  Over the landward edge of the big 

valley at ~21 km, there was horizontal convergence ( xu ∂∂ / <0) above the halocline and 

horizontal divergence ( xu ∂∂ / >0) below the halocline, suggesting the presence of a downward 

advection around the halocline.  Conversely there was horizontal divergence above the halocline 

and horizontal convergence below the halocline over the seaward edge of the big valley, leading 

to an upward advection around the halocline.   

 

 The strain rate pattern in the lower panel of Figure 2.3 is consistent with the fluctuated 

halocline, providing an additional hint of the structure of vertical advection w.  Over the 

landward edge of the big valley at ~21 km, the strain rate values were negative under the 

halocline and positive above the halocline.  Thus vertical advection should decrease upward from 

the bottom to the halocline and then increase upward from the halocline to the surface, 

suggesting the minimum w occurring around the halocline.  This minimum w was reasonably to 

be negative, i.e. a downward advection.  Conversely an upward advection should be present over 

the seaward edge of the big valley.  The estimated vertical advection here is consistent with the 

horizontal convergence and divergence mentioned above.  Thus vertical advection plays a 

significant role in moving the halocline position in the vertical direction over the bottom 

topographic features during the maximum ebb. 

 

 One question may be asked is whether vertical mixing rather than vertical advection 

contributes to the wave-like pattern of the tracer.  In the Ri contours (the lower panel of Figure 

2.4), the deep blue regions (Ri<=0.25) indicating relatively high turbulent mixing were mainly 

located within the subsurface layer and the certain places in the bottom layer over the seaward 

edges of the bottom valleys.  The red regions (Ri>1) indicating very limited vertical mixing 

dominated the whole x-z section, especially the place over the landward slope of the big valley.  
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Thus the tracer movement over the landward slope of the valley was mainly induced by vertical 

advection rather than vertical mixing during the maximum ebb. 

 

 The contoured along-channel velocity, salinity, and dye concentration are also shown in 

Figure 2.14 for a cross-channel section over the big valley at ~21.5 km.  The data were measured 

during the maximum ebb of the second dye release experiment, when flow condition and 

stratification were similar to those for the above longitudinal section.  The halocline was 

significantly depressed with the lateral scale of ~200 m coinciding with the width of the big 

valley.  Correspondingly the dye was separated into two main parts with a big gap in between.  

The along-channel velocity was strengthened in the lower layer coinciding with the depressed 

halocline, leading to very strong lateral shear on either side of the channel. The strong lateral 

shear of u may significantly enhance the tracer dispersion on both sides of the big valley. 

 

2.3.2  Early flood 

 

 Figure 2.5 ~ 2.7 show variables in similar longitudinal section but at the early flood, 

about two and a half hours later than the time in 2.3.1.  The previously fluctuating halocline (the 

upper panel of Figure 2.5) was almost straightened probably due to the reverse effect of the 

bottom topography.  The previous halocline wave trough induced by the bottom valley was 

elevated by the bottom hill during this time period.  The dye patch (the lower panel of Figure 

2.5) as a whole still maintained the longitudinal extension of ~7.5 km and was advected 

landward by ~1.5 km.  The dye previously intruding upward was squeezed by ~1 m downward to 

the bottom layer due to descending of the halocline.  But the dye patch still clearly maintained 

three separate parts corresponding to those parts around the maximum ebb in 2.3.1.  This also 

provides us with a good moving coordinate system to evaluate the tracer pattern in the 

Lagrangian perspective.  The dye gap at ~23 km was located over a hill rather than a valley, 

indicating that this dye gap was the same one previously located at ~21.5 km around the 

maximum ebb and was moved here.  On the other hand, the 14 psu isohaline and the halocline 

above it at ~23 km were almost straightened.  This also confirms the reverse effect of the bottom 

hill on the previous wave trough.  However the dye in the bottom layer responded in a slower 

way to this reverse effect, which allowed the maintenance of its wave-like structure.  In addition, 
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the dye gap and the related halocline trough at ~25.5 km may first be elevated by the hill at ~24.5 

km and then be lowered by the valley at ~25.5 km.   

 

 The along-channel velocity u (the upper panel of Figure 2.6) showed clearly subsurface 

maximum at the bottom of the halocline.  The velocity u generally had positive vertical shear 

( zu ∂∂ / >0) within the bottom boundary layer and has negative vertical shear ( zu ∂∂ / <0) within 

the upper water column.  The vertical and longitudinal variations in xu ∂∂ /  were much weaker 

than those around the maximum ebb.  So were the horizontal convergence and divergence.  The 

estimated strain rate zw ∂∂ /  (the lower panel of Figure x) was also reduced in magnitude relative 

to that in 2.3.1.  But the strain rate pattern was still related to the bottom valleys and hills.  The 

baroclinic gradient xs
z

∂∂∑ /η  (the upper panel of Figure 2.7) had predominantly negative values 

with relatively small magnitude through the bottom boundary layer, suggesting accelerating of 

the bottom flooding current.  However, there were relatively big positive values over the 

landward edges of the small valley at ~26 km, suggesting decelerating of the bottom flooding 

current.  In addition, vertical mixing represented by the Richardson number (the lower panel of 

Figure 2.7) became strong within the bottom boundary layer and the subsurface layer where 

there were relatively stronger vertical current shear and relatively weaker stratification. 

 

2.3.3  Maximum flood 

 

 Figure 2.8 ~ 2.10 show variables in a further landward longitudinal section with 

relatively uniform bottom topography during the maximum flood, about three hours later than 

the time in 2.3.2.  The halocline (the upper panel of Figure 2.8) changed very little in 

longitudinal pattern and vertical position from that in the early flood but was more concentrated 

due to upward extension of the bottom boundary layer.  The halocline still maintained some 

wave-like perturbations even over the relatively uniform bottom topography.  But the wave range 

was significantly reduced. 

 

 The dye patch (the lower panel of Figure 2.8) did not have obvious separate parts any 

more but rather had a single main part, still maintaining the longitudinal length of ~7.5 km.  

There are two possible reasons.  The relatively strong vertical shear of u in the bottom boundary 
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layer (the upper panel of Figure 2.9) makes it possible that the dye at smaller depths is moved 

faster than that at bigger depths during the flood.  Thus the dye previously intruding upward is 

now moved faster than the bottom dye.  In addition, much stronger bottom layer turbulence (the 

lower panel of Figure x) during the flood tends to make the dye patch well-mixed within the 

bottom boundary layer.  Thus the dye at smaller depths caught up and mixed with the deeper 

dye.  As a result, the dye patch previously separated by the topographic features was reunited 

over relatively uniform bottom during the flood. 

 

 It should also be noted that the dye mass center moved landward by ~5.2 km within ~3.5 

hours.  Thus the mean advection rate was approximately 0.41 m/s.  However, the landward front 

of the 14 psu isohaline only moved by ~3.5 km within ~3.5 hours at the rate of ~0.28 m/s.  

Actually the dye patch not only moved landward but also extended upward into the halocline 

bottom.  As a result, both the landward part and the upper part of the dye patch were significantly 

freshened.  Chant et al. (2007) attributed the freshening of the dye mass to be entrainment of the 

halocline fresher water into the bottom saltier water.  We think that both the estuarine circulation 

and the vertical shear of current play an important role in tracer movement.  The dye patch was 

mostly within the bottom boundary layer, where the mean estuarine current was landward due to 

the dominating landward baroclinic pressure gradient force.  Thus it can be expected that the dye 

mass center would not come back to the releasing site after a tidal cycle.  Instead the dye mass 

center would be farther and farther landward away from the releasing site.  In addition, as 

mentioned in the last paragraph, the vertical shear makes it possible that the dye previously 

intruding upward to the smaller depths is advected landward faster and then is mixed with the 

lower dye.  Thus the dye patch as a whole was freshened.  Even the upper part of the dye patch 

was able to go into the bottom of the halocline, it was hard for it to go further upward since the 

vertical shear was reversed above the middle halocline and the vertical mixing within the 

halocline was very weak. 

 

 The general pattern of the along-channel velocity (the upper panel of Figure 2.9) was still 

characterized by the presence of the subsurface maximum coinciding with the middle halocline.  

There were also some wave-like perturbations around the halocline and within the bottom 

boundary layer.  Upward advection and downward advection estimated from the strain rate (the 
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lower panel of Figure 2.9) were still present at the wave crest and trough, respectively.  But the 

strain rate magnitude was much smaller than that previously estimated over the bottom valleys or 

hills during the maximum ebb, suggesting weaker vertical advection.   

 

 Figure 2.11 shows the salt and the dye structure during the maximum flood approximate 

three tidal cycles later than the time in 2.3.3.  The dye mass center was moved landward by 

approximate 10 km.  The mean speed was ~0.07 m/s.  The longitudinal length of the dye patch 

reached ~15 km, almost double in size of the dye patch three tidal cycles before.  Geyer et al. 

(2008) calculated the horizontal dispersion rate for the same data sets by use of Taylor’s formula 

and found the theoretical results significantly underestimate the observed dye expansion.  We 

think the combining effects of the bottom-topographic-features-induced vertical advection and 

vertical shear of u mainly contribute to the dye expansion.  The dye front already exceeded the 9 

psu isohaline.  The front of the 14 psu isohaline also moved landward by ~3 km within three 

tidal cycles, further lagging behind the dye front.  The bottom boundary layer expanded upward 

significantly.  The upward extension of the dye patch was still limited by the middle halocline.   

 

 Figure 2.12 shows the salt and the dye structure during the maximum ebb, approximate 5 

hours later than the maximum flood mentioned in the last paragraph.  Generally the halocline 

was obviously inclined, leading to a big landward slope.  At the same time, the halocline was 

also displaced in the vertical direction over a big valley as deep as 2~4 m and extending from 

~34 km to ~41 km.  A halocline wave trough was present at ~40 km over the landward edge of 

the big valley.  A halocline wave crest was present at ~34 km over the seaward edge of the big 

valley.  The dye patch generally moved along the isohalines and intruded both landward and 

upward, leading to a tongue-like pattern.  Geyer et al. (2008) attributed this tongue-like 

distribution to the strong vertical shear and the weak vertical mixing during the ebb.  We think 

the relatively strong upward advection over the landward edge of the big valley also played an 

important role in building the tongue-like dye patch.  Strong upward advection tended to be 

limited within a relatively short longitudinal distance [Hibiya, 2004] over the seaward edge of 

the big valley, where the dye tended to intrude upward into the bottom of the halocline.  The dye 

in the upper water column was then carried seaward at a faster rate by the stronger ebbing 

currents there, while the dye in the bottom layer lagged behind.   
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 As a comparison to the patterns during the neap tides, the salinity field and the dye patch 

at the maximum ebb during the transition from the neap tide to the spring tide are shown in 

Figure 2.13.  The water column was already mixed to a relatively large extent due to the 

relatively strong tidal currents.  As a result, the halocline almost disappeared.  The isohaline 

slope was significantly enlarged in the landward direction.  Correspondingly, the dye patch still 

looked like a tongue and intruded upward to a relatively large extent, almost reaching the water 

surface.  At this moment, both the upward vertical advection induced by the bottom topographic 

slope at ~34 km and the relatively strong vertical mixing should affect vertical expansion of the 

dye patch. 

 

2.4  Model description and setup 

 

 ROMS (The Regional Ocean Model System) was used to simulate the three-dimensional 

flow field and salinity field in the lower Hudson Estuary.  ROMS is a free-surface, terrain-

following, primitive equations ocean model [Haidvogel et al., 2000].  The primitive equations 

are time-discretized using a third-order accurate predictor (Leap-Frog) and corrector (Adams-

Molton) time-stepping algorithm which allows larger time steps [Shchepetkin and McWilliams, 

2005].  In the vertical, the primitive equations are discretized using stretched terrain-following 

coordinates which is capable of maintaining high resolution in the bottom layer over variable 

topography.  In the horizontal, the primitive equations are discretized using boundary-fitted, 

orthogonal curvilinear coordinates on a staggered Arakawa C-grid.  ROMS provides users with 

various options for advection schemes and turbulent closure schemes [Warner et al., 2005a], 

which allows appropriate simulations under different circumstances.  Here we use a third-order 

upstream advective scheme for the horizontal momentum transport and the Generic Length Scale 

k-ε turbulence closure for parameterization of subgrid-scale mixing. 

 

 The model domain covers the Hudson River, extending nearly 250 km from the Battery, 

NY to the Troy, NY.  The curvilinear grid with 2200 (longitudinally) × 60 (laterally) × 30 

(vertically) cells was generated by use of a MATLAB GUI tool SeaGrid.  The grid resolution is 

approximately 150 m × 40 m × 0.5 m for the lower Hudson Estuary.  The grid bathymetry is 
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interpolated from the high-resolution multi-beam sounding data by courtesy of Dr. Roger Flood 

in Stony Brook, NY. 

 

 ROMS tends to be more stable and have a better performance for a 3D baroclinic 

simulation if both water elevation and depth-averaged currents are provided at the open 

boundaries.  Under this condition, the free surface Chapman and the depth-averaged momentum 

Flather conditions can be applied.  However, we only have observed time series of water 

elevation at the Battery as the open boundary forcing.  Thus we do a 2D barotropic simulation 

first.  The free surface clamped condition and the depth-averaged momentum reduced condition 

are specified at the south open boundary.  The 2D barotropic simulation, validated by the 

observed water elevation and currents (Figure 2.17 and Table 2.1), is able to provide relatively 

accurate estimates of water elevation and depth-averaged currents in the vicinity of the south 

open boundary.  Then a new south open boundary for the 3D baroclinic simulation is put at ~1.5 

km north of the 2D barotropic south open boundary.  Thus the water elevation and depth-

averaged currents at the 3D south open boundary, which are output from the 2D simulation, can 

be used for driving the 3D baroclinic run.  In addition, the daily-averaged discharge data 

collected by USGS at the Green Island, NY are specified at the north boundary for both 2D and 

3D simulations. 

 

 The salinity time series observed at the moored array mentioned above are used to 

calculate the salinity values at the 3D south open boundary.  It is assumed that a time varying 

longitudinal salinity gradient is present between the moored site and the 3D south open 

boundary.  It is also assumed that the longitudinal gradient depends on the stratification, i.e. the 

bottom-surface salinity difference.  This is confirmed by the longitudinal observations during the 

neap and spring tides.  Generally the horizontal salinity gradient is smaller during the neap tide 

when the stratification is larger.  Thus the horizontal salinity gradient is assumed to be inversely 

related to the bottom-surface salinity difference.  A couple of longitudinal salinity fields 

observed by ship-borne CTD are then combined with the salinity time series at the moored site to 

estimate the time varying horizontal salinity gradient and thus the time varying salinity values at 

the 3D south open boundary.  During the processing, the high-frequency noises in the observed 
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salinity time series have been removed by a low-pass (lower than 1/3 hours-1) Fourier filter for 

modeling stability. 

 

2.5  Model results 

 

2.5.1  Model skill assessment 

 

 The 3D baroclinic simulation starts from the rest with a stratified salinity field specified 

in the lower Hudson Estuary.  Hydrodynamic conditions are simulated for 16 days covering a 

spring-neap cycle. The first 5 days are for hydrodynamic adjustment. The last 11 days are used 

for skill assessment. The time series of surface salinity, bottom salinity, surface current, bottom 

current, and depth-averaged current from both the 3D model and the observations at the moored 

site have been shown in Figure 2.18. The related skill and the root-mean-squared errors (RMSE) 

have been shown in Table 2.1. The skill parameter is defined following Warner et al. (2005). 

Generally the model reproduces the observations very well with high skill (all higher than 0.89).  

However, the model tends to underestimate the surface salinity during spring and the transition 

from spring to neap which may be due to the underestimated surface layer mixing because of the 

absence of wind forcing in the model. In addition, the model tends to overestimate the bottom 

current probably due to the underestimated bottom friction coefficient. The effects of wind 

forcing and bottom friction coefficient on the modeling results will be further considered in the 

future studies. Our focus will be put onto neap tide in this study. On the other hand, the depth-

averaged currents from both 3D simulation (the bottom panel of Figure 2.18) and previous 2D 

simulation (the bottom panel of Figure 2.17) are closely in agreement with the observed currents, 

suggesting the effectiveness of the method of using 2D output currents to drive 3D simulation at 

the open boundary in the lower Hudson. 

 

 In addition, vertical profiles of salinity and current from the model and observations 

during ebb and flood of neap tide in the vicinity of the moored site have been shown in Figure 

2.19. Generally the model captures the vertical structure of both salinity and current very well. 

However, the model tends to underestimate the stratification especially during ebb which may be 

due to inadequate turbulent parameterization [Warner et al., 2005] or the underestimated surface 
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mixed layer. Further improvement of modeling stratification will be considered in the future 

studies. The overestimated bottom flooding current may indicate the underestimated bottom 

friction coefficient. 

 

2.5.2  Tidal period internal motion 

 

 The 3D simulation has been output every six minutes for four days during neap tide. The 

results of one tidal cycle during the first dye release experiment have been used for analysis. 

Both spatial and temporal variations of fourteen parameters have been shown in Figure 

2.20~2.55.  The fourteen parameters include salinity s, along-channel current u, vertical 

advection w, logged viscosity log10Kv, Brunt–Väisälä frequency N2 and its local time rate ∂N2/∂t, 

vertical shear ∂u/∂z, Richardson Number Ri, available potential energy APE (ref. 2.6.3) and its 

local time rate ∂APE/∂t, pressure gradient force Fpg and its power Ppg, barotropic pressure 

gradient force FBTpg and baroclinic pressure gradient force FBCpg. 

 

 Figure 2.20~2.26 show the fourteen parameters in the longitudinal section at the 

maximum ebb.  Figure 2.27~2.32 show the longitudinal parameters at the early flood.  Figure 

2.33~2.35 show the longitudinal parameters at the maximum flood.  Figure 2.36 and 2.37 show 

the longitudinal parameters at the end of flood.  Two positions (S1 and S2) are selected to show 

temporal variations of these parameters within a tidal cycle.  S1 is at 21.58 km north of the 

Battery and over the landward slope of the big valley.  S2 is at the upstream of the big valley 

about 750 m north of S1. S2 is in vicinity of the moored site.  Figure 2.38~2.44 show tidal 

variations at S1. Figure 2.45~2.51 show tidal variations at S2.  In addition, Figure 2.52~2.55 

show horizontal distribution of depth-integrated energy and power. 

 

Maximum ebb 

 

 Vertical displacement of halocline (Figure 2.20 upper panel) over bottom topographic 

features reaches its maximum around the maximum ebb, which is mainly due to strong vertical 

advection (Figure 2.21 upper panel). There are mainly four places with depressed halocline in the 

lower Hudson reach: 21.5 km, 26 km, 30.5 km, and 36 km away from the Battery, NY. 
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Correspondingly, water surface over the depressed halocline is significantly elevated (upper 

black dotted line in Figure 2.20~2.26), producing very strong barotropic pressure gradient force 

in a relatively short distance. The barotropic pressure gradient force (Figure 2.26 middle panel) 

over the landward edge of the big valley is as high as 6×10-4 m2/s2, almost seven times stronger 

than the reach-mean FBTpg at the early flood.  

 

 Around the maximum ebb, the model internal waves, i.e. the halocline fluctuations 

induced by the bottom topography are very strong, which is consistent with the observations.  

The halocline (the upper panel of Figure 2.20) is significantly depressed over the landward edge 

of the big valley at ~21.5 km.  Correspondingly, strong downward advection (the upper panel of 

Figure 2.21) is present over the valley edge and strong upward advection is present over the 

valley.  This is also consistent with the analyzed strain rate (the lower panel of Figure 2.3) from 

the observed data.  The eddy viscosity (the lower panel of Figure 2.21) is relatively low through 

the reach except the patched higher values at the bottom where the internal wave is also present.  

This is generally consistent with the estimated Richardson numbers (the lower panel of Figure 

2.4).  Thus the internal wave also tends to increase the bottom turbulent mixing to some extent. 

 

 Along-channel current (the lower panel of Figure 2.20) also show vertical fluctuations 

corresponding to halocline fluctuations, producing relatively strong vertical shear (the upper 

panel of Figure 2.23) within both the bottom and surface layers. Within the bottom layer of the 

halocline depression regions, strong shear and relatively weak stratification (the upper panel of 

Figure 2.22) lead to relatively strong mixing represented by both eddy viscosity (the lower panel 

of Figure 2.21) and Richardson Number (the lower panel of Figure 2.23). Thus the presence of 

halocline depression tends to enhance the bottom layer mixing. However, vertical mixing 

decreases sharply above the bottom layer, where vertical advection plays a more important role. 

Within the upper layer, vertical mixing is relatively weak due to strong stratification in most 

regions except very limited region over the landward edge of the big valley. However certain 

regions in the upper layer tend to be further-stratified or de-stratified (the lower panel of Figure 

2.22) very quickly due to halocline fluctuations. 
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 Sharp water surface slope over the landward edge of the big valley leads to strong 

barotropic pressure gradient force through the water column (Figure 2.26). FBTpg is much larger 

than FBCpg within the surface layer and smaller than FBCpg within the bottom layer. As a result, 

total pressure gradient force Fpg (the upper panel of Figure 2.26) reverses from the surface to the 

bottom. Within the surface layer, Fpg decelerates the ebbing currents over the landward side of 

isohaline trough and accelerates the ebbing currents over the seaward side of halocline trough. 

While within the bottom layer, Fpg accelerates the ebbing currents over the landward edge of the 

big valley. Thus Fpg tends to strengthen horizontal divergence of the ebbing currents within both 

the surface and bottom layers, leading to strong downward advection in the middle water. 

Correspondingly pressure gradient power changes very quickly within the surface layer over the 

landward edge of the big valley. The kinetic energy first decreases and then increases when the 

surface layer ebbing currents go through the edge. Part of the lost kinetic energy is transferred 

into available potential energy (the lower panel of Figure 2.24) at the bottom of the surface layer 

during this process.  

 

Early flood 

 

 Isohaline fluctuations (the upper panel of Figure 2.27) especially within the bottom layer 

tend to be decreased in magnitude and be moved landward due to the bottom flooding currents 

(the lower panel of Figure 2.27). The effects of bottom topographic features on the bottom 

flooding currents lead to relatively strong upward advection (the upper panel of Figure 2.28), 

which elevates the previously-depressed isohalines.  

 

 Vertical shear (the upper panel of Figure 2.30) is very strong in between the surface layer 

ebbing currents and the bottom layer flooding currents. This stripe of strong shear decreases in 

depth from the halocline to the bottom in the landward direction, producing a landward inclined 

“tunnel” with strong vertical mixing (the lower panel of Figure 2.30 and the lower panel of 

Figure 2.28). The tunnel of strong mixing is surrounded by the regions with very weak mixing. 

This may be one of the reasons for the tongue-like structure of the dye patch during ebb (Figure 

2.12 in draft thesis). 
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 Both the stratification tendency (Figure 2.29) and the surface layer pressure gradient 

force (the upper panel of Figure 2.32) indicate that halocline fluctuations have propagated 

landward. Pressure gradient power (the lower panel of Figure 2.32) generally increases kinetic 

energy within the bottom layer and decreases kinetic energy within the surface layer. 

 

 At the slack before flood, the magnitude of the internal wave is generally reduced.  The 

currents (the lower panel of Figure 2.20) begin to flood in the bottom layer but still ebb in the 

upper layer, producing very strong shear around the halocline.  As analyzed above, the strong 

shear tends to reduce the isohaline fluctuations.  Vertical advection (the upper panel of Figure 

2.21) induced by the bottom topographic features is still present mainly in the bottom layer but is 

significantly decreased in magnitude.  In addition, as seen in the lower panel of Figure 2.21, the 

previously-patched turbulent regions begin to connect with each other and extend through the 

bottom layer due to the bottom flooding currents. 

 

Maximum flood 

 

 During the maximum flood (Figure 2.33) the internal wave is again strengthened over the 

landward edge of the big valley.  However, the wave amplitude is not as large as that during the 

maximum ebb.  This may be because the maximum flooding currents tend to be present at the 

bottom of the halocline while the maximum ebbing currents are present at the water surface.  

Vertical shear is inversed above the halocline during the flood and is relatively strong to reduce 

the internal wave amplitude to some extent.  On the other hand, the upward advection (the upper 

panel of Figure 2.34) is significantly enhanced through the water column over the big valley at 

~21.5km.  There is also strong downward advection within the bottom boundary layer over the 

landward side of the bottom hills. The low values of the Richardson number (the lower panel of 

Figure 2.34) all through the bottom boundary layer suggesting very strong vertical mixing there.  

The pressure gradient force (Figure 2.35) tends to strengthen horizontal divergence of the 

flooding currents within both the surface and bottom layers, leading to strong upward advection 

in the middle water. 
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End of flood 

 

 At the end of flood (Figure 2.36), the surface currents start ebbing while the lower 

flooding currents are decelerating. As a result, the internal wave is released and tends to 

propagate downstream.  However, the internal wave amplitude is reduced due to the strong 

vertical shear at the top of the halocline.  Correspondingly, both vertical advection and vertical 

mixing especially in the surface layer is significantly reduced (Figure 2.37).  In addition, the 

halocline is more concentrated than that at the early flood due to bottom boundary layer 

development during the flood.  

 

Tidal-cycle variations at the landward slope (S1) of the big valley 

 

 The halocline (the upper panel of Figure 2.38) is depressed by ~6 m from the early ebb to 

the maximum ebb and is elevated back to the maximum flood. A well-mixed middle layer is 

developed above the halocline around the maximum ebb due to the lowered stratification (the 

upper panel of Figure 2.40). The well-mixed middle layer is then elevated from 7 m deep at the 

maximum ebb to the surface at the maximum flood. The bottom layer is also well-mixed at the 

maximum ebb. But the well-mixed bottom layer is limited to the very bottom, totally separated 

by strong halocline from the well-mixed middle layer. Thus there is little connection between the 

bottom and middle layers during ebb at the landward slope (S1) of the big valley. 

 

 There are strong downward advection during ebb and strong upward advection during 

flood (the upper panel of Figure 2.39). Sudden upward advection is present through the water 

column especially in the deeper region at the end of ebb (6.1 hour), which leads to sudden 

elevation of isohalines. This may coincide with the releasing of the arrested internal wave.  

 
Tidal-cycle variations at the upstream (S2) of the big valley 
 

 The obvious isohaline depression (~2 m) (the upper panel of Figure 2.45) only appears 

after the releasing (6.1 hour) of the internal wave at S1, leading to significant de-stratification of 

the middle layer (Figure 2.47). Sudden upward advection is present about 40 minutes later than 

that at station S1.  As a result, the halocline is quickly elevated after the internal wave trough 
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passes by.  At the same time the relatively strong shear above the flooding currents leads to 

strong vertical mixing in the vicinity of the halocline (Figure 2.48). This well-mixed middle layer 

continues to be elevated toward the surface during flood. 

 

 Pressure gradient force (Figure 26 upper panel) is suddenly reversed when the isohalines 

are elevated. Around the maximum flood, baroclinic pressure gradient force exceeds barotropic 

pressure gradient force, leading to seaward pressure gradient force, which decelerates the 

flooding currents. 

 

2.6  Discussion 

 

2.6.1  Quasi-steady two-layer hydraulics 

 

 A quasi-steady two-layer stratified flow over longitudinally-varying channel morphology 

can be described [Engel, 2009; Chant and Wilson, 2000; Lawrence, 1993; Stommel and Farmer, 

1953] by a composite equation coming from the momentum and continuity equations. 

The quasi-steady momentum equations for each layer: 
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The continuity equations for each layer: 
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A composite equation can be obtained by substituting the continuity equations into the 

momentum equations and subtracting (2.6) from (2.5): 
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An equivalent equation can be obtained by replace D1 with hi in the above equation (2.9): 
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where ihD +=η1  and ihhD −=2  are layer thickness.  U1 and U2 are layer mean velocity.  b and 

h are the channel width and depth.  hi is the interface depth relative to the mean sea level.  η is 

the water elevation.  g’ is the reduced gravity ρρ /∆g .  Cd and Ci are bottom and interfacial 

friction coefficients.  The sign before Cd is plus for the ebb and minus for the flood.  Cd is 

assumed to be a constant for the interest estuarine reach.  G2 is the composite Froude number, the 

sum of the layer Froude numbers,  
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 In addition, the longitudinal variation of channel width can be neglected here since the 

segment of channel for the dye study was relatively straight and uniform in the longitudinal 

direction.  The interfacial friction term is neglected due to the relatively small magnitude.  The 

water elevation slope is also small for short distance surveys and can be ignored.  Thus the 

effects of bottom friction and longitudinal variation in bottom topography on vertical 

displacement of the halocline position, i.e. thinning or thickening of the upper layer, can be 

evaluated by the reduced equation: 
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This equation is only valid for G2≠1.  When the condition G2=1 is fulfilled, an alternative 

formula [Lawrence, 1993] can be used.  For each time in a tidal period, the middle halocline is 

extracted from the contoured salinity field as the interface between the upper layer and the lower 

layer.  The Froude numbers at all surveyed positions in the longitudinal channel are then 

calculated. 

 

 During the maximum ebb (the upper panel of Figure 2.15), the lower layer Froude 

number (F2) is much smaller than the upper layer Froude number (F1) due to the smaller velocity 

magnitude.  The currents are generally supercritical (G2>1) for most of the places in the reach 

but are subcritical (G2<1) over the big valley at ~21.5 km.  The currents in the lower layer tend 

to overcome the bottom friction and be accelerated in both the seaward and the downward 
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directions following the slope, leading to both horizontal divergence and thus downward 

advection.  Thus the halocline tends to be depressed first over the landward edge of the valley 

when the supercritical water flows following the downward slope.  The subsequent thickening of 

the upper layer tends to retard the currents in the upper layer due to the continuity effect, leading 

to horizontal convergence which intensifies downward advection and halocline displacement.  

Then the halocline tends to be elevated over the valley due to the internal hydraulic jump 

[Lawrence, 1993] when the supercritical water hits the subcritical water.  This may also be one 

of the reasons for relatively high turbulent mixing over the seaward edge of the valleys (see the 

lower panel of Figure 2.4), where the kinetic energy is consumed to increase the potential 

energy.  The slope of the landward edge of the big valley is 009.0/ −≈∂∂ xh  according to the 

surveyed position 11 and 12.  The bottom friction effect (Cd) is opposite to the bottom 

topographic effect.  Thus the halocline is displaced by ≈∆ ih 2.4 m if Cd=0.0015 or ≈∆ ih 1.8 m if 

Cd=0.003 between the surveyed position 11 and 12.  This estimated value is consistent with the 

observed halocline displacement.  On the other hand, the bottom friction effect is superimposed 

onto the bottom topographic effect over the landward edge of the big valley.  Thus the halocline 

tends to be elevated in the seaward direction ( xhi ∂∂ / >0) over the seaward edge of the big valley. 

 

 At the early flood (the middle panel of Figure 2.15), the lower layer Froude number is 

generally much bigger than the upper layer Froude number since the flooding currents occur 

earlier and have larger magnitude at the bottom than the upper water column.  The currents are 

mostly subcritical through the reach.  It also can be imagined that the subcritical (G2<1) currents 

are all through the reach during the slack before flood.  At the same time the bottom friction 

effect (-Cd) is superimposed onto the bottom topographic effect over the landward slope of the 

big valley.  Thus the previously-depressed halocline tends to be elevated ( xhi ∂∂ / >0) over the 

slope, leading to an inversed effect of the bottom topography on the halocline displacement 

relative to that during the maximum ebb.  This may be one of the reasons that the fluctuated 

halocline during the maximum ebb was almost straightened at the early flood. 

 

 During the maximum flood (the lower panel of Figure 2.15), the lower layer Froude 

number is comparable to the upper layer Froude number since the mean currents within each 

layer are in similar magnitude.  The currents are supercritical (G2>1) all through the reach.  The 
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generally-landward inclined halocline tends to be elevated in the landward direction ( xhi ∂∂ / <0) 

due to the bottom friction effect (-Cd) over longitudinally-uniform bottom ( 0/ ≈∂∂ xh ).  In 

addition, it can be imagined that the halocline tends to be elevated ( xhi ∂∂ / <0) over the landward 

slope of the big valley ( xh ∂∂ / <0), which is consistent with the model result shown in Figure 

2.22. 

 

 Generally the quasi-steady two layer hydraulics can be successfully used to explain some 

halocline behaviors induced by both the longitudinal variation in bottom topography and bottom 

friction.  However, it is hard to quantify the effect of the longitudinal variation in channel width 

on the halocline displacement since the cross channel shape is rarely rectangular but more like a 

U, V, or half U and half V and the along-channel currents have significant lateral variations 

(Figure 2.14).  It is also hard to quantify the effect of the vertical shear on the halocline behavior 

since the vertical resolution (two layers) is too coarse to resolve the vertical shear which tends to 

be much stronger at the top and the bottom of the halocline than that within either upper or lower 

layer.  Thus part of future studies will be focused on how to improve the above aspects of the 

estuarine hydraulics. 

 

2.6.2  Internal waves and vertical mixing 

 

The first-mode internal wave speed at all surveyed positions in the longitudinal channel 

are calculated by use of the MATLAB program dynmodes.m developed by Dr. John Klinck.  

This program was designed for continuous density profiles in the water column. Then the ratio 

between the squared depth-averaged velocity 2U and the squared first-mode internal wave speed 
2
1c are used as criteria for judging that the flow is supercritical ( 2

1
2 / cU >1) or subcritical 

( 2
1

2 / cU <1).   

 

 During the maximum ebb (the upper panel of Figure 2.16), the currents are generally 

supercritical but are subcritical over the big valley.  Similar to the above hydraulic analysis, the 

halocline was first depressed over the landward slope of the big valley and then elevated over the 

seaward slope, leading to a relatively large internal wave.  As mentioned by Hibiya (1984), the 
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internal wave induced by the bottom topographic features is produced during the accelerating 

stage of tidal currents and is then amplified when tidal currents exceed the first-mode internal 

wave speed.  Thus the internal wave amplitude, i.e. the vertical displacement of the halocline has 

been significantly amplified over the landward edge of the big valley during the maximum ebb.  

There also should be strong downward advection within a relatively short longitudinal distance 

over the landward edge of the big valley [Baines, 1973; Hibiya, 2004], which directly leads to 

the production of the internal wave trough. 

 

 In addition, the amplified internal wave tends to be arrested over the big valley.  The 

previous studies paid little attention to the mechanisms of the internal wave being arrested over 

the bottom topographic feature.  As shown in the upper panel of Figure 2.4, the baroclinic 

gradient xs
z

∂∂∑ /η  is closely related to the fluctuated halocline.  The negative gradient values 

on the seaward side of the halocline trough at ~21.5 km indicate that the baroclinic pressure 

gradient was decelerating the ebbing currents.  Conversely the positive gradient values on the 

landward side of the halocline trough indicate that the baroclinic pressure gradient was 

accelerating the ebbing currents.  Since the velocity wave trough is consistent with the halocline 

wave trough, thus the accelerating and decelerating of the baroclinic pressure gradient tend to 

move the velocity wave trough landward, i.e. in the opposite direction of the ebbing currents.  

Similarly the baroclinic effect also tends to move the wave crest in the opposite direction of the 

ebbing currents.  On the other hand, the ebbing currents tend to advect the wave seaward.  Thus 

the balance between the baroclinic effect and the advection effect may be the main reason for the 

bottom-topography-induced wave being arrested during the maximum ebb. 

 

 Once the ebbing currents decreased and became subcritical (the middle panel of Figure 

2.16), the baroclinic effect exceeded the advection effect, leading to the landward propagation of 

the internal wave.  However the internal wave amplitude diminished very quickly so that it 

became very small at the early flood (Figure 2.5 and Figure 2.20).  As mentioned above, the two 

layer hydraulics provides a possible explanation for the halocline being straightened after the 

maximum ebb.  The other possible reason may be the relatively strong shear at the top of the 

halocline (the upper panel of Figure 2.6).  The flooding currents occur earlier at the bottom than 
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the upper water column, leading to the presence of negative strong shear, which tends to deform 

the internal wave.  

 

 During the maximum flood, there were also wave-like perturbations (the upper panel of 

Figure 2.8) around the halocline and within the bottom boundary layer.  The currents are 

generally supercritical but tend to become subcritical at the seaward edge of another big valley at 

~34 km (the lower panel of Figure 2.16).  An internal wave with relatively small magnitude was 

correspondingly present.  As seen in the upper panel of Figure 2.10, the positive baroclinc 

gradient values tend to appear on the landward side of the wave trough, decelerating the flooding 

currents.  The negative baroclinc gradient values tend to appear on the seaward side of the wave 

trough, accelerating the flooding currents.  Thus the decelerating and accelerating of the 

baroclinic gradient tend to move the wave trough in the opposite direction of the flooding 

currents.  The baroclinic effect also tends to move the wave crest in the opposite direction of the 

flooding currents.  Similar to the above analysis, the competition between the baroclinic effect 

and the advection effect influences the internal wave propagation. 

 

 Based on the Richardson Number figures (Figure 2.23, Figure 2.30, Figure 2.41 and 

Figure 2.48), we can see a possible way for inter-halocline mixing to connect the bottom layer 

with the surface layer. Internal motions induced by topographic features play very important role 

during this process. Around the maximum ebb, the bottom ebbing currents at the seaward side of 

the isohaline trough are significantly slowed down by either elevated bottom (e.g. 20.5 km and 

34 km) or widened channel (e.g. 30.6 km), leading to relatively strong shear over relatively weak 

stratification. As a result, very strong vertical mixing is produced at the seaward side of the 

isohaline trough. From the maximum ebb to the early flood, both the isohaline trough and the 

current trough are elevated due to development of the bottom flooding currents. However the 

shear increases more rapidly than the stratification especially at the current front zone where the 

bottom flooding currents meet the upper ebbing currents. Thus strong vertical mixing is 

developed along the current front zone, connecting the previously developed bottom mixed layer 

at the landward side with the previously developed middle mixed layer at the seaward side. From 

the early flood to the maximum flood, subsurface maximum of the flooding currents produces 
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zero shear zone, separating the newly developed bottom boundary layer from the upper mixing 

zone. The previously developed middle mixed layer is now further elevated to the surface. 

 

2.6.3  Tidal period variations in available potential energy 

 

 Available potential energy (APE) has been widely used to study the energetics of internal 

waves [Lamb, 2007; Kang and Fringer, 2010].  The APE is the fraction of potential energy that 

can be converted into kinetic energy (KE), which ultimately contributes to mixing.  The APE for 

an incompressible fluid is defined as the difference between the instantaneous potential energy 

and the minimum value of this quantity that could be achieved by a redistribution of mass 

through adiabatic processes [Lorenz, 1955].  The change of APE in the water column can be 

related to the mixing in stratified fluids [Winters et al., 1995].  Generally the KE is consumed 

through the mixing to produce upward buoyancy flux and increase the APE as the water column 

becomes more mixed.  On the other hand, the APE is transferred back into the KE as the water 

column becomes more stratified.  In order to estimate the mixing associated with internal tide 

motion induced by abrupt bottom topographic variations, the APE and the time rate change of 

APE are calculated in a tidal cycle in the water columns of the lower Hudson reach. In addition, 

the pressure gradient power is calculated to estimate the change of KE.  The bottom dissipation 

rate is calculated to estimate the consumed energy of the total water column by the quadratic 

bottom friction. 

 
 Available potential energy APE is defined following Gill (1982): 
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The reference density represents the status of the minimum potential energy at certain depth 

within a time period.  In this study we first interpolate the model output density onto uniform 

vertical levels zi with a half meter interval.  The temporal minimum of density at each vertical 

level within a tidal cycle is used as the reference density at that level. 
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 Pressure gradient force (Fpg) includes both barotropic (FBTpg) and baroclinic (FBCpg) 

pressure gradient forces: 
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BTpgpgBCpg FFF −=           (2.17) 

Pressure gradient power is the dot product of pressure gradient force and velocity, which 

indicates the effects of the pressure gradient force on variation of kinetic energy: 
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Bottom dissipation rate is calculated using the quadratic friction law: 

322 )( bbd vuCDiss += ρ          (2.19) 

The quadratic friction coefficient Cd is set to be 0.002. 

 

 Around the maximum ebb, available potential energy (the upper panel of Figure 2.24) is 

relatively low at most regions except the upstream regions of the halocline depressions where the 

stratification is lowered down. At the same time, available potential energy continues to decrease 

with time (the lower panel of Figure 2.24) for most regions within the bottom layer due to the 

enhancing tendency of stratification. 

 

A quick increase of APE (the lower panel of Figure 2.42) is present at the bottom of the 

halocline due to the upward buoyancy flux, suggesting possible presence of inter-halocline 

mixing. However this quick increase of APE only lasts about half an hour. At this short transition 

time, the direction of pressure gradient force (the upper panel of Figure 2.43) is quickly reversed 

due to the sudden reduced surface slope, leading to the sudden increase of kinetic energy (the 

lower panel of Figure 2.43) within the surface layer. In addition, pressure gradient force is 

dominated by barotropic pressure gradient force within the surface layer and baroclinic pressure 

gradient force within the bottom layer especially during ebb (Figure 2.44). 
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 Available potential energy (Figure 19 upper panel) reaches the maximum at the bottom of 

the halocline around the ending flood when the well-mixed bottom boundary layer is fully 

developed upward.  APE then quickly decreases during the beginning ebb. 

 

At the early flood, available potential energy (Figure 13 upper panel) almost reaches the 

minimum at most regions. However APE in both the halocline and the bottom layer increases 

suddenly (Figure 13) over the upstream (S2) of the big valley due to the releasing and landward 

movement of isohaline fluctuations.  

 

 Available potential energy (the lower panel of Figure 2.49) increases suddenly within 

both the halocline layer and the bottom layer when the isohalines are elevated (the upper panel of 

Figure 2.45) by sudden strong upward advection (the upper panel of Figure 2.46). This indicates 

strong upward buoyancy flux within both the halocline layer and the bottom layer. The 

magnitude of APE change with time within the halocline layer is about half of that within the 

bottom layer. 

 

Horizontal distribution of depth-integrated energy and power 

 

 At the maximum ebb (t1), depth-integrated available potential energy (the upper panel of 

Figure 2.52) has very high values over the upstream of the big valley, extending longitudinally 

from 21.5 km to 24 km and laterally about 1 km. Depth-integrated APE (the lower panel of 

Figure 2.52) decreases with time at most regions. Depth-integrated pressure gradient power (the 

upper panel of Figure 2.53) has a sharp change not only over the landward edge of the big valley 

but also extending largely from the thalweg to the seaward shoal region. Bottom dissipation rate 

(the lower panel of Figure 2.53) also shows lateral extension.  Thus the internal motions induced 

by bottom topographic features not only affect the very local energy budget and related mixing 

but also have laterally extended effects. 

 

 At the early flood (t2), depth-integrated APE (the upper panel of Figure 2.54) has 

dropped to the minimum at most regions. However APE is still very high at the upstream edge 

surrounding the big valley due to elevation of previously-depressed isohalines and releasing of 
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internal waves. In addition, APE increases quickly and suddenly (the lower panel of Figure 2.54) 

not only at the edge (21.5 km) of the big valley but also at the upstream (22.2 km) of the big 

valley, suggesting the extended effects of internal motion on mixing. Depth-integrated pressure 

gradient power (the upper panel of Figure 2.55) has positive values along the thalweg indicating 

the increase in kinetic energy of deeper flooding currents and has negative values in the shoal 

regions indicating the decrease in kinetic energy of shallower ebbing currents. Bottom 

dissipation rate (the lower panel of Figure 2.55) also shows larger values along the thalweg 

indicating larger bottom currents. 

 

2.7  Summary and conclusions 

 

 In a partially-mixed estuary, isohaline slope is generally landward inclined and is smaller 

during the neap tide than during the spring tide.  During the neap tide, the water is more stratified 

and the obvious halocline is present.  Halocline position is significantly affected by the bottom 

topographic features especially during the maximum ebb and flood.  Generally the halocline 

tends to be depressed over the upstream slope of a bottom valley or the downstream slope of a 

bottom hill, where downward advection is correspondingly present due to horizontal 

convergence in the upper layer and horizontal divergence in the lower layer.  Conversely the 

halocline is elevated over the downstream slope of a valley or the upstream slope of a bottom 

hill, where upward advection is present.  The flow condition (supercritical or subcritical) tends to 

be changed over the downstream edge of the bottom slope, where an internal hydraulic jump 

may be present if the supercritical currents hit the subcritical currents.  As a result, the kinetic 

energy is consumed to increase the potential energy. 

 

 The production and propagation of the halocline fluctuations induced by the bottom 

topographic features are well explained by use of both the quasi-steady two layer hydraulics and 

the internal wave theories.  The internal wave, i.e. the halocline fluctuations, begins to be 

produced during the accelerating stage and is significantly amplified during the maximum ebb or 

flood when the supercritical condition is fulfilled.  The internal wave tends to be arrested over 

the bottom topographic features due to the balance between the baroclinic effect and the 

advection effect.  When the tidal currents reduce to be subcritical, the internal wave begins to 
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propagate upstream.  The internal wave amplitude tends to be diminished during the upstream 

propagation due to the inverse effect of the bottom topographic feature and the relatively strong 

shear at the top of the halocline. 

 

 Corresponding to the halocline behavior, the movement of the dye patch is also affected 

by the bottom topography.  Generally the dye is significantly moved upward/downward where 

there is relatively strong upward/downward advection induced by the bottom slope.  The dye 

intruding upward during the ebb is then advected landward at a faster rate, catching up and 

mixing with the landward bottom dye due to the relatively strong shear in the bottom layer 

during the flood.  As a result, the dye patch as a whole is moved and expanded in both the 

landward and upward directions.  In addition, the dye patch is expanded upward to a larger 

extent during the spring tide than during the neap tide due to less stratified water column and 

stronger turbulent mixing. 

 

 The three-dimensional baroclinic simulation well reproduced the flow and the salinity 

fields at the interest reach.  The model vertical advection induced by the bottom topographic 

features is consistent with the analysis of the observed data.  The model results indicate that 

strong vertical mixing regions are present not only within the bottom boundary layer during 

flood but also at the upstream slope of the bottom valleys and hills during ebb and at the current 

frontal zone during the transition from ebb to flood.  The model results also suggest that the 

sudden release of the internal wave during the transition from ebb to flood leads to enhanced 

vertical mixing in the vicinity of the halocline. 
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Figure 2.1  Bottom topography of the lower Hudson Estuary. The red circles show the position of 
moored ADCPs. The 2002 dye tracer experiments were mainly carried out at 15~40 km away 
from the Battery, NY. 
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Figure 2.2  Salinity [psu] (upper panel) and dye concentration (lower panel) in a longitudinal 
section at the maximum ebb of neap tide. The dashed black line is 9 psu isohaline. The dotted 
black line is 14 psu isohaline. The data are from the first dye release experiment. 
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Figure 2.3  Along-channel velocity u [m/s] (upper panel) and strain rate zw ∂∂ /  i.e. negative 
horizontal divergence xu ∂∂− /  [10-4 s-1] (lower panel) in a longitudinal section at the maximum 
ebb of neap tide. The dashed black line is 9 psu isohaline. 
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Figure 2.4  Baroclinic gradient xsrz

z
∂∂∑ /  [10-4 psu/m] (upper panel) and Richardson number Ri 

(lower panel) with 9 psu dashed in a longitudinal section at the maximum ebb of neap tide. 
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Figure 2.5  Salinity [psu] (upper panel) and dye concentration (lower panel) in a longitudinal 
section at the early flood of neap tide. The dashed black line is 9 psu isohaline. The dotted black 
line is 14 psu isohaline. The data are from the first dye release experiment. 
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Figure 2.6  Along-channel velocity u [m/s] (upper panel) and strain rate zw ∂∂ /  i.e. negative 
horizontal divergence xu ∂∂− /  [10-4 s-1] (lower panel) in a longitudinal section at the early flood 
of neap tide. The dashed black line is 9 psu isohaline.  
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Figure 2.7  Baroclinic gradient xsrz

z
∂∂∑ /  [10-4 psu/m] (upper panel) and Richardson number Ri 

(lower panel) with 9 psu dashed in a longitudinal section at the early flood of neap tide. 
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Figure 2.8  Salinity [psu] (upper panel) and dye concentration (lower panel) in a longitudinal 
section at the maximum flood of neap tide. The dashed black line is 9 psu isohaline. The dotted 
black line is 14 psu isohaline. The data are from the first dye release experiment. 
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Figure 2.9  Along-channel velocity u [m/s] (upper panel) and strain rate zw ∂∂ /  i.e. negative 
horizontal divergence xu ∂∂− /  [10-4 s-1] (lower panel) in a longitudinal section at the maximum 
flood of neap tide. The dashed black line is 9 psu isohaline.  
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Figure 2.10  Baroclinic gradient xsrz

z
∂∂∑ / [10-4 psu/m] (upper panel) and Richardson number Ri 

(lower panel) with 9 psu dashed in a longitudinal section at the maximum flood of neap tide. 
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Figure 2.11  Salinity [psu] (upper panel) and dye concentration (lower panel) with 9 psu dashed 
and 14 psu dotted in a longitudinal section at the maximum flood of neap tide after three tidal 
cycles. The data are from the first dye release experiment. 
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Figure 2.12  Salinity [psu] (upper panel) and dye concentration (lower panel) with 9 psu dashed 
and 14 psu dotted in a longitudinal section at the maximum ebb of neap tide after three tidal 
cycles. The data are from the first dye release experiment. 
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Figure 2.13  Salinity [psu] (upper panel) and dye concentration (lower panel) in a longitudinal 
section during transition from the neap to spring tides. The data are from the third dye release 
experiment. 
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Figure 2.14  Salinity [psu] (upper panel), dye concentration (middle panel), and along-channel 
velocity u [m/s] (lower panel) in a lateral section across the big valley at ~21 km at the maximum 
ebb of neap tide. The thin black line shows where the along-channel survey passed. The data are 
from the second dye release experiment. 
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Figure 2.15  Squared layer Froude numbers 2
1F  and 2

2F  and squared composite Froude number 
2G  in the longitudinal sections for the maximum ebb (upper panel), the early flood (middle 

panel), and the maximum flood (lower panel), of neap tide respectively. 
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Figure 2.16  Depth-averaged along-channel velocity |U| [m/s], the first-mode internal wave 
speed c1 [m/s], and their ratios in longitudinal sections for the maximum ebb (upper panel), the 
early flood (middle panel), and the maximum flood (lower panel), of neap tide respectively. 
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Figure 2.17  Comparison of water levels (upper three panels) and depth-averaged current (bottom 
panel) between the ROMS barotropic simulation and the observations at the Hastings, 
Poughkeepsie, Albany, and the moored site in the Hudson River (ref. Figure 3.1 for locations). 
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Figure 2.18  Comparison of time series of salinity (top panel) and currents (lower three panels) 
between the ROMS 3D simulation and the observations at the moored site of the lower Hudson. 



54 
 

0 2 4 6 8 10 12 14 16 18 20
-16

-14

-12

-10

-8

-6

-4

-2

0

2

salinity, psu

de
pt

h,
 m

 

 

Model ebb
Observed ebb

0 2 4 6 8 10 12 14 16 18 20
-16

-14

-12

-10

-8

-6

-4

-2

0

2

salinity, psu

de
pt

h,
 m

 

 

Model flood
Observed flood

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-16

-14

-12

-10

-8

-6

-4

-2

0

2

velocity, m/s

de
pt

h,
 m

 

 

Model ebb
Observed ebb
Model flood
Observed flood

Figure 2.19  Comparison of vertical profiles of salinity (upper two panels) and currents (bottom 
panel) between the ROMS 3D simulation and the observations in the vicinity of the moored site 
of the lower Hudson. 
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Figure 2.20  Model salinity [psu] (upper panel) and along-channel velocity u [m/s] (lower panel) 
in a longitudinal section at the maximum ebb (t1 in tidal cycle Figures 2.38~2.51) of neap tide. 
Free surface (exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.21  Model vertical advection w [m/s] (upper panel) and logged viscosity [m2/s] (lower 
panel) in a longitudinal section at the maximum ebb of neap tide. Free surface (exaggerated by 
30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.22  Model Brunt–Väisälä frequency N2 [s-1] (upper panel) and its local time rate ∂N2/∂t 
[s-2] (lower panel) in a longitudinal section at the maximum ebb of neap tide. Free surface 
(exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.23  Model vertical shear ∂u/∂z [s-1] (upper panel) and Richardson Number Ri (lower 
panel) in a longitudinal section at the maximum ebb of neap tide. Free surface (exaggerated by 
30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.24  Model available potential energy APE [J/m3] (upper panel) and its local time rate 
∂APE/∂t [W/m3] (lower panel) in a longitudinal section at the maximum ebb of neap tide. Free 
surface (exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.25  Model pressure gradient force [m/s2] (upper panel) and its power (or divergence of 
energy flux) [W/m3] (lower panel) in a longitudinal section at the maximum ebb of neap tide. 
Free surface (exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.26  Model pressure gradient force [m/s2] (top panel), barotropic pressure gradient force 
[m/s2] (middle panel) and baroclinic pressure gradient force [m/s2] (bottom panel) in the vicinity 
of the big valley at ~21 km at the maximum ebb of neap tide.  
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Figure 2.27  Model salinity [psu] (upper panel) and along-channel velocity u [m/s] (lower panel) 
in a longitudinal section at the early flood (t2 in tidal cycle Figures 2.38~2.51) of neap tide. Free 
surface (exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.28  Model vertical advection w [m/s] (upper panel) and logged viscosity [m2/s] (lower 
panel) in a longitudinal section at the early flood of neap tide. Free surface (exaggerated by 30 
times) and bottom topography have been shown as dotted lines. 
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Figure 2.29   Model Brunt–Väisälä frequency N2 [s-1] (upper panel) and its local time rate ∂N2/∂t 
[s-2] (lower panel) in a longitudinal section at the early flood of neap tide. Free surface 
(exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.30  Model vertical shear ∂u/∂z [s-1] (upper panel) and Richardson Number Ri (lower 
panel) in a longitudinal section at the early flood of neap tide. Free surface (exaggerated by 30 
times) and bottom topography have been shown as dotted lines. 
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Figure 2.31  Model available potential energy APE [J/m3] (upper panel) and its local time rate 
∂APE/∂t [W/m3] (lower panel) in a longitudinal section at the maximum ebb of neap tide. Free 
surface (exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.32  Model pressure gradient force [m/s2] (upper panel) and its power (or divergence of 
energy flux) [W/m3] (lower panel) in a longitudinal section at the early flood of neap tide. Free 
surface (exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.33  Model salinity [psu] (upper panel) and along-channel velocity u [m/s] (lower panel) 
in a longitudinal section at the maximum flood (t3 in tidal cycle Figures 2.38~2.51) of neap tide. 
Free surface (exaggerated by 30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.34  Model vertical advection w [m/s] (upper panel) and Richardson Number Ri (lower 
panel) in a longitudinal section at the maximum flood of neap tide. Free surface (exaggerated by 
30 times) and bottom topography have been shown as dotted lines. 
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Figure 2.35  Model pressure gradient force [m/s2] (top panel), barotropic pressure gradient force 
[m/s2] (middle panel) and baroclinic pressure gradient force [m/s2] (bottom panel) in the vicinity 
of the big valley at ~21 km at the maximum flood of neap tide. 
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Figure 2.36  Model salinity [psu] (upper panel) and along-channel velocity u [m/s] (lower panel) 
in a longitudinal section at the late flood (t4 in tidal cycle Figures 2.38~2.51) of neap tide. Free 
surface (exaggerated by 30 times) and bottom topography have been shown as dotted lines. 



72 
 

km

m

 

 

S1

S2

20 22 24 26 28 30 32 34 36

-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

-3

-2

-1

0

1

2

3x 10-3

 

km

m

 

 

S1

S2

20 22 24 26 28 30 32 34 36

-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

0

0.25

0.5

0.75

1

1.25

1.5

 
Figure 2.37  Model vertical advection w [m/s] (upper panel) and Richardson Number Ri (lower 
panel) in a longitudinal section at the late flood of neap tide. Free surface (exaggerated by 30 
times) and bottom topography have been shown as dotted lines. 
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Figure 2.38  Model salinity [psu] (upper panel) and along-channel velocity u [m/s] (lower panel) 
in a tidal cycle at the landward slope of the big valley (S1 in longitudinal Figures 2.20~2.37). 
Depth-averaged u (doubled in magnitude) has been shown as dotted line. 
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Figure 2.39  Model vertical advection w [m/s] (upper panel) and logged viscosity [m2/s] (lower 
panel) in a tidal cycle at the landward slope of the big valley. Depth-averaged u (doubled in 
magnitude) has been shown as dotted line. 
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Figure 2.40   Model Brunt–Väisälä frequency N2 [s-1] (upper panel) and its local time rate ∂N2/∂t 
[s-2] (lower panel) in a tidal cycle at the landward slope of the big valley. Depth-averaged u 
(doubled in magnitude) has been shown as dotted line. 
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Figure 2.41  Model vertical shear ∂u/∂z [s-1] (upper panel) and Richardson Number Ri (lower 
panel) in a tidal cycle at the landward slope of the big valley. Depth-averaged u (doubled in 
magnitude) has been shown as dotted line. 
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Figure 2.42  Model available potential energy APE [J/m3] (upper panel) and its local time rate 
∂APE/∂t [W/m3] (lower panel) in a tidal cycle at the landward slope of the big valley. Depth-
averaged u (doubled in magnitude) has been shown as dotted line. 
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Figure 2.43  Model pressure gradient force [m/s2] (upper panel) and its power (or divergence of 
energy flux) [W/m3] (lower panel) in a tidal cycle at the landward slope of the big valley. Depth-
averaged u (doubled in magnitude) has been shown as dotted line. 
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Figure 2.44  Model barotropic (upper panel) and baroclinic (lower panel) pressure gradient 
forces [m/s2] in a tidal cycle at the landward slope of the big valley. Depth-averaged u (doubled 
in magnitude) has been shown as dotted line. 
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Figure 2.45  Model salinity [psu] (upper panel) and along-channel velocity u [m/s] (lower panel) 
in a tidal cycle at the upstream of the big valley (S2 in longitudinal Figures 2.20~2.37). Depth-
averaged u (doubled in magnitude) has been shown as dotted line. 
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Figure 2.46  Model vertical advection w [m/s] (upper panel) and logged viscosity [m2/s] (lower 
panel) in a tidal cycle at the upstream of the big valley. Depth-averaged u (doubled in 
magnitude) has been shown as dotted line. 
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Figure 2.47   Model Brunt–Väisälä frequency N2 [s-1] (upper panel) and its local time rate ∂N2/∂t 
[s-2] (lower panel) in a tidal cycle at the upstream of the big valley. Depth-averaged u (doubled in 
magnitude) has been shown as dotted line. 
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Figure 2.48  Model vertical shear ∂u/∂z [s-1] (upper panel) and Richardson Number Ri (lower 
panel) in a tidal cycle at the upstream of the big valley. Depth-averaged u (doubled in 
magnitude) has been shown as dotted line. 
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Figure 2.49  Model available potential energy APE [J/m3] (upper panel) and its local time rate 
∂APE/∂t [W/m3] (lower panel) in a tidal cycle at the upstream of the big valley. Depth-averaged 
u (doubled in magnitude) has been shown as dotted line. 
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Figure 2.50  Model pressure gradient force [m/s2] (upper panel) and its power (or divergence of 
energy flux) [W/m3] (lower panel) in a tidal cycle at upstream of the big valley. Depth-averaged 
u (doubled in magnitude) has been shown as dotted line. 
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Figure 2.51  Model barotropic (upper panel) and baroclinic (lower panel) pressure gradient 
forces [m/s2] in a tidal cycle at upstream of the big valley. Depth-averaged u (doubled in 
magnitude) has been shown as dotted line. 
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Figure 2.52  Model depth-integrated available potential energy ∫ APE dz [J/m2] (upper panel) and 
its local time rate ∫ ∂APE/∂t dz [W/m2] (lower panel) at the maximum ebb of neap tide in the 
lower Hudson Estuary. 
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Figure 2.53  Model depth-integrated pressure gradient power (or divergence of energy flux) 
[W/m2] (upper panel) and dissipation rate [W/m2] (lower panel) at the maximum ebb of neap tide 
in the lower Hudson Estuary. 
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Figure 2.54  Model depth-integrated available potential energy ∫ APE dz [J/m2] (upper panel) and 
its local time rate ∫ ∂APE/∂t dz [W/m2] (lower panel) at the early flood of neap tide in the lower 
Hudson Estuary. 
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Figure 2.55  Model depth-integrated pressure gradient power (or divergence of energy flux) 
[W/m2] (upper panel) and dissipation rate [W/m2] (lower panel) at the early flood of neap tide in 
the lower Hudson Estuary. 
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Table 2.1  Skill statistics of 3D Hudson simulation 
 

Parameters Skill RMSE 

Depth-averaged current 0.99 0.06 

Surface current 0.98 0.16 

Bottom current 0.97 0.10 

Surface salinity 0.89 1.63 

Bottom salinity 0.95 1.56 
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Chapter 3 

Overtide generation and tidal wave propagation in the 

 Hudson River 
 
 
 
 
 
 
 
Abstract 

 

The influence of the strong variations in topography of the channel from the lower 

Hudson to Troy on the barotropic tide and major over-tides is described using extensive 

observations from both tide gauges and moored ADCPs.  These observations reveal significant 

over-tides and changes in tidal amplitude and phase coincident with topographic variations.  

Mechanisms of over-tide generation and tidal wave propagation are investigated using both one-

dimensional model and two-dimensional ROMS simulations.  Results emphasize the importance 

of variations in channel topography, as well as the contributions of specific nonlinear terms on 

over-tide generation, and the importance of tidal wavelength to channel length.  Significant 

longitudinal variations in river channel geometry lead to partial reflection of the tidal waves, i.e. 

the generation of the additional waves which combine with the original waves.  As a result, both 

the tidal water levels and currents are significantly changed depending on the longitudinal 

position in the river and the spatial scales of the channel convergence or divergence.  

 

3.1  Objectives and Introduction 

 

 The objective of this chapter is to investigate the nonlinear interactions leading to 

generation of the overtides and modification of the tidal waves by the longitudinally-varying 

channel morphology in the Hudson River. 
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 The astronomical tides originating in the ocean propagate over the continental shelf and 

into bays and estuaries, where they are changed in amplitude and phase and distorted from the 

sinusoidal waves.  These tidal changes in the shallow water are mainly due to the changed 

geometry and depth of the waterway.  The distortion of the shallow-water tide can be represented 

by development of the overtides and the compound tides through nonlinear interactions.  The 

tides, overtides and compound tides are all characterized as shallow-water waves.  

Understanding the characteristics of shallow-water waves and the related dynamics is important 

to better comprehend coastal inundation, biogeochemical processes and transport of pollutant, 

sediment and aquatic species. 

 

 The analytical analysis of shallow-water waves has an extensive literature [Redfield, 

1950; Ippen and Harleman, 1960; Hunt, 1964; Dronkers, 1964; LeBlond, 1978; Prandle and 

Rahman, 1980; Parker, 1984; Friedriches and Aubrey, 1994] over the last fifty years.  The 

simplified continuity and momentum equations have been applied to the shallow waterways, 

assuming that the wave amplitude is less than the depth of waterway and is much less than the 

wavelength.  The friction term in the momentum equation is in a linearized form, i.e. is 

proportional to longitudinal velocity.  All nonlinear terms are ignored. 
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where η  is the tidal water elevation, u is the cross-sectionally averaged tidal current, h is the 

width-averaged depth, F is the linearized friction coefficient which can be related with the drag 

coefficient Cd used in a quadratic frictional form [Friedriches and Aubrey, 1994; Prandle, 2003]. 

h
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=            (3.3) 

 
A solution of the simplified continuity and momentum equations is an exponentially damped 

progressive wave.   

x
i exktA µ

η ση −−= )cos(          (3.4) 
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where η  is the tidal water elevation induced by the incident wave.  ηA  is the tidal amplitude at 

the closed end of the waterway (x=0).  σ  is the wave frequency.  k is the wave number.  µ  is 

the damping coefficient and is related with F by )2/( 00 kcFk=µ  [Parker, 1984; Parker, 2007].  

For a waterway with the limited length, an incident damped progressive wave is superimposed 

by a reflected damped progressive wave.  As a result, the wave is characterized by combination 

of the progressive wave and the standing wave depending mainly on the length of the waterway 

relative to the tidal wavelength. 

xx
ri exktAexktA µ

η
µ

η σσηηη )cos()cos( ++−=+= −      (3.5) 
 

 The analytical solution of shallow-water waves has been applied to the study of many 

bays and estuaries in the world [Redfield, 1978; Prandle and Rahman, 1980; Friedriches and 

Aubrey, 1994].  Comparison between the analytical solution and the observational data indicates 

that the analytical analysis is able to catch the main characteristics of shallow-water waves.  

However we can still see significant discrepancy between the analytical solution and the 

observational data, especially in the tidal river with relatively complicated topography and shape, 

like the Hudson River (Figure 3.1).   

 

 The discrepancy between the analytical solution and the observational data leads us to 

think about the roles that the nonlinear interactions play in tidal hydrodynamics.  The nonlinear 

interactions are represented by the presence of the product of the variables (e.g. the elevation, 

current, channel width, depth) in the continuity and momentum equations.  The nonlinear 

interactions play important roles in modifying the tides and generating the overtides, compound 

tides, residual mean sea level and residual current in shallow waterways [Uncles, 1981; Parker, 

1984; Dronkers, 1986; Speer and Aubrey, 1985; Friedrichs and Aubrey, 1988; Jay, 1991; 

Lanzoni, 1998].  Most of the previous research has been focused on analytical and numerical 

analysis of generation of the overtides and modification of the tidal waves by the varying 

channel geometry in relatively short waterways.  Both the tides and overtides behave more like a 

standing wave (combination of the incident wave and the reflected wave).  Little previous 

analysis has been done for the incident wave separated from the standing wave in relatively long 

waterways.  In this study, it can be seen that the analytical and numerical analysis of the incident 
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wave is a big help to better understand the mechanisms of overtide generation and tidal wave 

modification.  The use of the relatively long generic waterways in this study also provides a 

complete picture of shallow-water wave characteristics.   

 

 In this study, we use both one- and two- dimensional models to investigate the nonlinear 

interactions leading to generation of the overtides and modification of the tidal waves by the 

varying channel morphology in the Hudson River.  In section 3.2, we describe the data and 

methods.  In section 3.3, we describe the model setup and the model performance.  In section 

3.4, we analyze the tides and overtides in the Hudson River based on both the observed and 

model harmonics.  In section 3.6, we discuss the mechanisms of overtide generation and the 

effect of channel geometry on tidal wave propagation.  We summarize the chapter in section 3.7. 

 

3.2  Observations 

 

 The Hudson River, as a tidal river, is connected with the North Atlantic Ocean through 

New York Harbor.  The tides coming from the North Atlantic Ocean propagate through the river 

up to Troy.  The Hudson River (Figure 3.1) has the length of ~250 km from the Battery up to 

Troy, about a half semidiurnal tidal wavelength, and with complicated topography and shape, 

provides with a good experimental place for understanding shallow-water wave characteristics.  

A lot of measurements of water elevation and current have been done in the Hudson River by 

NOAA, USGS, HRECOS, Columbia University, and Stony Brook University since 2001.  

Considering the continuity and completeness of data records, we choose seven data sets of 

current at June, July, and September, 2005 and April, May, August, and October, 2006 and four 

data sets of water elevation at May 2001, September 2006, July and September 2009 for analysis.  

All the data sets have the same time length of 32 days.  Each of the data sets is combination of 

the observed currents or water levels from a certain number of ADCPs or tide gauges in the 

Hudson River.  We use harmonic analysis to separate important tidal constituents M2, S2, N2, K1, 

O1, M4, and M6 based on these data sets.  The tides in the Hudson are dominated by M2 and also 

show spring-neap variation represented mainly by S2 and N2, diurnal variation represented 

mainly by K1 and O1, and asymmetry or distortion represented mainly by M4 and M6 (Figure 3.2 

~ 3.5).  In the present study, we will focus on the discussion of M2, M4, and M6.  
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 Figure 3.2 shows longitudinal variation in amplitude and phase of M2, M4, and M6 

elevation calculated from the above four data sets of water elevation using harmonic analysis.  

Basically M2 has the minimum amplitude at West Point, about 155 km away from the river head 

(Troy), much longer than a quarter of the M2 wavelength (~90 km).  However, according to the 

standing wave theory, the first node of M2 should be located at a quarter of the M2 wavelength 

away from the closed end of the waterway.  In addition, the along-channel amplitude of both M4 

and M6 shows obvious standing wave pattern.  The first M4 antinode and the second M6 node 

coincide with each other and are located around 90 km away from Troy, confirming that a 

quarter of the M2 wavelength is about 90 km in the upper reach.  It also should be noted that the 

amplitude of M2, M4, and M6 is significantly amplified within the upper ~50 km reach.  Thus the 

downstream shift of the M2 node and the upper-reach amplification of M2, M4, and M6 lead us to 

rethinking the tidal propagation in the channel with longitudinally-varying shape.  

 

 Figure 3.3 shows longitudinal variation in amplitude of M2, M4, and M6 currents.  The 

M2, M4, and M6 currents are significantly affected by the local channel geometry.  However their 

general patterns look like long waves in the channel.  The magnitude of M2 currents is reduced in 

the upper reaches of the Hudson River.  However the magnitude of M4 and M6 currents is 

significantly enhanced in the upper reaches.  

 

 The along-channel phase of M2, M4, and M6 and their phase relations also vary at 

different reaches of the river, showing very interesting patterns.  These important and special 

features suggested by the observed M2, M4, and M6 need to be further investigated to provide 

more insights into shallow-water wave characteristics. 

 

3.3  Model configuration and performance 

 

One-dimensional model and experiment design 

 

 A one dimensional hydrodynamic model, which is able to represent longitudinal variation 

in depth, cross-sectional area, and bottom friction coefficient, is used here to investigate the 
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characteristics of M2, M4, and M6 in a long channel with the closed end on the land and the open 

mouth connected with the ocean.  The model is based on discretization of the equations of 

continuity and momentum by using the finite-difference technique.  The equations of continuity 

and momentum including all nonlinear terms can be obtained following Parker (1984): 
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where b is the width of the channel.  The equations of (3.6) and (3.7) are then discretized by 

using the finite-difference technique with a staggered spatial scheme and a centered second-order 

temporal scheme: 
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The elevation tt
x

∆+η  is calculated at odd grid points by using (3.8) and the current tt
xu ∆+  is 

calculated at even grid points by using (3.9).  A backward, first-order time difference is applied 

to the friction term for modeling stability.   

 

 The model is forced at the channel entrance with tidal elevation and with river flow at the 

closed end.  If the clamped boundary condition (i.e. specified sinusoidal function) is applied at 

the open boundary, the outgoing waves would be fully bounced back into the domain, resulting 

in false wave characteristics along the channel, especially at the downstream reach.  If the 

radiation boundary condition is applied at the open boundary, the outgoing wave speed needs to 

be precisely estimated.  Otherwise errors would be introduced back into the domain.  However, 

tidal wave speed depends on tidal wave length if the bottom friction is considered (see (3.14)).  It 

is hard to radiate all outgoing waves without introducing errors into the domain.  In this study, an 

extended uniform channel is used to damp significantly outgoing waves in order to diminish their 

effects on tidal waves in the interest channel.  Its function is similar to a sponge layer in other 

numerical models.  It is assumed that tidal waves propagating in the extended uniform channel 

conform to the equations (3.1) and (3.2).  The extended channel length and the corresponding 
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linear friction coefficient can be estimated by analytical relations (3.4), (3.12), (3.13), and (3.14) 

if the incident wave amplitude at the mouth of the interest channel has been known.  If the linear 

bottom friction term is used for the interest channel, the linear friction coefficient for the 

extended channel is set to be equal to that for the interest channel.  If the quadratic bottom 

friction term is used for the interest channel, the linear friction coefficient for the extended 

channel is set to be equal to hAC ud /  at the point connecting the extended channel with the 

interest channel.  uA  is the estimated current amplitude of the incident wave at the connecting 

point.  Given the linear friction coefficient for the extended channel, the extended channel length 

and the incident wave amplitude at the mouth of the extended channel can then be specified 

according to the damping request.  Then a sinusoidal wave with larger amplitude is specified at 

the open boundary of the extended channel.  In the following numerical experiments, the ratio of 

the incident wave amplitude at the mouth of the extended channel to that at the mouth of the 

interest channel is set to be about 10.  Under this condition, an outgoing wave with the amplitude 

of A at the interest channel mouth would be damped to be 0.1A after the first-time propagating 

through the extended channel.  Once this wave is reflected back from the extended channel 

mouth due to the clamped open boundary condition, it would be damped again to be 0.01A at the 

interest channel mouth and only have very little effect on the waves within the interest channel 

after the second-time propagating through the extended channel. 

 

 Assume that the variable η  and u change with x and t and the variable b and h change 

with x, there are two nonlinear terms xbhu ∂∂ /)(  and xub ∂∂ /)( η  in the continuity equation 

(3.6).  In a uniform channel, b and h are constant.  There is only one nonlinear term xu ∂∂ /)(η  in 

the continuity equation.  If the friction term is broken into two pieces [Parker, 1984]: 
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+

−        (3.10) 

then there are three nonlinear terms xuu ∂∂ / , huuCd /|| , and 2/|| huuCdη  in the momentum 

equation (3.7).  In the following discussion, we will use the product of different variables to 

represent the corresponding nonlinear term.  These nonlinear terms play different roles in 

generating the overtides and modifying the tidal waves.  In addition, the river flow introduced 

into the system also has significant effects on overtide generation.  We will use r to represent the 
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river flow effects.  Parker (1984) applied Fourier decomposition onto each of the nonlinear terms 

and found that the nonlinear term uη  (or ubη ), uu , || uuη , and ruu +||  could generate 

asymmetric overtide M4 and the nonlinear term || uu  could generate symmetric overtide M6.  

Actually the nonlinear term bhu  plays an important role in modifying the tidal waves 

propagating in the channel with spatially-varying width and depth.  Each of the nonlinear terms 

can be activated or shutdown at certain reaches of the interest channel in order to evaluate their 

individual effect on overtide generation or tidal wave modification. 

 

 We designed two basic types of generic numerical experiments.  The first type of 

experiments is to investigate overtide generation and tidal wave modification based on the 

analysis of the progressive wave in a relatively long channel.  The other type is based on the 

analysis of the quasi-standing wave in a relatively short channel.  In order to simulate 

propagation of the progressive wave, two extended channels are connected respectively with two 

ends of the interest channel.  The downstream extended channel is used to damp the wave 

reflected at the clamped open boundary.  The upstream extended channel is used to damp the 

wave reflected at the closed end of the channel.  Thus the wave that propagates within the middle 

interest channel is very little affected by the reflected waves and can be seen as the progressive 

wave.  The linearized bottom friction term is used in the momentum equation for the two 

extended channels and the interest channel.  In order to simulate the quasi-standing wave, only 

one extended channel is used to mitigate the effects of the clamped open boundary condition.  

The quadratic bottom friction term is used for the interest channel. 

 

 For all generic numerical experiments, the model is forced by the M2 elevation at the 

open boundary.  The model runs to produce the results with 30 days record.  The last four days 

are used in harmonic analysis to obtain the amplitude and phase of M2, M4, and M6 along the 

channel.  Then the amplitude ratio and the phase difference between M2 and M4, M6 are then 

calculated. 
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Model setup in the Hudson River 

 

 The model grid used for two-dimensional barotropic simulations is the same as described 

in 2.4.  The longitudinally-varying width and mean depth extracted from the 2D grid is used for 

one-dimensional simulations. 

 

Both one- and two- dimensional models are forced by the real-time observed water levels 

at the Battery and the river discharge at Green Island.  Hydrodynamic conditions are simulated 

for two months. The first 15 days are used for adjustment. The last 32 days are used in harmonic 

analysis to provide longitudinal amplitude and phase of M2, S2, N2, K1, O1, M4, and M6 elevation 

and current throughout the Hudson River. 

 

Model performance 

 

Generally both one- and two- dimensional models reproduce the tides and overtides 

(Figure 3.2 ~ 3.5) very well in terms of both amplitude and phase of the dominant tidal 

constituents in the Hudson River. The root-mean-squared errors (RMSE) have been listed in 

Table 3.1. One-dimensional model performs as well as two-dimensional model except M4 in 

terms of amplitude. One-dimensional model tends to overestimate the M4 amplitude especially in 

the upstream reaches probably due to the overestimated upstream bathymetry (see the discussion 

of the shoaling effect). Two-dimensional model reproduces tidal phase a little better than one-

dimensional model due to representation of channel/shoal topography in the river. Both one- and 

two- dimensional models tend to overestimate tidal phase in the vicinity of the river head, which 

may be due to the overestimated bathymetry. 

 

3.4  Results 

 

3.4.1  Partial reflection of tidal waves in the downstream Hudson 

 

A sharp divergent reach (35~40 km) and a sharp convergent reach (60~65 km) are 

connected by the wide Haverstraw Bay (41.04 ºN ~ 41.25ºN) in the downstream Hudson River 
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(Figure 3.1). The width of the sharp divergent reach increases from 1500m to 4500m. The cross-

sectional area also increases by ~1.4 times. The convergent reach is even sharper, with the width 

decreasing from 5000 m to 1000 m and the cross-sectional area decreasing by ~1.7 times. Both 

the divergent reach and the convergent reach lead to partial reflection of tidal waves in the 

downstream Hudson. As shown in Figure 3.3b, the phase difference between M2 elevation and 

current is elevated to ~30º in the vicinity of the divergent reach. The elevated phase difference 

between elevation and current can also be seen in other tidal constituents (Figure 3.5bdfh) in the 

vicinity of the divergent reach. This can be explained by the followed discussion of the effect of 

the convergent/divergent reach on the incident waves in section 3.5.2 and Figure 3.18. As shown 

in Figure 3.18e, there is a maximum/minimum of η-u phase difference around the 1/8 M2 

wavelength downstream of the convergent/divergent reach. In the downstream Hudson, the 1/8 

M2 wavelength is approximately 50 km, which is much longer than the distance between the 

convergent reach and the divergent reach. Thus the η-u phase difference increases downstream 

of the convergent reach and decreases downstream of the divergent reach, leading to a peak 

present in the vicinity of the divergent reach. 

 

As the discussion in section 3.5.2, the abrupt convergence/divergence produces the 

additional wave which propagates at the same time in the two directions, leading to longitudinal 

variations in amplitude and phase of the combined wave. The upstream-propagating additional 

wave induced by the abrupt convergence (or divergence) would be superimposed onto (or 

subtracted from) the original incident wave due to 0 (or π) phase difference. The downstream-

propagating additional wave behaves like a reflected wave. As a result, the combined wave 

amplitude keeps unchanged around the transition point located at the 1/8 wavelength 

downstream of the sharp convergent/divergent reach. The combined wave amplitude would 

increase (or decrease) at the upstream of the transition point and decrease (or increase) at the 

downstream of the transition point due to the abrupt convergence (or divergence). Since the 

distance between the sharp divergent reach and the sharp convergent reach in the downstream 

Hudson is only about the 1/16 wavelength of the semidiurnal tides, two opposite effects tend to 

be cancelled in between, which make the combined wave amplitude close to the incident wave 

amplitude. The combined wave amplitude is lowered down at the downstream of the divergent 

reach and is elevated at the upstream of the convergent reach. As a result, the semidiurnal tide 
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amplitude decreases at a slower rate upstream from the river mouth to the node (Figure 3.2a and 

Figure 3.4ac). If neither abrupt convergence nor divergence is in the downstream Hudson, the 

semidiurnal tide amplitude should decrease at a faster rate upstream from the river mouth to the 

node as shown in Figure 3.6a.  

 

In addition, the combined wave phase keeps unchanged at the upstream of the 

convergent/divergent reach but would slightly increase (or decrease) at the downstream of the 

convergent (or divergent) reach. Thus the phase of the semidiurnal tides slightly decreases 

downstream of the sharp divergent reach (Figure 3.2b and Figure 3.4bd).  The effects of the 

sharp convergent/divergent reach on the diurnal tides can also be seen in Figure 3.4 and Figure 

3.5.  

 

It should also note that the distance between the sharp divergent reach and the sharp 

convergent reach in the downstream Hudson is around the 1/8 M4 wavelength and exceeds the 

1/8 M6 wavelength. Thus the decreased overtide amplitude by the divergent reach would not be 

compensated by the upstream convergent reach, leading to a minimum M4/M6 in the vicinity of 

the divergent reach. 

 

The M2 amplitude from the two-dimensional model is a couple of centimeters higher than 

that from the one-dimensional model in between the sharp divergent reach and the sharp 

convergent reach in the downstream Hudson. This may be because the curved channel shape 

(~41.25 ºN in Figure 3.1a) can only be resolved by the two-dimensional model. The curved 

channel may also contribute to partial reflection of tidal waves, leading to enhanced wave 

amplitude at both the upstream and downstream of the convergent reach. 

 

There are large flanks in the Haverstraw Bay. Friedrichs (1995) showed that the 

channel/shoal topography can modify tidal phase propagation. However, the slight phase 

difference (Figure 3.2b) between the one- and two- dimensional models suggests that the 

channel/shoal topography may play a minor role in modifying the tide in the downstream 

Hudson. 
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3.4.2  Tides and overtides in the upper Hudson 

 

The upstream Hudson from 150 km to 250 km is characterized as a continuously 

convergent reach with the width decreasing from 1500 m to 300 m and the cross sectional area 

decreasing by ~11 times. The upstream M2 amplitude significantly increases, which is due to 

both the enhanced incident M2 by the channel convergence and the superimposition of the 

reflected M2. The M2 node should be located at the 1/4 wavelength downstream of the river head, 

which is approximately at 150km in a uniform channel (Figure 3.6a). However, the M2 node 

(Figure 3.2a) in the Hudson River moves further downstream by ~40km due to the upstream 

convergence. Both the M2 η-u phase difference (Figure 3.3b) and the M2 amplitude (Figure 3.2a) 

decreases downstream from the river head to the node at a faster rate than that in the uniform 

channel (Figure 3.6ab), indicating that the reflected M2 is damped more quickly since the 

upstream Hudson is convergent to the incident M2 but divergent to the reflected M2. As a result, 

the M2 current (Figure 3.3a) increases sharply downstream from the river head to the node. 

 

The elevation phase difference between M2 and M4 (Figure 3.2d) is close to 90º in the 

vicinity of the river head, indicating that the time from the high tide to the low tide is shorter than 

that from the low tide to the high tide (ref. the fourth column of Figure 3.8). In other words, the 

high tide time is delayed while the low tide time is advanced. The current phase difference 

between M2 and M4 (Figure 3.3d) is close to 0º through the upstream Hudson (170~250 km), 

suggesting flood dominance (ref. the fourth column of Figure 3.9). 

 

Figure 3.10 and 3.11 display the M2, M4, and M6 elevation and current in the convergent 

channel and the shoaling channel. These are used to show the effects of the channel morphology 

of the upstream Hudson on tidal propagation. The channel width linearly decreases from 1000m 

at 150km to 200m at 250km in the convergent channel. The channel depth linearly decreases 

from 10m at 150km to 2m at 250km in the shoaling channel. The cross-sectional area decreases 

by one fifth for each type of channel. The downstream width and depth keep uniform for each 

type of channel. Generally the upstream channel convergence significantly amplifies the tidal 

amplitude, moves the tidal node downstream (Figure 3.10a) and makes the phase propagation 
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faster (Figure 3.10b). The transition between standing wave and progressive wave also moves 

downstream (Figure 3.11b).  

 

In the shoaling channel, the tidal amplitude in the upstream reach (170~250 km) 

decreases since the increased damping effect of the bottom friction surpasses the enhancing 

effect of the channel convergence (Figure 3.10a).  On the other hand, the tide amplitude in the 

middle reach (110~170 km) increases due to the damped reflected tidal wave in the upstream 

reach. Correspondingly, the tidal phase propagates faster in the middle reach and slower in the 

upstream reach (Figure 3.10b) relative to the uniform channel. The M4 elevation is amplified 

while the M6 elevation is damped in the upstream reach. It is interesting that the M2, M4, and M6 

currents are all significantly amplified in the upstream reach (Figure 3.11ace), leading to 

upstream movement of the current anti-node. The ways that the overtides distort the tide are also 

changed (Figure 3.10df and Figure 3.11df). 

 

In the upstream Hudson River, it is the combining effects of both convergence and 

shoaling that significantly reshape the tides and overtides throughout the upper Hudson 

(100~250 km) in terms of both elevation and currents relative to the uniform channel. 

 

Figure 3.12 and Figure 3.13 show the effect of the river flow on the tide and overtides in 

the uniform channel with the same length as the Hudson River. The maximum M2 current (anti-

node) in the upper reach (100~250 km) is approximately 0.6 m/s without the river flow (Figure 

13a), which is present around the M2 elevation node (~150 km). When the river flow increases to 

be 0.3 m/s, the M2 and M6 is damped but the M4 is significantly enhanced. The M2 phase is 

slightly delayed. When the river flow reaches 0.6 m/s, the M2, M4, and M6 are all significantly 

damped throughout the channel especially in the upstream reach (170~250 km). The M2 phase is 

significantly slowed down. 
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3.5  Discussion 

 

3.5.1  Analytical model for overtide generation 

 

 The analytical solution of a tidal wave in a long uniform channel can be expressed by 

combination of the incident wave and the reflected wave.  The combined wave with the form in 

(3.5) can be further changed into one-wave form: 

)cos()2cos(222 θση µµ
η +−++= − xktkxeeA xx       (3.11) 

where 







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Figure 3.14 shows longitudinal variation in amplitude and phase of the incident wave, the 

reflected wave, and the combined wave.  The incident wave amplitude xeA µ
η

−  is exponentially 

damped in the positive x direction and becomes ηA  at the channel end (x=0).  The reflected 

wave amplitude xeA µ
η  has the same value ηA  at the channel end and then decreases 

exponentially in the negative x direction.  As a result, the combined wave amplitude, 

)2cos(222 kxeeA xx ++− µµ
η , along the channel looks like a landward-increasingly perturbed 

curve around an exponential center line (i.e. the along-channel amplitude of the incident wave).  

The envelop lines of this perturbed curve can be seen as superimposition (or subtraction) of the 

incident wave amplitude by the reflected wave amplitude everywhere along the channel.  The 

upper (or lower) envelop line is expressed by )( xx eeA µµ
η ±− .  The incident wave phase kx 

linearly increases in the positive x direction, suggesting linearly-delayed high water along the 

channel.  The reflected wave phase –kx continues to increase in the negative x direction, 

suggesting continuingly-delayed high water.  The combined wave phase θ−xk  along the 

channel also looks like a landward-increasingly perturbed curve around the incident wave phase 

line.  The phase difference between the incident wave and the reflected wave is equal to 2kx.  

Where πmkx −=2 (m=0, 2, 4 …) or the distance away from the channel end is m/4 wavelength, 

the incident wave is in phase with the reflected wave and the combined wave amplitude is 

superimposition of the incident wave amplitude by the reflected wave amplitude.  These 
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locations λ
4
mx =  are defined as the antinodes.  Where πnkx −=2 (n=1, 3, 5 …) or the distance 

away from the channel end is n/4 wavelength, the incident wave is in reversed phase with the 

reflected wave and the combined wave amplitude is subtraction of the incident wave amplitude 

by the reflected wave amplitude.  These locations λ
4
nx =  are defined as the nodes.  Basically 

the combined wave amplitude and phase suggest that a tidal wave behaves more like a standing 

wave where it is closer to the channel end and more like a progressive wave where it is further 

away from the channel end. 

 

 For an exponentially damped incident wave in a long channel with uniform width and 

depth, the current can be obtained by substituting the elevation solution (3.4) into the continuity 

equation (3.1): 
x

ui exktAu µασ −+−= )cos(          (3.12) 

where 
22 kh

AAu
+

=
µ
σ

η , )/(tan 1 kµα −= . 

The damping coefficient  µ  can be related to the linear friction coefficient F by: 

0

0

2kc
Fk

=µ            (3.13) 

k0 and c0 are the frictionless values of wave number and wave speed.  Their relation with k and c 

can be expressed by: 

2
0

0

)/(1
1

kc
c

k
k
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==          (3.14) 

For no friction ( 0=µ ), 
h
gA

h
cA

hk
AAu ηηη

σ
=== 0

0

, 0=α .  The amplitude ratio of current to 

elevation is hg / .  Maximum elevation and maximum current occur at the same time.  As 

friction increases (F in (3.2) increases), the amplitude ratio of current to elevation becomes 

smaller and smaller than hg / .  The time difference between maximum elevation and 

maximum current increases correspondingly.   
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 Here we use ncti2η (or advi2η ), nctiu 2 (or adviu 2 ), nctA 2η (or advA 2η ), nctuA 2 (or advuA 2 ) to 

represent elevation, current, elevation and current amplitude at x=0 of the incident second 

harmonic constituent (i.e. M4) produced by M2 through the nonlinear term xu ∂∂ /)(η in the 

continuity equation (or the advective term xuxuu ∂∂=∂∂ /
2
1/ 2 in the momentum equation).  The 

product of elevation and current of the incident M2 can be expressed by: 

x
u

x
uii eAAekxtAAu µ

η
µ

η ααση 22 )cos(
2
1)22cos(

2
1 −− ++−=      (3.15) 

The first term on the right hand side can be seen as one of the sources of the incident M4.  The 

second term affects the mean water level.  For M4 generation, only the first term will be 

considered.  Assume that the incident M4 is arrested at a certain point x0, its development can be 

expressed by part of the continuity equation: 

x
u

t
iincti

∂
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∂

∂ )(2 ηη           (3.16) 

Substitute the first term of (3.15) into (3.16): 

x
u
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µ
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Then ncti2η  at x0 can be estimated by: 

0

0

2
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2 )22cos(
2
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µ
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= −

+
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The magnitude of M4 is proportional to the square of the magnitude of M2.  If M4 is arrested at 

its born point, the magnitude of M4 along the channel would decrease more quickly (~ e-2µx) than 

that of M2 (~ e-µx).  It suggests that the closer to the channel end the smaller the magnitude of the 

locally-generated M4. 

 

 Once the elevation ncti2η  has been fully developed through (3.18) at x0, the incident M4 

would not actually be arrested but would propagate at the same time in the two directions, i.e., 

toward the channel end (the positive incident M4) and toward the channel mouth (the negative 
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incident M4).  This can be testified by the latter numerical modeling results (Figure 3.8).  Both 

the positive and negative incident M4 should conform to the equation (3.1) and (3.2) on the first 

order assumption during their propagation along the channel. 

 

Then ncti2η  and nctiu 2  of the positive incident M4 through the channel can be estimated: 
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ncti2η  and nctiu 2  of the negative incident M4 through the channel can be estimated: 

)(
022

0)]2(22cos[ xx
nctncti exxktA −− −+= µ

η ση        (3.21) 

)(
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It should be noted that the phase of the positive incident M4 does not depend on its born position 

x0.  It indicates that the positive incident M4 waves generated at different locations are in phase 

where they meet with each other.  They tend to be superimposed by each other.  On the other 

hand, the phase of the negative incident M4 depends on its born position x0.  If another negative 

incident M4 is generated at x1 and the distance between x0 and x1 is equal to a quarter of M4 wave 

length, i.e. 
k

xx
8
2

01
π

=− , the phase difference between these two negative incident M4 waves 

would become π .  They tend to be canceled by each other. 

 

 The positive incident M4 has almost the same wave speed (shallow-water wave speed) 

and the same propagating direction with the incident M2 and is also exponentially (~ e-µx) 

damped on the way of its propagation.  When it reaches another point on its way, the damped 

downstream-born positive incident M4 is almost in phase with the locally-born positive incident 

M4 and they tend to be superimposed by each other.  The resulting positive incident M4 along the 
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channel can be seen as superimposition of infinite amount of damped downstream-born M4 with 

locally-born M4.  The amplitude of the resulting positive incident M4 would increase in the 

positive x direction at the starting downstream reach where the amount that the locally-born M4 

adds into the combined M4 exceeds the exponentially damped amount of the combined M4.  

Then the combined positive incident M4 reaches its maximum in amplitude at a certain point 

where the newly-supplied amount is equal to the exponentially damped amount.  From this 

maximum point to the channel end, the amplitude of the combined positive incident M4 

decreases but at a slower rate than exponentially-damping rate due to continuous supply from the 

locally-born M4.  The position of this maximum point mainly depends on the strength of the 

bottom friction.  The weaker the bottom friction is, the closer the maximum point is to the 

channel end.  If the channel length is shorter than the distance between the starting point and the 

maximum point, the amplitude of the combined positive incident M4 would increase all through 

the channel.  The above discussion can be confirmed by the numerical results shown in Figure 

3.16. 

 

 The negative incident M4 has almost the same wave speed (shallow-water wave speed) 

but the opposite propagating direction with the incident M2.  It is also exponentially (~ eµx) 

damped on the way of its propagation.  When it reaches another point on its way, the damped 

upstream-born negative incident M4 is not necessarily in phase with the locally-born negative 

incident M4.  They are even reversed in phase where they meet with each other if the distance 

between them is a quarter of the M4 wavelength.  As a result, the negative incident M4 tends to 

be canceled by each other and does not accumulate along the channel.   

 

 Similarly the incident M4 at x0 only generated by the advective term can be obtained by 

solving part of the momentum equation (3.24). 

x
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x
uuii eAAekxtAAuu µµασ 22
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1)222cos(
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2
1 −− ++−=      (3.23) 

The first term on the right hand side can be seen as another source of the incident M4.  The 

second term contributes to variation in the mean current.  Substitute the first term into (3.24) and 

solve (3.24): 
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Then adviu 2  at x0 can be estimated by: 
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Then adviu 2  and advi2η  of the positive incident M4 through the channel can be estimated from 

(3.25) and the equation (3.1) and (3.2): 

)(
22

0)22cos( xx
advuadvi ekxtAu −−+ +−= µασ        (3.26) 

)(
222

0)22cos( xx
advadvi ekxtA −−+ −+−= µ

η ααση       (3.27) 

where 00 22
22

2 44
xuxuu

advu e
h
AA

e
kAA

A µηµ

σ
µ −− =

+
= , 

02
2222

2
2 8

)2(
2

)2( xuadvu
adv e

kAAkhA
A µη
η σ

µ
σ
µ −+

=
+

=  

adviu 2  and advi2η  of the negative incident M4 through the channel can be estimated: 
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Compared with the analytical results in (3.19) ~ (3.22), the incident M4 represented by (3.26) ~ 

(3.29) solely generated by the advective term in the momentum equation is different from that 

solely generated by the nonlinear term in the continuity equation in terms of their phase 

difference 2αα −  (or παα −− 2 ) for the positive (or negative) incident M4 and their amplitude 

ratio  
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η .  For no friction ( 0=µ ), their phase difference is 0 (or π ) 

for the positive (or negative) incident M4 and their amplitude ratio is 0.5.  Thus the positive (or 

negative) incident M4 waves generated by these two nonlinear terms tend to be superimposed (or 

canceled) by each other.  As friction increases, their phase difference increases and their 

magnitude ratio decreases.  It also can be seen from the latter numerical results that the positive 
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(or negative) incident M4 generated by these two nonlinear terms still tends to be strengthened 

(or weakened) by each other under normal frictional conditions. 

 

 If the quadratic form is used for the bottom friction, M4 can also be generated by M2 

through either the nonlinear term || uuη  or the river flow involved term ruu +|| .  M6 can be 

generated by M2 through || uu  if the river flow is smaller in magnitude than the incident M2 

induced current.  The quadratic friction terms have been mathematically proved to contribute to 

overtide generation by using Fourier decomposition [Parker, 1984; Dronkers, 1964; Fang, 1987].  

However the phase relation and the magnitude ratio between the overtides generated by the 

quadratic friction term and other nonlinear terms are difficult to be analytically solved.  These 

will be investigated based on the following numerical modeling results. 

 

 Once the incident M4 and M6 have been generated by the incident M2 through the 

nonlinear terms, they would be reflected at the channel end and continue to propagate in the 

negative direction.  In addition, the other part of the negatively-propagating M4 and M6 are 

generated by the reflected M2 through the nonlinear terms.  These two parts tend to be 

superimposed together.  The first part plays a dominant role since the incident M2 is much larger 

in magnitude than the reflected M2. 

 

The incident waves in a long uniform channel 

 

 In the middle of a long channel, either the nonlinear term uη  or uu  is only activated at a 

short reach (which can be seen as a single “point”)  in order to testify that the incident M4 is 

locally generated by the incident M2 and then propagates at the same time in the two opposite 

directions.  For a given linear friction coefficient F and the adequate channel length, the reflected 

waves from both the channel mouth and the channel end are sufficiently damped so that they 

have little effect on the incident waves. 

 

 The modeling results shown in Figure 3.15 agree very well with the analytical results 

(3.19) ~ (3.22) and (3.26) ~ (3.29).  The incident M4 is generated at -2000km and propagates at 

the same time in the two opposite directions.  The magnitude ratio of the elevation ( ncti2η  or 



112 
 

advi2η ) to the current ( nctiu 2  or adviu 2 ) conforms to 
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normal friction conditions, the phase difference between the elevation and the current of the 

positive (or negative) incident M4 is close to 0 (or π ).  The magnitude ratio of the incident M4 

solely from uη  to that solely from uu  is close to 0.5.  The phase difference of the positive (or 

negative) incident M4 generated by these two nonlinear terms is close to 0 (or π ).  Thus the 

positive (or negative) incident M4 generated by these two nonlinear terms tends to be 

superimposed (or cancelled) by each other.  In addition, the positive (or negative) incident M4 

generated at two locations x0 and x1 tend to be superimposed (or cancelled) by each other if the 

distance between x0 and x1 is equal to a quarter of M4 wavelength, i.e. 
k

xx
8
2

01
π

=− . 

 

 As shown in Figure 3.16, if either the nonlinear term uη  or uu  is activated through the 

middle interest channel (-2000 km ~ -1000 km), the positive (or negative) incident M4 

accumulates (or weakens) along the channel.  If both of these two nonlinear terms are activated 

through the middle reach of the channel, the positive (or negative) incident M4 induced by uu  is 

superimposed to (or subtracted from) that induced by uη . 

 

The quasi-standing waves in a uniform channel 

 

 M4 can be generated by M2 not only through the nonlinear term uη  or uu  but also 

through the nonlinear term || uuη  or the river flow involved term ruu +||  if the quadratic 

bottom friction is used in the momentum equation.  The first-order M6 can be generated by M2 

through || uu .  The second-order M6 results from interaction between M2 and M4.  In order to 

test relative contribution of these nonlinear terms to the overtide generation and their relationship, 

a series of numerical experiments have been done for a closed uniform channel with the same 

length of 250 km as the Hudson River.  For each of the experiments, only one nonlinear terms or 

one combination of different nonlinear terms is activated.  The longitudinal elevation amplitude 

and phase of M2, M4, and M6 are shown in Figure 3.17.  Without the river flow, the magnitude of 

M4 induced by uη  is about two times of that by uu , and about six times of that by || uuη .  The 
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magnitude of M4 induced by all these three terms is less than the sum of M4 induced by 

individuals due to their phase difference.  Assume that two M4 waves )2cos(2 φση += taa  and 

)2cos(2 φφση ∆++= tbb  are added together and 0>> ba , the combined M4 wave can be 

expressed by 

)2cos()2cos()2cos(222 ψφσφφσφσηηη ++=∆++++=+= tctbtabac    (3.30) 

where )cos(222 φ∆++= abbac , 







∆+

∆
= −

)cos(
)sin(tan 1

φ
φψ

ba
b  

If 0=∆φ , bac +=  and 0=ψ .  If 2/πφ =∆ , 22 bac +=  and )/(tan 1 ab−=ψ .  If πφ =∆ , 

bac −=  and 0=ψ .  When the phase difference φ∆  is close to 0 (or π ), the combined wave has 

the amplitude to be equal to the sum (or residual) of two waves’ amplitude and has the phase the 

same as the wave with larger amplitude (i.e. a). 

 

 The M4 wave from combination of uη  and uu  has the amplitude close to the sum of the 

amplitude of two individual M4 waves since their phase difference is only about 20 degrees.  The 

M4 wave from || uuη  can enhance the M4 wave from combination of uη  and uu  by the amount 

less than itself since its phase is about 90 degrees away from the others.  If the river flow is 

introduced into the system at the channel end, M4 can be generated by M2 through the term || uu .  

The magnitude of M4 from the river-involved || uu  depends on the ratio of the river velocity to 

the velocity induced by the incident M2 at the channel end [Parker 1984; Parker 2007].  Given 

the river flow with the velocity half of the M2 velocity, the river-induced M4 wave shown in 

Figure 3.17 (c) is even larger than the M4 wave from combination of uη , uu  and || uuη .  The 

phase of the river-induced M4 wave is close to that of the || uuη -induced M4 and is about 90 

degrees different from that of the uη -induced or uu -induced M4 wave.  As a result, the M4 wave 

from combination of all the four nonlinear terms is strengthened by addition of each term into the 

model but has the amplitude less than the sum of the amplitude of individual M4 waves due to 

their phase difference. 
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 When the nonlinear terms are introduced into the model, M4 generation also affects the 

amplitude and the phase of M2 and M6.  Without the river flow, the M2 amplitude and phase 

change a little due to existence of uη , uu  and || uuη  as shown in Figure 3.17 (a) (b).  With the 

river flow only, the M2 amplitude drops significantly but the M2 phase changes a little.  With the 

river flow and involvement of uη , uu  and || uuη , the M2 amplitude changes a little but the M2 

phase changes significantly.  According to other numerical experiments, combination of the river 

flow and uη  plays a dominant role in modifying the M2 phase since it introduces into the system 

an additional M2 wave which is combined with the original M2 wave.  The first-order M6 in 

Figure 3.17 (e) (f) comes from || uu .  Without the river flow, M2 interacts with M4 from uη , uu  

and || uuη , producing the second-order M6 superimposed onto the first-order M6.  With the river 

flow only, the M6 amplitude reduces significantly due to the reduced momentum input into M6.  

With the river flow and involvement of uη , uu  and || uuη , the M6 amplitude is larger than that 

from the river flow only and the M6 phase is significantly different from other cases due to the 

modification of the M2 phase. 

 

 The river flow (i.e. the mean flow) plays an important role in modifying M2, M4, and M6 

through the quadratic friction term || uu .  Based on the Fourier decomposition of || uu  [Parker 

1984], as the river flow increases, M2 and M6 decrease and M4 increase.  M2 keeps decreasing 

since combination of the river flow and || uu  has the same effect as the friction.  When the river 

flow increases to be larger than the incident M2 current, M4 increases and reaches a maximum 

but M6 decreases and vanishes since there are already not ebb currents at all. 

 

Distortion of the tidal wave by the overtides 

 

 It has been known that the overtides play a significant role in distorting the temporal tidal 

curve away from the sinusoidal curve.  If we use AηM2 (PηM2), AηM4 (PηM4), and AηM6 (PηM6) to 

represent the amplitude (phase) of M2, M4, and M6 elevation, respectively.  Basically the shape of 

the combined tidal curve depends on the amplitude ratio AηM4/AηM2 and AηM6/AηM2 and the 

phase difference 2*PηM2-PηM4 and 3*PηM6-PηM2 [Parker, 2007 page60-61; U.S.C.  & G.S., 1952].  

As seen in Figure 3.7, the amplitude ratio AηM4/AηM2 tends to have the first peak at the closed 
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end and the second peak around the first M2 node.  The amplitude ratio AηM6/AηM2 has the first 

peak at the closed end and twin-peaks around the first M2 node.  The phase differences 2*PηM2-

PηM4 and 3*PηM6-PηM2 tend to keep uniform for the first quarter wavelength of the overtides 

away from the closed end and change about 270 degrees around the first M2 node.  We can see 

that the tidal wave has significant difference in shape at different reaches along the channel.  We 

show time series of the tides at four typical locations: A (x = 110 km), B (x = 140 km), C (x = 

170 km), and D (x = 230 km) to see how the overtides distort the tidal curve. 

 

 In Figure 3.8, the panels in column 1, 2, 3, and 4 corresponds with the location A, B, C, 

and D, respectively.  The panels in row 1, 2, and 3 show combination of M2 with M4, M2 with 

M6, and M2 with M4 and M6, respectively.  The amplitude ratio AηM4/AηM2 and AηM6/AηM2 are 

relatively larger along the channel at these four locations.  The phase difference 2*PηM2-PηM4 

and 3*PηM6-PηM2 change ~180º between the location A and C and have the similar value at the 

location B and D.  The role of the M4 in the tide at both B and D is to make a faster rising from 

low water to high water and make a slower falling from high water to low water.  The role of the 

M6 in the tide at both B and D is to flatten both high water and low water and leads to a shrink in 

tidal range.  The role of both M4 and M6 in the tide at A and C is almost reversed.  The M4 tends 

to steepen high water and flatten low water at A.  On the other hand, the M4 flattens high water 

and steepens low water at C.  The M6 shrinks the tidal range at A but increases the tidal range at 

C. 

 

The overtide currents also distort the tidal currents in the way depending on the amplitude 

ratio AuM4/AuM2 and AuM6/AuM2 and the phase difference 2*PuM2-PuM4 and 3*PuM6-PuM2 

(Figure 3.7 and Figure 3.9).  In particular, the combination of M2 and M4 currents leads to flood 

dominance condition throughout the upstream reach (150~250 km). The M6 tends to increase the 

magnitude of both flooding and ebbing currents and shorten the time of the maximum currents in 

the upstream reach (170~250 km). 
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3.5.2  The effect of channel morphology on tidal wave propagation 

 

The incident waves in a channel with abrupt change in width or depth 

 

 Jay (1991) found that an incident wave in a strongly convergent or divergent channel 

behaves like a standing wave without the presence of a reflected wave.  But he did not specify 

the relationship between the original incident wave and the standing wave induced by 

convergence or divergence. 

 

 Assume that a very long channel with uniform depth (20 m) has an abrupt convergent (or 

divergent) reach in the middle, connecting with the wider (or narrower) lower reach and the 

narrower (or wider) upper reach.  Both the lower reach and the upper reach have uniform width.  

The width ratio of the lower reach to the upper reach is larger (or smaller) than 1 for the 

convergent (or divergent) geometry.  The convergent (or divergent) reach can be seen as the 

abrupt discontinuity if it has much smaller length than the total channel.  In the following 

numerical experiments, the channel with the total length of 3000 km is set up to have the 

convergent (or divergent) reach with the length of 20 km.  The wider and narrower reaches have 

the width of 2000 m and 1000 m, respectively.  Only one nonlinear term uη  is activated at the 

middle channel (-2000 km ~ -1000 km) to see the effects of varying geometry on the M4 wave.  

The linear friction term is used for the whole channel.   

 

 Figure 3.18 displays the longitudinal variations in amplitude and phase of the incident M2 

and M4 affected by discontinuity in geometry.  If we subtract the water level obtained by the 

simulation in the channel with uniform width from that obtained by the simulation in the channel 

with convergent (or divergent) discontinuity, we can get the residual water level for the whole 

channel.  We then do a harmonic analysis on the residual water level to extract M2 and M4.  The 

longitudinal variations in amplitude and phase of the residual M2 and M4 are also shown in 

Figure 3.18.  It suggests that an additional M2 has been developed at the channel discontinuity 

through the nonlinear term  
x

bu
b
h

∂
∂ )(  in the continuity equation.  Once this additional M2 is 

generated, it also propagates at the same time in the two opposite directions.  For the convergent 
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(or divergent) geometry, the positive additional M2 has the phase difference of 0 (or π ) from the 

original incident M2 through the upper reach.  As a result, the combined incident M2 in the upper 

reach is the sum (or residual) of the original incident M2 and the positive additional M2 and is in 

phase with the original incident M2.  The negative additional M2 behaves like a reflected wave 

superimposed onto the original incident M2, producing a quasi-standing wave through the lower 

reach.  Similarly, the additional M4 generated through the nonlinear term 
x

ub
b
h

∂
∂ )( η  also 

propagates in the two opposite directions and is superimposed onto the original incident M4.  It 

should be noted that the magnitude of the additional M2 or M4 induced by the channel 

discontinuity depends on both the magnitude of the original incident M2 or M4 and the width 

ratio of the lower reach to the upper reach.  The larger the original incident M2 or M4 and the 

width ratio, the larger is the additional M2 or M4. 

 

 If the length of the convergent (or divergent) reach is increased to be more than a quarter 

of the M2 wave length, the positive additional M2 wave generated through 
x

bu
b
h

∂
∂

−
)(  at one 

point is in phase with those generated at other points.  Thus the positive additional M2 tends to be 

accumulated along the convergent (or divergent) reach.  The accumulated positive additional M2 

is superimposed onto (or subtracted from) the original incident M2 for the convergent (or 

divergent) reach since their phase difference is 0 (or π ).  The negative additional M2 is not able 

to be accumulated due to the phase difference between the negative additional M2 waves 

generated at different locations.  The pattern of the additional M2 is similar to the M4 generation 

mentioned in 3.5.1.  The additional M4 is similarly combined with the original incident M4. 

 

 Assume that a very long channel with uniform width (1000 m) has a shoaling (or 

deepening) reach in the middle, connected with the lower reach and the upper reach.  Both the 

lower reach and the upper reach have uniform depth.  The shallower and deeper reaches have the 

depth of 10 m and 20 m, respectively.  The numerical experiments are set to be the same as the 

above except that the convergent (or divergent) reach is replaced by the shoaling (or deepening) 

reach. 
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 Figure 3.20 show the longitudinal variations in amplitude and phase of the incident M2 

and M4 affected by discontinuity in depth.  The change in depth affects not only the cross-

sectional area of the channel but also the phase speed and the frictional effect.  The decrease in 

depth leads to the significant decrease in phase speed and the increase in the frictional damping 

effect (i.e. µ  in (3.4)) even the linear friction coefficient F keeps unchanged.  The additional 

M2/M4 is also generated at the channel discontinuity through the nonlinear term 
x

hu
∂

∂ )(  or 

x
uh

∂
∂ )( η  and propagates at the same time in the two opposite directions.  The incident M2 or M4 

is firstly enhanced by the positive additional M2 or M4 and then damped more after it propagates 

through the shoaling reach.  The incident M2 or M4 is firstly reduced and then damped less after 

it propagates through the deepening reach.  The negative additional M2 or M4 also behaves like a 

reflected wave superimposed onto the incident M2 or M4, producing a quasi-standing wave 

through the lower reach. 

 

The quasi-standing waves in a channel with abrupt change in width or depth 

 

 A series of numerical experiments are set up to test the effects of the abrupt convergence 

(or divergence) on the quasi-standing waves.  In these experiments, a channel is set to have the 

length of 2000 km and the depth of 20 m.  The simplified continuity and momentum equations 

with the linear friction and without any nonlinear term are used for the lower 1000 km reach.  

The quadratic friction term || uu  and the nonlinear terms uη , uu  and || uuη  are activated for 

the upper 1000 km reach.  The abrupt convergent (or divergent) reach with the length of 20 km 

can be located at any place in the upper reach.   

 

 Figure 3.19 (a) (c) (e) display the longitudinal amplitude of M2, M4 and M6 with the 

influence of the abrupt convergence.  The convergent reach works as a convergent reach for the 

incident M2 but works as a divergent reach for the reflected M2.  The incident M2 is enhanced 

when it gets through the convergent reach.  The phase of the enhanced incident M2 is the same as 

the original incident M2, increasing with x in the positive direction.  At the same time a negative 

additional M2 is generated and propagates in the negative direction, behaving like a reflected 
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wave.  The phase of the negative additional M2 is the same as the original incident M2 only at the 

convergent reach and then increases with x in the negative direction.  When the enhanced 

incident M2 hits the channel end, an enhanced reflected M2 is produced and propagates in the 

negative direction.   

 

 If the convergent reach is located at a half of the M2 wavelength away from the channel 

end, the enhanced reflected M2 arrives at the channel discontinuity just in phase with the local 

incident M2.  This convergent reach for the incident M2 is also a divergent reach for the enhanced 

reflected M2.  The enhanced reflected M2 is weakened after it propagates through the divergent 

reach.  However, it is strengthened to a larger extent by the negative additional M2 mentioned 

above since they are in phase with each other through the lower reach.  At the same time a 

positive additional M2 is reflected back into the upper reach.  This positive additional M2 

weakens the original incident M2 since their phase difference is close to π .  However, the 

weakened amount of the original incident M2 by this positive additional M2 is less than the 

previously enhanced amount.  As a result, the incident M2 in the upper reach and the reflected 

M2 all through the channel are enhanced by a relatively small amount.  The additional wave 

energy induced by the channel convergence tends to be distributed all through the channel. 

 

 If the convergent reach is located at a quarter of the M2 wave length away from the 

channel end, the enhanced reflected M2 arrives at the channel discontinuity just in reversed phase 

(i.e. π ) with the local incident M2.  After it propagates through the channel discontinuity, the 

enhanced reflected M2 is weakened to a large extent not only by getting through its divergent 

reach but also by the negative additional M2 mentioned above since they are in reversed phase 

with each other through the lower reach.  At the same time a positive additional M2 is reflected 

back into the upper reach.  This positive additional M2 strengthens the original incident M2 since 

their phase difference is close to 0.  The additional M2 induced by the channel discontinuity 

would “bounce” back and forth within the quarter-wavelength reach until it is damped to nothing 

by the friction.  As a result, both the incident M2 and the reflected M2 are reinforced significantly 

within the quarter-wave-length reach.  The reflected M2 in the lower reach is significantly 

reduced.  The additional wave energy per unit width induced by the channel convergence tends 

to be arrested within the quarter-wavelength reach.  This can be seen as the “resonance” of the 
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wave when the wave propagates in a convergent channel with the length of a quarter of the wave 

length.  Similar story happens if the convergent reach is located at n/4 (n=1, 3, 5 …) of the M2 

wave length away from the channel end.  However, the further away from the channel end, the 

less is the resonance effect since the more wave energy has been consumed by the friction on the 

longer way. 

 

 Similarly, the relative magnitude and the phase relationship between the M2 waves from 

the different sources can be used to explain the final longitudinal M2 amplitude if the convergent 

reach is located at other places.  If the convergent reach is located between λ/2 and λ/4, both the 

incident M2 and the reflected M2 are strengthened in the upper reach.  The second antinode of M2 

moves toward the channel end.  If the convergent reach is located less than λ/4 away from the 

channel end, the first node of M2 moves toward the channel mouth.  This actually can be used to 

explain the first node of M2 in the Hudson River also moves toward the river mouth (Figure 2). 

The convergent reach plays the similar role in modifying M4 and M6.  If the convergent reach is 

located at m/4 (m=2, 4, 6 …) of the M4 or M6 wavelength, the incident M4 or M6 and the 

reflected M4 or M6 in the upper reach and the reflected M4 or M6 are enhanced by a relatively 

small amount.  If the convergent reach is located at n/4 (n=1, 3, 5 …) of the M4 or M6 

wavelength, the incident M4 or M6 and the reflected M4 or M6 in the upper reach are enhanced 

significantly.  The reflected M4 or M6 in the lower reach is weakened. 

 

 Figure 3.19 (b) (d) (f) display the longitudinal amplitude of M2, M4 and M6 with the 

influence of the abrupt divergence.  If the divergent reach is located at m/4 (m=2, 4, 6 …) of the 

wavelength, the incident wave and the reflected wave in the upper reach and the reflected wave 

in the lower reach are reduced by a relatively small amount.  The reduced wave energy per unit 

width induced by the channel divergence tends to be distributed through the channel.  If the 

divergent reach is located at n/4 (n=1, 3, 5 …) of the wavelength, the incident wave and the 

reflected wave in the upper reach are reduced significantly.  The reflected wave in the lower 

reach is enhanced.  The channel discontinuity tends to stop most of the wave energy to be 

transferred into the upper reach. 
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 A series of numerical experiments are set up to test the effects of abrupt shoaling (or 

deepening) of the channel on the quasi-standing waves.  In these experiments, a channel is set to 

have the length of 2000 km and the width of 1000 m.  The simplified continuity and momentum 

equations with the linear friction and without any nonlinear term are used for the lower 1000 km 

reach.  The quadratic friction term || uu  and the nonlinear terms uη , uu  and || uuη  are 

activated for the upper 1000 km reach.  The shoaling (or deepening) reach with the length of 

20km can be located at any place in the upper reach.   

 

 Figure 3.21 (a) (c) (e) display the longitudinal amplitude of M2, M4 and M6 in a channel 

with abrupt shoaling.  Unlike the quasi-standing waves in the channel with abrupt convergence, 

all the nodes and antinodes move toward the channel end since the wavelength is significantly 

shortened within the shallower upper reach.  If the shoaling reach is located at m/4 (m=2, 4, 6 …) 

of the wavelength, the incident wave and the reflected wave in the shallower upper reach are 

reduced due to the increased damping effect of the decreased depth.  The reflected wave in the 

deeper lower reach is also reduced since the antinode discontinuity changes little the reflected 

wave propagating through it.  If the shoaling reach is located at n/4 (n=1, 3, 5 …) of the 

wavelength, the incident wave and the reflected wave in the shallower upper reach is the result of 

competition between the damping effect of the decreased depth and the enhancing effect of the 

node discontinuity.  Thus even though the wave is enhanced within the shallower upper reach, 

the enhancement is much smaller than that induced by the convergent reach.  The reflected wave 

in the deeper lower reach is significantly reduced since the node discontinuity stops most of the 

reflected wave from propagating through it.   

 

 For the waves in a channel with the abrupt deepening reach as shown in Figure 3.21 (b) 

(d) (f), all the nodes and antinodes move further away from the channel end since the wavelength 

increases in the deeper upper reach.  The magnitude of the waves in the deeper upper reach is the 

result of the competition between the enhancing effect due to the decreased friction and the 

weakening effect due to the increased cross-sectional area.  The antinode discontinuity still 

allows most of the reflected waves to propagate through it in the negative direction.  As a result, 

the magnitude of the reflected waves is changed a little through the channel.  On the other hand, 

the node discontinuity tends to stop most of the incident waves to propagate through it in the 
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positive direction.  Thus both the incident waves and the reflected waves in the deeper upper 

reach are significantly weakened. 

 

3.6  Summary and conclusions 

 

 The tidal wave in a shallow long channel can be seen as the combination of the friction-

damped incident wave and the friction-damped reflected wave.  The wave amplitude and phase 

vary along the channel.  Where the tidal wave is closer to the closed end, it behaves more like a 

standing wave since the reflected wave has the comparable magnitude to the incident wave.  The 

nodes and antinodes are obvious.  The phase changes abruptly around the nodes and changes 

little around the antinodes.  Where the tidal wave is further away from the closed end, it behaves 

more like a progressive wave since the reflected wave has much smaller magnitude than the 

incident wave.  The amplitude decreases monotonically toward the channel end without obvious 

nodes or antinodes.  The phase also changes monotonically along the channel. 

 

 In a shallow channel, the overtides are analytically and numerically shown to be 

generated by M2 through nonlinear terms in the continuity and momentum equations.  As M2 

propagates along the channel, M4 is developed at each point of the channel through the nonlinear 

terms uη , uu , || uuη  and || uu +r.  M6 is developed through the nonlinear term || uu  and the 

interaction between M2 and M4.  Then the overtide M4 or M6 behaves as a normal tidal wave and 

propagates at the same time in the two opposite directions.  The positive incident overtide 

generated at one point tends to be in phase with that generated at the other point on the way of its 

propagation.  Thus the incident overtide is accumulated by continuing supply of locally-

generated overtide along the channel.  At the same time, the incident overtide is damped by the 

bottom friction.  Therefore, the incident overtide is the result of competition between the 

accumulating effect and the damping effect.  The incident overtide is then combined with the 

reflected overtide by the channel end. 

 

 The overtide generated through each individual of the nonlinear terms has different 

magnitude and phase.  Thus the nonlinear terms have different contribution to the overtide 

generation.  In a uniform channel without the river flow, M4 induced by uη  has the largest 
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magnitude, about two times of M4 induced by uu , and ten times of M4 induced by || uuη .  If the 

river flow, about half of the incident M2 current, is introduced into the channel from the channel 

end, M4 induced by || uu +r is comparable to M4 induced by uη .  M4 induced by uη  has about 

0° phase difference with M4 induced by uu  and has about 90° phase difference with M4 induced 

by || uuη  or || uu +r.  In addition, combination of uη  and the river flow leads to generation of 

the additional M2 which is superimposed onto the original M2.  As a result, the nodes and 

antinodes of M2, M4, and M6 move towards the channel mouth. 

 

 The overtides play an import role in distorting the tidal wave from the sinusoidal wave 

when they are combined with M2.  How the overtides distort the tidal wave depends on the 

amplitude ratio and the phase difference between the overtides and M2.  The channels with 

different length, geometry, and topography may have different along-channel patterns of the 

amplitude ratio and the phase difference between the overtides and M2.  For the uniform channel 

without the river flow, the amplitude ratio between the overtides and M2 tends to have peaks at 

the overtide antinodes.  The phase difference 2*PM2-PM4 and 3*PM6-PM2 keep about 90° and 180° 

around the M2 antinodes and changes abruptly around the M2 nodes.  Thus around the M2 

antinodes, M4 tends to shorten the flooding time and extend the ebbing time.  M6 tends to extend 

both the high-water time and the low-water time.  Around the M2 nodes, M4 tends to either 

shorten the high-water time and extend the low-water time or shorten the low-water time and 

extend the high-water time.  M6 tends to shorten both the high-water time and the low-water time.   

 

 The abrupt longitudinal change in width or depth has significant effects on the amplitude 

and phase of the tidal waves in the channel.  The abrupt change of the channel width leads to 

generation of the additional waves.  The additional waves propagate at the same time in the two 

opposite directions and are combined with the original waves.  For the quasi-standing wave, the 

abrupt convergent reach located around the nodes tends to trap the increased wave energy and 

lead to the “resonance” of the wave within the upper reach.  The abrupt divergent reach located 

around the nodes tends to stop the wave energy going into the upper reach and reflect most of the 

wave energy back to the lower reach.  Either the convergent reach or the divergent reach located 

around antinodes allows the increased or decreased wave energy to be distributed evenly along 

the channel.  The change of the channel depth not only leads to generation of the addition waves 
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but also affects the wave speed and the bottom friction.  Thus the tidal wave is the result of 

competition between different factors.  However, it is still true that the node discontinuity in 

depth tends to trap the wave energy within the upper or lower reach and the antinode 

discontinuity in depth allows the increased or decreased wave energy to be evenly distributed 

along the channel.  The longitudinal change in friction coefficient within the reasonable range 

also leads to generation of the additional waves but with very little magnitude.  No matter where 

the discontinuity in friction coefficient is located, the increased or decreased wave energy tends 

to be evenly distributed along the channel. 

 

 The tides and overtides in the Hudson River are well reproduced by both one- and two- 

dimensional models.  The abrupt changes in width of the downstream Hudson lead to the 

combination of the incident waves and the partially reflected waves.  As a result, both the tidal 

water levels and currents have been significantly modified relative to the uniform channel.  The 

continuous convergence of the upstream Hudson leads to downstream movement of tide nodes 

and significant amplification of tidal amplitude in the upstream reach. 
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Figure 3.1  (a) The geometry, (b) the channel width, (c) the mean depth, and (d) the cross-
sectional area of the Hudson River. The locations of the water level gages have been shown. 
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Figure 3.2  The amplitude of M2, M4, and M6 elevation (a, c, e), the phase of M2 elevation (b), 
and the phase difference between M4, M6 and M2 elevation (d, f) in the Hudson River. The 
observed results are from harmonic analysis of the four data sets all having one-month record. 
Each of the data sets is combination of the observed water levels from a certain number of water 
level gauges in the Hudson River. Both one- and two- dimensional model harmonics are also 
calculated from one-month simulations. 
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Figure 3.3  The amplitude of M2, M4, and M6 current (a, c, e), the phase difference between 
elevation and current of M2 (b), the phase difference between M4, M6 and M2 current (d, f) in the 
Hudson River. The observed results are from harmonic analysis of one-month time series of 
depth-averaged currents of the ADCPs moored in the channel of the Hudson River. Both one- 
and two- dimensional model harmonics are also calculated from one-month simulations.  
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Figure 3.4  The amplitude (a, c, e, g) and the phase (b, d, f, h) of N2, S2, K1 and O1 elevation in 
the Hudson River. Both the observed and model harmonics are calculated from one-month time 
series of water levels. 
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Figure 3.5  The amplitude of N2, S2, K1 and O1 current (a, c, e, g) and the phase difference 
between elevation and current of N2, S2, K1 and O1 (b, d, f, h) in the Hudson River. Both the 
observed and model harmonics are calculated from one-month time series of depth-averaged 
currents.  
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Figure 3.6  The amplitude of M2, M4, and M6 elevation and current (a, c, e), and the phase 
difference between elevation and current of M2, M4, and M6 (b, d, f) in a uniform rectangular 
channel.  
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Figure 3.7  The amplitude ratio (a, c) and the phase difference (b, d) between M4, M6 and M2 in a 
uniform rectangular channel. These two parameters are used to determine how M4 and M6 distort 
the tidal wave at the particular reach of the tidal river. 



132 
 

-0.6

-0.4

-0.2

0

0.2

0.4

0.6
m

 

 

M2
M4
M2+M4

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

m

 

 

M2
M6
M2+M6

0 5 10 15 20 25
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

hour

m

 

 

M2
M2+M4+M6

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 

 

M2
M4
M2+M4

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 

 

M2
M6
M2+M6

0 5 10 15 20 25
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

hour

 

 

M2
M2+M4+M6

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 

 

M2
M4
M2+M4

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 

 

M2
M6
M2+M6

0 5 10 15 20 25
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

hour

 

 

M2
M2+M4+M6

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 

 

M2
M4
M2+M4

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 

 

M2
M6
M2+M6

0 5 10 15 20 25
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

hour

 

 

M2
M2+M4+M6

 
Figure 3.8  M4 and M6 distorts the tidal wave in terms of water elevation in different ways at 
different reaches of the tidal river. The panels in column 1, 2, 3, and 4 show the distortion at x = 
110 km, 140 km, 170 km, and 230 km, respectively. These locations are referred in Figure 3.7. 
The panels in row 1, 2, and 3 show combination of M2 with M4, M2 with M6, and M2 with M4 
and M6, respectively. 
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Figure 3.9  M4 and M6 distorts the tidal wave in terms of water current in different ways at 
different reaches of the tidal river. The panels in column 1, 2, 3, and 4 show the distortion at x = 
110 km, 140 km, 170 km, and 230 km, respectively. These locations are referred in Figure 3.7. 
The panels in row 1, 2, and 3 show combination of M2 with M4, M2 with M6, and M2 with M4 
and M6, respectively. 
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Figure 3.10  The amplitude of M2, M4, and M6 elevation (a, c, e), the phase of M2 elevation (b), 
and the phase difference between M4, M6 and M2 elevation (d, f) in an upstream (150 ~ 250 km) 
convergent channel (g) and an upstream shoaling channel (h). The generic channels are used to 
simulate the effects of the channel geometry of the upstream Hudson on tidal wave propagation. 
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Figure 3.11  The amplitude of M2, M4, and M6 current (a, c, e), the phase difference of elevation 
and current of M2 (b), and the phase difference between M4, M6 and M2 current (d, f) in an 
upstream (150 ~ 250 km) convergent channel (g) and an upstream shoaling channel (h). The 
generic channels are used to simulate the effects of the channel geometry of the upstream 
Hudson on tidal wave propagation. 
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Figure 3.12  The amplitude of M2, M4, and M6 elevation (a, c, e), the phase of M2 elevation (b), 
and the phase difference between M4, M6 and M2 elevation (d, f) in a uniform rectangular 
channel under the conditions of the river flow equal to 0 m/s (thin solid lines), 0.3 m/s (thick 
solid lines), and 0.6 m/s (thick dashed lines), respectively. 
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Figure 3.13  The amplitude of M2, M4, and M6 current (a, c, e), the phase difference of elevation 
and current of M2 (b), and the phase difference between M4, M6 and M2 current (d, f) in a 
uniform rectangular channel under the conditions of the river flow equal to 0 m/s (thin solid 
lines), 0.3 m/s (thick solid lines), and 0.6 m/s (thick dashed lines), respectively. 
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Figure 3.14  The schematic along-channel amplitude (top) and phase (bottom) of the tidal wave 
in a long uniform rectangular channel. The combined wave (thick solid lines) can be 
decomposed into the incident wave (thin solid lines) and the reflected wave (dot-dashed lines). 
The incident wave decreases exponentially in amplitude and increases linearly in phase toward 
the closed end (x=0). The reflected wave decreases exponentially in amplitude and increases 
linearly in phase toward the channel mouth. 
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Figure 3.15  The along-channel amplitude (a, c, e, g) and phase (b, d, f, h) of the incident M4 
induced by either the nonlinear term in the continuity equation or the advective term in the 
momentum equation. Each type of the lines in the figure is from the results of an individual 
numerical experiment. In each of the experiments, only one nonlinear term is activated at a short 
(the length of 10 km) reach in the vicinity of -2000 km to simulate M4 being generated at a local 
"point" and then propagating in the two opposite directions. 
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Figure 3.16  The exponentially-damped incident M2 (a) in a long uniform rectangular channel 
produces the incident M4 (b, c) at the certain reaches where the nonlinear term is activated. For 
(b), each line is from an individual experiment in which one or two nonlinear terms are activated 
at a long reach (-2000 ~ -1000 km). For (c), each thin line is from an individual experiment in 
which the nonlinear term is activated at a short (10 km) reach in between -2000 km and -1500 
km. The superimposition of the series of positive incident M4 in (c) is represented by the thick 
line similar to the lines in (b) in terms of the shape. 
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Figure 3.17  M2 (a, b) in a uniform rectangular channel produces M4 (c, d) and M6 (e, f) through 
different combination of the nonlinear terms. M2, M4, and M6 all show the quasi-standing wave 
pattern. Each type of the lines in the figure is from the results of an individual experiment in 
which different nonlinear terms are activated through the channel. 
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                    (g)  Channel with abrupt convergence                                    (h)  Channel with abrupt divergence 

 

 

Figure 3.18  The incident M2 (a, c, e) and M4 (b, d, f) are modified by the abrupt longitudinal 
change of the channel width. The thick solid lines in the figure are from the results of an 
individual experiment in which a short (20 km) convergent reach is connected with the narrower 
(the width of 1000 m) upper reach (-1490 ~ 0 km) and the wider (2000 m) lower reach (-3000 ~ -
1510 km) (g). The gray solid lines are from the experiment in a uniform rectangular channel. The 
thin solid lines are from the residual results between the convergent and the uniform. The thick 
dashed lines are from the experiment in a channel with abrupt divergence (h). The thin dashed 
lines are from the residual results between the divergent and the uniform. 
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Figure 3.19  The quasi-standing M2 wave (a, b) and the corresponding M4 (c, d) and M6 (e, f) are 
modified by the abrupt longitudinal change of the channel width. The gray solid lines are from 
the experiment in a uniform rectangular channel. The thin solid lines in the left panels are from 
the experiment in which a short (20 km) convergent reach is located at x = -78 km, where it is 
also the first M4 node (a quarter of the M4 wavelength away from the closed end). The thin solid 
lines in the right panels are for a short (20 km) divergent reach located at x = -78 km. The thick 
solid lines, the thin dashed lines and the thick dashed lines are for the convergent reach (left 
panels) or the divergent reach (right panels) located at x = -156 km (the first M2 node, the 
second M4 antinode, and the second M6 node), -234 km (the second M4 node), and -312 km (the 
second M2 antinode, the third M4 antinode, and the fourth M6 antinode), respectively. 
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                    (g)  Channel with abrupt shoaling                                           (h)  Channel with abrupt deepening 

 

  

Figure 3.20  The incident M2 (a, c, e) and M4 (b, d, f) are modified by the abrupt longitudinal 
change of the channel depth. The solid lines in the figure are from the results of an individual 
experiment in which a short shoaling reach (20 km) is connected with the shallower (10 m) upper 
reach (-1490 ~ 0 km) and the deeper (20 m) lower reach (-3000 ~ -1510 km) (g). The gray solid 
lines are from the experiment in a uniform rectangular channel. The dashed lines are from the 
experiment in a channel with abrupt deepening (h). 
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Figure 3.21  The quasi-standing M2 wave (a, b) and the corresponding M4 (c, d) and M6 (e, f) are 
modified by the abrupt change of the channel depth. The gray solid lines are from the experiment 
in a uniform rectangular channel. For the left panels, the thin solid lines are from the experiment 
in which a short (20 km) shoaling reach is located at x = -52 km, where it is also the first M4 
node (a quarter of the M4 wavelength away from the closed end). The thick solid lines, the thin 
dashed lines and the thick dashed lines are for the shoaling reach located at x = -108 km (the first 
M2 node, the second M4 antinode, and the second M6 node), -163 km (the second M4 node), and -
220 km (the second M2 antinode, the third M4 antinode, and the fourth M6 antinode), 
respectively. For the right panels, the thin solid lines, the thick solid lines, the thin dashed lines, 
and the thick dashed lines are for the short (20 km) deepening reach located at x = -110 km (the 
first M4 node), -220 km (the first M2 node, the second M4 antinode, and the second M6 node), -
330 km (the second M4 node), and -440 km (the second M2 antinode, the third M4 antinode, and 
the fourth M6 antinode), respectively. 
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Table 3.1  The RMSE of tidal constants simulated by the one- and two- dimensional models 
 

 

RMSE of amplitude (cm) RMSE of phase (degree) 

 One-D Model Two-D Model One-D Model Two-D Model 

M2 2.2 2.4 15 9 

M4 1.1 0.5 21 12 

M6 0.8 0.8 39 23 

S2 0.8 0.9 12 4 

N2 0.9 0.8 16 10 

K1 1.1 0.8 14 10 

O1 0.8 0.7 10 5 
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Chapter 4 

Interactions between storm surge, river pulse and tide in the 

Hudson River 
 
 
 
 
 
 
 
Abstract 

 

 Storm surge associated with tropical and extra-tropical cyclones can cause severe 

flooding in coastal areas especially when it occurs at the time of a high tide.  Storm surge can be 

amplified as it propagates from coastal waters into bays or estuaries.  In addition, heavy 

precipitation associated with storms can lead to a river pulse resulting in a surge especially in the 

upstream reaches of a river.  The storm surge propagation will be discussed based on analyses of 

observed water level data collected during Hurricane Ernesto in September, 2006, Hurricane 

Irene in August, 2011, and Hurricane Lee in September, 2011 at water level gauge locations in 

the Hudson River.  Hindcast simulations using both one-dimensional and two-dimensional 

models provide detailed description of water elevation and current throughout the Hudson River 

from the Battery to Troy to support the analyses.  In addition, longitudinal variation in surge 

height and surge timing, and the effects of nonlinearity and channel morphology change on 

surge, will be discussed based on the model results in both a generic channel and the Hudson 

River. 

 

4.1  Objectives and Introduction 

 

 The objective of this chapter is to investigate along-channel variations in surge height and 

surge timing and the effects of all nonlinear terms and channel morphology on the propagation 

and interaction of storm surge, river pulse and tide in both a generic channel and the Hudson 

River. 
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 Storm surge is a rapid sea-level rise, predominantly due to piling-up of water by high 

winds pushing on the ocean’s surface and secondarily due to sucking-up of water by low 

pressure at the center of cyclones [Harris, 1963; Heaps, 1964].  Storm surge generated in the 

ocean tends to propagate across the continental shelf and into coastal waters, bays and estuaries.  

Storm surge associated with tropical and extra-tropical cyclones can cause severe flooding and 

tremendous loss of life and property [Blake et al., 2006] in coastal areas, especially when it 

occurs at the time of a high tide.  In addition, heavy precipitation associated with storms can lead 

to a river pulse resulting in a surge especially in the upstream reaches of a tidal river (as seen in 

Figure 4.2).  The river-pulse-induced surge can be superimposed on the surge propagating from 

the ocean, resulting in even more severe flooding.  Thus understanding of the propagation of 

storm surge and the interaction between surge, river pulse and tide in estuaries is important for 

forecasting of inundation, preparation for evacuation and designing of structures. 

 

 The Hudson River is connected with the North Atlantic Ocean through New York 

Harbor.  Either the tide or the storm surge can propagate through the estuary up to the Troy.  The 

Hudson River has the length of ~250 km from the Battery up to Troy, about a half semidiurnal 

tidal wavelength, and has complicated topography and shape.  A storm surge occurred during 

Hurricane Ernesto in September, 2006 has been captured by the measurements of water level 

gauges (ref. Figure 3.1) in the Hudson River.  The along-channel variations (Figure 4.4) in total 

water level, surge height, and surge timing provide initial pictures of storm surge propagating in 

an elongated tidal river.  During Hurricane Irene in August, 2011, the surge induced by the 

related river pulse reached as high as 4.5 meters above the mean tidal level at Albany, in the 

vicinity of the Hudson River head, emphasizing the impact of river pulse. 

 

 The propagation of storm surge and the interactions between surge and tide in coastal 

waters and estuaries have been extensively studied since the 1950’s [Proudman, 1955; Doodson, 

1956; Rossiter, 1961; Jelesnianski, 1965; Banks, 1974; Prandle, 1975; Wolf, 1978; Johns 1985; 

Flather, 1987; Tang et al., 1996; As-Salek and Yasuda, 2001; Bernier and Thompson, 2007; 

Horsburgh and Wilson, 2007; Rego and Li, 2010; Zhang et al., 2010].  Proudman (1955) 

analytically analyzed the effects of estuarine contraction and bottom friction on the propagation 

of tide and surge.  Doodson (1956) used a simplified numerical method to investigate the 
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propagation of the surge in terms of the incident and reflected waves in a uniform channel.  A 

one dimensional model has been extensively used to investigate the propagation of tide and surge 

in the Thames River [Rossiter, 1961; Banks, 1974; Prandle, 1975; Wolf, 1978].  However, the 

Thames River with the length ~90km can only represent relatively short tidal rivers.  In addition, 

little attention has been paid to the relationship between the surge propagation and the river 

length.  The quadratic friction term has been widely recognized to play an important role in the 

interaction between surge and tide [Prandle and Wolf, 1978; Tang et al., 1996; Zhang et al., 

2010].  However, little attention has been paid to the difference between the linearized friction 

scheme and the quadratic friction scheme and the effects of other nonlinear terms in the 

continuity and momentum equations on the surge propagation and the surge-tide interaction.  In 

addition, the river-pulse-induced surge has not received adequate attention. 

 

 In this chapter both the observed and model data will be analyzed to investigate along-

channel variations in surge height and surge timing and the effects of all nonlinear terms and 

channel geometry on the propagation and interaction of storm surge, river pulse and tide in an 

elongated tidal river.  The section 4.2 presents data and methods.  The section 4.3 addresses both 

the observed and model results in the Hudson River.  The section 4.4 discusses the idealized 

simulations.  Section 4.5 provides a summary. 

 

4.2  Data and methods 

 

 The water level data used in this study are mainly obtained from NOAA, USGS, and 

SOMAS (by courtesy of Dr. Roger Flood).  The water levels at Sandy Hook and the Battery are 

from NOAA.  The water levels at Hastings-on-Hudson, Piermont, West Point, Poughkeepsie, 

Rondout, and Albany and the river discharge at Green Island are from USGS.  The water levels 

at Kingston, Tivoli, Catskill, Athens, Coxsackie, New Baltimore, Castleton, and Troy are from 

Dr. Roger Flood in SOMAS, Stony Brook, NY. 

 

 In order to extract the surge, the tidal signal has to be removed from the observed water 

levels.  After the significant tidal signals are removed from the total water level, the residual 

includes the surge itself, the part from the surge-tide interaction, the part from the direct wind 
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effects, and the errors from the equipment and the tide prediction [Horsburgh and Wilson, 2007].  

The surge itself should be a dominant part of the residual if the other parts are in a realistic range.  

The surge-tide interaction is also a significant part.  Since an elongated estuary usually is 

relatively narrow, the water level change induced by the direct wind effect is assumed to be not 

as important as the surge propagating from the ocean.  The wind effect on the water level change 

will be further investigated in the future study. 

 

 The errors from the tide prediction can be reduced if more significant tidal constituents 

are involved in harmonic analysis.  The problem here is that the time of the data record at certain 

stations is relatively short (e.g. one month).  But these stations are useful for providing more 

details for the corresponding reaches of a tidal river.  For two tidal constituents whose synodic 

period [Parker, 2007] is longer than the time of the data record, only one of them can be included 

in the harmonic analysis.  Otherwise, significant errors may be introduced into the results.   

 

 In a shallow tidal river, principal tidal constituents like M2, S2, N2, K1, and O1 interact 

with each other, generating the overtides like M4 and the compound tides like 2SM2 and MK3.  

The relative importance of the tides, overtides, and compound tides varies at the different reaches 

of the estuary.  Basically, the closer to the river head, the more important the overtides and the 

compound tides are (ref. 3.4).  In order to get consistent results along the river, all tidal 

constituents that can be resolved by using a relatively short record (e.g. one month) of data have 

been included in harmonic analysis. 

 

 In order to get a picture of tide, surge, and river pulse propagating in an elongated tidal 

river, the water level data collected during three events, Hurricane Ernesto in September, 2006, 

Hurricane Irene in August, 2011 and Hurricane Lee in September, 2011 have been analyzed.  

Firstly, the time series with the length of at least one month excluding these events are used in 

harmonic analysis to get better estimates of mean tidal level, amplitude and phase of tidal 

constituents.  Then these tidal constants are used to predict the tidal signal during the events.  

The residual is then calculated by subtracting the tidal signal from the total water level. 
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Model setup in the Hudson River 

 

Both one- and two- dimensional models that have been validated by the tides (ref. 3.3) in 

the Hudson River would be used in this chapter.  Both models are forced by the real-time 

observed water levels at the Battery.   Hydrodynamic conditions are simulated for two months. 

The first 15 days are used for adjustment. The last 45 days are used in analysis using the method 

mentioned above to extract residual from total water level throughout the Hudson River. 

 

Model setup in a generic channel 

 

In order to investigate how the tide, the surge, and the river pulse interact with each other, 

a simple one-dimensional model has been applied to a generic channel representing an elongated 

tidal river.  The detailed description of the model set-up has been provided in 3.3.  Here we still 

solve the linearized continuity and momentum equations to get analytical solutions.  We solve 

the continuity and momentum equations with different combination of nonlinear terms to 

simulate the different contribution of these nonlinear terms. 

 

 The difference here is that a surge or river pulse function has been specified at the open 

or closed boundary.  In 3.3, a sinusoidal function )sin( 0ϕση η −= tA representing the tide has 

been specified at the open boundary.  In order to simulate the surge propagating from the ocean, 

an exponential function ]/)(exp[ 2
speakss TttA −−=η is superimposed to the tide at the open 

boundary.  Here As is the magnitude of the surge peak.  tpeak is the time when the surge peak 

occurs.  The surge peak can occur at the slack water during flood or ebb, high tide or low tide.  Ts 

is the time scale proportional to the surge time span.  Here we only consider the positive surge 

(ηs > 0) since it has more realistic significance than the negative surge.  According to the 

observed time series, the surge time span can be tens of hours or a couple of days.  For most of 

the following discussion, we will use one day for the normal surge time span.  Similarly, an 

exponential function ]/)(exp[ 2
rpeakrr TttAu −−−= representing a river pulse is specified at the 

closed boundary. 
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 Generally two types of simulations were carried out in one experiment in order to extract 

the residual.  Only tide was involved in the first type of simulations.  Surge and/or river pulse 

with tide were involved in the second type of simulations to get the total water levels.  Then the 

residual water levels were obtained by subtracting the tidal water levels in the first type from the 

total water levels in the second type. 

 

4.3  Results 

 

4.3.1  Storm surge and river pulse during historical hurricanes 

 

 The time series of total water level, predicted tide, and residual are shown in Figure 4.1 

and 4.2 during the three events for four stations in the Hudson River.  The Battery represents the 

river mouth, West Point for the lower reaches, Kingston for the upper reaches, and Albany for 

the river head.  The corresponding along-channel height and along-channel time are shown in 

Figure 4.4, 4.6 and 4.7. 

 

Storm surge during Hurricane Ernesto, September, 2006 

 

 From the time series of water levels during Hurricane Ernesto, the shape of the residual 

does not change significantly along the Hudson River.  It took about 30 hours for the residual to 

rise from the mean level to its peak and about 15 hours to drop from its peak down to the mean 

level.  It should be also noted that some small perturbations occur at Albany.  These high 

frequency perturbations may due to stronger surge-tide interaction in the vicinity of the river 

head.  The along-channel height (Figure 4.4ace) shows that both the high tide and the maximum 

total water level decrease from the river mouth toward the middle reaches and increase from the 

middle reaches toward the river head.  The residual was slightly damped throughout the river 

except for a little rise at the river head.  There were no obvious river pulses in the Hudson River 

during Hurricane Ernesto.  Thus the residual was predominately the surge propagating from the 

ocean.  We will show that the surge behaves much differently without interacting with the tides 

in the following section 4.4.1.  Since the peak time of the residual occurs about three hours later 

than high tide, i.e. almost the slack water during ebb of neap tide, the maximum total water was 
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less than 1.5 meters above the mean tidal level throughout the river.  It would be much more 

dangerous if this storm surge occurred at a high tide a week later when it was during spring tide. 

 

Both one- and two- dimensional models reasonably reproduce storm surge in the Hudson 

River during Hurricane Ernesto, September, 2006 (Figure 4.3 and Figure 4.4).  The model surge 

keeps the shape similar to the observed surge (Figure 4.4).  There is only one obvious peak in the 

time series of the residual at Hastings, West Point, and Kingston.  However, multiple peaks are 

present before the dominant peak arrives at Albany.  Both one- and two- dimensional models 

tend to overestimate the preceding peaks at Albany.  Without the significant river pulse, the 

models reproduce the time series of total water level very well. 

 

As shown in Figure 4.4ef, both one- and two- dimensional models very well predict the 

high tide and the high tide time in the vicinity of the residual peak compared to those predicted 

by the observed data.  All the time-related figures in this section show the step-like feature 

because the model data were output every half an hour.  The decreased output interval would 

diminish the step-like feature. Both models tend to overestimate the residual peak and the total 

water level peak by about 10cm through the channel (Figure 4.4ac).  The discrepancy between 

the model and the observed surge may be because both models have not included the wind 

forcing, which will be considered in the future work. In addition, both models, especially the 

one-dimensional model, tend to overestimate the surge propagation speed especially in the upper 

reaches. This may be due to the overestimated bathymetry in the upstream Hudson (ref. 3.3).  

 

Storm surge and river pulse during Hurricane Irene, August, 2011 

 

 Hurricane Irene and Lee brought enormous precipitation to the U.S. East Coast which 

caused two huge river pulses shown in the time series of the Hudson discharge at the Green 

Island (Figure 4.2).  During Hurricane Irene, the residual peak at the Battery was more than 1 

meter and just occurred at the high tide (Figure 4.6).  The residual peak continued to increase to 

more than 2 meters at Kingston and then reached as high as more than 4.5 meters at Albany.  The 

water level at Albany was consistent in time with the river pulse.  Here we can see how terrible 

the river-pulse-induced surge is.   
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Both models reproduce the dominant peak of total water levels and residuals in the lower 

reaches (Piermont and West Point) of the Hudson River during Hurricane Irene, August, 2011 

(Figure 4.5abcd).  Both models are able to capture the extremely high surge induced by the river 

pulse occurring about one day later than the storm surge propagating from the ocean at Albany 

(Figure 4.5gh).  However, both models significantly underestimate the residual at Kingston 

(Figure 4.5f).  This may be mainly because the Kingston tide gauge is located at a tributary 

(Rondout Creek) entrance of the Hudson River.  There might also be a river pulse occurred in 

Rondout Creek during Hurricane Irene.  

 

Both models are able to capture along-channel peak of total water level, surge, and tide 

through the Hudson River (Figure 4.6ace) except the station Kingston which is affected by the 

tributary river pulse.  The storm surge propagating from the ocean changes very little along the 

lower reaches (0~170km).  The river-pulse-induced surge mainly affect the upper reaches 

(170~250km) with the surge peak occurred ~30 hours later than the peak time of the storm surge 

from the ocean. 

 

River pulse during Hurricane Lee, September, 2011 

 

The normal method of obtaining the surge is to subtract the predicted tide from the total 

water level.  However, some tidal signals would be introduced into the residual (Figure 4.5fh) if 

this normal method is applied to the river-pulse-induced surge.  This is mainly because the river 

pulse tends to shrink the tidal range.  Thus the predicted tide tends to overestimate the tide during 

the river pulse, leading to leak of tidal signals into the residual. Here we will use low-pass 

filtered method to estimate the river-pulse-induced surge for Hurricane Lee, September, 2011. 

 

A cut-off period of 34 hours is used in filtering both current and water level data obtained 

by both one- and two- dimensional models during Hurricane Lee, September, 2011 when there 

was almost no storm surge propagating into the Hudson River from the ocean.  The surge and 

current peak is mainly induced by the river pulse.  Both models are able to capture the low-pass 

filtered elevation peak from the observations (Figure 4.7cd).  But both models tend to 
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overestimate the peak time.  That is one limitation of this low-pass filter method, which may be 

improved in the future work.  The river pulse (Figure 4.7ab) mainly affect the upper reaches 

(170~250km).  Here 170km can be called as a transition point. The current peak decreases 

sharply downstream from the river head to the transition point, which is mainly due to the 

downstream divergence of the channel (ref. Figure 3.1).  The two-dimensional model provides 

thalweg current with larger magnitude than cross-section-averaged current from the one-

dimensional model.  In addition, the current peak from the one-dimension model takes ~7 hours 

to reach the transition point, which is 2 hours earlier than that from the two-dimensional model. 

 

Both the tide amplitude and phase (Figure 4.7ef) are significantly affected during the 

river pulse.  The tide amplitude is significantly damped by the high river flow in the upper 

reaches.  In addition, the high tide time is delayed all through the river especially in the vicinity 

of the river head. 

 

4.3.2  Storm surge and river pulse in a generic channel   

 

Figure 4.8 shows the effects of channel convergence and shoaling on storm surge and 

river pulse in a generic channel with the same length as the Hudson River.  The convergent 

channel and the shoaling channel have the same shape as that described in 3.4.2. 

 

Generally the storm surge is amplified in the convergent channel and damped in the 

shoaling channel. The river-pulse-induced surge is damped in both the convergent and shoaling 

channels. In the upper reach (150~250km), the changes of the total water level peak due to storm 

surge are mainly dependent on the changes of the tide induced by either the convergent or 

shoaling effect rather than the changes of the storm surge peak. However, the river-pulse-

induced surge significantly contributes to the total water level peak. Thus the upstream 

convergence or shoaling effect influence the river-pulse-induced surge to a much larger extent 

than the storm surge propagating from the ocean. 

 

Thus the combined effects of the upstream convergence and shoaling lead to relatively 

flat storm surge but significantly enhanced river pulse in the upstream Hudson. 
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4.4  Discussion 

 

4.4.1  Nonlinear effects on surge propagation in a tidal channel 

 

 Based on the linearized continuity and momentum equations, the analytical solution of a 

tidal wave in a long uniform channel is combination of the exponentially-damped incident wave 

and the exponentially-damped reflected wave (ref. 3.5).  If the channel is longer than three 

fourths of the tidal wave length, there should be at least two nodes where the tidal amplitude has 

local minimums.  The most obvious node tends to be located at about a quarter tidal wave length 

away from the channel end, where the incident tidal wave has the phase difference of π with the 

reflected tidal wave.  The surge propagates in a similar way to the long shallow-water wave 

(Figure 4.9).  The exponentially-damped incident surge would be superimposed by the 

exponentially-damped reflected surge.  However, the surge here has only one rise and fall of 

water level.  Thus the along-channel height of the surge peak tends to have one “node” where the 

surge peak reaches the minimum.  From the channel mouth to the surge node, the reflected surge 

has insignificant effects on the combined surge.  The reflected surge peak is obviously separated 

from the incident surge peak.  Thus the combined surge peak is as high as the incident surge 

peak.  From the surge node to the channel end, the reflected surge significantly contributes to the 

combined surge.  The combined surge peak is higher than the incident surge peak.  Thus the 

surge peak tends to be damped in the lower reaches and be amplified in the vicinity of the 

channel end.  In addition, the time span of the surge in the channel has been extended due to 

superimposition of the reflected surge onto the incident surge.  The pure surge induced by river-

pulse generally decreases in magnitude from the river head to the river mouth due to bottom 

friction (Figure  4.12). 

 

 The nonlinear terms include ηu (or bηu) in the continuity equation (3.6) and uu, ηu|u|, 

and u|u| in the momentum equation (3.7).  In order to investigate the roles that these nonlinear 

terms play in surge propagation in a tidal channel, we did the following four experiments.  The 

surge peak at the open boundary is assumed to occur at the slack during flood, i.e. three hours 

before high tide for all the experiments in this section.  First, the propagation of surge and tide 

was simulated by use of the linearized continuity and momentum equations (3.1) and (3.2) 
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without any nonlinear term activated.  The results are shown as the solid lines in Figure 4.9, 

representing simple superimposition of surge onto tide.  Second, surge and tide propagation was 

simulated by use of (3.1) and (3.2) with the nonlinear terms ηu and uu added into the equations.  

The results are shown as the dashed lines in Figure 4.9.  Even ηu and uu produce the overtide M4 

deforming the tidal wave (the time series in Figure 4.9), but they change M2 very little in 

amplitude.  However, ηu and uu increase the surge peak magnitude by about 20% and move the 

surge node by ~60 km toward the river head.  In addition, the high tide, the surge peak, and the 

maximum total water level (the along-channel time panel) in the vicinity of the river head occur 

~40 minutes earlier in the simulation with ηu and uu than the linearized simulation.   

 

 In the third experiment, the equations (3.1) and (3.2) were still used in the simulation but 

with the linearized bottom friction term Fu replaced by the quadratic bottom friction term Cd 

u|u|/h (solid lines in Figure 4.10).  Compared with the first experiment, the along-channel height 

of the surge peak does not show an obvious node in the middle reaches but does show a sudden 

rise in the vicinity of the river head.  The surge shape (the time series panels) is significantly 

sharpened in the vicinity of the river head.  In other words, the surge rises and falls at a faster 

rate.  A series of perturbations are present during the falling of the surge.  In the fourth 

experiment, the quadratic bottom friction term Cd u|u|/h and the other nonlinear terms ηu and uu, 

and ηu|u| are activated in the simulation.  The nonlinear terms ηu, uu, and ηu|u| again increase 

the surge peak magnitude by about 20%.  But the along-channel time of the surge peak changes 

very little.  Thus the quadratic bottom friction term Cd u|u|/h plays a very important role in 

changing the surge propagating in a tidal channel in terms of the surge magnitude and shape.  

The other nonlinear terms ηu, uu, and ηu|u| significantly increase the surge in magnitude but 

slightly change the shape of the surge.  In addition, the results from the simulations with the 

quadratic friction are more consistent with the observations than those with the linearized 

friction.  Thus the quadratic friction terms and all other nonlinear terms are used in the 

simulations of the following sections. 
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Interactions between surge, river pulse and tide 

 

 Five experiments were designed to investigate the interactions between surge, river pulse 

and tide.  Pure surge, surge with tide, pure river pulse, river pulse with tide, and surge plus river 

pulse with tide were set up in each experiment.  The results are shown in Figure 4.11, 4.12, and 

4.13. 

 

 The pure surge simulation results (the dashed lines in Figure 4.11) show the propagation 

of surge in the rest water of the channel without the influence of the tide, as described at the 

beginning of 4.4.1.  If surge interacts with the tide (the solid lines in Figure 4.11), the surge peak 

is enhanced at 0~350 km and 470~500 km but is reduced at 350~470 km.  The surge shape is 

sharpened, i.e. the surge rises and falls at a faster rate.  In addition, a series of perturbations are 

present during the falling surge. 

 

 The surge peak of pure river pulse almost linearly decreases from the river head to the 

river mouth without any node (the dashed lines in Figure 4.12).  The surge peak tends to lag 

behind the maximum current by 0~6 hours in the upper reaches.  The river flow is exaggerated in 

this experiment to be 1 m/s, corresponding to the discharge of 2×104 m3/s for this rectangular 

channel.  If river pulse interacts with tide (the solid lines in Figure 4.12), the surge peak is 

significantly enhanced all through the channel.  As a result, the surge peak reaches as high as 4.4 

m in the vicinity of river head, which is comparable to the observed surge at Albany during 

Hurricane Irene.  The surge shape is also similar to the observed. 

 

 If surge and river pulse interact with the tide (the solid lines in Figure 4.13), the surge 

peak is much higher than surge with tide and river pulse with tide.  At the same time, the time 

span of the total surge is significantly enlarged, potentially leading to very dangerous flooding, 

especially in the upper reaches of the estuary. 
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Timing of the surge peak relative to tide 

 

 Two groups of experiments were designed to test the effects of the timing of the surge 

and river pulse.  In each group, four simulations were carried out, specifying the boundary surge 

(or river pulse) peak occurring at high tide, slack during ebb, low tide, and slack during flood, 

respectively.  The results are shown in Figure 4.14. 

 

 If the surge peak at the open boundary occurs at slack during flood, the surge peak 

throughout the channel is higher than that occurring at other times.  As a result, the maximum 

total water level is almost as high as that occurring at high tide. 

 

 The river-pulse-induced surge peak is a little affected by the timing of the river pulse 

peak specified at the closed boundary.  However, the surge peak occurring at slack during flood 

also leads to a higher total water level in the upper reaches. 

 

Sensitivity to the time span of the boundary surge or river pulse 

 

 It usually takes tens of hours to a couple of days for storm surge or river pulse to rise to 

the peak and fall back based on the observations.  Two groups of experiments were designed to 

test the sensitivity of the along-channel surge height to the time duration of the surge or river 

pulse specified at the boundary.  In each group of experiments, the time spans of the boundary 

surge or river pulse are given 6 hours, 12 hours, 24 hours, and 48 hours, respectively.  The 

magnitude of the boundary surge or river pulse peak stays unchanged for all the experiments in 

this section.  The results are shown in Figure 4.15. 

 

 Generally the longer the surge or river pulse at the boundary, the higher the surge and the 

maximum total water level throughout the channel, potentially leading to more dangerous 

flooding.  The surge with longer duration has more potential energy, which exceeds to a large 

extent the consumed energy by the bottom friction.  In addition, if the time span of the surge 

exceeds the period of the semidiurnal tide, the chance that the surge peak hit the high tide will be 

significantly increased. 
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4.4.2  The effect of channel morphology on storm surge and river pulse 

 

Storm surge and river pulse in a channel with abrupt change in width 

 

 The mechanisms of tidal wave being affected by the abrupt longitudinal change of 

channel width and depth have been discussed in 3.5.2.  Here we mainly focus on the longitudinal 

variation in the surge height and the maximum total water level affected by the abrupt channel 

convergence or divergence.  Similar to section 3.5.2, the channel with uniform depth (20 m) has 

a convergent (or divergent) reach in the middle, connecting with the wider (or narrower) lower 

reach and the narrower (or wider) upper reach.  Both the lower reach and the upper reach have 

uniform width.  The wider reach and the narrower reach have the width of 1000 m and 250 m, 

respectively.  The short convergent (or divergent) reach is put at 180 km away from the channel 

head.  The surge or river pulse is specified at the boundary with its peak occurring at slack 

during flood and its time span of 24 hours.  The results are shown in Figure 4.16.   

 

 The convergent channel is convergent for the surge propagating from the open boundary 

while it is divergent for the river pulse propagating toward the river mouth (the upper panels of 

Figure 4.16).  The high tidal level, the surge peak and the maximum total water level are 

significantly enhanced in the upper reach.  The increased height of the surge peak is even larger 

than that of the high tidal level.  The magnitude of the river-pulse-induced surge changes a little 

in the upper reach but significantly drops down in the lower reach due to channel widening.  As a 

result, the increased height of the maximum total water level mainly comes from the increased 

height of high tidal level. 

 

 Conversely, the high tidal level, the surge peak and the maximum total water level are 

significantly reduced in the wider upper reach due to channel divergence (the lower panels of 

Figure 4.16).  The decreased height of the surge peak is larger than that of the high tidal level.  

The magnitude of the surge peak and the maximum total water level changes a little.  Thus the 

widening of the channel upper reach generally reduces the possibility of flooding induced by the 

surge.  However, the narrowing of the channel lower reach also leads to significant amplification 

of the river-pulse-induced surge and the maximum total water level in the lower reach. 
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Storm surge and river pulse in a channel with abrupt change in depth 

 

 The channel with uniform width (1000 m) has a shoaling (or deepening) reach in the 

middle, connected with the lower reach and the upper reach.  The shallower reach and the deeper 

reach have the depth of 5 m and 20 m, respectively.  The short shoaling (or deepening) reach is 

put at 180 km away from the channel head.  The surge or river pulse is specified at the boundary 

with its peak occurring at slack during flood and its time span of 24 hours.  The results are shown 

in Figure 4.17. 

 

 The cross-sectional area is also decreased by one fourths in the shoaling channel relative 

to the convergent channel.  But the bottom friction is significantly enhanced.  As a result, the 

magnitude of the high tidal level, the surge peak and the maximum total water level of the surge 

is significantly reduced in the shallower upper reach and changes a little in the lower reach.  But 

the position of the shallow-water wave node changes significantly through the channel.  In 

addition, the magnitude of the high tidal level, the surge peak and the maximum total water level 

of the river-pulse-induced surge is significantly reduced through the channel. 

 

 The high tidal level, the surge peak and the maximum total water level of the surge drops 

in the deeper upper reach but to a much less extent than in the widening channel due to the 

reduced bottom friction.  However, the magnitude of the high tidal level, the surge peak and the 

maximum total water level of the river-pulse-induced surge is significantly enhanced throughout 

the channel. 

 

4.5  Summary and conclusions 

 

 In a tidal river, the tidal waves, the surge propagating from the ocean, and the surge 

induced by the river pulse are all shallow-water waves.  The surge and the river pulse can occur 

independently or simultaneously.  But they both interact with tide in a tidal channel.  Three 

historical events have been investigated by the observed, the one- and two- dimensional model 

data.  There was no obvious river pulse during Hurricane Ernesto, September, 2006.  The surge 

in the Hudson River was mainly propagating from the ocean.  The magnitude of the surge peak 
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decreases slightly through the channel except a small rise in the vicinity of the channel head.  

The maximum total water level is generally less than the sum of the surge peak and the high tidal 

level since the surge peak occurred at slack during ebb.  Hurricane Irene in August, 2011 and 

Hurricane Lee in September, 2011 brought extremely high precipitation, leading to severe river 

pulse.  The river-pulse-induced surge peak reached as high as 4.5 m at Albany, NY during 

Hurricane Irene and decreased abruptly in the downstream direction due to the channel widening 

and bottom friction. 

 

 A series of numerical experiments were carried out in the idealized channel to investigate 

the interactions between surge, river pulse and tide and the effects of nonlinearity on the 

propagation of surge and river pulse by use of one dimensional model.  The quadratic bottom 

friction term significantly affects the longitudinal variation in the magnitude and shape of the 

surge.  It tends to produce a sudden rise of the surge peak in the vicinity of the channel head.  It 

also causes faster rise and fall and a series of perturbations during the falling of the surge.  The 

other nonlinear terms in the continuity and momentum equations generally increase the 

magnitude of the surge and the total water levels to some extent.  If the surge and the river pulse 

occur simultaneously, not only the magnitude of the surge is significantly enhanced but also the 

time duration of the surge is significantly expanded. 

 

 The longitudinal height of the surge in the tidal channel is sensitive to both the tidal 

timing and the time span of the surge or river pulse at the boundary.  If the boundary surge 

occurs at slack before flood, the surge peak is the largest through the channel, leading to 

comparable total water levels relative to the surge occurring at high tide.  In addition, the longer 

duration of the boundary surge leads to the larger magnitude of the surge peak and the maximum 

total water level throughout the channel. 
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Figure 4.1  Time series of total water level, predicted tide and residual at the (a) Battery, (b) 
West Point, (c) Kingston, and (d) Albany in the Hudson River during Hurricane Ernesto, 
September, 2006. The water level gage locations have been shown in Figure 3.1. 
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Figure 4.2  Time series of total water level, predicted tide and residual at the (a) Battery, (b) 
West Point, (c) Kingston, and (d) Albany in the Hudson River during Hurricane Irene, August, 
2011 and Hurricane Lee, September, 2011. The black lines show the river discharge in 103 m3/s 
at the Green Island, NY (ref. Figure 3.1). 
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Figure 4.3  Comparison of time series of total water level (left-side panels) and residual (right-
side panels) between the one- and two- dimensional model results and the observations at the 
Hastings (a, b), West Point (c, d), Kingston (e, f), and Albany (g, h) in the Hudson River during 
Hurricane Ernesto, September, 2006. 



166 
 

0 50 100 150 200 250
0.5

1

1.5

2

m
(a)   Total water level peak

 

 
B

at
te

ry

H
as

tin
gs

W
es

t-P
oi

nt

P
ou

gh
ke

ep
si

e

K
in

gs
to

n
Ti

vo
li

C
at

sk
ill

A
th

en
s

C
ox

sa
ck

ie
N

ew
-B

al
tim

or
e

C
as

tle
to

n
A

lb
an

y
Tr

oy

Observed
One-D Model
Two-D Model

0 50 100 150 200 250

0

3

6

9

12

ho
ur

(b)   Total water level peak time

 

 

Observed
One-D Model
Two-D Model

0 50 100 150 200 250

0.4

0.6

0.8

1

m

(c)   Residual peak

0 50 100 150 200 250

0

3

6

9

12

ho
ur

(d)   Residual peak time

0 50 100 150 200 250

0.4

0.6

0.8

1

m

km

(e)   High tide

0 50 100 150 200 250

0

3

6

9

12

ho
ur

km

(f)   High tide time

 
Figure 4.4  Comparison of along-channel height (left-side panels) and time (right-side panels) of 
total water level peak (a, b), residual peak (c, d), and high tide (e, f) between the one- and two- 
dimensional model results and the observations in the Hudson River during Hurricane Ernesto, 
September, 2006. 
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Figure 4.5  Comparison of time series of total water level (left-side panels) and residual (right-
side panels) between the one- and two- dimensional model results and the observations at the 
Piermont (a, b), West Point (c, d), Kingston (e, f), and Albany (g, h) in the Hudson River during 
Hurricane Irene, August, 2011.  
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Figure 4.6  Comparison of along-channel height (left-side panels) and time (right-side panels) of 
total water level peak (a, b), residual peak (c, d), and high tide (e, f) between the one- and two- 
dimensional model results and the observations in the Hudson River during Hurricane Irene, 
August, 2011. 
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Figure 4.7  Longitudinal variation of low-pass filtered current peak (a) and time (b), low-pass 
filtered elevation peak (c) and time (d), and tide amplitude (e) and phase (f) in the Hudson River 
during Hurricane Lee, September, 2011.  Both elevation and current especially in the upper reach 
(150~250 km) are predominantly affected by the river pulse rather than the storm surge from the 
ocean. 
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Figure 4.8  Along-channel height of total water level (blue lines), tide (green lines), and residual 
(red lines) show the effects of channel convergence (upper two panels) and shoaling (lower two 
panels) on storm surge and river pulse. The solid lines are from the simulations in the uniform 
channel. The dashed lines and dotted lines are from the simulations in the convergent channel 
and the shoaling channel, respectively. The generic channels are used to simulate the effects of 
the channel geometry of the upstream Hudson on storm surge and river pulse. 
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Figure 4.9  Along-channel height and time (upper two panels) and time series (lower two panels) 
at certain places of total water level (blue lines), tide (green lines), and residual (red lines) show 
nonlinear effects with linearized bottom friction. The solid lines are from the simulation with 
linearized bottom friction Fu and without any nonlinear term activated. The dashed lines are 
from the simulation with linearized bottom friction Fu and the nonlinear terms ηu and uu. 
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Figure 4.10  Along-channel height and time (upper two panels) and time series (lower two 
panels) at certain places of total water level (blue lines), tide (green lines), and residual (red 
lines) show nonlinear effects with quadratic bottom friction. The solid lines are from the 
simulation with quadratic bottom friction |u|u and without any other nonlinear terms activated. 
The dashed lines are from the simulation with quadratic bottom friction |u|u and the nonlinear 
terms ηu, uu and ηu|u|. 
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Figure 4.11  Along-channel height and time (upper two panels) and time series (lower two 
panels) at certain places of total water level (blue lines), tide (green lines), and residual (red 
lines) show interaction between surge and tide. The solid lines are from the simulation with both 
surge and tide. The dashed lines are from the simulation only with surge. Quadratic bottom 
friction and all other nonlinear terms are used in both simulations. 



174 
 

0 100 200 300 400 500
0

1

2

3

4

km

m
et

er
Along-channel height

0 100 200 300 400 500
0

6

12

18

24

km

ho
ur

Along-channel time

 
 

-48 -24 0 24 48 72
-1

0

1

2

3

hour

m
et

er

Time series at x = 250 km

 

-48 -24 0 24 48 72
-1

0

1

2

3

4

5

hour

m
et

er

Time series at x = 500 km

 
 
Figure 4.12  Along-channel height and time (upper two panels) and time series (lower two 
panels) at certain places of total water level (blue lines), tide (green lines), residual (red lines) 
and river flow (black lines) show interaction between river pulse and tide. The solid lines are 
from the simulation with both river pulse and tide. The dashed lines are from the simulation only 
with river pulse. Quadratic bottom friction and all other nonlinear terms are used in both 
simulations. 
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Figure 4.13  Along-channel height and time (upper two panels) and time series (lower two 
panels) at certain places of total water level (blue lines), tide (green lines), and residual (red 
lines) show interaction between surge, river pulse and tide. The solid lines are from the 
simulation with surge, river pulse and tide. The dashed lines are from the simulation only with 
surge. The dotted lines are from the simulation only with river pulse. Quadratic bottom friction 
and all other nonlinear terms are used in both simulations. 
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Figure 4.14  Along-channel height of total water level (blue lines), tide (green lines), and residual 
(red lines) show the effects of the timing of surge (upper panel) and river pulse (lower panel). 
The surge or river pulse peak at the boundary occurs at high tide (solid lines), slack during ebb 
(dashed lines), low tide (dotted lines), and slack during flood (dot-dashed lines), respectively. 
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Figure 4.15  Along-channel height of total water level (blue lines), tide (green lines), and residual 
(red lines) show the sensitivity of surge (upper panel) and river pulse (middle panel) to the time 
span (bottom panel) of residual specified at the open boundary (for surge) or the closed boundary 
(for river pulse). 
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Figure 4.16  Along-channel height of total water level (blue lines), tide (green lines), and residual 
(red lines) show the effects of abrupt channel convergence (upper two panels) and divergence 
(lower two panels) on surge (left) and river pulse (right). The solid lines are from the simulations 
in the uniform channel. The dashed lines and dotted lines are from the simulations in the abrupt 
convergent channel and divergent channel, respectively. 
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Figure 4.17  Along-channel height and time of total elevation (blue lines), tide (green lines), and 
residual (red lines) show the effects of abrupt channel shoaling (upper two panels) and deepening 
(lower two panels) on surge (left) and river pulse (right). The solid lines are from the simulations 
in the uniform channel. The dashed lines and dotted lines are from the simulations in the abrupt 
shoaling channel and deepening channel, respectively. 
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Chapter 5 

Summary 
 
 
 
 
 
 
 
5.1  Summary 

 

 In a partially-mixed estuary, isohaline slope is generally landward inclined and is smaller 

during the neap tide than during the spring tide.  During the neap tide, the water is more stratified 

and the obvious halocline is present.  Halocline slope and halocline position within the water 

column during both flood and ebb are shown to be significantly affected by the bottom 

topographic features in the lower Hudson Estuary based on the analyses of both the observed 

data and hindcast ROMS simulations.  The halocline tends to be significantly displaced in the 

vertical direction, leading to formation of lee waves over the bottom valleys and hills especially 

during the maximum ebb and flood.  The lee waves are then released when currents decelerate.    

 

 Corresponding to the halocline behavior, the movement of the dye patch is also affected 

by the bottom topography.  Generally the dye is significantly moved upward/downward where 

there is relatively strong upward/downward advection induced by the bottom slope.  The dye 

intruding upward during the ebb is then advected landward at a faster rate, catching up and 

mixing with the landward bottom dye due to the relatively strong shear in the bottom layer 

during the flood.  As a result, the dye patch as a whole is moved and expanded in both the 

landward and upward directions.  In addition, tracer dispersion is mainly controlled by vertical 

mixing induced by strong current shear.  Strong vertical mixing regions are present not only 

within the bottom boundary layer during flood but also at the upstream slope of the bottom 

valleys and hills during ebb and at the current frontal zone during the transition from ebb to 

flood.  The model results also suggest that the sudden release of the internal wave during the 

transition from ebb to flood leads to enhanced vertical mixing in the vicinity of the halocline. 
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 Analyses of extensive observations from both moored ADCPs and water level gages 

extending from the lower Hudson to the upper reaches near Troy reveal significant overtides and 

longitudinal variation in tidal amplitude and phase.  In a shallow elongated river, the overtides 

can be shown, both analytically and numerically to be generated by the M2 constituent through 

nonlinear terms in the continuity and momentum equations. The overtides in the upstream 

Hudson significantly distort the tidal wave, leading to flood dominance condition through the 

upstream reach.  In addition, the tides and overtides are strongly influenced by local topographic 

variations and the longitudinal position in the river dependent on the ratio of tidal wavelength to 

channel length. The longitudinal changes in channel geometry tend to produce additional waves 

combined with the original waves, leading to significant change in tidal amplitude and phase. 

 

In a tidal river, the tidal waves, the surge propagating from the ocean, and the surge 

induced by the river pulse are all shallow-water waves.  The surge and the river pulse can occur 

independently or simultaneously.  The interactions between storm surge and tide could 

significantly increase the danger of coastal flooding.  The longitudinal height of the surge in the 

tidal channel is sensitive to both the tidal timing and the time span of the surge or river pulse at 

the boundary.  If the boundary surge occurs at slack during flood, the surge peak is the largest 

through the channel, leading to comparable total water levels relative to the surge occurring at 

high tide.  In addition, the longer duration of the boundary surge leads to the larger magnitude of 

the surge peak and the maximum total water level through the channel.  In addition, the upstream 

convergence tends to cause sharp increase of both water level and currents in the upstream reach 

under the condition of river pulse.  

 

5.2  Future work 

 

In order to better estimate the effect of the bottom topographic features on vertical 

exchange in the water column, passive particle tracer will be introduced into ROMS simulations, 

providing detailed Lagrangian perspectives.  The passive particles will be initiated through the 

water column in the vicinity of the bottom topographic features at a particular tidal phase.  The 

paths of the particles will be recorded through the tidal period.  The potential inter-halocline 

exchange will be investigated based on the particle movement. 
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Non-hydrostatic model will be used to investigate the development of internal waves 

induced by bottom topographic features in a partially-mixed estuary.  The comparison between 

non-hydrostatic model and the ROMS model may provide more insights into internal waves in 

an estuary. 

 

The wind-induced mixing in the surface layer of the Hudson Estuary will also be 

considered in the future work.  The estimated Richardson Number during flood of neap tide 

suggests relatively strong mixing in the surface layer in the lower Hudson Estuary.  The surface 

layer mixing needs to be further investigated by introducing the wind forcing into ROMS 

simulations. 

 

 The currents induced by tides, overtides, storm surge and river pulse in a channel with 

longitudinally varying morphology will be further investigated in a Lagrangian perspective by 

introducing passive particles into the model, providing more insights into the effects of shallow-

water wave propagation on river transport. 
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