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Abstract of the Thesis 

Molecular Modeling of the Interaction between Chitosan and Silver and Palladium  

by 
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in 
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Stony Brook University 

2014 

 

The purpose of this research was to study the interaction between chitosan and metal surfaces at 

the atomic level in order to better understand the mechanism of formation of catalytic noble 

metal nanoparticle (where chitosan serves as a shaping or encapsulating agent).  

In this study, Molecular dynamics (MD) simulation was employed to study chitosan adsorption 

on different Silver and Palladium crystallographic planes at the atomic level. Chitosan were 

formulated by molecular dynamics simulation named Materials Studio 6.0 using COMPASS 

force field. By calculated result of the solubility parameter δ, the length of chitosan was chosen 

20 repeated units. Through MD simulation of chitosan chain, the result of the glass transition 

temperature of chitosan was similar to the experiment value as 476K.And the water content of 

chitosan was able to effect the glass transition temperature obviously as the water content 

increase that the glass transition temperature decrease. The interaction energy between chitosan 

and different metal surfaces indicates that the interaction of chitosan and silver (1 1 0) surfaces is 

stronger than that of (1 1 1) and (0 0 1) surface and the interaction of chitosan and palladium (1 1 

0) surfaces is stronger than that of (1 1 1) and (0 0 1) surface. The concentration profiles show 

that hydrogen and amino groups of chitosan could form strong interactions with the surfaces of 

metal. The radial distribution function show that the probability of forming the nitrogen atoms 
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and metal on the surface have physical interactions. This study provides useful information in 

understanding the interfacial interaction mechanism at the atomistic scale for polymer and metal.  
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1.  Introduction 

1.1 Background 

Chitosan has a number of perfectly natural properties, such as biocompatibility, nontoxicity, 

absorption, antibacterial property, and non-antigenicity. As an important chemical material, it 

has a broad range of applications in many fields, including biology, food industry and separation 

membrane. Great concern has been given, especially, on its applications in cornea repair and 

food preservation. Since the permeability affects the performance of the materials directly, it is 

very important and meaningful to study the permeability of chitosan material. To meet the 

permeability requirements for these materials, modifications of chitosan material, classified as 

physical and chemical, are necessary. Adding inorganic or organic mediums in the preparation of 

membrane plays a significant role in physical modification methods. 

 Many papers indicate that adding inorganic or organic mediums in the membrane would 

improve its permeable property, while the mechanism of this process remains unclear. The 

current data for the permeability are mainly obtained from experiment. However, the diffusion 

mechanism, interaction of polymers at a micro-level, and the information at nanolevel, such as 

the effect of the added mediums to the surrounded polymer chain [1, 2], is hard to gain directly. 

Therefore, a more effective and efficient method to duel with these problems is necessary. 

Recently, molecular simulation has been widely applied in studying the membrane structure and 

diffusion mechanism of small molecules in it. By using this method, many studies have 

computed the diffusion coefficient of small molecules in amorphous polymers [3- 12]. In this 

study, molecular simulation was exploited to understand the gas diffusion property of chitosan 

membranes and chitosan composite membranes and explore the relationship between the 

membrane structure and its properties, for building foundation of the development of novel 

materials.  
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1.2Molecular Simulation 

Molecular simulation is an experimental technique to get the structure and behavior of molecules 

or clusters by using computer and the atomic level can be expected to reach. Physical and 

chemical properties of the objective system can be obtained from computational simulation of 

the moving behavior and structure of the molecules in it [13]. Molecular simulation has 

important applications in learning materials from the microscopic view, for example, simulating 

their structures, calculating their properties, forecasting their behaviors, and testing experimental 

results. With the rapid development of Computer Technology (CT), molecular simulation has 

become a new research tool [14- 18] to describe material model in the larger and larger space 

scale and time scale (Fig. 1-1) and be more and more widely applied in chemical industry and 

material areas. 

 

Figure 1-1 Relationship between molecular simulation, time scale and space scale 

Molecular simulation is mainly divided into Quantum Mechanics (QM), Monte Carlo (MC), 

Molecular Mechanics (MM), and Molecular Dynamics (MD). 

QM, based on the non-locality of electron, uses wave function to describe the behavior of 

electron. It can be employed to calculate different kinds of microscopic parameter in the system, 
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such as charge density, energy level, and electronic structure, and offer effective information of 

the three-dimensional structure and conformation. However, it is only suitable to the system with 

small number of atoms (teens to hundreds). MM is applied to simulate the dynamic properties of 

the system. It can describe the molecule structure with the bond length, bond angle and dihedral 

angle, and also illustrate the change of the energy in the system by using potential function. MD 

has been made use to simulate the dynamic properties of the system, like temperature, pressure, 

and diffusion coefficient. MC is a statistical method to deal with the problems with many factors. 

It simulate the system based on the ‘random number’, and its simulation result is the probability 

density. 

Since the system in this study was large and the diffusion was one of the dynamic properties, 

MM, MC and MD were applied to discover the diffusion of permeation in the membrane 

material. 

 

1.2.1 Molecular Mechanics Simulation 

MM is also called force filed method, which is a quantum mechanics technology for structure 

optimization. It is essentially an energy minimization method to be applied to obtain the best 

structure of the system, which means minimizing the energy by changing the coordinate of the 

particle. Its principle is as following: since the inner stress in the molecule structure can reflect 

its relative potential energy, the minimum value of the system’s potential energy can be reached 

by selecting the proper force field to calculate the potential energy of all kinds of possible 

conformation, adjusting the geometric structure of the molecule, and modifying the bond length, 

bond angle and dihedral angle of the molecule. The bond length, bond angle, dihedral angle and 

relevant force constant is called force field, in other word, force field is a simple mathematical 

expression of potential energy function. 
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1.2.1.1 Molecular Force Field 

At the present, the force fields that used for the polymer system are UFF, CVFF, PCFF, 

Dreiding, AMBER, CFF, MM, CHARM, COMPASS, etc. The COMPASS is the most widely 

used among them [19].  

COMPASS stands for Condensed-phase Optimized Molecular Potentials for Atomistic 

Simulation Studies. COMPASS represents the state-of-the-art force field technology. It is the 

first ab initio force field that enables accurate and simultaneous prediction of structural, 

conformational, vibrational, and thermo-physical properties for a broad range of molecules in 

isolation and in condensed phases[20,21]. It is also the first high quality force field that 

consolidates parameters for organic and inorganic materials previously found in different force 

fields.  Its coverage includes the most common organics, inorganic small molecules, and 

polymers, and some metal ions, metal oxides and metals.  Although different models are used 

for different systems, all of the parameters in COMPASS are derived in a consistent manner so 

that, in principle, one could study very different systems including interfaces and mixtures. 

(http://www.esi.umontreal.ca/accelrys/life/cerius46/compass/1_Introduction.fm.html) Since 

COMPASS can model the mixture of different systems, it was chosen as the force field in this 

study and its potential function is as following: 

𝑬𝒑𝒐𝒕 = ∑[𝑲𝟐(𝒃 − 𝒃𝟎)
𝟐 + 𝑲𝟑(𝒃 − 𝒃𝟎)

𝟑 + 𝑲𝟒(𝒃 − 𝒃𝟎)
𝟒]

𝒃

 

+∑[𝑯𝟐(𝜽 − 𝜽𝟎)
𝟐 + 𝑯𝟑(𝜽 − 𝜽𝟎)

𝟑 + 𝑯𝟒(𝜽 − 𝜽𝟎)
𝟒]

𝜽

 

+∑ [𝑽𝟏[𝟏 − 𝐜𝐨𝐬(𝝓 − 𝝓𝟏
𝟎)] + 𝑽𝟐[𝟏 − 𝐜𝐨𝐬(𝟐𝝓 − 𝝓𝟐

𝟎)]

𝝓

+ 𝑽𝟑[𝟏 − 𝐜𝐨𝐬(𝟑𝝓 − 𝝓𝟑
𝟎)]] 

+∑ 𝑲𝒙𝒙
𝟐

𝒙

+ ∑∑𝑭𝒃𝒃(𝒃 − 𝒃𝟎)(𝒃 − 𝒃𝟎)

𝒃𝒃

 

+∑ ∑𝑭𝜽𝜽(𝜽 − 𝜽𝟎)(𝜽 − 𝜽𝟎)

𝜽𝜽

+ ∑∑𝑭𝒃𝜽(𝒃 − 𝒃𝟎)(𝜽 − 𝜽𝟎)

𝜽𝒃

 

http://www.esi.umontreal.ca/accelrys/life/cerius46/compass/1_Introduction.fm.html
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+∑ ∑(𝒃 − 𝒃𝟎)(𝑽𝟏𝐜𝐨𝐬𝝓 + 𝑽𝟐𝐜𝐨𝐬𝟐𝝓 + 𝑽𝟑𝐜𝐨𝐬𝟑𝝓)

𝝓𝒃

 

+∑ ∑(𝜽 − 𝜽𝟎)(𝑽𝟏𝐜𝐨𝐬𝝓 + 𝑽𝟐𝐜𝐨𝐬𝟐𝝓 + 𝑽𝟑𝐜𝐨𝐬𝟑𝝓)

𝝓𝜽

 

+∑ ∑(𝑽𝟏𝐜𝐨𝐬𝝓 + 𝑽𝟐𝐜𝐨𝐬𝟐𝝓 + 𝑽𝟑𝐜𝐨𝐬𝟑𝝓)(𝑽𝟏𝐜𝐨𝐬𝝓 + 𝑽𝟐𝐜𝐨𝐬𝟐𝝓

𝝓𝝓

+ 𝑽𝟑𝐜𝐨𝐬𝟑𝝓) 

+∑ ∑∑𝑲𝝓𝜽𝜽′𝐜𝐨𝐬𝝓(𝜽 − 𝜽𝟎)(𝜽
′ − 𝜽𝟎

′ )

𝜽′𝜽𝝓

+ ∑
𝒒𝒊𝒒𝒋

𝜺𝒓𝒊𝒋
𝒊>𝒋

+ ∑ [
𝑨𝒊𝒋

𝒓𝒊𝒋
𝟗 −

𝑩𝒊𝒋

𝒓𝒊𝒋
𝟔 ]

𝒊>𝒋

 

 

Where 𝑟, 𝜃, 𝜙, 𝑥 represent covalent bond, bond angle, torsion angle, and dihedral angle 

respectively. 𝐾,𝐻, 𝐹, 𝑉 are force field parameters. 

 

1.2.1.2 Energy Minimization 

There are three energy minimization methods that are used in the molecule simulation: steepest-

descent method, conjugated gradient method and Newton-Raphson method. Among all of the 

methods, steepest-descent method is the simplest one and approaches the minimum value 

quickly when the energy difference is large. Conjugated gradient method can be applied to large 

systems, but not suitable to the system with large energy difference. Newton-Raphson method 

converges more accurately and rapidly, however its computation cost is also huge. Thus, it is not 

applied to large system. 

In this study, the Smart Minimizer in Material Studio was adopted to do energy minimization. 

This method combines all the advantages of the three methods listed above, and improves the 

speed and accuracy of the system structure optimization. 
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1.2.2 Monte Carlo Simulation 

Monte Carlo method is a statistical experimental method that the macroscopic properties, only 

the equilibrium properties, of the system are computed from the large amount of microscopic 

states. 

 

1.2.2.1 Basic Principle 

For solving a certain problem, a proper stochastic model or process is build up based on some 

characteristics for this problem. The solution of the problem is equaled to the model parameter, 

like the probability of the event, or the expectation of a random variable. The results from several 

random sampling experiments are then analyzed statistically and the approximate solution can be 

obtained. There are mainly three steps for using Monte Carlo method to solve the problem: 

describing the probability model, realizing sampling from the known probability density, getting 

variety of estimations. 

Theoretically, the Monte Carlo method can be used to calculate the statistical mean value. 

However, great deals of sample points are needed when dealing with some large systems, and the 

corresponding structure for many of these sample points are hard to appear due to the high 

energy. Besides, the integration for the structure is not easy to converge. Hence, it is rarely 

practical to use MC directly. Instead, the Metropolis’s important sampling is usually used. 

 

1.2.2.2 Metropolis Sampling 

Metropolis method, which is first proposed by Metropolis, Rosenbluth, Teller, etc. in 1953, is the 

foundation of the computation of modern MC method. The main part of the Metropolis method 

is to build up the Markov chain for the system and let it meet the requirement for the important 

sampling. The Markov chain must satisfy the following two conditions: 
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Let {
r
𝑟1

𝑁 ,
r

𝑟2
𝑁,, … ,

r
𝑟𝑚

𝑁 ,
r
𝑟𝑛

𝑁, … } be the finite set of all status of the system, then the status
r
𝑟𝑁 , 

generated from a random sample point, must be one of the status in the set. 

The current selected sample point is only correlated to the last one point, and has nothing to do 

with the start point of sampling. 

 

1.2.3 Molecular Dynamics Simulation 

Molecular dynamics method can compute both the equilibrium properties and all kinds of 

dynamic properties. It can be used to describe the atomic actions, which means that computing 

the changes of each atom along time, after setting a potential function and initial velocities for all 

of the atoms in a certain system. 

 

1.2.3.1 Basic Principle 

Molecular dynamics considers Newton’s second law of motion as its basic principle. In a given 

system, from the coordinates of each atom, the potential energy of the system can be calculated 

by potential function. The trajectories of atoms are determined by numerically solving the 

Newton’s equations of motion for the system, where force between the atoms and their 

accelerations at different time are determined. By making use of statistics to analyzing the 

trajectories, macroscopic properties of the system (diffusion coefficient, glass-transition 

temperature, and etc.) are obtained. 

 

1.2.3.2 Basic Steps of Molecular Dynamics Simulation 

For a given object of study, its basic steps of molecular dynamics simulation are as Fig. 1-2. 
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Figure 1-2 Basic steps of molecular dynamics simulation 

1.2.3.3 Solving the Newton’s Equations of Motion 

In the computation of molecular dynamics, the velocity and location of the atoms are gotten by 

solving Newton’s equations of motion. The commonly used methods are Beman algorithm [23] 

and Verlet algorithm [24]. Some other methods are Velocity-Verlet algorithm [25], Rahman 

algorithm [26], Leap-frog algorithm [27] and etc. In this study, the most convenient and accurate 

algorithm, Verlet algorithm, was employed. 

 

1.2.4 Periodic Boundary Conditions 

Molecular dynamics simulation is usually applied to simulate properties of large system. Due to 

the limitation of the computing power, in practical simulation, it is impossible to simulate an 

infinitely large system directly. More often, a cellular volume element that contains 100- 1000 

atoms is chosen as the object of study. The reduction of the number of particles in the system 

will cause the finite-size effect, such that the force of the internal molecules is different from that 

of the surface ones, which is the surface effect. Because of this, there exists difference in the 

properties and behaviors between the simulated cellular system and the real system. To solve this 
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problem, the periodic boundary conditions are often adopted, since the real system is a network 

that consists of several identical small systems (Fig 1-3). The application of the periodic 

boundary condition extends the simulated cellular system to the real system. It seems that an 

approaching infinitely large volume is constructed to represent the macro system. Its 

mathematical expression is as (1-1) 

 

 𝑨(𝒙⃗⃗ ) = 𝑨(𝒙⃗⃗ + 𝒏⃗⃗ 𝑳),           𝒏⃗⃗ = (𝒏𝟏, 𝒏𝟐, 𝒏𝟑) 
(1-1) 

Where 𝐴is arbitrary observed value, 𝑛1, 𝑛2, 𝑛3 are any integer, 𝐿 is the length of the side of the 

cell, and 𝑥  is the coordinates. 

Periodic boundary conditions replicate the simulated unit cell completely infinite times. When a 

particle passes through one face of the unit cell, it reappears on the opposite face with the same 

velocity. 

 

Figure 1-3 Periodic boundary conditions 
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2. Selection of Simulation Software, Parameters and Methods 

2.1Introduction 

Recently, molecular simulation technology plays more and more important role in the fields like 

chemistry and material science. With its rapid development, different kinds of simulation 

software have been brought out. To select the proper simulation software is the basement of the 

simulation work. Also, the selections of simulation parameters and the processing method for the 

simulation result are also significant to the accuracy of the experiment result. Therefore, it is 

necessary to determine the simulation software, simulation parameters and calculation method 

before doing the simulation.   

2.2 Simulation Software 

Materials Studio has been employed to do the simulation. It is developed and distributed by 

Accelrys at the year of 2000. It is a complete modeling and simulation environment designed to 

allow researchers in materials science and chemistry to predict and understand the relationships 

of a material’s atomic and molecular structure with its properties and behavior. It contains tools 

useful for applications in Crystallization, Polymers and Classical Simulations, Quantum 

Mechanics and Catalysis, and Statistics. 

Materials Studio includes many advanced simulation methods, such as Quantum Mechanics, 

Monte Carlo, Molecular Mechanics, and Molecular Dynamics. The components that were used 

in this study are Amorphous Cell, Discover, Forcite and Sorption. 

2.2.1Amorphous Cell 

Amorphous Cell develops an understanding of molecular properties and behavior, especially for 

liquids and amorphous polymers, with this versatile suite of computational tools. Predict and 

investigate properties such as cohesive energy density, equation-of-state behavior, chain packing 

and localized chain motions. 

(http://accelrys.com/products/materials-studio/polymers-and-classical-simulation-software.html) 

http://accelrys.com/products/materials-studio/polymers-and-classical-simulation-software.html
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2.2.2Discover 

Discover offers powerful atomistic simulation methods that can be applied to a wide range of 

molecules and materials. Discover is Materials Studio’s simulation engine. It incorporates a 

broad spectrum of molecular mechanics and dynamics methodologies that have demonstrated 

applicability to molecular design. Using a carefully-derived force field as the foundation, 

minimum energy conformations, as well as families of structures and dynamics trajectories of 

molecular systems, can be computed with confidence. Comprehensive analysis features enable 

the extraction of pertinent results from the simulation. 

2.2.3Forcite 

Forcite is an advanced classical molecular mechanics tool, which allows fast energy calculations 

and reliable geometry optimization of molecules and periodic systems. Forcite is designed to 

work with a wide range of force fields. Currently, COMPASS, Dreiding, Universal Force Field, 

CVFF, and PCFF are supported, providing the opportunity to handle any chemical system. There 

are several choices of geometry optimization algorithms: Steepest descent, Quasi-Newton, 

Conjugate Gradient, ABNR, or the Smart algorithm.  

2.2.4Sorption 

Sorption provides a solution for the prediction of molecular adsorption in crystalline materials 

and on surfaces. Molecular adsorption into micro-porous structures such as zeolites, 

aluminophosphates, or polymers is crucial in numerous applications including air separation, 

hydrocarbon cracking, gas sensors, and ion exchange. Sorption provides a means of predicting 

fundamental properties, such as sorption isotherms (or loading curves) and Henry’s constants, 

needed for investigating separations phenomena. In addition, modeling can be used to rationalize 

sorption properties in terms of molecular level processes. 
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2.3 Simulation Parameters 

2.3.1Force Field 

There are many kinds of force fields that are used in the MD simulation. In this study, 

COMPASS was selected based on the comparison of the simulated density of target material 

with the experimental data and the universality of the force field. 

1) Suitability to chitosan 

The structure model of chitosan was built up by the Visualizer in MS. Energy optimization and 

MD optimization was processed to the structure by COMPASS. The simulated density for 

chitosan was 1.34 g/cm3. The density of chitosan was closed to 1.4 g/cm3 shown on the literature 

[107], which illustrated that COMPASS was suitable to chitosan system 

2) Suitability to silver and palladium  

By using the space group of silica crystals and crystal parameter, the structure of silver and 

palladium were built. Energy optimization and MD optimization was processed to the structure 

by COMPASS 

2.3.2 Cut-off Methods and Radius 

In the dynamics calculation, the calculation of nonbonding interactions is time-consuming. The 

nonbonding forces include van der waals force and electrostatic force. To reduce the calculation 

cost, the potential energy was truncated without losing of accuracy. The commonly used 

methods are as following: 

Direct cut-off, which means choosing radial cut-off radius directly. The cut-off radius 𝑟𝑐 should 

be the point at which the potential energy approaches 0. To speed up the calculation, the cut-off 

distance 𝑟𝑐 should be as short as possible. 

Applying switching function. In some accurate calculation, the potential energy at the cut-off 

distance is not 0. If setting it to 0 directly, the energy would be not continuous, and become a 
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fake low potential energy point. To solve this problem, switching function is usually used. It 

satisfies the characteristics: when atoms’ distance  𝑟 is less than the switching variable 𝑟𝑠, the 

function obtains the value 1; when 𝑟 is greater than 𝑟𝑠 and less than 𝑟𝑐, the function approaches 

0; when 𝑟 is greater than 𝑟𝑐, the function equals 0. The introduced switching function makes the 

cut- off more precise. Figure 2-1 shows the calculation of the cut-off distance. 

Using constant moving. This method is used to reduce the potential energy surface faults. It is to 

move the potential function by a given constant, to let the potential function be 0 at 𝑟𝑐. 

In this study, the simplest and most directly method, Atom based cutoffs, is used to calculate the 

van der waals force. And using the most feasible method, Ewald summation method, calculates 

the electrostatic force, with the cut-off distance being 1.25 nm.  The simulated density of 

chitosan is 1.338 g/cm3, which is similar with the experimental value 1.4 g/cm3. 

2.3.3 Time Step 

In the calculations of molecular dynamics, the time step has essential effect to the calculation 

cost and precision. Within a certain time scope, the less the time step is, the less the error would 

be and the longer the time would be cost; the larger the time steps it, the less time cost in 

practice, however, the error would be very huge due to the unstable system caused by the 

particles with high energy. Usually, to reduce the error in simulation computation, the time step 

should be small, and should be less than the one tenth of the shortest period of motion. In 

practice, the selection of the time steps is usually based on the simulation experience. In this 

study, the time step is selected as 0.5-1 fs. 

2.3.4Temperature Control Method 

The system temperature is directly related to the kinetic energy obtained from the atom velocity 

and is an important indicator reflecting the thermodynamic state of the system. The relationship 

of temperature and atom velocity can be expressed by Maxwell-Boltzmann equation: 
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𝒇(𝒗) = (

𝒎

𝟐𝝅𝒌𝒃𝑻
)

𝟐
𝟑

𝐞𝐱𝐩 (−
𝒎𝒗𝟐

𝟐𝒌𝒃𝑻
)𝟒𝝅𝒗𝟐 (2-1) 

Temperature is a thermodynamic variable and is only meaningful when the system is balanced. It 

is related to the system’s average kinetic energy through energy equipartition. To study a certain 

property of the system, the temperature is usually controlled on a fixed value. Therefore, 

controlling the system temperature and maintaining it around a constant value or to be equal to 

the outside temperature is of great meaning to the molecular dynamics simulation. The 

temperature control methods in Materials Studio include Direct velocity sealing, Berendsen [65], 

Nose-Hoove [66, 67], and Andersen [68]. 

2.4 Computing Method of the Main Physical Parameters 

2.4.1Glass Transition Temperature 

The glass transition temperature of a polymer is often calculated through simulating the specific 

volume versus temperature plot of the polymer system. The NPT dynamics simulation is 

processed in optimal balancing system. The relationship of the specific volume and temperature 

of the system is obtained by heating up gradually and processing NPT-MD simulation at 

different temperatures. Two straight lines are fitted for each part of the data and then the 

intersection point would be the glass transition temperature. (As shown in Figure 2-2) In this 

study, this method is used to calculate the glass transition temperature. 

2.4.2Activity of Polymer Molecular Chain 

The activity of polymer molecular chai is usually expressed by its mean square displacement. 

The mean square displacement (MSD) is defined as: 

 𝑴𝑺𝑫 = 〈(𝒓𝒊(𝒕) − 𝒓𝒊(𝟎))
𝟐
〉 (2-2) 

 

where, 𝑟𝑖(𝑡) and 𝑟𝑖(0) are the end and starting positions of the centroid of the particle 𝑖 at time 𝑡. 

〈 〉 indicates the average of all molecules and time points. The activity of chain is determined by 
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the slope of MSD – t curve, and the larger the slope is, the more activity it is. This method is 

simple and the activity can be easily obtained from calculating the changes of the particle’s 

position. In this way, it was used to describe the activity of the chains in this study. 

2.4.3Interaction Energy 

∆𝐸 is used to represent the interaction energy or binding energy of polymer-inorganic material or 

polymer-polymer. 

 ∆𝑬 = 𝑬𝟏𝟐 − 𝑬𝟏 − 𝑬𝟐 
(2-3) 

where 𝐸12 means the total energy of polymer-inorganic material or polymer-polymer system, and 

𝐸1 and 𝐸2 are the individual energy of polymer and inorganic, or polymer 1 and polymer 2, 

respectively. The absolute value of ∆𝐸 determines its magnitude. If ∆𝐸 is negative, then the 

system energy decreases due to the bond of the two material and the system tends to be stable; If 

∆𝐸 is positive, then the system energy increases due to the bond of the two material and the 

system tends to be unstable 

 

 2.5 Summary 

In this chapter, the software and related module adopted in the molecular simulation were 

selected and explained in detail. Also, the computing method of the basic parameters and main 

properties, like interaction energy, activity of molecular chain and etc., was determined. 

1. The modules in the MS that were used in this study are Amorphous Cell, Discover, Forcite 

and Sorption modules. 

2. The COMPASS force field was employed. The potential energy was cut-off using atom based 

cutoffs method, and the cutoff radius is 1.25 nm.  The Andersen method is selected as the 

temperature control method. 



 

16 

 

3. According to the literatures and experience, the glass transition temperature of a system was 

calculated through simulating the specific volume versus temperature plot of the polymer 

system. And the MSD curve was used to represent the activity of the polymer molecular chain. 
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3. Molecular modeling of the membrane of chitosan  

3.1 Introduction 

Our long term goals are to use a combined analytical and modeling approach, integrated with 

optimization of synthesis and electrochemical testing methodologies, to develop a 

comprehensive understanding of the noble metal/polysaccharide interface.  In particular, this 

work will focus on improving our understanding of a newly developed process for 

electrochemically-driven synthesis of silver and palladium nanoparticles in a chitosan matrix, a 

process which is extremely rapid, occurs at room temperature in simple solutions and which 

preliminary data has shown to produce surfaces of high durability under atmospheric and service 

conditions which can serve as catalysts for key reactions in fuel cells (Figure.3-1).  Models can 

be made based on chitosan molecules with varying degrees of deacetylation to provide 

information on the role of surface sorption sites for metal ions in the process of nanoparticle 

formation. 

Figure 3-1 Two stage process for electrochemically-driven formation of silver nanoparticles on a 

deposited chitosan surface 

In particular, this work will focus on improving our understanding of a newly developed process 

for electrochemically-driven synthesis of silver and palladium nanoparticles in a chitosan matrix, 

a process which is extremely rapid, occurs at room temperature in simple solutions and which 

preliminary data has shown to produce surfaces of high durability under atmospheric and service 

conditions which can serve as catalysts for key reactions in fuel cells (Figure.3-1).  Models can 

be made based on chitosan molecules with varying degrees of deacetylation to provide 
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information on the role of surface sorption sites for metal ions in the process of nanoparticle 

formation. 

 

3.2 Model construction and minimized 

 

 

 

Figure 3-2 Basic process of model construction 

 

                                           

 

 

 

 

 

Figure 3-3 Basic process of model optimization 

   

3.3 Chitosan model 

The repeat unit of chitosan chain was constructed by means of Materials Studio using the 

Visualizer as Fig. 3-4. 

Single unit Polymer Chain Periodic Structure 

Optimized Structure Build Layer MD Modeling 

Thermal Processing Polymer Chain Energy Minimized  

Periodic Structure Energy Minimized  NVT Balance 

Thermal Processing 
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Figure 3-4 Repeat unit of Chitosan 

Selected the head and the tail of the repeat unit as showed in Fig. 3-4, the blue circle represents 

the head and the red circle represents the tail. The chitosan chain was constructed by the polymer 

builder using the repeat units. In this simulation work, the length of chitosan chain was 

determined by calculating the solubility parameter δ according to Eq. (3-1): 

 

𝜹 = √𝐂𝐒𝐃 = √
𝑬𝐜𝐨𝐡

𝑽
 (3-1) 

 

Where CSD represents cohesive energy density. Ecoh represents the cohesive energy and V is the 

volume of polymer. To reduce the statistical error, the parallel experiments were conducted using 

for each system investigated. While for every system, five simulations have been conducted. 

Computed values of δ are plotted vs repeating units of CS (up to 100 monomer units) in Fig.3-5. 

It is observed that, beyond 20 monomer units, the δ values did not vary much. Almost a similar 

dependency was observed by Qiang et al., [69] wherein it was found that for Chitosan interaction 

with Fe3O4, 20 repeating units were sufficient to perform the simulation. When the repeating unit 

reaches 20, δ approached a constant value and was close to the experimental data (10.6 ±0.8) [], 

therefore in this work, the length of chitosan chain was choose to be 20. The 3D structure of 

chitosan chain (20 units) was shown in Fig.3-6. 
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Figure 3-5 The solubility parameter depend on the number of repeating units 

  

 

Figure 3-6 The 3D model of the chitosan chain (20 monomers). Carbon: gray; hydrogen: white; nitrogen: blue; oxygen: red. 

The chitosan molecule was optimized by the steepest descent and conjugate gradient method. 

During the procedure of structure optimization, the maximum number for the minimization was 

10,000. To obtain an energy-minimized state, the chitosan structure was annealed by performing 

dynamics simulations for 200 ps at each temperature, which increased from 298 K to 598 K and 

then decreased to 298 K with a step of 50 K. The simulations have performed with the time step 

of 1 fs at NVT ensemble. The optimized structure was shown in Fig.3-7.  
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Figure 3-7 The optimized structure of the chitosan chain (20 monomers). Carbon: gray; hydrogen: white; nitrogen: blue; 
oxygen: red. 

The chitosan chain which has 3D periodic structure was construct by the Amorphous Cell 

Module and was minimized by the steepest descent and conjugate gradient method. During the 

procedure of structure optimization, the maximum number for the minimization was 10,000.  

The optimized structure was shown in Fig.3-8. 

 
Figure 3-8 The optimized periodic structure of the chitosan chain (20 monomers). Carbon: gray; hydrogen: white; 

3.4 The glass transition temperature of Chitosan 

The glass transition temperatures (Tg) are related to the physical stability of an amorphous 

formulation and determinate the field of the materials be able to apply. Therefore, Tg has a 

significant value to research the chitosan.  Below the Tg, pharmaceutically active materials 
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should be stable due to high viscosity. The structural relaxation time of a system slows 

dramatically at the Tg, and thus, the molecular mobility becomes extremely reduced. 

In this work, these periodic cells were run MD simulation under isobaric isothermal conditions 

(NPT ensemble) at the temperature range between 348K and 548K and took each 20k as one 

step. At each step, an NPT MD run was carried out for 200 ps, where 150 ps allows for 

equilibration at the particular temperature and the last 50ps is used for data sampling. The final 

configuration of each individual 200 ps run served as the starting structure for the subsequent 

one. For the last 50 ps, at every picosecond the specific density (ρspec) was sampled, and the 

average value (over these 50 data points) was taken as the result. Vspec can subsequently be 

calculated via 1/ ρspec, and these specific volumes were plotted vs temperature (Figure 3-9).  

The result was calculated from the plot by the turning point, which is between 476k and 489K. 

This result was similar to the result which is 476k by the method of DSC and DMA by Sakarui. 

It mean that the simulation and optimized process was property and the model was quite similar 

to the real one which proved the Molecular Dynamic Modeling is able to calculate the Tg. 

 

Figure 3-9 Specific volume of NPT dynamics versus temperature for CS 
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3.5 The effect of water content of chitosan 

The models of different water content of chitosan chain were built whose water content were 

10%, 30% and 50% respectively as shown in the Fig.3-10. These 3D periodic structures were 

minimized under the same condition as mentioned in section 3.3.   

 

 

Figure 3-10 the different water content of the chitosan in 3D peroidic structure (a)10% (b) 30%(c)50% 

 

Table 3-1 Tg of CS membranes with different water content 

Water content (%) 0 10 30 50 

Tg (K) 476 372 294 238 

 

Table. 3-1 is glass transition temperatures of different water content of chitosan. As the table 

shown, when the water content is increasing, the glass transition temperature is decreasing. 

Compared to the chitosan with 0% water, Tg dropped to 372K. The reason is probably because 
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as the water content increased, the strong polarity between the water molecules and the chitosan 

which cause the chitosan developed to high-elasticity, however the chitosan was glass state in 

room temperature. What is more, there were strong interactions between the water molecules and 

the chitosan, the existence of the water molecules decreased the interaction among the chitosan 

chain and loosed the structure of the chitosan chain which caused the movement of the chitosan 

chain easier. Finally, the glass transition temperature was decreased. 
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4. Atomic-scale interactions of the interface between chitosan and 

Ag 

4.1 Ag model  

In this study, the initial coordinates of Ag were taken from the crystallography open database. 

The (1 1 1), (1 1 0) and (0 0 1) surfaces of Ag were chosen to study the interaction with chitosan, 

because they were the dominant surfaces observed in experiments. The surfaces of Ag were built 

by cleaving the crystal along the crystallographic planes. The dimensions of the Ag surfaces 

were as follows: Ag (1 1 1), 17.33 Å×20.22 Å×7.03 Å (a×b×c), α = β = 90◦, γ = 120◦; Ag 

(1 1 0), 16.34 Å ×14.44 Å ×10.11 Å, α = β = γ = 90◦; Ag (0 0 1), 17.33 Å×17.33Å×14.30 Å, 

α = β = γ = 90◦; (see Fig. 4-1). The minimization process was completed by the steepest descent 

method with the convergence of 1000kcal/mol and the conjugate gradient method with the 

convergence of 10 kcal/mol. 

 

4.2 Interface model 

         The optimized chitosan chain was added onto the built Ag surfaces, and then the “vacuum 

slab” with the height of 10Å was put upon the chitosan–Ag system with 3D periodic boundary 

conditions. The initialization model of the Ag surface with the chitosan was shown in Fig. 4-2. 

The surfaces of Ag were fixed before simulations. The MD simulations of the adsorption of 

chitosan on Ag surface were studied in the canonical ensemble (NVT) at 298 K. The temperature 

of the systems was kept through the Andersen method. The time step was 1.0 fs and the 

dynamics balance time was 200.0 ps. And the whole MD simulation was performed under the 

same conditions to record the trajectory of all the atoms in the system. After reaching 

equilibrium state, the binding energy between the chitosan chain and the Ag surfaces were 

calculated to evaluate the interfacial interactions. The concentration profiles of the atoms (in the 

oxygen and amino groups of the chitosan) and the atoms (in the chitosan backbone) were used to 

examine the activity of groups and backbone of the chitosan during the adsorption process. The 
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radial distribution function (RDF) of different atoms could be used to understand the interaction 

of chitosan/Ag on the atom scale.   

 

Figure a 

 

Figure b 

 

Figure c 

Figure 4-1 the model of the Ag (1 1 1), (1 1 0) and (0 0 1) surfaces as Figure a, b, and c 
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Figure 4-2 the interface between chitosan and Ag surface 

4.3 Certification of the balance of the system  

 When study the properties of the system, the balance of the system is the fundamental problem 

to make sure. All the factors as temperature, density, energy are able to help to judgment the 

balance of the system.  

 

Figure 4-3 Energy fluctuation properties of Chitosan 
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In this work, the most usual method is used to test the balance which is using the temperature 

and energy.  When the system energy was stable at the certain range and the temperature was 

change slightly during the set value, the system approached to balance condition.  The curve of 

the energy change and the temperature change were shown in the Fig.4-3 and Fig.4-4. 

 

Figure 4-4 Temperature fluctuation properties of Chitosan 

4.4 Result and discussion  

4.4.1 The interaction energy between chitosan and Ag 

The interaction energy (Ei) reflected the interfacial compatibility and interaction. Ei between Ag 

and chitosan could be calculated by the following equation: 

 
𝑬𝒊 =

𝑬𝐂𝐒 + 𝑬𝐀𝐠 − 𝑬𝐀𝐠𝐂𝐒

𝑺
 (4-1) 

Where Etotal represents for the energy of Ag with chitosan after MD simulation, EAg is the energy 

of the Ag by removing the chitosan and ECS is the energy of the chitosan chain after removing 

the Ag surface. S denotes the area of the Ag surface. The greater value of Ei implied stronger 

interaction, and more compatibility of the two components. 
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Table 4-1 presented the interaction energy of chitosan/Ag. It can be found that the value of Ei 

between chitosan and (1 1 0) surface was larger than that of the other surface. Therefore, the 

interaction between chitosan and (1 1 0) surface was greater than those of (1 1 1) and (0 0 1) 

surfaces, the interface interactions between chitosan/ (1 1 0) surface and chitosan/ (0 0 1) surface 

were very similar. Moreover, the surface free energy was nearly equal between (1 1 0) and (0 0 

1) surfaces and they had similar surface structures. Therefore, we choose (1 1 1) and 

 (1 1 0) surfaces for the following study. 

Table 4-1 the interaction energy between different Ag surfaces and Chitosan 

Ag surface  Area(Å2)                       Etotal(kcal mol-1) ECS(kcalmol-1) EAg(kcal mol-1) Ei(kcal mol-1) 

(1 1 1) 350.41 3311.28 1032.06 4287.57 5.731 

(1 1 0) 235.95 3330.36 1051.27 4160.83 7.975 

(0 0 1) 300.33 7815.68 8840.02 1073.14 6.986 

 

4.4.2 The chain behavior of chitosan on Ag surface 

Between chitosan and inorganic surface, there might be some physical and chemical interactions 

after adsorption. These interactions might lead to the configuration changes of chitosan and the 

changes of molecular models were able to observe by Molecular Dynamics simulation on both 

before and after adsorption. In this work, all the chitosan of different interfaces had the same 

initial configuration (see Fig.4-5(a)).  The structures of the chitosan on (1 1 1) and (1 1 0) 

surfaces after MD simulation were shown in the Fig.4-5 and Fig.4-6. It could be seen that 

chitosan chain before simulation was the helical conformation and loosely stretched. And the 

hydrogen and amino groups in both sides of the chitosan chain. After MD simulation, the chain 

was trend to move to the Ag surface.  The stretched chain was trend to huddle up.  
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Figure a                                      Figure b 

Figure 4-5 The configuration of chitosan chain on Ag(1 1 0) surface(a)before MD simulation (b) after 

MD simulation 

 

Figure a                                     Figure b 

Figure 4-6 the configuration of chitosan chain on Ag(1 1 1) surface(a)before MD simulation (b) after 

MD simulation 
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4.4.3 The concentration profile 

The concentration profile was a function of the positions along the axes of the Ag surface and a 

distribution of the specific atom or group in the polymer. In this work, the concentration profile 

of hydrogen, oxygen, nitrogen atoms on the chitosan was choose along the axis normal to Ag 

surface. Firstly, the concentration profile if hydrogen atoms from the hydrogen and amino groups 

on the chitosan chain on the different surfaces. Before the MD simulation, the concentration 

profile was located in the range of 35-50 Å as shown in Fig.4-7. However, after the MD 

simulation, the other peak of the concentration profiles of hydrogen atoms on (1 1 1) surface and 

(1 1 0) were observed in the range of 10-12 Å. This was a very close distance between hydrogen 

atoms and Ag surfaces which might lead to the interaction. The strongest interaction was 

occurred in the closest distance which is the location of first peak. And the normalized are was 

used to compare the concentration distribution of the atom which have the closer distance on the 

surface. From the Fig.4-8(a) and Fig.4-9(a), the first peak of chitosan/ (111) surface was located in 

12 Å; and the first peak of chitosan/ (110) surface was also located in 12 Å. Then, the normalized 

area of (111) which was obviously bigger than that of (110). This means there were more 

hydrogen atoms on the (111) surface in the closest distance than on the (110) surface. Therefore, 

there might be stronger interaction of hydrogen atoms/ (111) surface than hydrogen atoms/ (110) 

surface. 

The concentration of oxygen atoms that belong to the hydrogen group of chitosan on the 

different surfaces were studied as shown inFig.4-8(b) and Fig.4-9(b). Before the MD simulation, 

the concentration profile was located in the range of 30-50 Å as shown in Fig.4-7. However, 

from the concentration profiles of hydrogen atoms on (1 1 1) surface and (1 1 0) after the MD 

simulation, the first peak of profiles were located in 11 Å. And the normalized area of (111) 

which was also bigger compare to the area of (110).  Therefore, there were more oxygen atoms 

of hydrogen groups on the (111) surface in the closest distance. 

Fig.4-8(c) and Fig.4-9(c) showed the concentration profiles of nitrogen atoms on chitosan/ (111) 

surface and chitosan/ (110) surface. And the normalized area of the first peak of (110) which was 

also bigger compare to the area of (111).  Therefore, there were more oxygen atoms of hydrogen 

groups on the (110) surface in the closest distance. 
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The concentration profiles of carbon, oxygen and hydrogen atoms from the chitosan backbone on 

the different surfaces were shown in Fig.4-10, Fig. 4-11and Fig. 4-12. Compared with the atoms 

of hydrogen and amino groups on the chitosan chain, the atoms from backbone had a longer 

distance from the Ag surface. It means that the interaction between chitosan and Ag might 

mainly come from the groups of chitosan.  
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Figure 4-7 Concentration profiles of different atoms of groups on Ag surface: (a) hydrogen, (b) oxygen 

and (c) nitrogen atoms before the MD calculation 
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Figure 4-8 Concentration profiles of different atoms of groups on Ag (111)surface: (a) hydrogen, (b) 

oxygen and (c) nitrogen atoms after the MD calculation 
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Figure 4-9 Concentration profiles of different atoms of groups on Ag (110)surface: (a) hydrogen, (b) 

oxygen and (c) nitrogen atoms after the MD calculation 
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Figure 4-10 Concentration profiles of different atoms of chitosan backbone on Ag surface: (a) hydrogen, 

(b) oxygen and (c) carbon atoms before the MD calculation 
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Figure 4-11 Concentration profiles of different atoms of chitosan backbone on Ag (111) surface: (a) 

hydrogen, (b) oxygen and (c) carbon atoms after the MD calculation 
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Figure 4-12 Concentration profiles of different atoms of chitosan backbone on Ag (110) surface: (a) 

hydrogen, (b) oxygen and (c) carbon atoms after the MD calculation 
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4.4.4 Radial distribution function of atoms 

The interaction between chitosan and Ag surface could be studied by the calculating the distance 

between the atoms of chitosan and the atoms of Ag surface on the atom scale. 

The radial distribution function (RDF) represent the probability of density of A and B at  a 

distance of r with respect to the bulk phase in a completely random distribution. RDF is defined 

as eq.  

 
𝐠𝑨𝑩

(𝒓) =
𝑽〈∑ 𝜹(𝒓− |𝒓𝑨𝒊 − 𝒓𝑩𝒋|)𝒊≠𝒋 〉

(𝑵𝑨𝑵𝑩 − 𝑵𝑨𝑩)𝟒𝝅𝒓𝟐𝒅𝒓
 (4-2) 

where i and j refer to the ith and jth atoms of group A of NA atoms and group B of NB atoms, NAB 

is the number of atoms common to both groups A and B, angle brackets imply averaging over 

different configurations [70]. 

As mentioned above, the atoms of groups were closer to the surface comparing to the atoms of 

chitosan backbone. The distance between the hydrogen atoms of groups and the surface were 

similar to the length of the hydrogen bond. Hydrogen bond is the interaction of a hydrogen atom 

with an electronegative atom, such as nitrogen, oxygen or fluorine that comes from another 

molecule or chemical group. There were many intramolecular hydrogen bonds in the chitosan 

chain, which cause the helical conformation. The distance of different atoms were calculated by 

the RDF of Forcite Module. The first peak position defines as the closest distance between two 

atoms, and the peak height represents the probability that the two atoms appear in this distance. 

The RDF between hydrogen atoms which from hydrogen and amino groups of chitosan and 

silver atoms of surfaces as shown in Fig. 4-13(a) and Fig. 4-14(a). The first peak of (111) system 

is located at 1.2 Å and its height was higher than the (110) system. Therefore, the probability of 

formed hydrogen bonds between the hydrogen atoms and the silver atoms of (111) surface is 

higher. The reason might be that the silver atoms of (111) surface had the high activity, they 

could interact with other atoms easily. 

Except hydrogen bonds, there might be another interaction between chitosan and surface of Ag. 

The interaction might be formed between the silver atoms and the oxygen or nitrogen atoms of 
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groups in chitosan. The RDF between oxygen atoms and silver atoms was shown in Fig. 4-13 (b) 

and Fig. 4-14 (b). The first peak of (111) surface was located in 2.7 Å and the one of (110) was 

in 2.8 Å. The radius of the oxygen atom and silver atom are 0.48 Å and 1.26 Å respectively. The 

sum of their radius was similar to the distance from each other. Thus, some interactions might be 

occurred between oxygen and silver atoms. Due to that the distance of two atoms, which (111) 

system is closer than (110) system, the probability of interaction between oxygen and silver 

atoms of (111) system is higher. 

From the Fig. 4-13 (c) and Fig. 4-14 (c), the first peak which is belong to (111) system was 

located in 3.2 Å and the one which is belong to (110) system was in 2.9Å. The radius of the 

nitrogen is 0.75 Å. From the conclusion above, the probability of interaction between nitrogen 

and silver atoms of (110) system is higher than (111) system. The result was fit for the 

concentration profile of nitrogen atoms of the two systems. In my opinion, the most likely 

interaction was eq.  

-NH2 - e-=-NH3+; Ag + e- =Ag0;  

Ag0 + Ag0 = Ag2
0; Ag0 + Ag =Ag2

+; 
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Figure 4-13 The radial distribution function between different atoms of the groups and the silver atoms 

from the (111) surface:  (a) hydrogen, (b) oxygen and (c) nitrogen. 
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Figure 4-14 The radial distribution function between different atoms of the groups and the silver atoms 

from the (110) surface:  (a) hydrogen, (b) oxygen and (c) nitrogen 
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5. Atomic-scale interactions of the interface between chitosan and 

Pd 

5.1 Pd model  

In this study, the initial coordinates of Ag were taken from the crystallography open database. 

The (1 1 1), (1 1 0) and (0 0 1) surfaces of Ag were chosen to study the interaction with chitosan, 

because they were the dominant surfaces observed in experiments. The surfaces of Ag were built 

by cleaving the crystal along the crystallographic planes. The dimensions of the Pd surfaces were 

as follows: Pd (1 1 1), 19.25 Å×19.25 Å×6.74 Å (a×b×c), α = β = 90◦, γ = 120◦; Pd (1 1 0), 

19.45 Å×19.25 Å×9.62 Å, α = β = γ = 90◦; Pd (0 0 1), 19.25 Å×19.25Å×13.61 Å, α = β = γ 

= 90◦; (see Fig. 5-1). The minimization process was completed by the steepest descent method 

with the convergence of 1000kcal/mol and the conjugate gradient method with the convergence 

of 10 kcal/mol. 

 

5.2 Interface model 

         The optimized chitosan chain was added onto the built Pd surfaces, and then the “vacuum 

slab” with the height of 10Å was put upon the chitosan– Pd system with 3D periodic boundary 

conditions. The initialization model of the Pd surface with the chitosan was shown in Fig. 5-2. 

The surfaces of Pd were fixed before simulations. The MD simulations of the adsorption of 

chitosan on Pd surface were studied in the canonical ensemble (NVT) at 298 K. The temperature 

of the systems was kept through the Andersen method. The time step was 1.0 fs and the 

dynamics balance time was 200.0 ps. And the whole MD simulation was performed under the 

same conditions to record the trajectory of all the atoms in the system. After reaching 

equilibrium state, the binding energy between the chitosan chain and the Pd surfaces were 

calculated to evaluate the interfacial interactions. The concentration profiles of the atoms (in the 

oxygen and amino groups of the chitosan) and the atoms (in the chitosan backbone) were used to 

examine the activity of groups and backbone of the chitosan during the adsorption process. The 
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radial distribution function (RDF) of different atoms could be used to understand the interaction 

of chitosan/ Pd on the atom scale.   

 

Figure a 

 

Figure b 

 

Figure c 

Figure 5-1 the model of the Pd (1 1 1), (1 1 0) and (0 0 1) surfaces as Figure a, b, and c 
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Figure 5-2 the interface between chitosan and Ag surface 

5.3 Certification of the balance of the system  

 When study the properties of the system, the balance of the system is the fundamental problem 

to make sure. All the factors as temperature, density, energy are able to help to judgment the 

balance of the system.  

 

Figure 5-3 Energy fluctuation properties of Chitosan 

In this work, the most usual method is used to test the balance which is using the temperature 

and energy.  When the system energy was stable at the certain range and the temperature was 
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change slightly during the set value, the system approached to balance condition.  The curve of 

the energy change and the temperature change were shown in the Fig.5-3 and Fig.5-4. 

 

 

Figure 5-4 Temperature fluctuation properties of Chitosan 

 

5.4 Result and discussion  

5.4.1 The interaction energy between chitosan and Pd 

Table 5-1 presented the interaction energy of chitosan/Pd. It can be found that the value of Ei 

between chitosan and (1 1 0) surface was larger than that of the other surface. Therefore, the 

interaction between chitosan and (1 1 0) surface was greater than those of (1 1 1) and (0 0 1) 

surfaces, the interface interactions between chitosan/ (1 1 0) surface and chitosan/ (0 0 1) surface 

were very similar. Moreover, the surface free energy was nearly equal between (1 1 0) and (0 0 

1) surfaces and they had similar surface structures. Therefore, we choose (1 1 1) and (0 0 1) 

surfaces for the following study. 
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Table 5-1 the interaction energy between different Pd surfaces and Chitosan 

Pdsurface  Area(Å2)                       Etotal(kcal mol-1) Epolymer(kcalmol-1) EPd(kcal mol-1) Ei(kcal mol-

1) 

(1 1 1) 370.56 4404.38 1077.23 5210.60 5.083 

(1 1 0) 37056 16953.41 1073.49 17877.51 6.36 

(0 0 1) 374.41 10019.55 1080.14 10975.48 5.438 

 

5.4.2 The chain behavior of chitosan on Pd surface 

Between chitosan and inorganic surface, there might be some physical and chemical interactions 

after adsorption. These interactions might lead to the configuration changes of chitosan and the 

changes of molecular models were able to observe by Molecular Dynamics simulation on both 

before and after adsorption. In this work, all the chitosan of different interfaces had the same 

initial configuration (see Fig.5-5(a)).   
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Figure a                                     Figure b 

Figure 5-5 the configuration of chitosan chain on Pd (1 1 0) surface (a) before MD simulation (b) after 

MD simulation 

 

Figure a                                     Figure b 

Figure 5-6 The configuration of chitosan chain on Pd (1 1 1) surface (a) before MD simulation (b) after 

MD simulation 
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The structures of the chitosan on (1 1 0) and (1 1 1) surfaces after MD simulation were shown in 

the Fig.5-5 and Fig.5-6. It could be seen that chitosan chain before simulation was the helical 

conformation and loosely stretched. And the hydrogen and amino groups in both sides of the 

chitosan chain. After MD simulation, the chain was trend to move to the Pdsurface.  The 

stretched chain was trend to huddle up.  

 

5.4.3 The concentration profile 

The concentration profile was a function of the positions along the axes of the Pd surface and a 

distribution of the specific atom or group in the polymer. In this work, the concentration profile 

of hydrogen, oxygen, nitrogen atoms on the chitosan was choose along the axis normal to Pd 

surface. Firstly, the concentration profile if hydrogen atoms from the hydrogen and amino groups 

on the chitosan chain on the different surfaces. Before the MD simulation, the concentration 

profile was located in the range of 35-50 Å as shown in Fig.5-7. However, after the MD 

simulation, the other peak of the concentration profiles of hydrogen atoms on (1 1 1) surface and 

(0 0 1) were observed in the range of 10-12 Å. This was a very close distance between hydrogen 

atoms and Ag surfaces which might lead to the interaction. The strongest interaction was 

occurred in the closest distance which is the location of first peak. And the normalized are was 

used to compare the concentration distribution of the atom which have the closer distance on the 

surface. From the Fig.5-8(a) and Fig.5-9(a), the first peak of chitosan/ (1 1 1) surface was located 

in 12 Å; and the first peak of chitosan/ (1 1 0) surface was also located in 12 Å. Then, the 

normalized area of (1 1 1) which was obviously bigger than that of (1 1 0).This means there were 

more hydrogen atoms on the (1 1 1) surface in the closest distance than on the (1 1 0) surface. 

Therefore, there might be stronger interaction of hydrogen atoms/ (1 1 1) surface than hydrogen 

atoms/ (1 1 0) surface. 

The concentration of oxygen atoms that belong to the hydrogen group of chitosan on the 

different surfaces were studied as shown inFig.5-8(b) and Fig.5-9(b). Before the MD simulation, 

the concentration profile was located in the range of 30-50 Å as shown in Fig.5-7. However, 

from the concentration profiles of hydrogen atoms on (1 1 1) surface and (1 1 0) after the MD 

simulation, the first peak of profiles were located in 11 Å. And the normalized area of (1 1 1) 
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which was also bigger compare to the area of (1 1 0).Therefore, there were more oxygen atoms 

of hydrogen groups on the (1 1 1) surface in the closest distance. 

Fig.5-8(c) and Fig.5-9(c) showed the concentration profiles of nitrogen atoms on chitosan/ (1 1 

1) surface and chitosan/ (1 1 0) surface. And the normalized area of the first peak of (1 1 0) 

which was also bigger compare to the area of (1 1 1).  Therefore, there were more oxygen atoms 

of hydrogen groups on the (1 1 0) surface in the closest distance. 

The concentration profiles of carbon, oxygen and hydrogen atoms from the chitosan backbone on 

the different surfaces were shown in Fig.5-10, Fig. 5-11and Fig.5-12. Compared with the atoms 

of hydrogen and amino groups on the chitosan chain, the atoms from backbone had a longer 

distance from the Pd surface. It means that the interaction between chitosan Pdmight mainly 

come from the groups of chitosan.  
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Figure 5-7 Concentration profiles of different atoms of groups on Pd surface: (a) hydrogen, (b) oxygen 

and (c) nitrogen atoms before the MD calculation 
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Figure 5-8 Concentration profiles of different atoms of groups on Pd (111) surface: (a) hydrogen, (b) 

oxygen and (c) nitrogen atoms after the MD calculation 
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Figure 5-9 Concentration profiles of different atoms of groups on Pd (110) surface: (a) hydrogen, (b) 

oxygen and (c) nitrogen atoms after the MD calculation 
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Figure 5-10 Concentration profiles of different atoms of chitosan backbone on Pd surface: (a) hydrogen, 

(b) oxygen and (c) carbon atoms before the MD calculation 
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Figure 5-11 Concentration profiles of different atoms of chitosan backbone on Pd (111) surface: (a) 

hydrogen, (b) oxygen and (c) carbon atoms after the MD calculation 
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Figure 5-12 Concentration profiles of different atoms of chitosan backbone on Pd (110) surface: (a) 

hydrogen, (b) oxygen and (c) carbon atoms after the MD calculation 
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5.4.4 Radial distribution function of atoms 

The distances between the atoms of chitosan and Pd surface were studied by the RDF. 

The RDF between hydrogen atoms which from hydrogen and amino groups of chitosan and 

palladium atoms of surfaces as shown in Fig. 5-13(a) and Fig. 5-14(a). The first peak of (111) 

system is located at 1.6 Å and its height was higher than the (110) system. Therefore, the 

probability of formed hydrogen bonds between the hydrogen atoms and the palladium atoms of 

(111) surface is higher. The reason might be that the palladium atoms of (111) surface had the 

high activity, they could interact with other atoms easily. 

Except hydrogen bonds, there might be another interaction between chitosan and surface of Pd. 

The interaction might be formed between the palladium atoms and the oxygen or nitrogen atoms 

of groups in chitosan. The RDF between oxygen atoms and palladium atoms was shown in Fig. 

5-13 (b) and Fig. 5-14 (b). The first peak of (111) surface and (110) surface was both located in 

2.6 Å. The radius of the oxygen atom and palladium atom are 0.48 Å and 0.86 Å respectively. 

Compare to the distance from each other, the sum of their radius was far away. Thus, the 

interactions occurred between oxygen and palladium atoms were relatively weak.  

From the Fig. 5-13 (c) and Fig. 5-14 (c), the first peak which is belong to (111) system was 

located in 2.8 Å and the one which is belong to (001) system was in 3.2Å. The radius of the 

nitrogen is 0.75 Å. From the conclusion above, the probability of interaction between nitrogen 

and palladium atoms of (111) system is higher than (110) system. The result was fit for the 

concentration profile of nitrogen atoms of the two systems. In my opinion, the most likely 

interaction was shown as blow: 
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Figure 5-13 the radial distribution function between different atoms of the groups and the palladium 

atoms from the (111) surface:  (a) hydrogen, (b) oxygen and (c) nitrogen. 
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Fig.5-14 The radial distribution function between different atoms of the groups and the palladium 

atoms Figure 5-14from the (110) surface:  (a) hydrogen, (b) oxygen and (c) nitrogen. 
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6. Conclusion 

1. Due to the calculated result of the solubility parameter δ , the length of chitosan was 

chosen 20 repeated units. 

2. Through Mechanical Modeling of chitosan chain, the simulation result of the glass 

transition temperature of chitosan was similar to the experiment value as 476K. 

3. The water content of chitosan was able to effect the glass transition temperature 

obviously. 

4. The interaction energy between chitosan and different metal surfaces indicates that the 

interaction of chitosan and silver (1 1 0) surfaces is stronger than that of (1 1 1) and (0 0 

1) surface.  

5. The interaction of chitosan and palladium (1 1 0) surfaces is stronger than that of (1 1 1) 

and (0 0 1) surface. 

6. The concentration profiles show that hydrogen and amino groups of chitosan could form 

strong interactions with the surfaces of metal. The radial distribution function show that 

the probability of forming the nitrogen atoms and metal on the surface have physical 

interactions.  
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