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Abstract of the Dissertation

Motion of Bubbles in Confined Microgeometries: Flow Behavior
and CO2 Dissolution Regimes

by

Martin Sauzade

Doctor of Philosophy

in

Mechanical Engineering

Stony Brook University

2014

The motion and dissolution of bubbles in confined microgeome-
tries is of pivotal importance for many natural and industrial flow
processes such as microchemical systems and the development of
models for unveiling the fundamentals of oil recovery in porous-like
media. In this thesis, we experimentally study the formation, mor-
phology, dynamics and mass transfer of bubbles flowing through
a liquid in a microchannel with a particular emphasis on the be-
havior and dissolution of CO2 micro-bubbles in high viscosity oils.
A significant part of the thesis addresses the initial dynamical be-
havior of dissolving CO2 monodisperse micro-bubbles in numerous
solvents (water, silicone oils, alcohols, alkanes) over a range of
flow rates and pressure conditions. The effective mass diffusion
flux across the bubble interface is measured by tracking individual
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bubbles and monitoring their shape as they shrink. The initial
steady mass flux is characterized using a practical dissolution coef-
ficient that is shown to depend on the fluids physicochemical prop-
erties. Our findings show the possibility to control and exploit the
interplay between capillary and mass transfer phenomena in small-
scale systems. We also tackle the generation of periodic trains of
monodisperse bubbles at the hydrodynamic focusing section of a
square microchannel, underlining the hydrodynamics resulting in
the bubble breakup under various flow conditions. Finally, we in-
vestigate the flow of bubbles in complex microgeometries at large
capillary numbers, highlighting the rich variety of flow morphology
attainable.
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Chapter 1

Introduction

1.1 Motivations

1.1.1 Microfluidics

The miniaturization of electronic systems to the micro scale in the late
1970’s, driven by silicon technology, engendered the integrated circuit revolu-
tion and fundamentally transformed our society. The subsequent miniaturiza-
tion of devices combining both electronic and mechanical components gave rise
to a field known as MEMS (MicroEletro-Mechanical Systems) in the 1980’s.
As the technology developed, it appeared in chemical, biological and biomed-
ical devices, many of which operate using a fluid flow. At this scale (10−6m),
fluids flow in an unfamiliar fashion, which had not been highly controllable un-
til then. A new domain, microfluidics, surfaced to investigate the fundamental
mechanisms governing the flow of fluids at the micro-scale and to explore its
prospects.

Over the last twenty years, microfluidics has demonstrated its potential,
allowing the integration of complex bio-chemical and control systems [1–4].
The early 1990’s saw the development of microfluidic systems with usage in
consumer products, (such as inkjet printing, liquid crystal displays) but also in
chromatography [5], in cytometry [6] and in micro-chemistry [7]. Microfluidics
has notably revolutionized the field of bio-analytical chemistry, allowing the
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full-automation of complex processes using the concept of a Lab-on-a-Chip
[8–11]. A Lab-on-a-Chip (LOC) device, also known as a micro-total-analytical
system (microTAS), is a device that can integrate miniaturized laboratory
functions (such as separation and analysis of components of a mixture) on a
single microprocessor chip using extremely small fluid volumes on the order
of nanoliters to picoliters. For instance, the area of DNA sequencing has
been fundamentally disrupted with the emergence of microfluidic automated
analysis, reducing drastically the cost and labor of genome sequencing [12–15].

The physics of the flow field at the microscale is of fundamental interest,
as it allows researchers to explore phenomena that are difficult to control and
monitor, or simply unattainable at the macro-scale. Comparably to the shift
from classical mechanics to quantum mechanics when reaching atomic and sub-
atomic scales, the physics of the fluid flow changes drastically at the microscale.
The small length scale brings to prominence surface forces, allowing boundary
effects to drive the flow (electrokinetic effects, acoustic streaming, . . . ) and
the observation and production of complex interfacial phenomena.

1.1.2 Thesis aims and scope

Microscale multiphase flows involve the transport of two or more immiscible
or partially miscible fluids in geometries with characteristic cross-sectional
dimension varying from tens to hundreds of microns. The resulting flows
display a rich phase behavior, which depends on the relative flow rates of
the fluid phases involved, the interaction between gravitational, interfacial,
inertial and viscous forces, as well as the wetting behavior of the confining
environment.

Microfluidic multiphase flows take place in a wide array of systems, such as
proteomics assays [16, 17], fuel-cells [18–20], and physiological flows in the res-
piratory system [21] (see also figure 1.1). Particularly, the motion of bubbles
in confined microgeometries is of pivotal importance in many natural and in-
dustrial flow processes. In chemistry, such dispersed multiphase flow features
large interfacial areas, rapid mixing and reduced mass transfer limitations,
allowing microchemical systems to achieve improved performance and selec-
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tivity compared to bench-scale systems (see reviews by Kashi et al. [22, 23]).
Geophysical flows in porous media are experimentally modeled by injecting
fluids in a microfluidic chip mimicking the features of the geologic medium.
Such an experimental micro-model allows the examination and optimization
of gas-assisted oil recovery as well as carbon sequestration [24–27]. All afore-
mentioned processes depend on numerous parameters, such as viscosity, flow
rates, pressures and diffusive behavior of gas-liquid systems.

Whether it be for unveiling the fundamentals of oil recovery or to screen
potential biochemicals, microfluidic techniques have been copiously employed
to study gas-liquid multiphase flow in a microchannel. The strengths of the
microfluidic approach to study forced-convection mass transfer are multifold:
(1) initial conditions are well controlled and reproducible, (2) a wide range
of magnifications, times-scales, flow rates, and pressures are attainable us-
ing a robust microfluidic setup, (3) the large specific interfacial area of micro
bubbles allows for enhancing mass exchange processes, (4) the relatively large
pressure required to displace fluids in microchannels can be utilized to enhance
gas solubility and mass exchange rates, and (5) segmented flows permit a re-
circulation motion in the liquid plugs, which facilitates the rapid mixing of
dissolved species in the liquid.

Moreover, microfluidic devices provide useful platforms for examining the
interaction between bubble dynamics and dissolution processes in an highly
controllable manner. By manipulating the gas and liquid flow rates, monodis-
perse bubbles are created on a chip with a given dimension and spacing, there-
fore allowing the species concentration in the chip to be controlled.

The behavior of CO2 micro bubbles is of particular importance, as it is
involved in processes from advanced oil recovery [35, 36], CO2 capture and
storage (CCS) [37, 38], respiration [39] to material synthesis where supercriti-
cal CO2 is used as a green solvent [40]. Studies of time-dependent bubbles at
the microscale are relatively limited and the behavior of carbonated microflows
has only recently been studied [41–45] .Numerous aspects of the flow remain
unexplored or unsettled, such as the early behavior of dissolving bubbles, the
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FIG. 1.1: Examples of microfluidic multiphase flows applications. (a)Schematic
diagram of a micro bubble column and a photograph of the associated microreac-
tor device. This device generates an highly dispersed flow to conduct direct fluo-
rination [28]. (b) Sketch of the microfluidic capillary device for the generation of
Gas/Oil/Water emulsions (pictured below) [29]. Such emulsions are used as ul-
trasound contrast agents or for the preparation of hollow particles [30]. (c) Con-
tinuous microfluidic synthesis of particles with nonspherical shapes using photo-
polymerization and continuous flow lithography [31]. (d) Droplet-based microfluidic
technology that enables high-throughput screening of single cells. This integrated
platform allows for the encapsulation of single cells and reagents in independent
aqueous microdroplets dispersed in an immiscible carrier oil and enables the digital
manipulation of these reactors at a very high-throughput [32] (e) The lab-on-a-chip
based approach to the study of CO2 injection and salt precipitation in saline aquifers
[33]. (f) A droplet microfluidic platform integrating multiple high-throughput droplet
processing schemes on the chip and is capable of generating over 1-million, monodis-
perse, 50 picolitre droplets in 2-7 minutes. This device then undergoes on-chip poly-
merase chain reaction (PCR) amplification and fluorescence detection [34].
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impact of the viscosity on the flow behavior, or a unifying picture to describe
the mechanisms underlying bubble generation.

In this thesis, we experimentally study the formation, morphology, dynam-
ics and mass transfer of bubbles flowing through a liquid in a microchannel
with a particular emphasis on the behavior and dissolution of CO2 microbub-
bles in high-viscosity silicone oils.

A significant part of the thesis addresses the initial dynamical behavior of
dissolving CO2 monodisperse microbubbles in numerous solvents (water, sili-
cone oils, alcohols, alkanes) over a range of flow rates and pressure conditions.
The effective mass diffusion flux across the bubble interface is measured by
tracking individual bubbles and monitoring their shape as they shrink. Sun
et al. [41] showed that for short time scales after fluid initial contact, bubbles
display a fast diffusive behavior associated with a linear decrease of their axial
dimension. In this dissertation, we first tackle the morphology and hydrody-
namic stability of dissolving bubbles at a long scale for the system CO2-water
before investigating in detail the aforementioned fast diffusive regime. This
early fast diffusive mode coincides with the numerous observations of an initial
fast dissolution of micro bubbles, during which most of the volume loss occurs.
In this thesis, we report the first investigation on the early microfluidic disso-
lution of CO2 bubbles in alcohols, alkanes and silicone oils. A simple model is
built to characterize the initial steady mass flux using a practical dissolution
coefficient that is shown to depend on the fluids’ physicochemical properties.
While microfluidic studies have shed light on the dissolution dynamics of car-
bon dioxide gas in low-viscosity solvents [41, 42, 45, 46], many technological
fluids are highly viscous. In this case, bubbles are confined by a thick liquid film
adjoining the solid walls and adopt a complex bullet shape depending on flow
conditions [47]. Directly characterizing the combined effect of carbon dioxide
absorption and diffusion processes in this situation would improve the mod-
eling and practical use of high-viscosity carbonated microflows. We examine
the early behavior of CO2 micro bubbles in viscous silicone oils, highlighting
the similarities and differences with the low-viscosity dissolution.
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In this thesis, we also tackle the generation of periodic trains of monodis-
perse bubbles at the hydrodynamic focusing section of a square microchannel,
underlining the hydrodynamics resulting in the bubble breakup under various
flow conditions.

Finally, we investigate the flow of bubbles in complex microgeometries
at large capillary numbers, highlighting the rich variety of flow morphology
attainable.

1.2 Single phase flow in microchannels

When shrinking the characteristic length scale of a fluidic system to the
microscale, the fundamental physics change drastically compared to our ev-
eryday experience [48, 49]. For instance, one may have observed the swim-
ming strategies of microorganisms using a microscope. From spermatozoa to
Escherichia coli, moving microorganisms employ sets of mechanisms for swim-
ming that are entirely different from their larger counterparts [49]. But why is
rotating a long flagella or whipping arrays of cilia a better swimming strategy
compared to paddling? It is because at the microscale inertia plays a small
role and viscous damping is paramount, which makes any attempt to move
by imparting momentum to the fluid (e.g. paddling) inefficient. Since inertia
provides the nonlinearity that is responsible for turbulences, micro flows are
therefore almost always laminar and consequently deterministic, which offers
great promises for product-oriented research.

The small dimensions that suppress inertial nonlinearity bring other phys-
ical phenomena, less familiar on our macroscale, to prominence. By under-
standing such microscale phenomena, and using well-designed microfluidics
systems, one can leverage their importance and perform experiments not
doable at the macroscale, allowing new uses and experimental paradigms to
emerge.

The essential fluid physics of a system is dictated by a competition between
various phenomena, which is captured by a series of dimensionless numbers
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expressing their relative importance. These dimensionless numbers form a sort
of parametered space for microfluidic physics.

1.2.1 The Reynolds number

An incompressible Newtonian fluid with density ρ and viscosity µ satisfies
the Navier-Stokes equations (which represent the conservation of momentum)
as well as the conservation of mass:

ρ

(
∂u
∂t

+ u · ∇u
)

= −∇p+ µ∇2u + f , ∇ · u = 0. (1.1)

where u is the velocity field, p the pressure and f the body force(s) applied to
the system.
Using a reference velocity U , a reference length L as well as the properties of
the fluid (µ, ρ) one can obtain (the dimensionless variables are denoted by an
asterisk):

ρ

(
U∂u∗

L/U∂t∗
+ U2u∗ · ∇

∗

L
u∗
)

= −µU
L

∇∗

L
p∗ + µU

∇∗2

L2 u∗ + f , ∇∗ · u∗ = 0.

(1.2)
Leading to:

ρLU

µ

(
∂u∗

∂t∗
+ u∗ · ∇∗u∗

)
= −∇∗p∗ +∇∗2u∗ + L2

µU
f , ∇∗ · u∗ = 0. (1.3)

The non-dimensional ratio ρLU/µ naturally appears in the equation and one
can find that it is equivalent to the ratio between the typical inertial forces
(the advection term ρu · ∇u scales as ρU2/L) over the typical viscous forces
acting on a body (scaling as µU/L2). This non-dimensional number is referred
to as the Reynolds number and is given by:

Re ≡ ρUL/µ. (1.4)

When considering a flow within a microfluidic device, inertial forces are usually
small compared to viscous forces. Considering for instance the flow of water
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through a square micro channel of width 1 − 250 µm at a typical velocity of
1µm/s −1 dm/s, the Reynolds numbers range between O(10−6) and O(10), i.e
well within the laminar range.
We consequently assert that viscous forces typically overwhelm inertial forces,
and equation 1.3 can be further simplified by neglecting the left side of the
equation, which leads to the Stokes equation:

0 = −∇p+ µ∇2u + f , ∇ · u = 0. (1.5)

A Stokes flow has no dependence on time other than through time-dependent
boundary conditions. At a very low Reynolds number, inertia plays no role
whatsoever, and a flow current state is entirely determined by the forces that
are exerted on it at that moment, and not by any of its past states. Another
property of Stokes flow is its time-reversibility which notably limits the mixing
abilities of creeping flows (see section 1.3.2).
Note however that inertial effects can come into play in certain situations of
high-speed flows (when the Reynolds number reaches Re ∼ 101 − 102), for
example when characterizing high throughput flows or highly transient phe-
nomenon (e.g. bubble generation). When reaching that range of Reynolds
number, inertial effects are significant, even though the flow is still laminar
(i.e without turbulence).

Without the inertial nonlinearity, straightforward microfluidic systems have
regular, deterministic flow. However, the microscale at which microfluidic sys-
tems operate also prompt the rise of other physical processes - such as capillary
effects at free surfaces - whose nonlinearities give rise to a rich variety of mi-
crofluidic phenomena.

1.2.2 Fluid dynamics of the single phase flow

While micrometer-scale structures are small enough to ensure low-Re be-
havior, they are not so small that molecular graininess of fluids becomes im-
portant. Even for gases in microchannels, many billions of molecules occupy a

8



characteristic volume element of the flow in a microchannel; the fluid behaves
like a continuum, and the Stokes equation gives an accurate description of the
flow.
At low Re, the nonlinearities associated with the Navier-Stokes equation are
absent. For a fully developed, uniaxial, steady, incompressible flow at low Re
in the absence of body forces, Stokes equation 1.5 can be rewritten for a flow
driven by a pressure gradient in the x direction:

0 = −dp
dx

+ µ
(∂2u

∂y2 + ∂2u

∂z2

)
(1.6)

The coordinate system is defined figure 1.2, and u is the velocity field along the
channel and p the pressure field. The boundary condition at the channel walls
(solid interface) is ux = 0 (no-slip boundary condition). A pressure gradient,
dp/dx, generated by applying an overpressure at the inlet, along a channel
produces a parabolic or Poiseuille flow profile in the channel. The velocity of
the flow varies across the entire cross-sectional area of the channel.
In the long, narrow geometries of microchannels, flows are predominantly uni-
axial: the entire fluid moves parallel to the local orientation of the walls. The
significance of uniaxial laminar flow is that all transport of momentum, mass,
and heat in the direction normal to the flow is left to molecular mechanisms:
molecular viscosity, molecular diffusivity, and thermal conductivity.
A Poiseuille flow is characterized by a parabolic velocity profile over the cross
section of the channel, with zero velocity at the walls and a maximum at the
channel’s center. The exact solution of a Poiseuille flow through a duct of
square cross section of width w is given by [50]:

u(y, z) = 4w2

µπ3

(
− dp
dx

) ∞∑
i=1,3,5,...

(−1)(i−1)/2
[
1− cosh(iπz/w)

cosh(iπ/2)
]
× cos(iπy/w)

i3
(1.7)

The maximum velocity is attained at the center of the duct and:

umax = 2.1ua, (1.8)
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FIG. 1.2: Flow profiles in microchannels. A pressure gradient, dp/dx, along a
channel generates a parabolic or Poiseuille flow profile in the channel. The velocity
of the flow varies across the entire cross-sectional area of the channel. On the right
is an experimental measurement of the distortion of a volume of fluid in a Poiseuille
flow using fluorescent molecules [51]

where ua = Q/w2 is the average velocity and Q the volumetric flow rate.
As depicted figure 1.2, the parabolic flow profile distorts a volume of fluid as
it flows down the channel. When used to separate different molecules in a
solution, such a flow spatially broadens the bands of distinct species.

1.3 Behavior of multiphase flows in microflu-
idic devices

The loss of the nonlinearities related to inertia (such as inertia associated-
instabilities and turbulences) when attaining the microscale makes single phase
flow in microchannel of little interest. However, the introduction of a second
phase in the microgeometries introduces a wealth of behaviors and instabilities.
As the dimension shrinks to the micro-metric scale, the relative importance
of surface forces to volume forces increases, and surface tension effects and
viscous forces become predominant compared to inertia and buoyancy forces.

In this section, we present some of the dimensionless numbers associated
with multiphase flows as well as some of the important physical phenomena af-
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fecting such flows at the microscale. We then discuss the different fluid phase
distributions attainable and the mechanisms responsible for their establish-
ment.

1.3.1 The Capillary number: a competition between
viscous forces and interfacial tension

At the interface between immiscible fluids, interfacial tensions affect the
dynamics of the free surface. While surface tension effects are typically weak
at the macro scale, fluid flows at the microscale also differ from their macro-
scopic analogs because of their large surface-area-to-volume ratio. This leads
to negligible gravity effects as well as significant surface tension forces.
Combined with the absence of inertia, the behavior of a multiphase flow in a
microfluidic device is therefore governed for the most part by interfacial ten-
sion and viscous effects. The relative strength of the two is expressed by the
Capillary number

Ca ≡ µU/γ. (1.9)

In the case of a liquid/gas flow, µ is the liquid viscosity acting in the system
and γ the surface tension between the two phases. A low value of Ca indicates
that the stresses due to interfacial tension are strong compared to viscous
stresses. Currently, most of the research and applications use microfluidic
systems with typical values of Ca ∼ 10−2, i.e when interfacial forces dominate
over viscous forces. Under such flow conditions, bubbles and droplets minimize
their surface area by producing slugs with spherical ends in confined channels
and coin-like shape in between parallel plates.

The surface tension between two media also causes a pressure jump at the
interface; this pressure jump is given by Laplace’s law ∆P = γ(1/R1 + 1/R2),
where R1 and R2 are the two radii of curvature. For instance, the overpressure
inside a drop of oil in equilibrium in water can be found by ∆P = Po − Pw =
2γ/R), where R is the radius of the droplet and Po and Pw are the pressures in
the water and oil phase respectively. However, this law is only valid at static
or quasi-static state, greatly limiting its applications.
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1.3.2 The Peclet number and the problem of mixing

The Peclet number, Pe, provides an indication of the relative importance
of diffusion and convection, diffusion being caused by the random thermal mo-
tion of molecules within their surrounding environment (i.e Browninan motion)
and convection being the mass transport resulting from a bulk fluid motion
[52]. In a purely laminar flow, the absence of turbulent mixing, which nor-
mally chaotically stretch and fold fluid elements [53], increases dramatically
the time scales for mixing. The Peclet number, relating convective to diffusive
transport, is defined as

Pe ≡ uah/D, (1.10)

where ua is the average velocity of the flow, h is a characteristic length of
the system perpendicular to the direction of the flow and D is the diffusion
coefficient of the particle or molecule of interest. The Peclet number in mi-
crofluidic systems is typically greater than 100, diffusive mixing is therefore
slow in contrast to the axial velocity of the fluid along the channel. This can
result in long mixing times of the order of minutes or more.

The Taylor-Aris dispersion provides a classic example of the role of con-
vection in dispersing inhomogeneous flows [54, 55], as it tackles the transport
and spreading of a solute pulse of material A introduced into a fluid B in
steady laminar flow. The thin stripe of tracer A, placed into a parabolic
Haggen-Poiseuille flow (see section 1.2.2), is stretched into a parabola before
the molecular diffusion smears the parabolic stripe into a plug of material
A. This example demonstrates a pattern that emerges when dealing with the
dispersion of traces at low Reynolds number: tracer dispersion is initially
dominated by convective stretching, and is then followed by diffusive homog-
enization.

Two basic principles induce mixing at the microscale. In active mixing,
an exterior energy input is exploited. Possible energy sources include ul-
trasound and acoustic waves, bubble-induced vibrations (see figure 1.3(c)),
electrokinetic instabilities, piezoelectric vibrating membranes, integrated mi-
crovalves/pumps and much more (see extensive review by Hessel et al [56]).
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A second mean to induce mixing, known as passive mixing, exploits the flow
energy (e.g. due to pumping action or hydrostatic potential) to rearrange the
flow to intensify mixing. For instance, the folding and stretching of fluids in
extremely narrow striations maintains large concentration gradients. Methods
to obtain such flows include hydrodynamic focusing [57] and geometries im-
posing a striated flow distribution (see figure 1.3(a-b)). Other concepts have
been successfully employed in a variety of micro mixers involving complex
spatially varying geometries, or a series of periodically forced cross streams as
depicted in figure 1.3(b). Other passive mixers include micro mixers based on
droplet-based chaotic advection [58] or jets collisions[59]. Passive mixers have
been utilized to probe the transient events which occur during rapid chemi-
cal/biological processes or to achieve optimum synthesizing results in chemical
kinetic studies [60] and nano-material synthesis [61].

1.3.3 On the importance of the wetting properties in a
microchannel

Solid surfaces are characterized by their roughness and wetting behavior,
which is dependent on the angle θ observed when a liquid/vapor phase meets
a solid surface. However, the situation is sometimes more complex and an
absorbed film sometimes separates the gas phase from the wall (see figure 1.4).
It is very difficult to distinguish between the situations experimentally, so it
is common to introduce an apparent contact angle θapp (see review by Ajaev
and Homsy [47]). Here, we refer to the contact angle as θapp or θ depending on
the situation. The value of the gas-liquid-solid contact angle θ indicates the
wetting behavior of the system. Liquids exhibiting a low small contact angle
approaching zero are considered wetting and liquids with large contact angles
are referred to as non-wetting.

The wetting properties of the system fluids-channel wall can dramatically
alter the flow structure. In figure 1.5(c), Zhao et al. [64] have chemically mod-
ified the surface of the microchannel, creating hydrophilic and hydrophobic
areas. Aqueous liquids introduced into these patterned channels are confined
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FIG. 1.3: (a) Passive mixing using hydrodynamic focusing by reducing the width
of a central stream to a micro size to enhance diffusion. Mixing is visualised in a
reaction-type experiment [57].(b) Another passive micromixer: slit-type interdigital
micromixer made in glass for laboratory-scale applications [62].(c) Active mixing by
acoustic microstreaming. An air bubble is trapped within the horseshoe structure and
when activated by the piezo transducer generates a microstreaming around it [63].

FIG. 1.4: Two different local configurations in the three-phase region: (a) all three
phases intersect at a contact line with contact angle θ. (b) gas and solid remain
separated by an adsorbed film [47]
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to the hydrophilic pathways as long as the injection pressure is below a critical
value. Additionally, micrometer- or submicrometer-scale roughness elements
are routinely employed during the microfabrication process to alter wetting
behavior of microfabricated surfaces either permanently or temporarily (see
figure 1.5(a)). Electrowetting techniques (see review [65]), are probably the
most popular means of driving microfluidic motion by controlling the wetta-
bility gradient. In this technology, a potential difference is applied between
the dispersed phase and the solid dielectric surface, consequently altering the
surface tension and the structure of the flow (see figure 1.5(b)). Thermal gra-
dients manipulation, optowetting (wetting modification driven by light using
photosensitive materials) and droplets are other methods commonly used to
manipulate fluid lows by controlling the dynamics of surface tension.

1.3.4 Surfactants and micro-particles

Surfactants are referred to as tensio-active molecules because of their ability
to modify the surface tension at the interface between two fluids. Surfactants
are very often used in multiphase flow as they have a detergent and stabilizing
effect.
A typical usage of surfactant is in the case of oil and water: depending on
the structure of the surfactant, it can favor formation of oil drops in water or
the reverse. The role of these molecules is to reduce the surface tension in the
system, favoring the formation of a dispersed phase. Furthermore, surfactants
are often used to avoid the coalescence of droplets in an emulsion or bubbles
in a foam, as it can be seen figure 1.6(a).

Emulsions can also be stabilized by solid particles alone. These so-called
Pickering emulsions exhibit very high energies of attachment when held at a
liquid/liquid interface, consequently greatly limiting the emulsions tendency to
coalesce. Moreover, colloidal particles absorbed on bubble surfaces (armored
bubbles) can increase bubble and foam lifetime by several orders of magnitude
(see figure 1.6(b)). Abkarian et al. [69] also showed that colloidal particles on
the bubble surface can be used to control and arrest dissolution of bubbles,
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FIG. 1.5: (a) Superhydrophobic high-aspect-ratio silicon nanostructures and a
demonstration of its hydrophobicity when a water droplet is deposited on top of
the nanostructures [66].(b) Electrically induced switching of surface energy caused a
focused high-speed water stream in the middle to swerve to flow along the sidewall
[67]. (c) Microchannel altered by optowetting to fabricate hydrophilic and hydropho-
bic surface patterns inside microchannels. The aqueous liquids introduced into these
patterned channels are confined to the hydrophilic pathways [64]. (d) Shapes of static
bubble in square microchannel for different contact angles. From top to bottom: hy-
drophobic plug bubble, hydrophilic plug bubble, wedging bubble with contact line and
lubricated bubble. The dark color represents a large liquid/gas curvature [68].
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FIG. 1.6: (a) Optical micrographs of the self-assembled structures of nitrogen bubbles
in an aqueous solution of surfactants [70]. The use of surfactant enables the for-
mation of patterns unattainable using pure fluids (a small and a large bubble would
coalesce due to the difference in Laplace pressure) (b) Optical microscope image of
an emulsion drop coated with 3.2 µm diameter hydrophilic latex particles. Scale bar
50 µm and 15µm [71]. The colloidal particles coating greatly extends the droplet
lifetime.

allowing the production of small and large bubbles depending on the particle
concentration.

1.3.5 Instabilities

The flow of fluids within microstructures yield intriguing effects, most no-
tably a variety of fluid instabilities difficult to reproduce or unattainable at
the macro scale. Microfluidic systems enable us to generate such instabilities
in a highly controllable manner. Periodic instabilities are notably responsible
for the generation of uniform trains of bubbles/droplets at the junction of two
co-flowing fluids. The wealth of behavior produced in microfluidics resides
mainly in the development of these instabilities (see figure 1.7).
In addition to classic instabilities that occur between two fluids in bounded sys-
tems, such as viscous fingering (i.e Saffman-Taylor) and capillary (i.e Rayleight-
Plateau) instabilities, micro devices have provided insight into elastic insta-
bilities for non-Newtonian fluids at low Re [72], and inertial instabilities at
moderate Re [44].
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Capillary instability The formation of droplets or bubbles in microfluidic
devices relates to the classical treatment of the capillary instability of sheared,
cylindrical interfaces in unbounded flows by Plateau and Lord Rayleigh in
the 1870s. In microfluidic devices, such instabilities allow the formation of
monodisperse bubbles or drops in a flow focusing configuration shown in fig-
ure 1.7. In difference to the classical treatment of unbounded flows, fluid
confinement between microchannel walls affects the breakup of a cylindrical
liquid or gas core into droplets or bubbles. In many applications, a capillary
instability is expected to produce liquid/liquid or gas/liquid segmented flows
with uniform droplet or bubble sizes. Several attempts have focused on charac-
terizing the rich dynamic behavior of segmented microflows that also includes
very irregular flow behavior (see section 1.3.6).

Pressure-drop induced break-up At low capillary numbers, Garstecki
[73] demonstrated that breakup of drops or bubbles at a microfluidic T-
junction does not occur due to shear stress, but due to the pressure drop
across the emerging bubble or drop (figure 1.7(b)).

1.3.6 Flow regimes

A number of flow regimes can occur depending on several factors, includ-
ing the gas and liquid flow rates, the fluid properties (e.g., surface tension,
viscosity, density), the wettability of the microchannel wall by the liquid (i.e.,
contact angle) as well as the channel size and geometry (including the channel
cross section and inlet geometry). A number of experimental studies presented
in the literature have been dedicated to the study of flow regimes in microchan-
nels. An extensive review of these studies has been published by Shao et al.
[76]. The description of the flow patterns is slightly subjective, as they rely on
visual observations and depend on numerous experimental parameters.

Here, we describe the patterns observed and reported by Cubaud et al.
[68, 77] in a square micro channel of width 525µmwith the system air-water(see
figure 1.8). Five predominant flow regimes are typically observed in partially-
wetting square microchannels: bubbly, wedging, slug, annular and dry flow.
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FIG. 1.7: (a) Schematic of a microfluidic capillary device for the preparation of
multi-component double emulsions using a single-step emulsification. Optical mi-
croscopy images showing double emulsion generation and monodisperse double emul-
sions with two different inner drops [74]. (b)T-junction drop maker. Image sequence
showing the formation of a water drop in oil using a T-junction [75]. (c) Images of
folding instability that results when threads are subject to a compressive stress and
deceleration along the flow direction in a diverging channel, and a viscous swirling
instability that results when a thread is significantly sheared in a velocity gradient of
the less viscous fluid, i.e., near the channelÕs side-walls [44]
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FIG. 1.8: (a) Pure water/air flow patterns in a square hydrophilic channels. (b)
Associated flow pattern map for a microchannel height h = 200µm and h = 525µm.
(c) Water with surfactant/air flow patterns in hydrophilic channels [68, 77]

Bubbly flow : The flow is composed of discrete almost spherical gas bub-
bles. The size of the bubble is typically smaller than the channel width w,
but coalescence in the microchannel results in larger bubbles and significant
polydispersity.

Wedging flow : Bubbles are larger than w and considerably elongated due
to the confinement. The bubbles are equally spaced and relatively mono dis-
perse. Depending on the bubble size and velocity, gas may dry out the center
of the channel creating contact lines. This regime is only attainable in partially
wetting microchannels.
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Slug flow : The slug flow consists of long elongated bubbles lubricated by
a liquid film between the gas and the walls. The bubbles typically display a
bullet-shaped front interface. The difference between the wedging and the slug
flow is essentially due to the thickness of the liquid film between the bubbles
and the center of the walls. For the wedging flow, the film is metastable and
can break by nucleation of dewetting patches. For the slug flow, the film is
stable and its thickness increases with the capillary number [77]. This regime
is also known as the Taylor flow, segmented flow or intermittent flow and these
terms are used interchangeably in this thesis.

Annular flow : The flow becomes annular when the bubble length is equal
to the channel length. Gas continually flows in the center of the channel as a
core, while the thin liquid film experiences wall shear.

Dry flow :When the void fraction is close to unity, liquid is confined to flow
in the channel wedges. The gas dries the center of the channel wall.

The type of flow regime occurring in the microchannel strongly influences
the performance of the operation being carried out in the reactor and it is
therefore important to be able to predict the flow regime generated. Flow
regime maps, similar to the one shown in figure 1.8(b), depict the regions
in which a given flow pattern occurs as a function of operating conditions,
typically the superficial gas and liquid velocities (see section 1.4.1). A number
of flow regime maps for gas- liquid flow in microchannels have been proposed
in the literature, but no single universal map, which is independent of fluid and
microchannel characteristics, has successfully been derived for the prediction
of gas-liquid flow regimes [78, 79].

Slug flow (alternatively referred to as segmented flow or Taylor flow) is the
most scrutinized, as numerous industrial and practical applications rely on
this regime. These include enhanced oil recovery, trickle-bed reactors, coating
technology, polymer processing (see [80] and [81]).
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1.4 Hydrodynamics of microscale segmented
flows

Here, we report a few characteristics of the hydrodynamics of gas-liquid
flows with an emphasis on rectangular microchannels. We first introduce con-
venient parameters when describing the hydrodynamics and mass exchange of
a multiphase flow.

1.4.1 Introduction

A useful parameter to characterize a multiphase flow is the homogeneous
liquid fraction αL, defined as the ratio of the liquid flow rate over the total
flow rate:

αL = QL

QL +QG

. (1.11)

Cubaud and Ho [77] notably showed that the liquid fraction is the key param-
eter to predict the structure of the flow, as the bubble length d is proportional
to 1/αL.

Another practical tool to describe a multiphase flow is the concept of super-
ficial velocity. The superficial velocity of a phase is the hypothetical velocity
calculated if the given phase were the only one flowing through the channel.
By extension, the average superficial velocity is the sum of the superficial ve-
locities and is equal to the total flow rate per unit of cross sectional area. If Ac
is the cross sectional area of the channel, we define the liquid superficial veloc-
ity JL, the gaseous superficial velocity JG and the average superficial velocity
Jtot as:

JL = QL

Ac
, JG = QG

Ac
, Jtot = JL + JG. (1.12)

In the case of a square microchannel (w = h), we therefore have:

JL = QL

h2 , JG = QG

h2 , Jtot = QL +QG

h2 . (1.13)

These parameters are notably useful when compared with the bubble velocity
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FIG. 1.9: Representation of the concept of unit cell in a periodic multiphase flow.

VB.

The concept of unit cell is also useful when examining microscale multi-
phase flow. As the flow is periodic, is can be considered as a repetition of a
unit cell consisting of a bubble plug and a liquid slug. The bubble has a length
d, while the liquid slug has a length of L, and the unit cell has therefore a
length d+ L (see figure 1.9).
A key parameter when discussing mass exchange between two phases is the
interfacial area. The interfacial area A is the area of contact between the
two phases. For low capillary segmented flows (surface tension effects are pre-
dominant), researchers often distinct the area of the two end caps (almost
hemispherical at low speed) and the area of the bubble body, when the bubble
is separated from the channel wall by a thin liquid film. The specific interfacial
area a is defined as the interfacial area per volume of liquid in a unit cell:

a = A

(L+ d)h2 − Ω , (1.14)

where Ω is the bubble’s volume.

1.4.2 Prologue

In 1924, Lewis and Whitman from M.I.T. first reported on one of the
appealing characteristics of the flow of bubbles in a small capillary. In collab-
oration with H. G. Becker, they found that the most effective method for the
absorption of gases by a liquid is a bubble rising through the liquid in a fairly
narrow tube. Interestingly, they also point out the importance of the specific
area (that is the interfacial area per volume of solvent) as well the bubble
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FIG. 1.10: (a)Sketch of the streamlines in the liquid slug for a long bubble flowing
in a circular capillary, as postulated by Taylor [84]. The width of the liquid film δ
is exaggerated in (ii). (b) View of the cross section of a bubble in a square channel
for high and low capillary numbers.

shape on the mass exchange process [82]. In 1935, Fairbrother and Stubbs [83]
were the first to pay attention to the motion of segmented bubbles in capillary
channels. They were interested in determining the flow rate of the liquid in
the capillary by measuring the speed of long bubbles convected through the
capillary. They discovered that if the liquid wets the tube, the bubbles move
faster than the average velocity of the liquid due to the deposition of a thin
film of liquid on the walls of the tube, with a thickness depending on the
capillary number Ca. The problem was rediscovered in 1961 by Taylor and
Bretherton, both from the Cavendish Laboratory in Cambridge. Taylor [84]
postulated the main features of the flow patterns, such as the presence of recir-
culation vortexes in the slug. Qualitative sketches of these streamline patterns
are shown figure 1.10(a). At high capillary numbers, Taylor postulates the
complete bypass of the flow while at low capillary numbers, he postulates the
existence of stagnation rings around the bubble front. These features were all
confirmed by later studies [85–87].
Bretherton [88] applied a lubrication analysis (developed to study the contact
between bearings) to the Taylor flow and provided an expression for the pres-
sure drop across a bubble as well as an expression for the thickness of the liquid
film δ for very long bubble in a circular capillary. The theoretical results are
validated by experimental data for capillary numbers 10−4 <Ca< 10−2 [79].
Consequently, the flow behavior of long bubbles in circular capillaries at low
capillary numbers is relatively well understood.
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Over the years, reliable correlations for the flow patterns of bubbles in circular
capillaries were reported (see review by Kreutzer et al.[79]). While the motion
of a single Taylor bubble inside circular capillaries has been studied exten-
sively, both experimentally and theoretically, their square counterpart has been
overshadowed. Thanks to novel microfabrication techniques researchers have
started to conduct experimental studies in non-circular capillaries. Here, we
summarize important results (bubble velocity, film thickness, velocity field. . . )
obtained in square or rectangular microchannels.

1.4.3 Bubble shape - liquid film thickness

The motion of a Taylor bubble inside square capillaries differs from those
inside circular ones because circular capillaries lack the corner flow of the
liquid film. In circular capillaries, the bubble is axisymmetric, acting like a
tight fit piston with a liquid film lubricating the bubbles. The flow inside
square capillaries, however, is essentially three-dimensional and the bubble
acts like a leaky piston. Kolb and Cerro [89, 90] studied experimentally and
theoretically Taylor flow in square channels and identified two bubble shapes
depending on the value of the capillary number. They applied the method
employed by Taylor and Bretherton to find that when Ca< 0.1, the bubble is
not axisymmetric and flattens against the tube walls, leaving liquid regions in
the corners separated by a thin flat film at the channel’s side (figure 1.10(b)(ii).
Even at low Ca, a finite film remains in the corner. This results from the
corners being affected by viscous forces to a greater extent than regions near
the walls. At higher Ca the bubble cross-sectional radius reaches an asymptotic
value:

rlimb = 0.34h (1.15)

Thulasidas [91] showed that the film surrounding the bubble offers minimum
resistance to the flow and is always present, even if very thin. They identified
more precisely than Kolb and Cerro [89] the transition between axysymmetric
and non-axisymmetric at Ca ≈ 0.04. Hazel and Heil [92] computed the shape
of bubbles in square capillaries using a finite-element free-surface formulation.
Kreutzer et al. [79] compiled all data available and reported that while most
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FIG. 1.11: Film thickness AA’ and BB’ versus Ca in square capillaries. Experi-
mental data from [91] and [89], numerical data from [92] [79].

FIG. 1.12: Pressure-driven motion of bubbles in square channels. (a) The shape
at small Ca showing the entrained films [93], half of the bubble is shown. (b) An
illustration for the intermediate-Ca-model of Ratulowski and Chang [95] [47].

studies agree on the evolution of the thin film δ vs Ca, there is not such
consensus for the thickness of the liquid film in the gutters (see figure 1.11).

Wong et al. [93, 94] reported that the bubble shape at low Ca is better
illustrated by the sketch of figure 1.12(a), showing films of non-uniform thick-
ness on the wall in the limit of low capillary numbers. They also showed that
for a bubble of finite length, the film thickness is not constant (see 1.12(b)),
as previously reported by Ratulowski and Chang [95].
In 2006, Taha et al. used a numerical simulation to investigate the shapes of
bubbles at different values of Ca. At low Ca, the bubbles have spherical ends
and tend to flatten out against the walls. With increasing Ca, the bubble ends
lose their sphericity and a small indentation appears at the rear of the bubble.
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FIG. 1.13: Numerical simulations of slug flows in microchannels. (a) 3-D view of
the bubble shape in a square microchannel (CFD simulation using the Volume Of
Fluid (VOF) method) for (i) Ca = 0.009; (ii) Ca = 1.35; (iii) Ca = 3.04 [81].(b)
Flow velocity field around a gas slug rising inside square capillary with a frame of
reference moving with the bubble (CFD simulation) [81]. (c) Streamlines in the liquid
phase. The film region is indicated in grey and the circulating region is indicated in
white [101].

Moreover, the bubble becomes longer and cylindrical in shape; the liquid film
is thicker and the nose is sharper, resembling those seen inside circular capil-
laries. Other researchers had made similar observations [96–100] but Taha et
al. provide for the first time a 3D representation (see figure 1.13).

1.4.4 Bubble velocity

In Taylor flow, the bubbles travel only slightly faster than the sum of gas
and liquid superficial velocity VB ≈ Jtot = JL + JG at low capillary numbers.
At high capillary numbers, when complete bypass occurs (all the liquid moves
towards the bubble in its reference frame), the bubble velocity is equal to the
maximum flow velocity, VB = 2.1Jtot. The transition between these two states
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has been investigated by Liu et al. [102], and was found to depend only slightly
on the microchannel cross section. Therefore, by combining experimental data
in both circular and square capillaries, Liu et al. [102] obtain the following
correlation:

VB
Jtot

= 1
1− 0.61Ca0.33 , (1.16)

valid for 2× 10−4 <Ca< 0.39.

1.4.5 Liquid plugs

As postulated by Taylor in 1961, numerous experimentalists have observed
the existence of circulation loops in the liquid slugs of Taylor flows in mi-
crochannels. At low Ca, Zaloha et al. [103] reported that the recirculation
velocity increases linearly with Jtot and is independent of the superficial veloc-
ity ratio JG/JL. On the other hand, they report that the recirculation time is
proportional to L/Jtot. These results show that short liquid slugs at high Jtot
provide the highest recirculation rates.
Thusalidas [91], as well as Kolb and Cerro [89] investigated the flow pattern
within the liquid slug. They found that below Ca ≈ 0.5, the bubble is faster
than the average, but slower than the maximum liquid velocity, which results
in a stagnation ring on the bubble cap. On the other hand, above this thresh-
old value of the capillary number, complete bypass occurs.
Streamlines patterns around the bubble rising inside a square capillary are pre-
sented in figure 1.13(b). The frame of reference is attached to the bubble and
the wall moves down with a relative velocity equal to the bubble. At low Ca,
one can clearly see the two vortexes ahead of the bubble. The vortices behind
the bubble are nearly identical to those ahead of the bubble with the eye of
the vortex easily identifiable. As the capillary number is increased the eye of
the recirculating ring moves away from walls and shift towards the symmetry
line. Augmentation in Ca results in a detachment of the back flow from the
interface producing a new recirculating flow pattern where the recirculating
rigs shrink toward the symmetry line. Finally, the flow recirculation vanishes
producing a complete bypass when Ca is increased further. Apart from the
stagnation point at the vertex of the meniscus and the above two stagnation
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rings, there are two additional stagnation points located in the film region
before the streamlines bow back. In this figure, the effect on the curvature
of the streamlines near the bubble nose can be clearly seen. Figure 1.13(b)
as well as figure 1.13(c) indicate that the stagnation points in the film region
tend to recede toward the nose of the bubble as Ca increases.

1.5 Mass transfer in fluid systems

1.5.1 Equilibrium and solubility

The equilibrium of a gaseous phase in contact with a liquid phase can be
modeled using Henry’s law. For an easier understanding, let us consider a
simple case that is closely related to the flows depicted later in this thesis: a
pure gaseous CO2 phase in contact with a liquid solution initially containing no
CO2. If the two phases have reached equilibrium and the liquid solution stays
sufficiently dilute (less than 3 mol/mol according to [104, 105], the equilibrium
concentration (solubility) in CO2 within the liquid phase C∗L [g.m-3] is given
by:

C∗L = pG
kH

= PG
kH

, (1.17)

where kH is Henry’s constant [atm.m3.g-1] for the system CO2/solution and pG
[atm] is the partial pressure of CO2 in the gas phase (i.e the gaseous pressure
PG since we consider a pure CO2gas here). Thus, if left in contact for a long
time with an infinite reservoir of gaseous CO2 at a pressure PG, the solution
will ultimately reach a concentration in CO2 equal to C∗L. One can note that
a larger pressure PG results in an higher concentration while a larger Henry’s
constant has the opposite effect.
Additionally, to the sufficiently dilute solution limitation, Henry’s law has to
be used with great care when the solute reacts chemically with the solvent.
Moreover, Henry’s constants are technically a coefficients, as they vary with
the system temperature [105] (the Henry’s constant typically increases with
temperature) and pressure. For pressure below 10atm, and approximately
constant temperatures, we can however consider kH constant.
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1.5.2 Mass transfer at an interface

In the following we refer to the mass flux Jmass [g.m-2.s-1] as the mass of
species exchanged from domain 1 to domain 2 per unit area per unit time
(assuming no density variation):

Jmass ≡
1
A

d(m)
dt
≡ ρ

1
A

d(Ω)
dt

(1.18)

Here A [m2] is the area between the two domains. m and Ω are respectively
the instantaneous mass and volume of transported species in phase domain 2.

Here, we are interested in the transfer of mass from some interface into
a well-mixed solution. We expect the amount transferred to be proportional
to the concentration difference and the interfacial area. The mass transfer
coefficient k [m.s-1] is defined as the proportionality constant between the flux
and the concentration difference:

Jmass = k(Ci − Cb) (1.19)

The flux Jmass includes both diffusion and convection. The concentration Ci
is at the interface, but in the same fluid as the bulk concentration Cb. When
the fluid is a gas, partial pressures are better suited to describe the problem
than concentrations.
The situation when the concentration at the interface is at equilibrium with
the concentration across the interface in a second, adjacent fluid phase, is de-
scribed in section 1.5.3.

Here, we present common models used to depict mass transfer from an
interface into one bulk phase. Again, one should note that we are interested
here in only one fluid: it is the difference in concentration from the interface
to the bulk phase that drives the flux of species. Consequently, the models
described below are displayed for x ≥ 0 figure 1.14.
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FIG. 1.14: Schematic representation of concentration profiles in a fluid for (a) the
stagnant film model and (b) the film penetration model.

Stagnant-film model

This model was developed by Nernst [106] who postulated that near the
interface exists a stagnant film. The mass transfer occurs only through this
stagnant film within which the transport of species is governed by molecular
diffusion (see figure 1.14(a) for x ≥ 0). Moreover, there is a thermodynamic
equilibrium between the interfacial phase concentrations, thus the interface
itself does not hinder the mass transfer. Furthermore, there is no accumulation
of diffusing species within the film. The concentration profile within the film
is therefore linear and Fick’s law describes the flux through the film:

Jmass = −D∇C, (1.20)

where Jmass is the mass flux of the diffusant, D [m2.s-1] is the species diffusion
coefficient in the solvent and C is its concentration. If the thickness of the
stagnant film is given by δfilm, the gradient can be approximated by

|∇C| ≈ Cb − Ci
δfilm

, (1.21)
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where Cb and Ci are concentrations in the fluid bulk and at the interface,
respectively. We therefore get:

Jmass = D

δfilm
(Ci − Cb) (1.22)

Penetration and surface renewal models

More realistic models of the process have been proposed by Higbie in 1935
(penetration model) [107] and by Danckwerts in 1951 (surface renewal model)
[108]. In both these models, the stagnant film is disrupted by fluid packets
(eddies) from the fluid bulk. While at the interface, these eddies attempt
to equilibrate with the gaseous phase under non-steady state conditions (see
figure 1.14(b) for x ≥ 0). Assuming that advection within the eddies can
be neglected and the D is constant, the concentration profile in each eddy is
determined by Fick’s second law:

∂C

∂t
= D∇2C. (1.23)

In the penetration model, it is assumed that the eddy does not remain at the
interface long enough to affect the concentration at the bottom of the eddy,
and by solving equation 1.23 with such boundary conditions, one can find that
the average flux at the interface over the time the eddy spends on the surface
yields the following relationship:

Jmass = 2
√
D

πτe
(Ci − Cb). (1.24)

Here τe is the average time that a fluid particle spends at the interface.
The surface-renewal theory is an extension of the previous theory that allows
eddies of fluid to be exposed at the surface for varying lengths of time. On the
assumption that the change of a surface element being replaced is independent
of its age, one can get:

Jmass =
√
Ds(Ci − Cb), (1.25)
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where s is the surface renewal rate.

Mass transfer coefficients

In the case of the stagnant-film model, penetration model and surface re-
newal model, we respectively get:

k = D

δfilm
, k = 2

√
D

πτe
and k =

√
Ds (1.26)

Both the models by Higbie and Danckwerts predict that k is proportional
to D1/2 whereas the Nernst film model predicts that k is proportional to D.
Typical observations report that none of the models accurately describe the dy-
namics of the mass transfer, but they are still useful to obtain an approximate
result. Experimentally, k is found to be proportional to something between
D0.5 and D1.

1.5.3 Mass transfer at a fluid-fluid interface

If two fluids are not in equilibrium (e.g. the species concentration do not
follow Henry’s law in the case of a gas/liquid system), there will be a transfer
of mass across the interface until equilibrium is reached.

The flux equation

One can describe the mass transfer across an interface from one bulk phase
into another different one by:

Jmass = K∆C, (1.27)

Jmass is solute mass flux relative to the interface and K is called an overall
mass transfer coefficient. To better understand what is an appropriate expres-
sion for the concentration difference ∆C, we consider the following example
adapted from [109]

Imagine that a benzene solution of bromine is placed on top of
water containing the same concentration of bromine. After a while,
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we find that the initially equal concentrations have changed, that
the bromine concentration in benzene is much higher than that in
water. This is because the bromine is more soluble in benzene, so
that its concentration in the final solution is higher.

This suggests that we should not use the concentration in benzene minus the
concentration in water; it is initially zero, and yet there is a flux. Instead, we
can use the concentration actually in benzene minus the concentration that
would be in benzene in equilibrium with the actual concentration in water.
Symbolically, we can write

Jmass = K(Cbenzene − C∗water), (1.28)

where Cbenzene is the bromine concentration in benzene and C∗water is the
bromine concentration the benzene would have if it was at equilibrium with
the actual concentration in water. Note that this does predict a zero flux at
equilibrium.

The overal mass transfer coefficient

Let us consider the example of the gas-liquid interface in figure 1.15. In
this example, a solute vapor is diffusing from the gas on the left into the liquid
on the right. Because the solute concentration changes both in gas and in
the liquid, the solute’s flux must depend on a mass transfer coefficient in each
phase.
The flux in the gas is given by (opposite of equation 1.19 since the solute is
exiting this phase and using partial pressures):

Jmass = kG(pb,G − pi,G), (1.29)

where kG is the gas mass transfer coefficient and pb,G and pi,G the solute partial
pressure in the gas bulk and at the gas interface.
Likewise, in the liquid phase, we get:

Jmass = kL(Ci,L − Cb,L), (1.30)
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FIG. 1.15: Schematic representation of concentration profiles in gas-liquid system
where both phases impact the mass transfer.

with kL [m.s-1] being the liquid mass transfer coefficient and Cb,L and Ci,L the
solute concentration in the liquid bulk and at the liquid interface.
Because the interfacial region is thin, the flux across it will be in steady state,
and the flux in the gas will equal that in the liquid.
In almost all cases, equilibrium exists across the interface, and we have using
Henry’s law 1.17:

pi,G = Ci,LkH (1.31)

where kH is the Henry’s constant associated with the system.Combining equa-
tion 1.29 through 1.31, we can find the interfacial concentrations

Ci,L = pi,G
kH

= kGpb,G + kLCb,L
kGkH + kL

(1.32)

and the flux
Jmass = 1

1/kG + kH/kL
(pb,G − kHCb,L). (1.33)
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This result is often compared to an electric circuit containing two resistances
in series. The flux corresponds to the current, and the concentration difference
(pb,G − kHCb,L) corresponds to the voltage. The resistance is then 1

1/kG+kH/kL
,

which is a sum of two resistances in series.
Following equation 1.27, one can write:

Jmass = KL(C∗L − Cb,L), (1.34)

where KL is the overall liquid-side mass transfer coefficient and C∗L is the
hypothetical liquid concentration that would be in equilibrium with the bulk
gas, i.e.

C∗ = pb,G
kH

. (1.35)

Thus we get the following expression for the overall liquid-side mass transfer
coefficient:

KL = 1
1/kL + 1/kGkH

. (1.36)

Following the same procedure, we can get the overall gas-side mass transfer
coefficient KG:

KG = 1
1/kG + kH/kL

. (1.37)

Typically, the gaseous resistance is much smaller than the liquid resistance
[110], leading to kG � kL. Considering such typical values, Sobieszuk [111]
showed that we can neglect the gaseous resistance to mass transfer if kH >

10−6m3.atm.mol-1. Thus, the gaseous resistance to mass transfer can not be
neglected for highly soluble solutes, such as the systems ammonia/water and
chlorine/water. In this this thesis, the solutes (CO2, N2, O2) are moder-
ately soluble in the liquids involved (Henry’s constant from 10−4 to 10−3

m3.atm.mol-1). This allows us to neglect the gas side resistance compared
to the liquid side resistance:

KL = kL. (1.38)

Moreover, when investigating the transfer of a pure gaseous phase into a liquid
phase, only the liquid phase resistance needs to be taken into account as the
gas resistance is null. The transfer of a species from a pure gaseous phase to

36



FIG. 1.16: Schematic representation of concentration profiles for the transfer of
solute from a pure gaseous phase to a liquid phase. The stagnant-film model (a) and
the penetration model (b) applied to the liquid phase.

a liquid phase is displayed in figure 1.16 when considering either the stagnant
film model or the penetration model for the liquid phase.

1.6 Mass exchange in microscopic segmented
flows

In addition to the fact that the segmented flow regime (other denomination
of the slug or Taylor flow regime) is obtainable for a large range of gas and liq-
uid flow rates, it presents several characteristics that enhance mass exchange
processes: (1) a high gas-liquid interfacial area, i.e more surface to exchange
species per unit of volume compared to conventional setups, (2) the large pres-
sure required to drive liquids in microgeometries enhances the concentration
gradient (3) the recirculation motion within the liquid plugs allows for a rapid
homogenization of the diffusants. Here, we review some of the works that have
provided a better understanding of the mass exchange within a microchannel.

1.6.1 Mass transfer in Taylor flow

An important advantage of microreactors for gas-liquid reactions is the
significant intensification of the mass transfer processes. For illustration, a
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Type of contractor kL × 105 (m/s) a (m2/m3) kLa× 102 (s-1)
Bubble columns [112] 10-40 50-600 0.5-2.4
Couette-Taylor flow reactor [113] 9-20 200-1,200 3-21
Packed columns/beds [112] 4-60 10-1,700 0.04-102
Spray column [114] 12-19 75-170 1.5-2.2
Static mixers [115] 100-450 100-1,000 10-250
Stirred tank [114] 0.3-80 100-2,000 3-40
Tube reactors [112] 10-100 50-700 0.5-70
Gas-liquid microchannel [116] 40-160 3,400-9,000 30-2,100

Table 1.1: Comparison of micro structured reactors performance with conventional
contractors for gas-liquid mass transfer with a being the specific interfacial area and
kL the liquid side mass transfer coefficient [23, 117]

comparison of the characteristic values governing gas-liquid mass transfer in a
variety of conventional equipment and microreactors is given in table 1.1. The
values in this table indicate that the volumetric mass transfer coefficient, kLa,
is 101 to 102 times greater in microreactors compared with that in conventional
process equipment.
However, it is interesting to note that, as pointed out by Sobieszuk et al.
[78], this intensification of mass transfer is principally due to a huge increase
in the specific interfacial area in microstructured devices. The mass transfer
coefficient itself is of the same order of magnitude as that obtained in static
mixers and tubular reactors.
Using the definition of the liquid mass transfer coefficient from equation 1.34,
one can write:

dCL
dt

= kLa∆C = kLa(C∗L − CL), (1.39)

where a is the specific interfacial area, a = A/ΩL, with A being the interfacial
area and ΩL the volume of reactor.
Upon integration of the above equation from initial time (t = 0) to residence
time (t = τ) and concentration from inlet (Cin

L ) to outlet (Cout
L ), the overall

volumetric mass transfer coefficient kLa becomes:

kLa = 1
τ

ln
( C∗L − Cin

L

C∗L − Cout
L

)
(1.40)
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FIG. 1.17: Literature on gas-liquid mass transfer in Taylor flow [23]

This equation is the most commonly used to evaluate the value of the overall
mass transfer coefficient.

A section of the literature review is listed on table 1.17. Most of the
previous studies tackled the mass transfer in Taylor flow in circular capillar-
ies. Applying these results to rectangular channels necessarily involves a high
degree of uncertainty as the film thickness along the perimeter cannot be ex-
pected to be uniform (thicker at the edges). However, it is important to review
the works done with circular capillaries, as they can help building models for
square capillaries.
In 1997, Bercic and Pintar [118] proposed a correlation for the estimation of
the mass transfer coefficient in a circular capillary. Their correlated kLa is a
function of the slug length, but hardly of the bubble length. This result was
surprising, as Higbie [107] had demonstrated that the liquid contact time was
a function of the bubble length. This behavior can be explained by assum-
ing that the lubrication film near the wall is completely saturated each time
the bubble passes by. Then, a longer bubble does not improve mass transfer
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and the mass transfer becomes independent of the bubble length. Moreover,
the correlation by Bercic and Pintar showed no impact of channel diameter,
and the specific interfacial area associated with the transfer from the caps is
independent of channel diameter. Therefore, Bercic and Pintar suggest that
transfer from the caps is important and that the liquid film surrounding the
bubble is saturated.

We now consider the more fundamental approach to describe mass transfer
from Taylor bubbles in circular capillaries developed by van Baten and Krishna
[119]. Their model considers two contributions to mass transfer: (1) the caps
(assumed to be hemispherical) at either end of the bubble and (2)the liquid
film surrounding the bubble. They put forward the following relationship for
the overall volumetric mass transfer coefficient: kLa = kL,capacap+kL,filmafilm.
They estimate the mass transfer coefficients kL,cap and kL,film by using the
Higbie penetration mass transfer model (see equation 1.24) combined with a
simple model for liquid element average contact time with the bubble. The
authors assume short contact time between the bubble and the stagnant liq-
uid film, consequently considering the impact of the film on the dissolution
process. Van Baten and Krishna [119] obtained excellent agreement between
their model predictions and their CFD simulations of mass transfer from Tay-
lor bubbles in circular capillaries. However, two assumptions greatly restrict
their results: (1) the idealized geometry, with a bubble consisting of a cylin-
drical body and hemispherical caps and (2) the free slip condition assumed at
the gas liquid interface.

Yue et al. [116] proposed a dimensionless empirical correlation for the
dissolution in rectangular microchannel without comparing their data to any
available model. In 2009, Yue et al. [117] used a square microchannel and
compared the model by van Baten and Krishna to their experimental data.
They found that van Baten and Krishna model yields higher kLa values com-
pared to their measurements. They ascribed this to poor mixing between the
stagnant liquid film and the liquid slug, which leads to a non-homogeneous
concentration within the liquid phase.
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Roudet et al. [120] compared their data obtained in a rectangular microchan-
nel and showed that none of the model available yields satisfactory results.
They ascribed such discrepancies to an inadequate description of the mass
transfer mechanisms through bubble surface in contact with liquid film.

This quick overview of the literature on the mass transfer performance of
gas-liquid segmented flow in microchannels demonstrates the poor understand-
ing of the dissolution process at the microscale. Some models were produced,
but none of them gives satisfactory results when compared to experiments.
Researchers have also presented empirical correlations, but they all give un-
satisfactory results when compared to other works. Finally, disparate results
demonstrate and unsatisfactory understanding of the processes, as some sug-
gest the importance of the dissolution through the caps, while others emphasize
the dominant contribution of the thin liquid film on the dissolution process.
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Chapter 2

Experimental methods for
visualizing two-phase flow in a
microchannel

2.1 Techniques for flow visualization

The spatial dimensions and the dynamic nature of multiphase microfluidic
systems imposes unique requirements on the time and spatial attributes of
the flow observation techniques. Table 2.1 summarizes different experimental
techniques for characterizing microscale multiphase flow as well as their asso-
ciated spatial and temporal measurement resolutions. Intrusive measurement
probes are generally not an option for micro- and nanofluidic systems [121].
Optical microscopy, the most commonly used imaging technique, requires

direct optical access to the microfluidic network. A popular option is to use
bright-field microscopy and a sufficiently short camera shutter time. Digital

Technique Spatial dimension Spatial resolution Temporal resolution
Brightfield microscopy 2D ∼ 1 µm 0.2-33 ms
Fluorescence microscopy 2D ∼ 1 µm 33 ms
Confocal microscopy 2D/3D (SC)a ∼ 1 µm ∼500 ms (2D), ∼1 min (3D)

2D/3D (SD)a ∼ 1 µm ∼70 ms (2D), 0.1-1 min (3D)
Transient magnetic resonance imaging (MRI) 2D/3D (SC)a ∼ 800 µm 150 ms

Table 2.1: Experimental techniques available to study multiphase flow in microsys-
tems with their spatial and temporal resolution [121]
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cameras that acquire several thousand frames per second are often used to
record fast transient events such as microdroplet formation and breakup. If
at least one of the liquid phases is fluorescently labeled with an organic dye,
fluorescent microscopy reveals the phase distribution, the shape of the fluid
interphase, or the local species concentration inside one phase in a multiphase
microfluidic network. However, for time-dependent microflows (e.g., bubble
and droplet flows) the temporal resolution is often too low to capture the
details of the flow. One can obtain a time-averaged value of the fluorescent
field by illuminating the whole channel and then integrating the fluorescence
information over the entire channel depth, h (see figure 2.1(b)).
Another microscope-assisted technology is microscale particle image velocime-
try (µPIV). This method determines velocity vector fields within the depth of
field (the distance between the nearest and the furthest objects that give an
image judged to be in focus in a camera) by locally cross-correlating two suc-
cessive particle-images and thereby determining the local displacement of the
seeding particle images [122]. The dominance of surface tension and the regu-
larity of interfaces (microbubbles/drops) in microscale flows are advantageous
and make PIV a much more suitable technique to study microscale multiphase
flows compared to the case of macroscale flow. For steady or periodic flows,
two-dimensional velocity fields can be reconstructed by successively obtaining
velocity fields in different image planes.
Confocal microscopy excludes out-of-plane information in fluorescence mea-
surements and allows, for steady systems, three-dimensional information to be
acquired slice-by-slice. It is therefore often the technique of choice to obtain lo-
cal intensity measurements for steady microscale flow and transport problems.
However, for multiphase microfluidic systems, poor temporal 3D resolution
often limits the applicability of the technique.

2.2 Design for gas-liquid contactor

In section 1.3.6, we presented the flow regimes observed when a gas and a
liquid flow through a square microsystem with a square cross-section. There
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FIG. 2.1: (a) Basics of shadowgraphy for a spherical gas bubble in a liquid medium.
Shadowgraphy provides much more accurate information on the bubble (droplet)
shape and size than front lighting photography and is a suitable method to investigate
bubbles dynamics in fluid mechanics. For a bubble, light refraction is strongest at
the gas-liquid interface. No refraction occurs in the liquid or exactly at the center
of a spherical bubble; and the interface reflects a considerable amount of backlight
[123]. (b) Bright-field and fluorescence microscopy images of plugs moving through
winding channels. The observed fluorescence is a time average of the fluorescence
of many plugs passing through the field of view [124]. (c) Examples of Confocal
Scanning Laser Microscopy images of liquid/liquid dispersions.Two dimensional mi-
crograph and the three-dimensional reconstruction of an oil-in-water emulsion [125].
(d) Instantaneous and averaged vector field measurement by µPIV microscopy of a
Hele-Shaw flow around a 30 µm obstacle [122].
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are countless microchannel geometries possible to manipulate fluids , but there
RE only a few designs achievable to generate a gaseous dispersed phase at the
mixing section of a microdevice. Depending on the mixing section layout,
one can obtain different regimes or different flow characteristics (e.g. bubble
velocity, size and spacing) for the same flow rates. Moreover, most empiri-
cal, theoretical and numerical relationships established are geometry-specific,
dependent not only on the cross-sectional shape but also on the mixing area
characteristics.
Here we present the different approaches that have emerged to generate a
regular, stable and mono disperse flow of bubbles in a microdevice.

Centerline injection

A typical example representing the geometry of co-flow devices is shown
in figure 2.2(a). A cylindrical glass tube is aligned within an outer channel of
square or circular cross-section. The gas is injected in the inner tube, while the
liquid flows in the outer channel. This design was first applied to microfluidics
by Cramer [126].

T-junction

In this approach, a liquid phase pinches the gaseous thread at the T-shaped
junction of three channels (two inlets, one outlet). It was first implemented
by Thorsen [127] (see figure 2.2(b)).

Focusing sections

(i) Flow-focusing: In this design, first implemented by Anna et al. [128],
bubbles are generated at the junction of three inlet channels and one outlet.
The gaseous phase is injected in the center channel, and is pinched by the
liquid flowing from the two side channels. A constriction focuses the flow and
facilitates the generation of bubbles (see figure 2.2(c)). Typically, such devices
have a plane geometry with a very large aspect ratio, i.e a height much smaller
than the width, resulting in strong 2D effects.
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(ii) Hydrodynamic focusing: In this mixing section geometry, a gas thread
is pinched by two opposite liquid streams perpendicular to the gaseous inlet
channel. This geometry differs from the flow focusing design, as the gaseous
thread is focused solely by hydrodynamic effects and is not assisted by the
presence of a constriction. This approach is usually implemented using a
cross-shaped mixing section.

In this thesis, we chose this approach (figure 2.2(d)), as it has several
advantages compared to other geometries. First, its simplicity makes it an
attractive choice, as the cross-shaped mixing section using square microchan-
nels exhibits a single length scale to describe the geometry. In other layouts
relying on the flow focusing technique, there is a multitude of possible length
scales [129] (see figure 2.2(c)). Moreover, bubbles generated in a cross-shaped
section detach from the gaseous thread at the center of the junction, allowing
the accurate examination of the pinching processes.

The ability to generate periodic monodisperse bubbles in a cross-shaped
mixing section by hydrodynamic focusing relies on the supply of two identical
liquid streams from the side channels. The precise symmetry of the junction
and the regularity of the channel’s cross-sections are two properties required
to satisfy this condition, which can be attained by micromachining the mi-
crodevice. This process is highlighted in the next section.

2.3 Microchannel fabrication

The microchannels used in this thesis were constructed by Thomas Cubaud.
The experiments described later in this thesis rely on the unique attributes of
the microdevices, which stem from the fabrication processes highlighted here.
The microchannels are made of glass and silicon using microfabrication tech-
niques first applied to the microelectronic systems (see figure 2.3). Patterns
of etch resist are defined on a silicon wafer and relief structures are then cre-
ated with reaction-ion etching. A channel mask is printed in positive with
a high resolution printer on transparent paper for lithography. Photoresist
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FIG. 2.2: (a-c) PDMS-based microfluidic bubble dispensers using different channel
geometries [130]. (d)Bubble generation at the cross-shaped mixing section of a square
microchannel. Scale bar is 250µm.
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FIG. 2.3: (a) Mask transferred onto a silicon wafer to etch the microchannels using
reaction-ion etching. (b) Side view of the final microchannel. (c-d) Pictures of
microchannels of square cross section 250 µm , view from bottom (c) and top (d).
(e) Schematic of a typical microchannel used in this thesis.
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is spin-coated on a polished silicon wafer. The wafer is then exposed to UV
light through the mask. The parts of the resin layer exposed to UV light are
removed by immersion in a developer bath. Channels are etched at different
depths depending on the time and intensity of exposure using deep reactive ion
etching. This technology allows a spatial resolution of about 100 nm and the
formation of truly vertical walls. The silicon wafer is then cut in several pieces,
each of which are then sealed to glass plates, the support of the microdevice
(glass plate 1 in figure 2.3(c)). The silicon wafer section dedicated to flow
analysis is then covered using another small Pryrex glass plate (glass plate 2
in figure 2.3(c)) using anodic bonding, providing clear visual access. Upchurch
Nanoports R© are then glued to at the inlets and outlet using with epoxy ad-
hesive to provide a world-to-chip connection. The nanoports are designed to
provide consistent fluid connections for Lab-on-a-Chip devices and eliminate
the dead volume traditionally associated with chip-based connections.

Similar to the microchips used here, the first microfluidic devices were
composed of silicon and glass, since the techniques for fabrication using these
materials were well-developed following the integrated circuit revolution. More
microfabrication methods have since become available and microchannels can
now be created on polymeric, glass and metallic substrates. Here, we briefly
discuss the fabrication of microstructure using polymers, but the reader is
referred to the recent review by Prakash and Kumar [131] for a general state-
of-the-art description of other techniques.
Silicon based techniques are expensive and time-consuming and they require
access to specialized facilities such as clean rooms. In the late 1990’s, the
Whiteside group pioneered the use of the soft lithography method for the
rapid prototyping of microfluidic systems in elastomeric materials [132] (most
notably cross-linked polydimethylsiloxane or PDMS). A microdevice fabrica-
tion using this procedure is easier, more flexible, and much less expensive than
other methods.
However, microchips made of glass and silicon confer numerous advantages
compared to "soft" microchips. First, the flow visualization in a glass/silicone
microdevice using a microscope is remarkable, as the flow is bounded by two
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clear glasses pieces. This feature also allows backlight lighting and clear, sharp
contrast at the interfaces. Moreover, while soft microchips tend to deform
themselves when operated under high-pressure conditions (e.g. when using
viscous liquids), silicon-based nano fabrication techniques offer the possibility
to construct non-deformable microchannels. Finally, a silicon/glass sandwich
structure (the silicon wafer being sandwiched by the two glass pieces) is pre-
ferred over a PDMS-made module as (1) it is impermeable to gases, allowing
us to perform precise measurements and obtain meaningful quantitative data
(2) all the solvents used in this thesis wet both the silicon and the glass very
well. This last aspect is especially important because it ensures that bubbles
are always surrounded by a thin wetting film.

2.4 Experimental set-up

The experimental set-up described here will be applicable to all experi-
ments described in this thesis unless otherwise noted. Each microchannel has
a different channel network geometry and different fluids are employed, but
the general set-up is always somewhat similar.
A schematic of the experimental apparatus is displayed figure 2.4 and described
in the legend.
The flow rates and pressure are adjusted using the pressure regulator and the
syringe pumps. Using the low frame-rate live view of the ultra-rapid camera,
we wait for the flow to reach steady-state before triggering the image capture.
Depending on the flow characteristics,a typical recording lasts from a few ms
to a couple seconds. The images are exported as tif files (typically between
500 to 2000 images per capture) and are examined using ImageJ to validate
the steadiness of the flow. The tif sequence obtained is then saved in a folder
named using the values of the controlled/measured parameter (i.e flow rates,
gas injection pressure and frame rates).
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The bubbles generated at the hydrodynamic focusing section are recorded
as they travel downstream and are monitored along the flow direction to ob-
tain the temporal evolution of the characteristics of individual bubbles, such as
position xB(t), size d(t), and average distance to neighboring bubbles L(t). An-
alyzing the temporal evolution of individual bubbles is more useful compared
to the spatial evolution because of the variation of local average multiphase ve-
locity that depends on the flow’s immediate structure. Therefore, the method
of description that follows individual bubbles (i.e., Lagrangian approach) is
preferred to the method of description that focuses on the properties of the
flow at a given location in space (i.e., Eulerian approach). In the next sec-
tion, we describe how we obtain some of the flow characteristics using image
processing and analysis.

2.5 Image processing and analysis

During an experimental session of a few hours, its is possible to collect as
much as 10 gigabytes of images. To process such a large amount of data effi-
ciently, we automated parts of the image processing and data analysis stages.
The procedure generally followed for processing images can be divided in two
portions: (1) determination of the strategy to follow in ImageJ in order to
extract the desired information from the original files (2) automation of the
process using ImageJ macros. During the first stage, we make use of ImageJ
basic functions (rotate, threshold to binary, crop, fill, wand) and advanced
plugins (skeletonize, background mod,...) to obtain the wanted data from
one image. Once a strategy has been confronted with success to several im-
ages from several data sets, we use a combination of ImageJ functions and
code-writting to automate the process using a macro. As automated image
processing is hardly ever beneficial when run in a fully systematized fashion, I
use a combination of user-input parameters and dialog features, allowing the
user to interact with the program. Such programs can become relatively com-
plex, but always use the same basic functions, an attribute which facilitates
considerably the task and reduces the programing time.
The basic structure of the image processing is presented figure 2.5.
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When computing more complex parameters such as the bubble volume, the
data is post-processed using MATLAB scripts. Given the high number of vari-
ables of interest, including but not restricted to the bubble coordinates over
time, its volume, area, variables are saved with a name associating it with its
data source, in the same manner of a barcode. Because this name is unique,
it allows us to access it quickly without any risk of error when using with
IgorPro, the software used for data analysis.
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FIG. 2.5: Basic structure of the image processing task. Processing parameters in-
clude threshold values for binarization of the images, cropping coordinates, rotation
values,... Target variables include the bubble length, volume, area, coordinate, cusp
curvature,...

54



Chapter 3

CO2 microbubble dissolution in
low viscosity solvents

In this section we tackle the dissolution of gaseous CO2 in low viscosity
solvents. The flow of CO2 micro bubbles in microchannels of width w ≈
250µm in water, alcohols and alkanes exhibits all the characteristics of the flow
observed by Taylor 50 years ago and investigated by many researchers since.
It is however important to note that contrary to the situation considered by
Taylor, the bubbles here can not be considered semi-infinite (typically, we have
d < 6w).
In the first section, we investigate the dissolution of CO2 bubbles in water
in a long microchannel. This allow us to observe three flow regimes that we
characterize depending on the flow conditions. We also examine interplay
between the dissolution process and the structure of the flow.
In the second section, we focus on the initial dissolution behavior of CO2

bubbles in alcohols and alkanes. Focusing on the initial behavior allows us to
build a model for the mass exchange that we later confront to our experimental
results with success. We then study the impact of the molecular structure of
the solvent on the mass exchange process.
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3.1 CO2 Dissolution in water using a long mi-
crochannel

The experiments were conducted by Ruopeng Sun in 2011 at the end of
his Master. Data were examined in detail by Thomas Cubaud and myself and
published in Biomicrofluidics [133]. This section serves as an introduction to
microfluidic multiphase flows and as a preliminary study of the dissolution of
CO2 in microchannels.

3.1.1 Motivations

The system carbon dioxide-water is particularly important to the environ-
ment. When CO2 dissolves in water, it creates a weak acid, which can affect
not only marine microorganisms [134] but also the geochemistry of subsurface
rocks. The rising global average temperatures have had profound impact on
the oceans, the largest CO2 sink on earth. The changing oceans’ tempera-
ture and acidity has already affected the ocean ability to uptake CO2, but
the magnitude of potential feedback mechanisms is currently unknown. Re-
searchers address this issue primarily through modeling and time-consuming
field studies, but the numerous parameters impacting the seawater solubility
(temperature, acidity, pressure, mixing,...) makes it difficult to investigate this
issue in a systematic manner. A method for enriching minute amount of water
with CO2 on-chip would facilitate biological and chemical studies concerned
with the impact of carbon dioxide on micro environments.

Here, we examine the behavior of diffusive bubble multiphase flows us-
ing long serpentine microchannels (see figure 3.1(a)). Multiphase flows are
monitored at the bubble level over very long distances, allowing the obser-
vation of a wide range of initial conditions and flow rates. While the large
specific interfacial area of microscale bubbles enhances mass transfer, dynamic
rearrangements between bubble, however, can significantly alter dissolution
performance. To better understand the fundamentals of collapsing bubble mi-
croflows, the evolution of the bubble size d and inter-spacing L is measured
for various flow rates and injection pressures (see figure 3.1(b)). The mor-
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FIG. 3.1: (a) Schematics of experimental setup. (b) Generation of dissolving bubbles
in hydrodynamic focusing section [133].

phological transition from segmented to dilute bubbly microflows is examined
and we establish the bubble size-velocity relationship taking into account the
local volumetric fraction. Over long distances, small bubbles convected in the
parabolic flow profile can drift from their relative position in the train. For
a specific range of initial sizes and liquid volumetric fractions, the dislocation
in the relative bubble position in the arrangement can trigger cascade of coa-
lescence events leading to the formation of a slow leading bubble. This mech-
anism significantly coarsens the flow and deteriorates the dissolution quality.
We discuss the implications between collapsing bubble hydrodynamics and
dissolution processes in constrained microgeometries.

3.1.2 Bubble formation and critical volume fraction

Bubbles are produced at the junction made between the CO2 gas inlet chan-
nel (central channel) and the water inlet channels (side channels) (see figure
3.2(a)). The distance x is measured along the main channel axis. The initial
bubble size d0 and spacing L0 are recorded from experimental micrographs
after bubble detachment from the inlet channel.

The bubble size d is measured between the tips of the two end-caps. Ex-
periments are conducted from low to moderate Reynolds number Re varying
between 1 and 50. Overall, the bubble size increases with the gas flow rate
QG while the length of the liquid plugs increases with QL . Previous studies
[135, 136] have shown that d0 is inversely proportional to the initial volumetric
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FIG. 3.2: Initial morphology of segmented flows. (a) Examples of CO2 bubble gen-
eration at the focusing section for various initial volumetric liquid fractions αL0.
(b) Initial bubble size d0 vs. volume fraction αL0 and solid line: d0/w = 1.25/αL.
(c) Comparison between calculated liquid fraction L0/(L0 + d0) and injected vol-
ume fraction αL0 near the focusing section, solid line: L0/(L0 + d0) = 0.9αL0, and
dashed-line: critical volume fraction αL0 = 0.55 [133].

liquid fraction
αL0 = QL

(QL +QG) , (3.1)

according to
d0/w ≈ a/αL0, (3.2)

with a being a prefactor depending on the channel aspect ratio. Here, we
find that the value a ≈ 1.25 yields a good fit of experimental data (see figure
3.2(b)). The normalized initial bubble length d0/w is varied between 1.5 and
2.5 to probe bubble dynamics associated with the transition from segmented to
bubbly flows and to evaluate the performance of the proposed CO2 dissolution
method in long serpentine microchannels.
In addition to determining the initial spatial distribution of the liquid and
gas phases, the initial volumetric liquid fraction αL0 plays a critical role in
the dissolution process. At standard ambient temperature and pressure (i.e.,
at 25 ◦C and 1 atm), the solubility of CO2 in water is relatively low. When
expressed in grams of solute per liter of solution, the solubility of CO2 in water
is S ≈ 1.5 g/l. Therefore, the minimal liquid fraction required to achieve
complete CO2 dissolution in water is

αLC = 1/(1 + S/ρ) ≈ 0.55, (3.3)

58



where the density of CO2 is ρ = 1.8 g/l. This critical liquid volume fraction
αLC remains relatively independent of pressure P in our system since, on the
one hand, the solubility S is proportional to pressure P according to Henry’s
law and reference data for pressure below one MPa, and, on the other hand, the
density ρ is also proportional to P assuming ideal gas behavior. Therefore, the
parameter S/ρ should not depend on pressure and the critical volume fraction
αLC ≈ 0.55 is assumed independent of the gas injection pressure PG.

In steady segmented flows, mass conservation between each bubble yields
a simple relationship between the geometrical parameters d0 and L0 and the
initial volume fraction according to

L0/(L0 + d0) ∼ QL/(QL +QG). (3.4)

Bubble measurement introduces an error due to the bubble caps and experi-
mental data are fit with L0/(L0 + d0) ≈ kαL0, with the prefactor k ≈ 0.9 (see
figure 3.2(c)). This functional relationship is particularly useful for estimating
the evolution of the volume fraction αL(t) along the serpentine microchannel
from micrographs. During dissolution, the effective gas flow rate along the
channel decreases as

QG(t) ≈ QG −QDiff (t), (3.5)

with QDiff being the rate of gas volume absorbed in the liquid, while the liquid
flow rate QL remains essentially constant given the large difference between
liquid and gas densities. Complete dissolution is obtained when the liquid
fraction αL = 1, which should, in principle, be possible for multiphase flows
formed when αL0 > αLC .

3.1.3 Bubble dissolution

Convective liquid/gas mass transfer is enhanced in confined geometries due
to the recirculation motion inside the liquid plugs. This motion facilitates the
homogenization of dissolved CO2 in the water (figure 3.3(a)). For a given
set of flow parameters, the local bubble concentration varies in opposite way
compared to the local CO2 concentration in the liquid plugs. According to
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FIG. 3.3: Bubble dissolution process in long microchannel. (a) Schematic of en-
hanced gas/liquid diffusion mechanism. (b) Temporal evolution of f = (d0−d(t))/w
for PG= 12 psig with an initial volume fraction αL0 ranging between 0.56 to 0.77.
Solid line: f = at1/2, with a = 4s−1/2. (c) Transformation from segmented to dilute
bubbly multiphase flows, PG= 10 psig and QL = 100µL/min [133].

Fick’s law, mixing in the plugs is expected to increase the diffusion flux since
the local reduction of CO2 concentration in water near the bubble interface
accentuates the concentration gradient ∇C. Here, we do not focus on the
chemical reactions occurring between dissolved carbon dioxide and water, but
rather turn our attention to the dynamics of bubble collapse and its implication
for multiphase flows in microgeometries.

For elongated bubbles, the initial shrinkage rate depends on the gas inlet
pressure PG. The parameter

f = d0/w − d(t)/w (3.6)

is useful for removal of the dependence on the initial size d0 and is related to
the diffusion volumetric flow rate according to

df/dt ∼ Qdiff/hw (3.7)

for elongated bubbles d > w. For relatively long periods of time (t > 1 ms),
we previously showed that bubbles follow a Fickian behavior according to

f ∼ t1/2. (3.8)
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FIG. 3.4: Operating regimes as a function of initial volume fraction αL0, spatial evo-
lution of flow at various locations: (i) high-pressure region, x/w ∼ 50, (ii) medium-
pressure region, x/w ∼ 450, and (iii) low-pressure region, x/w ∼ 900 [133].

In the present study, we focus on detailed bubbles dynamics for relatively large
pressure PG= 12 psig and long periods of time. We find that the function
f = at1/2, with a = 4s−1/2, approximates well experimental behavior for a
range of initial bubble sizes d0 (see figure 3.3(b)). Similar to previous findings
by Sun et al. [41], data points collapse onto a master curve (figure 3.3). For
long time evolution, differences arise depending on the local CO2 concentration
and for small bubbles d < w, but overall the initial trend is similar.

The bubble size d(x, t) plays an important role on diffusive multiphase flow
dynamics. When d > w, the flow consists of arrays of elongated bubbles, or
gas slugs, separated by continuous liquid plugs. This regime is usually referred
to as segmented flow. For small sizes, when d < w, bubbles are not directly
confined by the walls and adopt a spherical shape. This regime corresponds
to the bubbly flow. A consequence of the bubble size reduction is the spa-
tial transition from segmented flow (upstream region) to dilute bubbly flow
(downstream region) (figure 3.3(c)). The morphological evolution of bubbles
as they progress along the channel induces complex dynamics.

The use of serpentine channels allows us to examine the long time evolution
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FIG. 3.5: Time-series of the evolution of a large reference bubble generated by suc-
cessive coalescences. The symbols ? and +are used to label specific bubbles, while C
is the number of coalescence events [133].

of flow morphologies. Lengthy channels also permit the building of rather large
pressures, which is practical for enhancing gas dissolution processes. Given our
long microchannel L/w ∼ 103 and approximating a linear pressure drop, we
label channel sections such as high-, medium-, and low-pressure regions. A
complexity of this type of flow is rooted in the fact that the diminution of the
local pressure P (x) along the flow direction reduces solubility and slows down
dissolution dynamics. Although the overpressure inside a bubble is inversely
proportional to its radius r according to Young-Laplace law, we experimentally
find that dissolution rates do not necessarily self-accelerate for tiny bubbles
and the bubble size appears to saturate in the downstream region. In the
low-pressure region, we also observe instances where bubbles grow in size,
possibly due to a combination of decompression and lower solubility effects. In
addition, coalescence phenomena can significantly alter flow morphologies and
dissolution efficiency. Over the range of parameters investigated, we identify
three typical operating conditions depending on the initial volume fraction αL0,
namely "saturating regime" for αL0 < αLC ≈ 0.55, "coalescing regime" for αL0

ranging between 0.55 and 0.70, and finally "dissolving regime" for αL0 > 0.70
(see figure 3.4).

In the saturating regime, bubbles shrink in the high-pressure region but
their size remains large (d > w) and relatively constant in the medium- and
low-pressure regions. The flow is stable since bubbles are elongated and con-
vected near the average multiphase flow velocity Jtot. For larger αL0, the
transition from segmented to bubbly flow is accompanied with an increase
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of bubbles velocity VB compared to Jtot. Depending on the initial distance
between bubbles L0, neighboring bubbles may coalesce into larger bubbles.
This situation, depicted figure 3.5, is triggered by small fluctuation in size
and spacing for neighboring bubbles and is oveall detrimental to dissolution
since the liquid/gas interfacial area is reduced. For large αL0, however, coa-
lescence events become rare and stable dilute bubbly flows of tiny bubbles are
observed. The dissolving regime corresponds to an efficient operating regime
for CO2 dissolution in water using symmetric hydrodynamic focusing sections
in microchannels.

3.1.4 Conclusions

In this section, we investigated the properties and operating conditions of a
simple CO2 /water continuous micromixer. Dissolving microbubbles are pro-
duced using a hydrodynamic focusing section connected to a long serpentine
channel. For the carbon dioxide-water fluid pair, the saturation concentration
of dissolved gas in liquid corresponds to a volumetric liquid volume fraction
αL ≈ 0.55, which is independent of injection pressure near atmospheric con-
ditions. The relationship between the phase distribution (i.e., bubble size and
spacing) and the initial volumetric liquid fraction αL0 in microchannels is es-
tablished.
Three characteristic regimes, including saturating, coalescing, and dissolving
are located as a function of αL0. We examine the morphological and dynamical
transition from segmented to dilute bubbly flows. For segmented flows, the
bubble spacing remains approximately constant, while for bubbly flows, the
bubble spacing increases when bubbles shrink. Monitoring individual bubbles
along the flow direction is used to calculate the temporal evolution of the liquid
volumetric fraction, which in turn is utilized for computing the average flow
velocity at the reference bubble location. Experimental findings show that
the instantaneous bubble velocity normalized by the average flow velocity is
a simple function of the bubble size. Finally, we examine the implication of
this relationship during coalescing flows that severely limit the efficiency of
the dissolution process.
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For practical applications, the dissolving regime appears optimum for achiev-
ing CO2 dissolution in water using a simple microfluidic apparatus. Various
target CO2 concentrations in water can be realized for αL0 > 0.7. Microfluidic
systems connected to pressurized inlet and outlet ports would permit a wider
range of CO2 mass concentration in water. In particular, since fast dissolution
dynamics are expected at large pressures, devices operating at large pressures
may prevent drifting bubbles from merging before attaining the plateau veloc-
ity (i.e., near the maximal velocity of the parabolic profile), which should, a
priori, suppress the coalescing regime. The saturating flow regime is also of in-
terest due to its robust hydrodynamic stability and the possibility for reaching
the saturation limit of CO2 concentration in water. In this case, segmented
flow with long bubbles is advantageous because bubbles can make direct con-
tact with the walls depending on dynamic wetting conditions and be removed
from the flow using hydrophobic porous membranes [137, 138]. A variety of
microfluidic designs can be implemented to circumvent current limitations in
the manipulation of carbonated microflows.

3.2 Proposed model for initial gas-liquid mass
exchange in microgeometries

In this section we propose a model for mass exchange in segmented flow
for short time after the generation of the bubble.
The gas phase resistance to mass exchange being negligible compared to the
liquid phase resistance, we can write (cf. section 1.5.3)

Jmass = kL∆C = kL(Ci − CL) (3.9)

where Jmass is the net mass flux (mass of CO2 exchanged per unit area of
interface), kL is the overall (i.e liquid here) mass transfer coefficient, Ci the
concentration of CO2 the interface, and CL the CO2 concentration in the liquid
bulk.
According to Henry’s Law, which states that the solubility of a gas in a liquid
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FIG. 3.6: Schematic of the model proposed for the early dissolution of a pure gaseous
species in a liquid. The species concentration in the liquid is initially negligible and
stays negligible as only a little dissolution occurs during this early regime.

is directly proportional to the partial pressure of the gas above the liquid, we
have the following relationship between the CO2 concentration at the interface
Ci and the CO2 partial pressure in the gas phase PG:

Ci = PG/kH (3.10)

where kH is Henry’s constant.

In the following discussion, we assume that the gaseous phase consists
purely of CO2, which implies that the partial pressure in CO2 is equal to
the gaseous pressure. As we are interested in the mass exchange in a liquid
phase that was stored in contact with air at atmospheric pressure, we can
reasonably assume that the liquid concentration in CO2 is negligible due to
the low partial pressure of CO2 in air. Moreover, because we are interested
here in the early behavior of the mass exchange process, i.e. just after the
two phases are brought in contact, one can reasonably assume that only little
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gaseous CO2 reaches the liquid phase:

CL ≈ 0 (3.11)

Combining these assumptions with Henry’s Law (equation 3.10), equation 3.9
gives:

J0 = kL∆C ≈ kLPG/kH (3.12)

According to this proposed model, the early mass flux J0 is expected to scale
with PG with a coefficient kD:

kD ≡
kL
kH

(3.13)

where kD [g.m-2.atm-1.s-1] is the dissolution coefficient associated with our sys-
tem. kL [m.s-1] and kH [atm.m2.g-1] are respectively the liquid mass transfer
coefficient and Henry’s constant for the system CO2/liquid. Overall, the coef-
ficient kD is a reliable parameter for characterizing the dissolution rate of given
fluid pairs and it combines the two fundamentals of gas absorption, namely,
saturation through kH and the dynamics at which the system approaches equi-
librium with kL [82].
We therefore expect the initial mass flux to be proportional to the gas injection
pressure PG:

J0 ≈ kDPG (3.14)

A schematic of the model is presented figure 3.6.

3.3 Dissolution in Alcohols and Alkanes

In this section we focus on the early dissolution process in a segmented
flow at low capillary number. We confront our experimental data with the
proposed model with success.

Carbon dioxide capture, and subsequent storage (CCS), can be a viable
route to reduce emissions of CO2 into the atmosphere. The widespread use
of CCS is currently limited by the cost and energy required for absorption
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and solvent regeneration. Selective and fast absorbing solvents are needed to
achieve commercial process efficiencies and to minimize capital cost. To design
processes and select solvents or mixtures thereof, the intrinsic properties of the
mass exchange process must be assessed. However, screening of the continuous
composition space becomes prohibitive with standard slow methods. Here, we
present a microfluidic method to characterize the dissolution process.

Following the presentation of our proposed model, where we found that
the dissolution mass transfer coefficient kD is a practical parameter to quan-
tify diffusive multiphase flow phenomena in microgeometries, we estimate the
dissolution of gaseous CO2 in both Alkanes and Alcohols by assessing kD.
Systematic studies in the homologous series of n-alkanes and I-alkanols (al-
cohols), are useful as these liquids might serve as simple model substances.
The systematic characterization of the kD is useful for comparing data with
forced-convection mass transfer processes and fluid properties models.

The test fluids for the study of CO2 in Alkanes range from n-Hexane to
n-Dodecane and from in Alkanes ranges from Butanol to Undecanol for the
Alcohols. Such a range allows for a clear estimation of the impact of the
carbon number on the gas dissolution dynamic. Here, our region of interest
is limited to the first 10w ∼ 2.5mm, but the pressures involved are limited,
as the test fluids all have a low viscosity. This results in a segmented flow in
the microchannel, a thin film of liquid separating the bubble and the micro
channel walls. As the bubbles travel downstream, they reduce in size due to
the dissolution of CO2 in the continuous phase.

3.3.1 Elimination of entrance effects

The generation of bubbles in low viscosity solvents at moderate Reynolds
numbers creates entrance effects, which impede us to study precisely the dis-
solution process. In figure 3.7 is represented the flow of two bubbles just after
their separation from the gaseous thread. Two cases are represented here:
(1) the case of a moderate Reynolds number (Re ∼ O(1)) (figure 3.7(a)) where
the entrance effects are very important. The associated evolution of the length
of the bubble is plotted and exhibits between 3 and 4 large oscillations initially.
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FIG. 3.7: Early behavior of the flow of bubbles at moderate Reynolds number (a);
Octane, PG = 18 psi; QL = 1,500µL/min, Re=322, and (b) low Reynolds number;
Decane, PG= 16.54 psi; QL =900µL/min, Re=78.

This is due to the generation of surface waves following the release of surface
energy when the bubble snaps. The waves are however dampened after the
bubble is convected over a distance Lentrance ≈ 6w.
(2) the case of a low Reynolds number (figure 3.7(b)) where the entrance ef-
fects are very quickly dampened. Because of the low value of the Reynolds
number, the impact of the bubble generation disappear after the bubble travels
a distance Lentrance ≈ 2w.

Such entrance effects impedes our ability to accurately follow the evolution
of the bubble length, we thus start our analysis of the mass exchange process
once the bubbles has been convected over a distance xr > Lentrance.
A more systematic study of the entrance effects will be tackled chapter 5.
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FIG. 3.8: (a) Superimposition of the contours of a bubble dissolving at low capillary
number. (b) Micrographs after the vanishment of entrance effect for (i) Decane, PG
= 16.54 psi; QL = 900µL/min (ii) Nonane, PG = 17.54 psi; QL = 1,100µL/min
(iii) Nonane, PG = 17.92 psi; QL = 1,400µL/min (iv) Dodecane, PG = 17.24 psi;
QL = 600µL/min (v) Heptane, PG = 16.04 psi; QL = 1,000µL/min (vi) Dodecane,
PG = 17.66 psi; QL = 900µL/min (c) Associated evolution of the bubble length

3.3.2 Early dissolution behavior

Contrary to the long scale dissolution of CO2 bubbles presented earlier, the
dissolution within our Region Of Interest (ROI) has a limited impact on the
structure of the flow. The bubble shape is constant, with only a variation in
length, as exemplified by the contours superimposition displayed figure 3.8(a).
Therefore, the volumetric rate of CO2 dissolved in the continuous phase can
be approximated by:

Qdiff ≈ −h2dd

dt
(3.15)

Here, we have neglected the presence of thin liquid film surrounding the
bubble. This is justified because at low capillary number (Ca< 10−2), we have
δ ≈ 0.02h [79].

The evolution of d versus t for a few experimental sets is displayed figure
3.8(b), and the associated first micrographs once xr > Lentrance is displayed
figure 3.8(c). The length of the bubbles appear to be decreasing linearly with
time, demonstrating a fast-diffusive behavior, as shown in the article by Sun
and Cubaud [41]. This regime is associated with early diffusive behavior, when

69



the concentration is essentially localized in the thin interfacial region between
the liquid and the gas phases. Typically, investigations on the mass exchange in
microgeometries overlook this regime to focus on the normal-diffusive regime.
To estimate the diffusive mass flux, the interfacial area of the bubble needs
to be estimated. To do so, one has two possibilities: (1)consider that the
mass exchange occurs through the entire bubble area (2)consider that the
mass exchange occurs solely through the cusp because the thin liquid film is
saturated. Because of the periodic contact of bubbles with the stagnant liquid
film, it is reasonable to assume that the concentration of CO2 in the liquid
film could saturate along the channel length [120]. This argument implies that
the mass exchange occurs only through the cusps, a consideration consistent
with some experimental results [117, 139]. Here, we approximate the cusps of
the bubbles by two hemispherical caps, leading to:

A ≈ 4π(h/2)2 (3.16)

We therefore have the following expression for the mass flux of CO2:

Jmass = ρCO2
Qdiff

A
≈ −ρCO2

1
π

dd

dt
(3.17)

The temporal evolution of dd
dt

is plotted figure 3.9 for a few representative flows
employing alcohols and alkanes. The legend specify the number of carbon nC in
the solvent (e.g. (nC)alkanes = 12 denotes the use of dodecane and (nC)alcohols =
8 the use of octanol). The rate at which the bubble length decreases varies only
slightly within the ROI, but do not display the saturation drop that occurs
when reaching the normal diffusive mode (where dd/dt ∼ t−1/2). This suggests
that within our region of interest, we are always within the early, fast diffusive
regime.
We define the initial mass flux as the averaged flux over the entire ROI:

Jmass,0 = 〈Jmass〉 (3.18)
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FIG. 3.9: Evolution of the rate at which the bubble’s axial length decreases for rep-
resentative flow conditions. The rate can be considered constant for both alkanes (a)
and alcohols (b), resulting in a constant mass flux Jmass within the ROI (according
to equation 3.17).

3.3.3 Comparaison to proposed model: the bubble as a
mass exchanger

To compare our experimental results to our model (see equation 3.14), we
plot the initial mass flux as a function of the gas injection pressure figure
PG (see figure 3.17) for the entire experimental data of alkanes and alcohols.
While our model predicted the initial mass flux to scale with PG, our exper-
imental results for the mass exchange in alcohols display a clear dependence
on the gauge injection pressure ∆P = PG − Patm (see figure 3.10(b)). This
fact suggests an exchange of species with absorption of carbon dioxide and
desorption of oxygen and nitrogen, both present in the liquid phase since they
were stored at atmospheric pressure.
Let us now consider the data for the dissolution in alkanes (see figure 3.17(a)),
as it display a slightly different behavior. Indeed , for a given solvent, the mass
flux appears to be proportional to neither to PG nor PG − Patm but PG − P0

with P0 > Patm and distinct for each solvent. These results argue that the
hypothesis of the bubble acting as a gas exchanger (CO2 out, N2 and O2 in)
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FIG. 3.10: CO2 Mass flux vs. the gas injection pressure for alkanes (a) and alcohols
(b). The slope of the fit for a same solvent gives an approximation of the dissolution
coefficient kD.

during the early regime is sound. Let us first consider the fact that nitrogen
is much less soluble in alcohols than in the alkanes by a factor of about a
hundred [140], which signifies that there is much less nitrogen in alcohols than
in alkanes. This means that alkanes are much more susceptible to transfer N2

to the bubble while CO2 is dissolved from the bubble to the solvent. This be-
havior consequently affects the mass flux we measure at the interface, as we do
not measure only the transfer of several species through the interface.It seems
that the microbubble acts as an efficient gas exchanger, both releasing CO2

(that dissolves in the surrounding liquid) and receiving nitrogen and oxygen
(species dissolved in the liquids, stored at atmospheric pressure). As a result,
the solvent effectively behaves as initially saturated with CO2 at a pressure
P0. The higher solubility of N2 in alkanes compared to alcohols thus explains
why our experimental result (P0)alkanes > (P0)alcohols ≈ Patm.
The fact that P0 increases with increasing molecular weight for the alkanes
also follow this hypothesis, since nitrogen is much more soluble in dodecane
than in hexane.
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FIG. 3.11: Coefficient of dissolution kD for alkanes (a) and alcohols (b) as a func-
tion of the length of their carbon chain.

3.3.4 The dissolution coefficient kD
The dissolution coefficient associated with the transfer of CO2 in a solvent

can be approximated by calculating the slope of the mass flux versus the gas
injection pressure (see figure 3.11). An interesting result is that the coefficient
kD ≈ kL/kH is independent of the flow conditions other than the gas injection
pressure. This result suggests that a stagnant film model (see section 1.5.2)
describes accurately the dynamics of the mass exchange through the caps,
since other models depend on a time scale dependent on the flow conditions
(e.g. the rate of fluid replacement).
The dissolution coefficient kD associated with a solvent is plotted as a function
of the length of the carbon chain in the solvent figure 3.11. For both alkanes
and alcohols, kD decreases with nc, meaning that at similar pressure, the
dissolution of CO2 is more effective in low molecular mass solvents than in
large. This result can seem surprising, as CO2 is typically more soluble in
large nc solvents, but this consideration is flawed as it only takes into account
the system at equilibrium. The dissolution coefficient on the other hand also
takes into account the dynamics at which the system reaches equilibrium.

We now consider the dependence kD = kL/kH for alcohols. In figure 3.12,
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FIG. 3.12: Reported values[141–143] for the coefficient of diffusion and Henry’s
constant for the system CO2/alcohols and CO2/alkanes. The values are plotted as
a function of the solvent carbon chain length.

experimental values [141–143] of the coefficient of diffusion D and Henry’s
constants kH for the systems CO2/alcohols are plotted as a function of the
length of the carbon chain of the solvent. Since our results suggest that the
stagnant film model is appropriate here, we have kL ∼ D. The literature
values exhibit a behavior D ∼ n−1.2

c , leading to kL ∼ n−1.2
c . Moreover, the

data obtained by Guzman et al. show kH ∼ n2/3
c . Combining the result, we

get kD ∼ n−1.86
c , very close to the kD ∼ n−1.8

c we obtained experimentally. This
rapid scaling analysis suggest the possibility to obtain some correlation for the
dissolution solely based on the fluids physicochemical properties. This topic
will be expanded section 4.4.

3.3.5 Conclusions

In this section we investigated the microfluidic dissolution of a pure CO2

gaseous phase in alcohols (nc from 6 to 11) and alkanes (nc from 6 to 12)
just after bubble generation. The dissolution is assumed to take place only
through the bubbles caps, and we compute the instantaneous mass flux from
the bubble to the liquid by tracking the reduction in bubble’s axial length.
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Within our ROI of length 10w after the hydrodynamic junction, the mass flux
is shown to be constant, suggesting that we observe an early, fast dissolution
regime during which the solvent is far from saturation.
The value of the mass flux is then compared to the gas injection pressure and
is successfully qualitatively compared to our model if the adsorption of species
from the liquid to the bubble is taken into account. The bubble behaves
as a gas exchanger and we have Jmass ∝ PG − P0, where P0 increases for
increasing desorption from the liquid to the bubble. By considering that the
mass exchange occurs as if the bubble dissolves itself in a solvent with a partial
pressure of CO2 P0, we obtain values kD: Jmass ≈ kD(PG−P0). The dissolution
coefficient kD is independent of the gas flow conditions other than the gas
injection pressure PG, which suggest that a stagnant film model describes
accurately the dynamics of the mass exchange through the caps.
A rapid scaling analysis suggest the possibility to obtain some correlation for
the dissolution solely based on the fluids physicochemical properties.
We failed to modify our model to take into account the desorption of nitrogen
and oxygen from the solvent to the bubble as a 2-species mass exchange across
an interface is a complex problem lacking a simple analytical description.
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Chapter 4

Early microfluidic dissolution of
CO2 bubbles in viscous oils

The content of this section is adapted from a paper published in Physical
Review E as a rapid communication [43].

4.1 Overview

The dissolution of gas in liquid is a physicochemical phenomenon essen-
tial to life and the environment. Many natural and industrial flow processes
depend on the rate of absorption and desorption of carbon dioxide gas in vari-
ous fluids, including respiration [144], air-ocean interactions [145], effusive and
explosive volcanic eruptions [146], advanced oil recovery [147], and polymer
synthesis [148]. Better understanding the dynamics of dissolving bubbles in
microgeometries is also important for the development of methods for the ef-
ficient capture of greenhouse gases in porouslike media.
In this section, we scrutinize the initial dissolution of CO2 bubbles within vis-
cous silicone oils under various microflow conditions. Periodic and monodis-
perse trains of bubbles are generated at a focusing section and the bubble shape
is monitored during forced convection mass transfer to study the relationship
between dissolution dynamics and oil molecular weight.
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FIG. 4.1: (a) Schematics of the microfluidic contactor. (b) Sketch of the typical
pressure P along the central channel with L � Ltot and P ∼ PG near the fluid
junction. (c)Micrographs of flow patterns with similar initial bubble size d0/w ≈
2.25, flow rates in µL/min, and viscosity in cS: Ca ≈ 2 (QL = 6, QG = 25, and
ν = 104), Ca ≈ 10−1 (QL = 380, QG = 341, and ν= 10), and Ca ≈ 10−2 (QL
= 800, QG = 670, and ν= 1). (d) Time series of bubble contour in the reference
frame of the bubble front for Ca ≈ 2 (∆t = 12 ms) [43]
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4.2 Experimental conditions

The experimental set-up is similar to the one presented in the low viscosity
section.
We focus on early bubble dynamics near the fluid junction over a distance
L ≈ 10w. Since the total length of our microfluidic network Ltot ≈ 100w is
large, the hydrodynamic resistance of pure gas flow is negligible in the inlet
channel and the typical capillary pressure is small Pcap ∼ 4γ/w ≈ 3 × 10−3

atm, we neglect both frictional pressure drop and capillary pressure effects in
our region of interest (ROI) and use PG as a control parameter for the bubble
pressure (figure 4.1(b)).
The test liquids are conventional polydimethylsiloxane oils with a kinematic
viscosity ν ranging between 1 and 104 cS. Silicone oil is useful for investigating
viscous flow phenomena since its viscosity depends on molecular weight M
while other properties, such as density and surface tension, remain nearly
constant. The wide range of viscosities probed, however, introduces large
differences in flow rates and pressure for each fluid pair investigated. Indeed,
assuming that the multiphase flow pressure drop ∆P = PG−Patm is essentially
dominated by the large dynamic oil viscosity η according to ∆P = cη(QL +
QG)Ltot/w4 with geometrical constant c ≈ 28.45 [77, 149], large flow rates
are obtained with small pressure using low-viscosity oils and small flow rates
are produced with large inlet pressure using high-viscosity oils. Nonetheless,
our versatile fluid injection method and image acquisition system permit a
systematic investigation of multiphase flows with both QL and QG varying
between 10 and 103 µL/min and PG between 1 and 5 atm. Accordingly, the
typical bubble residence time τ ≈ Lw2/(QL +QG) in the ROI ranges between
1 and 103 ms.
Due to significant gas absorption, bubbles display a reduction in size during
transport. To decorrelate dissolution from convection, we adopt a Langrangian
approach [150] and track individual bubbles to digitally extract their contours
as a function of time and location using custom-made IMAGEJ scripts and
MATLAB codes. Contours are then superposed onto a composite image for
inspection. To visualize bubble deformation, it is convenient to align time-
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FIG. 4.2: (a) Schematics of volume reconstruction method using the roundness r
of velocity contour plots of a single viscous flow in a square duct to calculate the
geometrical parameters of each bubble slice. (b) Comparison between local gas flow
rate Ω0/T and the inlet gas flow rate QG . Small flow rates QG associated with
highly viscous oil are calibrated using the local flow rate (arrow). The solid line
denotes Ω0/T = QG, with oil viscosity ν = 1 (�), 10 (◦),102 ( M), 103 (O), and 104

cS (♦) [43]

series contours with the bubble front (figure 4.1(d)).

4.3 Bubble volume reconstruction

For low Ca flows, elongated bubbles suffer a longitudinal shrinking while
front and rear curvatures are set with the channel geometry. In the high Ca
case, the very viscous fluid acts as a sheath material and strongly confines
bubbles to Stokes flow in a square duct.
To measure the mass diffusion flux during dissolution, it is important to deter-
mine the instantaneous bubble volume Ω(x, t) and interfacial area A(x, t). To
this end, we use our two dimensional contours to reconstruct three-dimensional
bubble shapes. We assume the profile in the third dimension conforms to the
contour plots of the velocity field of a single laminar flow in a square chan-
nel. Longitudinally slicing bubbles in pixel-wide "disks" of diameter Dc allows
us to estimate their area Ac using the roundness parameter r = 4Ac/(πD2

c )
of the associated contour plot of the velocity field circumscribing the bub-
bles (figure 4.2(a)). The bubble volume Ω(x, t) is then simply calculated by
summing individual areas Ac over the length of the bubble. Similarly, the
bubble interfacial area A(x, t) is computed by adding the perimeters of the
disks associated with purely viscous flows. We validate our bubble volume
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calculation method by comparing the inlet gas flow rate QG with its in situ
counterpart measurement Ω0/T , where Ω0 is the initial volume of the bubble
after breakup and T is the period of the bubble formation (figure 4.2(b)). The
calculated volume of deformed viscous bubbles ( e.g ., ν = 102 and 103 cS) is in
agreement with the input parameter. We note, however, a significant discrep-
ancy between the two measurements for the highly viscous situation ( ν = 104

cS). The very small gas flow rate produced in this case falls into the lower
range of the flow meter operating conditions (for QG below ∼ 30µL / min),
which systematically overestimates QG . In this case, we use the local flow
rate measurement Ω0/T as a reference to compute the actual gas flow rate QG .

4.4 Bubble dissolution

For every flow condition, the instantaneous bubble length d, interfacial
area A, and volume Ω are computed by digitally processing high-speed movies
(figure 4.3). To solely focus on gas dissolution effects, the time is set to zero
when the bubble rear is at a distance w from the junction. This method
allows for alleviating complex shape effects due to breakup with the presence
of quickly damped surface waves for low Ca and rapidly receding rear cusps for
large Ca. This approach results in no more than 15% truncation of the total
bubble residence time in the ROI. Following this operation, two general trends
are apparent. At low Ca, bubble shape parameters decrease steadily, while at
high Ca, parameters first exhibit a steady decrease before slowly stabilizing
for longer times.
The temporal evolution of bubble shape at a given pressure PG allows us to
measure the net mass flux according to

J = ρCO2
1
A

d(Ω0 − Ω(t))
dt

(4.1)

where ρCO2 = ρ0PG/Patm and ρ0 is the standard density of CO2. Mass transfer
operations are often described using a liquid mass transfer coefficient kL to
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FIG. 4.3: Temporal evolution of the normalized bubble size d/d0, interfacial area
A/A0, and volume Ω/Ω0 in the ROI: (a) viscous regime, Ca = 1.1, ν = 104 cS, and
PG = 2.7 atm and (b) capillary regime, Ca = 9×10−3, ν = 1 cS, and PG = 1.03
atm [43]
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relate mass flux and variation of solute concentration

J = kL∆C. (4.2)

Here measurements of J at the bubble level are useful to examine the influence
of flow and fluid properties on gas absorption in microgeometries. In the
early dissolution regime, data show a linear temporal evolution of both the
dissolution rate W = ρCO2d(Ω0 − Ω(t))/dt and the interfacial area A (figure
4.4(a)), which results in a steady mass flux J0 before a sharp decrease for long
residence times (figure 4.4(b)). The ensuing decline in J is attributed to a
solute concentration in the bulk reaching near equilibrium with the interfacial
concentration ∆C ∼ 0 and is referred to as saturation drop. This phenomenon
is not observed for low-viscosity flows due to their short bubble residence times
in the ROI. For each fluid pair, we calculate the early steady diffusive flux J0

and find a linear relationship with pressure according to

J0 = kD∆P , (4.3)

where ∆P = PG − Patm and kD is the dissolution coefficient (figure 4.4(c)).
This result can seem surprising as our model suggests that we would have
J0 ∝ PG(equation 3.14). Our experimental findings show that when the sol-
vent is initially exposed to air, J0 scales with the gage injection pressure ∆P .
This fact suggests an exchange of species with absorption of carbon dioxide
and desorption of previously dissolved nitrogen and oxygen molecules into
the bubble. As a result, the solvent effectively behaves as initially saturated
with CO2 at atmospheric pressure. Overall, the coefficient kD is a reliable
parameter for characterizing the dissolution rate of given fluid pairs and it
combines the two fundamentals of gas absorption, namely, saturation through
kH and the dynamics at which the system approaches equilibrium with kL [82].

Liquid mass transfer rates kL through a moving interface are typically
determined using a penetration model with kL ∼ (D/τ 1/2

c , where D is the
diffusion coefficient and τc the liquid contact time, i.e., the convective time
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FIG. 4.4: Diffusive mass flux of CO2 bubbles in silicone oils. (a) Example of evolu-
tion of diffusive mass flow rate Wand interfacial area A for ν = 103 cS. (b) Examples
of mass diffusion flux J with constant initial flux J0 for various oils, ν = 1 (�), 10
(◦),102 ( M), 103 (O), and 104 cS (♦). (c) Early flux J0 versus pressure PG for all
fluid pairs. The solid lines denote J0 = kD(PG − Patm).(d) Dissolution coefficient
kD as a function of oil molecular weight M . The solid line denotes kD = 3× 104M
[43]
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scale [52]. By contrast, in the case of a stagnant film, only molecular flux is
considered and Fick’s first law yields kL ∼ D/ε, where ε is the concentration
thickness. A cylindrical bubble in a square channel combines equivalents of
both moving and stagnant liquid-gas mass transfer surfaces with (a) the sides
in contact with the liquid film near the walls and (b) the end caps. Previous
work in the capillary regime showed that dissolution primarily occurs through
bubble end caps [41]. This situation is analogous to the stagnant film model
since gas is transferred into reservoirs of liquid traveling along with bubbles.
Recirculation motion in such liquid plugs tends to homogenize bulk concentra-
tion Coil and confines solute concentration variations to a thin liquid boundary
layer of thickness ε at the transfer surface.
For the CO2/silicone oil fluid pairs, the dissolution dynamics strongly depend
on the oil molecular structure.We express the oil viscosity η as a function of
molecular weight M and kD is found to steadily decrease with M according to
kD ≈ aM−1, with the prefactor a = 3× 104 g2/(mol.m2.s.atm) (figure 4.4(d)).
As the concentration thickness is expected to be proportional to the polymer
hydrodynamic radius ε ∼M1/2, our finding for kD suggests that

D/kH ∼M−1/2 (4.4)

According to the theory of the diffusion of polymer, diffusivity depends on
polymer concentration and molecular interactions and ranges between D ∼
M−1/2 for a dilute solution of polymer in a low-viscosity solvent and D ∼M−2

for self-diffusion in an undiluted polymer [52]. In particular, if hydrodynamic
interactions between individual polymers are neglected, theory predicts D ∼
M−1. Assuming such scaling for D yields a dependence for the Henry constant
such as kH ∼M−1/2 and implies that carbon dioxide solubility Ci ∼ k−1

H weakly
increases with the polymer molecular weight M . These arguments illustrate
the complexity in relating dissolution dynamics to fluid properties since models
used for kL, ε, and D strongly affect results for solubility. From a practical
standpoint, the determination of kD for a given liquid-gas pair provides a more
reliable and direct estimate of gas impregnation dynamics.
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4.5 Conclusions and Prospects

In this study, we analyze the morphology of dissolving carbon dioxide bub-
bles in oils from low to large capillary numbers and we extract the initial steady
mass transfer flux during gas absorption. We show that the dissolution mass
transfer coefficient kD is a practical parameter to quantify diffusive multiphase
flow phenomena in microgeometries. In particular, its systematic characteri-
zation is useful for comparing data with forced-convection mass transfer pro-
cesses and fluid properties models. Further developments should consider the
influence of gas exchange on partial pressure balance inside bubbles, as well
as polymer swelling [151] and potential modification of diffusion and solubility
coefficients during absorption [152]. Theoretical and numerical investigations
would provide insights into the factors affecting microfluidic dissolution pro-
cesses. This study is promising for the development of high-viscosity fluid
microflow contactors and for better characterizing gas dissolution processes in
complex fluids using microfluidic passages.
An interesting study would be to use a slightly longer ROI in order to ob-

serve the saturation drop after the early dissolution regime observed figure
4.4. By measuring the solvent concentration at which the saturation drop oc-
curs, one could identify a maximal concentration value after which the solvent
is effectively undiluted. This would allow to quantify our assertion that the
early dissolution regime happens until the solvent concentration is no longer
negligible.

4.6 Gaseous CO2 exchange in altered silicone
oils

A solution to get a better understanding of the gases exchange occurring
within the bubble (see section 3.3.3 for instance) is to alter the species con-
centration within the liquid constituting the continuous phase. There are then
two possibilities, either to enrich the liquid or to degas it. Both options were
attempted, and enriching the liquid emerged as the easiest solution to imple-
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ment in our lab. Using a simple in-house set-up (see figure 4.5(a)), we were
able to enrich the liquid within a syringe itself. The syringe is placed on a
vertical syringe pump and is connected with a the gas tank of CO2 at a pres-
sure Pe controlled using a miniature pressure regulator and measured with a
pressure sensor embedded along the feeding line. CO2 bubbles then dissolve
in the syringe and the pressure increases within the syringe until reaching
apparent equilibrium (i.e. when no more bubble appear in the liquid being
enriched), the syringe pump keeping the syringe closed. The syringe is also
turned several times around to ensure good mixing. The partial pressure of
CO2 within the liquid is then around Pe. This syringe is then directly used
to inject the liquid within the chip by simply turning on the syringe pump,
therefore allowing us to be reasonably certain of the partial pressure of CO2

within the liquid flowing in the microchannel (since the syringe is never let at
atmospheric pressure).
The dramatic growth of a CO2 bubble in an enriched viscous silicone oil can
be seen figure 4.5(b). We now try to explain this behavior. Assuming that
there was total equilibrium between the CO2 injected from the tank within
the syringe before injecting the solvent, the initial concentration of CO2 in the
oil is given by

C0,L = Pe
kH

, (4.5)

where Pe is the enrichment pressure (i.e. the tank pressure fed into the syringe
prior to the experiment) and kH the Henry’s constant associated with our fluid
pair (CO2/silicone oil).
The CO2 mass concentration within the bubble, assuming a ideal gas behavior
is given by:

C0,B = MPG
RT

, (4.6)

where M is the molar mass of CO2(44g/mol), PG [atm] the gas injection pres-
sure, R [m3.atm.K-1.mol-1] the ideal gas constant and T [K] the temperature
of the system. Neglecting the presence of other species in the system (nitrogen
and oxygen notably), there is initially a mass transfer from the liquid to the

86



FIG. 4.5: (a) Method to enrich silicone oil. (b)Experimental micrographs showing
the growth of a CO2 bubble as a function of time. The pressure within the bubble
is estimated at 2.1atm while the continuous phase is a 104 cS silicone oil previously
enriched with CO2 at 4.7atm.
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bubble if C0,L > C0,B, i.e. if

Pe >
MkH
RT

PG. (4.7)

Here we lack accurate values for kH , but according to the silicone oil man-
ufacturer (Gelest, inc), the solubility of gases in the oils does not vary sig-
nificantly for oils with viscosities greater than 10cS and is equal to kH ≈
5.63 × 10−4atm.m3.g-1. According to this value, we thus have gas exchange
from the liquid to the bubble if

Pe > 1.01PG. (4.8)

There is therefore stripping of the CO2 from the silicone oil if the oil partial
pressure in the liquid is higher than the gas injection pressure. This explains
the consequent CO2 sparging when Pe is much higher than PG as depicted in
the example of figure 4.5(b).

While such a growth can be explained by the transfer of dissolved CO2

from the oil to the bubble, the same experiment with an air bubble displays
a much more limited expansion. This experimental finding is unexpected, as
the CO2 gradient is stronger in the case of the air bubble and should result in
a more intense gas exchange. This suggests that several complex mechanisms
simultaneously occur at the bubble’s interface (the bubble certainly acts as
a gas exchanger). However, this phenomena needs to be more systematically
observed before making any conclusions.
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Chapter 5

Microbubbles in confined
viscous environments

An important step towards a more widespread usage of microfluidic meth-
ods resides in the ability to control and predict the flow behaviors as a function
of parameters such as the geometry and size of microfluidic devices, fluids flow
rates and properties. We have seen previously that depending on these pa-
rameters, distinct flow regimes can be observed (see section 1.3.6), and we
focus in this chapter on the characteristics of the segmented regime. The
popular geometries of the production of bubbles or droplets in the regime are
flow-focusing devices, T-junctions and co-flowing devices. In recent years, the
formation of bubbles in microgeometries has been widely applied in various
fields such as in materials synthesis [153, 154], encapsulation [155], chemical
mixing and reaction [28, 156], all based on the ability to generate a highly
uniform disperse phase in a continuous manner (e.g. [157]). Contrary to flows
in conventional devices, the laminar flow in microchannels allows for an ex-
tensive control both in space and time of the fluid-fluid interface, permitting
the relatively easy generation and control of periodic monodisperse bubbles or
droplets.
However, the bubble formation mechanisms at the microscale are still not es-
tablished, as can suggest the literature on the subject over the last few years
[73, 77, 136, 158, 159]. Currently, there is not a unifying picture of the bubble
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formation at the microscale: the equations predicting the flow characteristics
(bubble size, spacing between bubbles, frequency,...) are geometry-specific and
usually valid for a limited flow range.
In the first section of this chapter, we focus on the formation of bubbles in
flow-focusing devices, emphasizing on the impact of the liquid viscosity. We
will compare our experimental results to current models and present a unifying
scaling law valid for a wide range of capillary number.
In the second section of this chapter, we tackle the morphology of the flow
once the bubbles reach a steady shape, once again focusing on the impact of
the capillary number on the flow structure.

5.1 Flow in complex microgeometries

The displacement of gaseous bubbles in a liquid through capillaries of con-
stant cross section is of fundamental importance as it is used as a model in
many engineering and natural processes. Such prototypical multiphase flows
have been extensively studied using a theoretical approach, numerical tools
and experiments.
However, the convoluted paths in rock pores, packed beds and lung bronchiole
are much more complex than a single channel with a circular or rectangular
base. To incorporate this aspect into prototype pore scale models, researchers
have used periodically constricted geometries, as they produce flow fields that
are partially extensional and unsteady in the Lagrangian sense [160, 161]. Both
characteristics are expected to play a fundamental role to model multiphase
flows at the pore scale.

5.1.1 A Gallery of Fluid Motion

The content of this subsection is adapted from a paper that will be pub-
lished in Physics of Fluids in September 2014. The associated poster won the
Gallery of Fluid Motion Award at the 66th Annual Meeting of the APS DFD.
The general structure of the flow is depicted figure 5.1 and some of the most
striking images are compiled in figure 5.2, while the flows with no contact
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FIG. 5.1: (a) Entrance of a bubble train in the furrowed section of the microchannel.
(b) Creeping flow streamlines obtained using COMSOL for each geometry investi-
gated.

between the bubbles are tackled in next subsection.
Multiphase flows in confined geometries can exhibit a variety of intriguing

morphologies. At the small scale, the unique balance of forces produces flow
patterns that are typically governed by viscous and capillary effects. While
surface tension tends to minimize interfacial area with bubbles having spher-
ical shape, viscous laminar flows can also strongly deform bubbles in velocity
fields set with the channel geometry.
Here, the deformation of capillary surfaces is accentuated with the use of a
highly viscous carrier fluid (viscosity: 1,000 cS) and the presence of circular
cavities along a square microchannel (h = 250 µm) for smoothly modulating
flow velocity. In such viscous-dominated regime, air bubbles adopt a range
of shapes depending on their size and packing. In particular, when pass-
ing through a series of extensions and constrictions, bubbles are observed to
strongly elongate in accelerating flow regions and widen in decelerating flow
fields. These experiments illustrate the possibility to control the flow mor-
phology of microbubbles through the interplay between channel geometry and
viscous flow.
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FIG. 5.2: (a) Time series of air bubbles in 1,000 cS oil at high capillary number,
(b) Packing and arrangement of dissolving CO2 bubbles. (c) Increase of the air
volume fraction (from top to bottom). The two micrographs at the bottom show the
possibility to generate denser patterns with dissolving CO2 bubbles. (d) Increase of
the air volume fraction (from top to bottom). As bubble increase in size they are
subject to both extensional and contractive streamlines.
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5.1.2 Investigation on the motion of non-colliding bub-
bles in furrowed microchannels

The displacement of gaseous bubbles in a liquid through constant capillar-
ies is of fundamental importance as it is used as a model in many engineering
and natural processes. Such prototypical multiphase flows have been exten-
sively studied using a theoretical approach, numerical tools and experiments.
However, the convoluted paths in rock pores, packed beds and lung bronchiole
are much more complex than a single channel with a circular or rectangular
base. To incorporate this aspect into prototype pore scale models, researchers
have used periodically constricted geometries, as they produce flow fields that
are partially extensional and unsteady in the Lagrangian sense [160, 161]. Both
characteristics are expected to play a fundamental role to model multiphase
flows at the pore scale.
Monodisperse CO2 bubbles are periodically generated at the focusing section
of the square channels (h ≈250µm), with characteristics governed by the flow
conditions. The bubble trains then travel downstream through a square chan-
nel before reaching a rectangular channel with a width that varies sinusoidally
with the axial position x: w(x) = h + (M − h) sin(xπ/λ)2, while the channel
height is kept constant (h(x) ≈250µm).

The bubbles undergo uniaxial extension in the contraction sections and
biaxial expansion in the divergent sections of the channel and consequently
the bubble speed and shape vary with the bubble’s location. In order to un-
derstand the flow within such a micro channel, a 3D COMSOL simulation was
performed (see figure 5.3) and gave very satisfying results when compared with
experimental streamlines, detected by flowing glass beads in the channel. The
simulation was intended to obtain results such as the evolution of the velocity
in the center of the channel with the axial position in the case of a single phase
flow, which will be used to analyze the data.
At small to moderate capillary numbers, the bubbles recover a nearly circular
shape in the wide sections of the periodic tube. For large capillary number,
the bubbles are constantly deformed. Using an image processing script, we
are able to extract the bubbles shapes and velocity as they travel downstream
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FIG. 5.3: 3D COMSOL simulation for a single phase flow. Simulations are follow-
ing accurately the images obtained experimentally (b).

(see figure 5.5).
For flows in 10 cS oil, bubbles recover a nearly circular shape in the wide
sections of the channels. For large capillary number, the bubbles are perma-
nently deformed in traversing the narrow throat and do not recoil in the wide
sections. The asymmetry of the bubble’s motion (not the same shape when
entering/exiting the contraction) is given by the evolution wb/hb as a function
of the channel width at the bubble centroid wcd (see figures 5.4 and 5.5). The
asymmetry of the bubble motion appears to vary with Ca1/2 (see figure 5.6(a)),
a surprising result as the viscous regime is usually associated with higher flow
conformity.

A measure of the bubble deformation is given by

Db = P 2

4πAb
, (5.1)

where P and Ab are the bubble’s apparent perimeter and area (see figure 5.4).
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FIG. 5.4: (a)Channel geometry (b)Description parameters

Bubbles of similar size experience higher deformations when flowing through
the high viscosity oil (figure 5.6(b)). Moreover, in the viscous regime, the av-
eraged deformation does not depend solely on the bubble size but also in the
associated capillary number. This demonstrates and quantifies the impact of
viscous stresses on the bubble’s motion.
Investigations are still underway to obtain a better understanding of the

coupling of high viscosity flows with periodically constricted capillaries. Ex-
perimental data using a channel a less significant ratio M/H (see figure 5.7)
need to be thoroughly analyzed to quantify the impact of the viscous stresses
on the motion.

5.1.3 Bubble division in high viscosity oils using a Y-
Shaped Microchannel

The use of high viscosity fluids as a continuous phase and the resulting
high capillary flows have an untapped potential in terms of flow control.
When flowing bubbles through a channel splitting symmetrically in two, the
bubbles will either flow through one or the other outlet. If the experiment has
been carefully realized, one can obtain an alternative flow of bubbles: if one
bubble goes to one of the outlet, then the following one will exit the junction
through the other one. However, when the continuous phase is a viscous oil,
one can easily reproduce the behavior displayed on figure 5.8: the bubble
will split exactly in two equal bubbles. Such behavior could be scaled up to
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FIG. 5.5: CO2ubble motion and deformations in 1 and 103 cS oils.
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FIG. 5.6: (a) Asymmetry of bubble motion as a function of Ca. (b) Average defor-
mation as a function of the capillary number and the bubble size.

produce smaller and smaller bubbles, depending on the number of Y-shaped
junctions.
Another interesting situation is represented figure 5.8: the flow of a multiphase
flow through an expanding chamber divided in three section effectively results
in the obtention of a single phase enriched liquid through the side outlets and
a multiphase flow through the central outlet.

5.1.4 Bubble arrangement in a diverging/converging mi-
crochannel

Trains of bubbles are formed by focusing streams of air and viscous sil-
icone oil into a square micro channel (w ≈250µm) that is connected to a
diverging/converging slit microfluidic chamber. The flow rates necessary to
obtain formations deemed interesting, and not only a train of bubble slowing
down in the diverging section before accelerating in the converging section,
are high. Because the formation of a structure in the chamber affects the
bubble generation at the stream junction through a variation in flow rate and
pressure, the flows were hardly stable. However, one can sometimes obtain
"pseudo-organized" structures in the micro chamber (see figure 5.9). Even if
transient and potentially unstable because of a possible coalescence cascade,
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FIG. 5.7: Experimental data using a different microchannel with M = 2. Bubble
deformation over a cycle for a bubble flow in (a) 1 cS and (b) 103 silicone oils.
Front and rear bubble velocities as a function of the front and rear bubble coordinate
for a bubble flowing in (a) 1 cS and (b) 103 silicone oils.
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FIG. 5.8: (a)Bubble division using a Y-shaped channel in a high viscosity oil
(b)Zoom on the bubble splitting in two (c)A geometry enabling to have a multi-
phase flow flowing through inlet i and obtaining enriched liquid from outlets e1 and
e3
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FIG. 5.9: Formation of complex structures when air bubbles flowing into viscous
oil (104cS) enter the microfluidic chamber. (a)Pseudo-organized structure (b) Time
lapse of a catastrophic bubble coalescence, resulting in extreme air/oil interfaces

one can be amazed by the symmetry of these formations. Under the right
conditions, we can even observe ultra-rapid catastrophic bubble coalescence,
resulting in highly peculiar interface shapes.

5.2 Formation by hydrodynamic focusing at a
cross shaped mixing section

In this section, we examine the fluids’ dynamics leading to the generation
of periodic mono disperse trains of bubbles at the hydrodynamic focusing sec-
tion of a square micro channel (h ≈250µm).
The mechanisms leading to bubble pinch-off in confined geometries at low cap-
illary number have been extensively studied [73, 162, 163] and revealed that
the collapse proceeds through a series of equilibria, each yielding the minimum
interfacial energy of the fluid-fluid interface. The process is slow in comparison
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to typical relaxation speeds of the interface, and it is reversible. Its quasistatic
character of collapse forms the basis for controlled, high-throughput genera-
tion of monodisperse fluid dispersions.
The mechanisms leading to the generation of bubble trains in a high viscos-
ity fluid have not been unraveled, and while some researchers have presented
experimental data [159], we lack a precise description of the dynamics of the
pinch-off at large capillary numbers. At low capillary numbers, the bubble for-
mation is supposedly controlled by one of the two mechanisms: the squeezing
mechanism or the shearing mechanism. Although both the squeezing mech-
anism and shearing mechanism for bubble formation could estimate well the
bubble size in corresponding experiments, they have significant divergence on
evaluating the role of liquid properties during bubble formation. The squeez-
ing mechanism supports that the effect of the liquid viscosity on the bubble
formation is negligible.

Overall, the understanding of liquid viscosity on the bubble formation in
microfluidic devices remains obscure: the role of the liquid viscosity on the
bubble formation is significant according to the shearing mechanism but it is
negligible following the squeezing mechanism. This section aims to study the
formation of air bubbles in silicone oils with a viscosity ranging from 1cS to
104 cS.

5.2.1 Time remaining before pinch off

We examine the fluids’ dynamics leading to the generation of periodic
monodisperse trains of bubbles at the hydrodynamic focusing section of a
square microchannel (h =250µm).
Using a high-speed camera, we visualize the formation of bubbles at the

focusing section. The frame rates being limited by the camera specs and the
dimensions of the field of view, we are unable to record the bubble generation
at frame rates higher than 10,000 frame per second.
Such frame rates are not sufficient to capture the details of the dynamics

during the pinch off of the gaseous thread: at low viscosity, the bubble gener-
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FIG. 5.10: Schematic of the interfacial contour and geometrical parameters of the
axisymmetric gaseous neck.

FIG. 5.11: (a) Evolution of the time after separation tp vs. the x-coordinate of
the rear of the bubble. The black curve is the reference curve for which (xr)0) is
minimum while the continuous green curve is a typical curve from the same data
set. For each curve, (tp)0 is interpolated to be on the reference curve, consequently
translating the whole curve by a value ∆t (see dotted green curve). Assuming the
velocity of the rear of the bubble to be constant in the first instants, it means that
the first image of associated with the green curve happens not at t = 0 but at t = ∆t.
(b) Evolution of the thickness of the neck as a function of the measured (full dots)
and interpolated (empty dots) remaining time until pinch-off. Note that because the
associated frame rate is 10kfps, the measured data is obtained for t = 0.1, 0.2, ....
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ation process sometimes takes less than 1 ms. However, the recording time is
long compared to the bubble generation period: recordings typically capture
at least a dozen bubble generations. We use the periodicity of the multiphase
flow to extract additional information by estimating the time before break up
for each sequence.
For a given image sequence, we plot the distance between the mixing section
entrance and the bubble rear xr as a function of time after the bubble separa-
tion tp. However, because the rate of discretization (i.e the frame rate) is slow
compared to the characteristic time of cusp relaxation, two different states
are described to happen just after the bubble separation at tp = 0. In figure
5.11(a) is displayed the two extremum of the image sequence: the bubble for
which the initial rear coordinate (xr)0 is minimum and the one for which it is
maximum. The reader has to keep in mind that the flow is highly regular and
periodic, such discrepancy between two situations described to happen at the
same moment is only due to the low frame rate.
To correct this discrepancy, we use the bubble separation for which (xr)0 is
minimum as a reference and interpolate the other curves assuming that the
cusp relaxes at a constant velocity. This allows us to obtain a more accurate
description of the dynamics (see figure 5.11).

We define the remaining time to pinch of τ as

τ = T − t, (5.2)

where T is the period of bubble generation and t the time after break-up,
making τ the remaining time to pinch-off. We normalize τ by the capillary-
inertial time scales,

τcap =
√
ρLh3

γ
, (5.3)

where ρL is the oil density, h the channel height (and width since square cross-
section) and γ the surface tension of the system gas/solvent. One should note
the values of τcap hardly change when varying the silicone oil viscosity as we
have τcap ≈ 0.00085s within 2% for viscosities from 1 to 104 cS. This is due
to the fact that the silicone oils properties hardly change when varying its
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viscosity.

5.2.2 A few typical flows

The dynamics of the bubble generation are depicted for various viscosity
from figure 5.12 to 5.15.
We first describe the evolution of the neck of the gas thread while it is being
squeezed by the continuous phase by measuring the curvature at the neck κn
as well as its width wn as a function of time (see figure 5.10). At low viscosity,
the growth of the curvature leading to the bubble generation appears to be
slow before dramatically increasing prior to the separation of the bubble. At
high viscosity, the values of the curvature are much lower and its evolution is
smoother: there is no catastrophic collapse of the gaseous thread. The basics
of the image processing to obtain both the curvature and the width of the neck
are described in the appendix.
Depending on the value of the capillary number Ca,

Ca = ηVB
γ

(5.4)

one can find distinct behavior and time scales associated with the bubble
generation. One can notice that the thinning process of the gaseous thread
follows a power law within thef last moments of break-up, and that for all
capillary numbers:

wn/h = A( τ

τcap
)α. (5.5)

While most studies are limited to a certain range of capillary number and thus
report a single value for α, we are able to measure its value for a wide range of
capillary numbers. α is plotted figure 5.16 against the flow capillary number.

This is the first time such a wide range of α value is reported in the literature
for a bubble break-up in a co-flowing liquid. We are currently building a model
to attempt to explain such a behavior for α. Most studies report α values for
Ca ∼ 10−1 and thus obtain α ≈ 1/3. Studies of bubble break-up due to
buoyancy in a quiescent viscous liquid [162, 164] reported an increase of α
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FIG. 5.12: Plot of the curvature and width of the neck vs non-dimensional time
remaining after break-up. The silicone oil viscosity is ν = 1 with a flow rate QL =
360µL/min. The CO2 injection pressure is PG = 14.72psi and the measured gas flow
rate QG = 0.53sccm. The capillary number associated with this flow is Ca ≈ 10−2.
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FIG. 5.13: Plot of the curvature and width of the neck vs non-dimensional time
remaining after break-up. The silicone oil viscosity is ν = 10 with a flow rate
QL = 380µL/min. The CO2 injection pressure is PG = 17.63psi and the measured
gas flow rate QG = 0.41sccm. The capillary number associated with this flow is
Ca ≈ 0.1.
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FIG. 5.14: Plot of the curvature and width of the neck vs non-dimensional time
remaining after break-up. The silicone oil viscosity is ν = 103 with a flow rate
QL = 220µL/min. The CO2 injection pressure is PG = 32.13psi and the measured
gas flow rate QG = 0.53sccm. The capillary number associated with this flow is
Ca ≈ 1.
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FIG. 5.15: Plot of the curvature and width of the neck vs non-dimensional time
remaining after break-up. The silicone oil viscosity is ν = 104 with a flow rate
QL = 14µL/min. The CO2 injection pressure is PG = 68.81psi and the measured
gas flow rate QG = 0.15sccm. The capillary number associated with this flow is
Ca ≈ 7.
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FIG. 5.16: Plot of α versus the capillary number for an oil viscosity ν = 1 (�), 10
(◦),102 ( M), 103 (O), and 104 cS (♦). Filled symbols refer to the break-up of CO2
bubbles while empty symbol refer to the break-up of air bubbles.

with the liquid viscosity. However, their model is not applicable to our case.

Additionally, one can notice a different behavior in the curvature of the
neck for high value of Ca (see figure 5.15), as the curvature stays constant
during the last moment of break-up. On the other hand, at lower capillary
numbers, the curvature tends to rapidly increase in the last instants (see for
instance figure 5.14). In that case, the neck becomes less and less slender, while
the opposite happens at high Ca. We suspect that this can be explained by
the fact that at high capillary numbers the viscous stress convects the bubble
further from the junction as it is being pinched. However, a more systematic
study of our data is needed to systematically inspect this phenomenon.

5.3 Segmented flow in square microchannel

In the following paragraph, we describe the shape of the bubbles generated
in silicone oils of various viscosities. As elongated droplets are often described
with ellipses [165], we fit the front and rear caps of individual bubbles with
ellipses having semi-major axis a and semi-minor axis b. This method allows
us to measure bubble front and rear curvature with a/b2 as well as to estimate
the bubble lateral extension with 2b (see figure 5.17). Incidentally, although
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the liquid film thickness δ near the walls is not uniform along the bubble due
to its finite length [88], measurements of b are useful for estimating the film
thickness according to δ = w− 2b. For low capillary numbers, we find 2b ∼ w

since the film is very thin and not readily visible. When Ca > 10−2, the scaling
2b/w = 0.75Ca−0.06 yields good agreement with experimental data. The pre-
vious scaling enables the development of a simple model to predict the initial
bubble volume Ω0 in the viscous regime. By considering the initial bubble to
be a cylinder of radius b and length d0, we expect Ω0 ∼ d0b

2, which leads to
a single master curve relating the bubble’s initial volume, the liquid volume
fraction αL and the capillary number.
The curvature of the bubble front is evaluated using the ellipse method for all
flows and scales as κF/w = 5.25Ca0.2, with values ranging from 2w (nearly
spherical front cap) to 7w for high capillary numbers. We also find that the ra-
tio of the rear to the front curvature κR/κF is an original and useful parameter
to describe bubble shape in confined microgeometries and allows for examining
the crossover between capillary and viscous regimes. At low capillary number,
the rear curvature matches the front curvature as capillary stresses dominate
viscous stresses. As the capillary number increases, the curvature of the rear
cap decreases sharply before becoming null around Ca = 0.5. As viscous
effects become predominant, bubbles adapt to viscous flow conditions and as-
sume a bullet-like shape, see figure 5.18.
At high Ca, the recirculation region located behind the trailing meniscus and
surrounding the flow centerline flattens the rear of the bubble and can even
produce a reentrant cavity for very large Ca.

Here, we reported for the first time a basic description of the bubble shape
over a wide range of capillary number. The simple relationship relating pa-
rameters such as a , b and κF with the capillary number could be very useful
to validate numerical simulations for various flow conditions.
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FIG. 5.17: Bubble description as a function of the capillary number with oil viscosity
ν = 1 (�), 10 (◦),102 ( M), 103 (O), and 104 cS (♦). (a) Fit of the bubble front using
an ellipse. (b) Initial calculated volume (c) Curvature of the bubble front. (d) Ratio
between the rear cap curvature and the front cap curvature vs capillary number.
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FIG. 5.18: (a) Evolution of the bubble shape as the capillary number increases. The
first image is from a simulation by Taha et al. [81]. (b) Evolution of the bubble rear
as the capillary number increases.
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Chapter 6

Conclusions and prospects

This thesis presents several contributions to the field of multiphase flows
in microgeometries:
- The investigation of the long scale behavior of dissolving CO2 bubbles in
water allowed us to establish a relationship between the phase distribution and
the gaseous and liquid flow rates. The saturating, coalescing and dissolving
regimes are scrutinized and characterized. The morphological and dynamical
transition from segmented to bubbly flow is also examined, while the bubble
velocity is showed to depend solely on its size.

- A simple model is proposed for the initial gas-liquid mass exchange in
microgeometries and is successfully confronted to experimental results with
different solvents (alkanes, alcohols, silicone oils). A practical coefficient kD
is presented to assess the initial dissolution rate of given fluid pairs which
combines the two fundamentals of gas absorption, namely saturation and the
dynamics at which the system approaches equilibrium.

- The early behavior (just after the two phases are brought in contact)
of CO2 micro bubbles in alkanes and alcohols is investigated. In this regime
during which most of the mass exchange occurs, the dissolution dynamics
appear to depend solely on the concentration gradient between the two phases
and not on the hydrodynamics. This result is fundamentally different from
what researchers had found at longer times and suggests that in this regime
the mass exchange is non-inhibited.

113



- The initial microfluidic dissolution regime of CO2 in oils is investigated
over a wide range of viscosity from low to very high. By analyzing the mor-
phology of dissolving bubbles from low to large capillary numbers, we extract
the initial steady mass transfer flux during gas absorption. Again, our basic
model is respected at the early times and the dissolution coefficient kD is used
to quantify the mass exchange process.

- The flow morphology of microbubbles in confined viscous environments is
explored within several microgeometries. We show that bubbles shapes depend
on the capillary number and that an increase in viscosity has a tremendous
impact on the flow structure. Using complex microgeometries, we present a
wealth of patterns attainable at large capillary number.

- We scrutinize the bubble generation by hydrodynamic focusing at a cross
shaped mixing section and specifically consider the impact of the viscosity on
the formation dynamics. We show that the capillary number has a considerable
impact on the process, but that most of the general scaling law are still valid
at large capillary number.
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Appendix A

ImageJ Script for Bubble
Tracking

Listing A.1: ImageJ macro for the obtention of the coordinates and curvature

1 //Path to the folder where are located the original images
2 folder_src ="/Users/martin/Documents/EXP3/SOURCES/CO2 PDMS/1cst/";
3 //Path to the folder where the processed images will be saved
4 folder_dest_parent="/Users/martin/Documents/cusp_study/CO2/";
5 //definition of the identifiers to keep info. regarding gas and viscosity
6 gas="CO2";
7 digit="1";
8
9 //Listing of the content of the folder "folder" before starting the loop. The name of each subfolder is stored

in an
10 //array of strings "folder_name" and the number of processed images it holds (needed when importing the

image sequence)
11 list_f=getFileList(folder);
12 folder_name = newArray("");
13 folder_length= newArray("");
14 for (i=0; i<list_f.length; i++) {
15 if (endsWith(list_f[i], "kfps/")==1){
16 folder_name=Array.concat(folder_name, folder+substring(list_f[i], 0, lengthOf(list_f[i])-1));
17 temp_folder_length=getFileList(folder+ list_f[i]);
18 nbr_slice=temp_folder_length.length;
19 folder_length=Array.concat(folder_length, nbr_slice);
20 }
21 }
22 folder_name=Array.slice(folder_name,1);
23 folder_length =Array.slice(folder_length,1);
24
25 //Here begins LOOP1, which goes through each of "folder" subfolder and processes them
26 for (i=0; i<folder_name.length; i++) {
27 run("Clear Results");
28 roiManager("reset");
29 sequence_folder=folder_name[i];
30 nbr_slice_seq= folder_length[i];
31
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FIG. A.1: Visual summary of the ImageJ macro displayed in listing A.1
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32 //name_folder contains the path to the folder folder_name[i] of interest
33 name_folder=substring(sequence_folder, lengthOf(File.getParent(sequence_folder))+1, lengthOf(

sequence_folder));
34
35 //some basic string manipulation are required to extract the identifiers (which are the gas injection
36 //pressure, the gas flow rate sccm, the liquid flow rate QL_2 and the frame per seconds of the

recording)
37 //from string name_folder
38 sub_name=split(name_folder, "/ psi sccm kfps .");
39 sccm=parseInt(sub_name[0])+parseInt(sub_name[1])/100;
40 pressure=parseInt(sub_name[2])+parseInt(sub_name[3])/100;
41 pressure1= sub_name[2];
42 pressure2=sub_name[3];
43 digit_out=digit_out_ini;
44 QL_2=parseInt(sub_name[4]);
45
46 //Display of the path and the identifiers associated with the
47 //processed folder
48 print("["+i+"]: "+"sccm:",sccm,"pressure:",pressure,"QL/2:",QL_2,"kfps:",kfps);
49
50 //generation of the destination directory "folder_dest_parent" if it does not exist yet
51 if (File.exists(folder_dest_parent)!=1)
52 File.makeDirectory(folder_dest_parent);
53 //create folder_dest_parent +1cst
54 folder_last=substring(folder, lengthOf(File.getParent(folder))+1, lengthOf(folder));
55 dir_dest= folder_dest_parent+folder_last;
56 if (File.exists(dir_dest)!=1)
57 File.makeDirectory(dir_dest);
58
59 //formation of the text file name using a string
60 //structure similar to the one used to save the original
61 //files: 0.15sccm15.69psi.625.625.10kfps for the file
62 //corresponding to the flow of CO2 in 1cSt oil (see digit and
63 //gas at the beginning of the code) with a gas flow rate of
64 //0.15 CCM (STP), injected at 15.69psi, with an oil flow
65 //of 625+625=1250 muL/min and recorded at 10kfps
66 new_name=toString(sccm)+"sccm"+toString(pressure)+"psi."+toString(QL_2)+"."+toString(kfps)+"

kfps";
67 //definition of the paths where the results will be saved
68 dir_dest_TIF=dir_dest+new_name+".tif";
69 dir_dest_ZIP=dir_dest+new_name+".zip";
70 dir_dest_TXT=dir_dest+new_name+".txt";
71 dir_dest_resliceTIF=dir_dest+"reslice"+new_name+".tif";
72 //results column name
73 name_parameter="par_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2,0);
74 name_xfront="xfront_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2,0);
75 name_areafront="areaf_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2,0)

;
76 name_tsep="tsep_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2,0);
77 name_xradius="xcent_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2,0);
78 name_yradius="ycent_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2,0);
79 name_curvature="curv_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2,0)

;
80
81 //Import original sequence toi ImageJ
82 run("Image Sequence...", "open=sequence_folder number=nbr_slice_seq starting=1 increment=1 scale

=100 file=[] sort");
83
84 //the image is straightened if need be
85 run("Line Width...", "line=1");
86 setTool("line");
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87 title = "WaitForUserDemo";
88 msg = "Draw a line following the wall of the channel, then click \"OK\".";
89 waitForUser(title, msg);
90 if (selectionType!=5)
91 exit("Straight line selection required");
92 getLine(x1, y1, x2, y2, lineWidth);
93 getPixelSize(unit, width, height, depth);
94 x1*=width; y1*=height; x2*=width; y2*=height;
95 angle_l = getAngle(x1, y1, x2, y2);
96 if (angle_l>180)
97 angle_l = angle_l-360;
98 run("Rotate... ", "angle=angle_l grid=10 interpolation=Bilinear stack");
99 run("Select All");

100 //record the angle value in a result table
101 setResult(name_parameter, 0, angle_l);
102
103 //the first zoom is set manually and its coordinates saved
104 msg = "Crop from the left of the side channels to the extremity of the gaseous thread just before

separation (centered relative to the center of the channel). \"OK\".";
105 waitForUser(title, msg);
106 getSelectionBounds(x_zoom1, y_zoom1, width_zoom1, height_zoom1);
107 run("Crop");
108 titre=getTitle();
109 //save zoom1 coordinates
110 setResult(name_parameter, 1, x_zoom1);
111 setResult(name_parameter, 2, y_zoom1);
112 setResult(name_parameter, 3, width_zoom1);
113 setResult(name_parameter, 4, height_zoom1);
114
115 //the threshold is set appropriately (checked visually)
116 title = "WaitForUserDemo";
117 msg = "Set the value of Threshold , BUBBLE IN BLUE [Huang+OverUnder]. Typical 190-255.\"OK

\".";
118 waitForUser(title, msg);
119 getThreshold(lower, upper);
120 setThreshold(lower, upper);
121 run("Convert to Mask", "method=Huang background=Light");
122 //save threshold values
123 setResult(name_parameter, 5, lower);
124 setResult(name_parameter, 6, upper);
125
126 //image processing to fill the holes (flat interface appears white)
127 run("Invert", "stack");
128 run("Colors...", "foreground=white background=black selection=red");
129 width=getWidth();
130 height=getHeight();
131 temp_w= width+1;
132 run("Canvas Size...", "width=temp_w height=height position=Top-Right");
133 makeRectangle(0, 0, temp_w, 2);
134 run("Fill", "stack");
135 temp_h= height-2;
136 makeRectangle(0, temp_h, temp_w, 2);
137 run("Fill", "stack");
138 run("Fill Holes", "stack");
139 run("Select None");
140 run("Canvas Size...", "width=width height=height position=Top-Right");
141
142 //using zoom1, we determine when the bubble separation occurs
143 //a separation is identified by a discontinuity in the front coordinate of the gaseous thread
144 nb_total_slice=nSlices;
145 x_front=newArray(nb_total_slice);
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146 height =getHeight();
147 for (slice_nb=0; slice_nb<(nb_total_slice); slice_nb ++) {
148 setSlice(slice_nb+1);
149 height =getHeight();
150 run("Select None");
151 doWand(5, round(height/2));
152 getSelectionBounds(x_sb, y_sb, width, height);
153 x_front[slice_nb]=width;
154 setResult(name_xfront, slice_nb, width);
155 getStatistics(area_f);
156 setResult(name_areafront, slice_nb, area_f);
157 }
158 //detection of separation, ie when bubble is generated
159 separation=newArray("0");
160 for (slice_nb=0; slice_nb<(nb_total_slice-1); slice_nb ++) {
161 if ((x_front[slice_nb+1]<(x_front[slice_nb]-0.25*x_front[slice_nb]))&&(separation[separation.

length-1]!=(slice_nb+1))){
162 separation=Array.concat(separation,slice_nb+2);
163 }
164 }
165 separation = Array.slice(separation,1);
166 separation=Array.concat(separation, separation[separation.length-1]);
167
168 //we generate a time array that is reset at 0 when there is separation
169 j=0;
170 j_sep=0;
171 delta_t=separation[0]-1;
172 do{
173 p=0;
174 do {
175 value_t=-delta_t+p;
176 setResult(name_tsep,j, value_t);
177 j=j+1;
178 p=p+1;
179 } while (value_t<0);
180 j_sep=j_sep+1;
181 delta_t=separation[j_sep]-separation[j_sep-1]-1;
182 } while (j_sep<(separation.length-1));
183
184 //here we define zoom2, the zoom necessary to extract info. on the gaseous neck
185 run("Select All");
186 setTool("rectangle");
187 setSlice(separation[0]-1);
188 msg = "Crop from the left of the side channels to the extrimity of the curve just before separation.

CUT IT below the center. \"OK\".";
189 title = "WaitForUserDemo";
190 waitForUser(title, msg);
191 getSelectionBounds(x_zoom2, y_zoom2, width_zoom2, height_zoom2);
192 run("Crop");
193 //save zoom2 coordinates
194 setResult(name_parameter, 7, x_zoom2);
195 setResult(name_parameter, 8, y_zoom2);
196 setResult(name_parameter, 9, width_zoom2);
197 setResult(name_parameter, 10, height_zoom2);
198 }
199 //visual verification of the result using ROI manager
200 // visual validation
201 title = "WaitForUserDemo";
202 msg = "Check if it works well. Then press \"OK\".";
203 waitForUser(title, msg);
204 //if validated, data is saved un text files. The ROI is also saved for future use.
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205 roiManager("Save", dir_dest_ZIP);
206 roiManager("reset");
207 saveAs("Tiff", dir_dest_TIF);
208 selectWindow("reslice"+titre);
209 saveAs("Tiff", dir_dest_resliceTIF);
210 saveAs("Results", dir_dest_TXT);
211 run("Close All");
212 }

Listing A.2: ImageJ macro for the obtention of the coordinates and curvature
1 //Path to the folder where are located the processed images obtained previously [zoom2]
2 folder_src="/Users/martin/Documents/cusp_study/CO2/1cst/";
3 //identifiers used to name the text files under which the results of this macro are saved
4 gas="CO2";
5 digit="1";
6

7 //Listing of the content of the folder "folder_src" before starting the loop. The name of each subfolder is
stored in an

8 //array of strings "folder_name" and the number of processed images it holds (needed when importing the
image sequence)

9 list_f=getFileList(folder_src);
10 folder_name = newArray("");
11 folder_length= newArray("");
12 for (i=0; i<list_f.length; i++) {
13 if ((endsWith(list_f[i], ".tif")==1)&&(startsWith(list_f[i],"reslice")==0)){
14 folder_name=Array.concat(folder_name, folder_src+substring(list_f[i], 0, lengthOf(list_f[i])));
15 temp_folder_length=getFileList(folder_src+ list_f[i]);
16 nbr_slice=temp_folder_length.length;
17 folder_length=Array.concat(folder_length, nbr_slice);
18 }
19 }
20 folder_name=Array.slice(folder_name,1);
21 folder_length =Array.slice(folder_length,1);
22

23 //Here begins LOOP1, which goes through each of "folder_src" subfolder and processes them
24 for (i=0; i<folder_name.length; i++) {
25 run("Clear Results");
26 roiManager("reset");
27 sequence_folder=folder_name[i];
28 name_folder=substring(sequence_folder, lengthOf(File.getParent(sequence_folder))+1, lengthOf(

sequence_folder));
29 //name_folder contains the path to the folder folder_name[i] of interest
30 //some basic string manipulation are required to extract the identifiers (which are the gas injection
31 //pressure, the gas flow rate sccm, the liquid flow rate QL_2 and the frame per seconds of the

recording)
32 //from string name_folder
33 sccm_i=indexOf(name_folder, "sccm");
34 sccm=parseFloat(substring(name_folder, 0, sccm_i));
35 psi_i=indexOf(name_folder, "psi");
36 pressure=parseFloat(substring(name_folder, sccm_i+4, psi_i));
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FIG. A.2: Visual summary of the ImageJ macro described in listing A.2
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37 pressure1=floor(pressure);
38 pressure2=(pressure-floor(pressure))*100;
39 QL_2_i=indexOf(substring(name_folder, psi_i+4), ".");
40 QL_2= parseInt(substring(name_folder,psi_i+4, psi_i+4+QL_2_i));
41 kfps_i=indexOf(substring(name_folder, psi_i+4+QL_2_i), ".");
42 kfps_2i=indexOf(substring(name_folder, psi_i+4+QL_2_i), "kfps");
43 kfps = parseFloat(substring(name_folder, psi_i+4+QL_2_i+kfps_i+1, psi_i+4+QL_2_i+kfps_2i));
44 //Display of the path and the identifiers associated with the
45 //processed folder
46 print(name_folder);
47 print("["+i+"]: "+"sccm:",sccm,"pressure:",pressure,"QL/2:",QL_2,"kfps:",kfps);
48 //generation of the destination directory "dir_dest" if it does not exist yet
49 dir_dest=folder_src+"/curvature/";
50 if (File.exists(dir_dest)!=1)
51 File.makeDirectory(dir_dest);
52 //formation of the text file name using a string
53 //structure similar to the one used to save the original
54 //files: 0.15sccm15.69psi.625.625.10kfps for the file
55 //corresponding to the flow of CO2 in 1cSt oil (see digit and
56 //gas at the beginning of the code) with a gas flow rate of
57 //0.15 CCM (STP), injected at 15.69psi, with an oil flow
58 //of 625+625=1250 muL/min and recorded at 10kfps
59 new_name=toString(sccm)+"sccm"+toString(pressure)+"psi."+toString(QL_2)+"."+toString(kfps)+"

kfps";
60 //destination path where the results and the associated ROI will be saved
61 dir_dest_TXT=dir_dest+new_name+".txt";
62 dir_dest_ZIP=dir_dest+new_name+".zip";
63 //definition of the column names under which the results will
64 //be saved. The output of the macro are the coordinates
65 //and the curvature of the point where the neck is minimum
66 name_xthread ="xthread_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2

,0);
67 name_ythread ="ythread_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2

,0);
68 name_curvature="curv_"+gas+digit+"_"+d2s(pressure1,0)+"_"+d2s(pressure2,0)+"_"+d2s(QL_2,0)

;
69 //the processed images (zoom2), stored in sequence_folder are imported into ImageJ
70 open(sequence_folder);
71

72 //here begins LOOP2 which goes through each image from the folder folder_name[i]
73 nb_total_slice=nSlices;
74 for (slice_nb=0; slice_nb<nb_total_slice; slice_nb ++) {
75 setSlice(slice_nb+1);
76 //get the contour of the processed gaseous thread
77 doWand(0,y_sb+height_sb/2);
78 //only get the profile
79 get_profile();
80 //create a regular grid in the x-direction
81 //and put the coordinates of the function to fit in (x_,y_)
82 get_regular_gridx();
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83 getSelectionCoordinates(x_, y_);
84

85 //fit the curve with an 8th degree polynom
86 //a+bx+cx2+dx3+ex4+fx5+gx6+hx7+kx8
87 Fit.doFit("8th Degree Polynomial", x_, y_);
88 a=Fit.p(0);
89 b=Fit.p(1);
90 c=Fit.p(2);
91 d=Fit.p(3);
92 e=Fit.p(4);
93 f=Fit.p(5);
94 g=Fit.p(6);
95 h=Fit.p(7);
96 k=Fit.p(8);
97 //x_fit and y_fit are the coordinate of the polynom fitting the curve
98 p_max=x_.length;
99 x_fit=newArray(p_max);

100 y_fit=newArray(p_max);
101 for (j=0; j<p_max; j++) {
102 x_fit[j]=x_[j];
103 y_fit[j]=Fit.f(x_[j]);
104 }
105 //determination of the coordinates where the gas neck is
106 //minimum and computation of the curvature
107 //so I discretize the fitted function in 200 sections (to
108 //get better precision on where the first minimum is)
109 length_discretization=200;
110 //creation of arrays to store the 200 coordinate of the
111 //interpolated fit function
112 x_disc=newArray(length_discretization);
113 y_disc=newArray(length_discretization);
114 //and to store its first and second derivative
115 sec_derivative =newArray(length_discretization);
116 first_derivative=newArray(length_discretization);
117 //we use the function "Fit." to interpolate the polynomial fitting the neck profile
118 //since it is a polynom, we have an analytical expression of its derivatives
119 for (j=0; j<length_discretization; j++) {
120 x_disc[j]=minx_fit+j*(maxx_fit-minx_fit)/(length_discretization-1);
121 y_disc[j]=Fit.f(x_disc[j]);
122 first_derivative[j]=b+2*c*x_disc[j]+3*d*pow(x_disc[j], 2)+4*e*pow(x_disc[j], 3)+5*f*pow(

x_disc[j], 4)+6*g*pow(x_disc[j], 5)+7*h*pow(x_disc[j], 6)+8*k*pow(x_disc[j], 7);
123 }
124

125 //the first time the derivative changes sign is at the extremum, if extremum there is
126 //we obtain the coordinates of the extremum (maximum usually, minimum for low Ca cases with

negative
127 //curvature) the first time the first derivative changes
128 //sign
129 j=length_discretization/10;
130 do {
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131 j_limit=j;
132 j=j+1;
133 } while ((first_derivative[j-1]*first_derivative[j]>0)&&(j<(length_discretization-1)));
134

135 //in the case of no minimum (e.g. during growth or
136 //retraction)
137 if (j_limit==(length_discretization-2))
138 j_limit=NaN;
139

140

141 //2 cases either there is a minimum or there is not
142 //again to avoid border effects:
143 if (j_limit<(length_discretization*0.8)){
144 //then there is a minimum
145 x_min=x_disc[j_limit];
146 y_min=Fit.f(x_min);
147 //we add the point where the curvature is calculated at
148 //the ROI manager for visual
149 //verification
150 makePoint(x_min, y_min);
151 roiManager("Add");
152 ///determination of the local curvature using the
153 //analytical expression
154 sec_derivative_xmin=2*c+6*d*x_min+12*e*pow(x_min, 2)+20*f*pow(x_min, 3)+30*g*pow

(x_min, 4)+42*h*pow(x_min, 5)+56*k*pow(x_min,6);
155 curvature_n=abs(sec_derivative_xmin);
156 first_derivative_xmin=b+2*c*x_min+3*d*pow(x_min, 2)+4*e*pow(x_min, 3)+5*f*pow(

x_min, 4)+6*g*pow(x_min, 5)+7*h*pow(x_min, 6)+8*k*pow(x_min, 7);
157 curvature_d=pow((1+pow(first_derivative_xmin,2)),3/2);
158 curvature=curvature_n/curvature_d;
159 //depending on the sign of the second derivative, we
160 // we add to the ROI manager the curvature computed
161 //we record the point coordinates and its associated
162 //curvature in a Results table
163 if (sec_derivative_xmin<0){
164 x_left=x_min-radius_c;
165 y_left=y_min-2*radius_c;
166 makeOval(x_left, y_left, 2*radius_c, 2*radius_c);
167 roiManager("Add");
168 setResult(name_xthread, slice_nb, x_min);
169 setResult(name_ythread, slice_nb, y_min);
170 setResult(name_curvature, slice_nb, d2s(curvature,6));
171 } else {
172 x_left=x_min-radius_c;
173 y_left=y_min+2*radius_c;
174 makeOval(x_left, y_left, 2*radius_c, 2*radius_c);
175 roiManager("Add");
176 setResult(name_xthread, slice_nb, x_min);
177 setResult(name_ythread, slice_nb, y_min);
178 setResult(name_curvature, slice_nb, -d2s(curvature,6));
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179 }
180 //If there is non mimim we fill with NaN
181 } else {
182 setResult(name_curvature, slice_nb, "NaN");
183 setResult(name_xthread, slice_nb, NaN);
184 setResult(name_ythread, slice_nb, NaN);
185 }
186 //to display the evolution of the computation
187 progress=slice_nb/nb_total_slice;
188 showProgress(progress);
189 }
190 //we display the obtained ROI (i.e. the fitted polynomial,
191 //the point and the radius of curvature on top of the images
192 //for visual verification
193 roiManager("Show All");
194 // visual validation
195 title = "WaitForUserDemo";
196 msg = "Check if it works well. Then press \"OK\".";
197 waitForUser(title, msg);
198

199 //We save the ROI
200 roiManager("Save", dir_dest_ZIP);
201 roiManager("reset");
202 //we save the result table obtained
203 saveAs("Results", dir_dest_TXT);
204 run("Close All");
205 }
206 print("done!");
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