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Abstract of the Dissertation

Temporal stimulus segmentation and decision making

via reinforcement learning in populations of spiking neurons

by

Luisa Le Donne

Doctor of Philosophy

in

Neuroscience

Stony Brook University

2017

Stimulus identification is the process of picking out a particular stimulus among many other stimuli
which may be present in the environment, for the purpose of performing a task. In the most interesting
but also demanding scenario, the problem amounts to extracting action-relevant segments out of a noisy
input stream, thus also involving the extrapolation of the onset and the end of the stimulus, not known a
priori. Existing models in Computational Neuroscience and Artificial Intelligence have focused on the
problem of discovering the correct decision in response to given stimuli — typically, for the purpose of
getting reward. However, in these models the relevant stimuli (i.e., the stimuli that can trigger rewarded
decisions) are known to the agent. For example, in many neural circuit models of decision-making, each
stimulus is encoded by the activation of a predefined population of neurons representing that stimulus.
Instead, an autonomous learning system should be able to identify any stimulus that is action-relevant
without prior knowledge of it. Recently, a theory is emerging on how to address this problem using pop-
ulations of spiking neurons. In this thesis, I study and extend a prototypical model based on populations
of spiking neurons (the agent) able to identify the relevant stimuli and make the correct decisions. The
agent is rewarded for making correct decisions at the right time; since the agent does not know, a priori,
which stimuli are relevant or when they start or end, a decision is never enforced - contrary to most exist-
ing models. Instead, a decision is taken only when a readout of the decision neurons (a neural correlate
of decision confidence) crosses a threshold. The learning rule implements a form of synaptic plasticity
that tries to maximize the average reward obtained for correct decisions by following the gradient of

the average reward. After showing the main features of the model, I characterize the dependence of its
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performance on crucial parameters including the number of stimuli, the type of stimuli (i.e., the way they
are encoded), the number of decisions and the number of decision neurons. I then show that the model
can handle natural stimuli recorded from the cortex of behaving rats. This model represents the first
biologically plausible solution to the problem of stimulus segmentation and decision-making including

multiple-choice decision-making.
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Chapter 1

Introduction

1.1 Modeling brain function

Exploring one of the most exciting and potentially rewarding areas of scientific research, neuroscientists
focus on the study of the principles and mechanisms underlying brain function (Amit, 1992). Neuro-
science has made enormous scientific contributions in the last 50 years, with many breakthrough findings
about memory acquisition, learning, information processing, decision making, perception and integra-
tion of sensory information, object recognition, understanding language, emotions, cognitive disorders,

and so on.

1.1.1 A brief history of neuroscience and the need for

theoretical approaches

There has been an explosion of discoveries over the last several decades concerning the structure of the
brain at the cellular and molecular levels. The discovery of voltage clamp by K. Cole and G. Marmont
was the first technique allowing experimenters to measure current flowing through membrane channels
(Cole and Marmont, 1942). They inserted an internal electrode into the giant axon of a squid and applied
a current under conditions of controlled voltage. Using this tecnique, Hodgkin and Huxley conducted
experiments aimed at determining the laws that govern the movement of ions in a nerve cell during
an action potential. They developed their landmark model to explain the action potential generation
in a squid giant axon in 1952. Their model, which was developed well before the advent of electron
microscopes or large-scale computer simulations, was able to give scientists a basic understanding of
how nerve cells work without having a detailed understanding of the cellular and molecular mechanisms
at the ion channel level (Hodgkin and Huxley, 1952).

Hodgkin and Huxley were the first scientists to record an action potential (Fig. 1.1). This led to many
studies on the neural activity of single cells, i.e. single unit recordings, that has become an important

method for understanding mechanisms and functions of the nervous system. Hubel and Wiesel were
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FIGURE 1.1: The first recording of an action potential using a microelectrode inserted into an axon was done
by Alan Lloyd Hodgkin and Andrew Fielding Huxley in Plymouth in 1939 (Huxley, 2002; Hodgkin, 1976). The
action potential was recorded from a squid giant axon. The vertical scale indicates the potential of the internal
electrode (mV), the sea-water outside being taken to be at ground potential. Time marker at 500 Hz at bottom.

pioneers in recording neuronal activity. They inserted a microelectrode into the primary visual cortex of
an anesthetized cat (Hubel and Wiesel, 1962) and projected patterns of light and dark on a screen in front
of the cat. They found that some neurons respond primarily to bars of particular orientations (‘simple
cells’), while other cells, which they termed ‘complex cells’, detected edges regardless of where they

were placed in the receptive field of the neuron and could detect motion in certain directions.

From the late 1970s, neuroscientists started to record neural activity during animal behavior. Goldberg
and Wurtz performed single-neuron recordings, by inserting an electrode in the monkey visual cortex,
while the animal was performing a saccade talk (Goldberg and Wurtz, 1972). Brinkman and Porter
recorded neuronal activity in monkeys during a learned motor task (Brinkman and Porter, 1979). In
1978, Schmidt et al. implanted chronic recording micro-cortical electrodes into the cortex of monkeys
(Schmidt et al., 1978) and showed that they could teach them to control neuronal firing rates, a key step
to the possibility of recording neuronal signals and using them for brain-machine interfaces, or BMIs.
The discovery and development, by Sakmann and Neher (Sakmann and Neher, 1984), of the "patch-
clamp" method for recording from single-ion channels (the existence of which was hypothesized by
Hodgkin and Huxley) provided decisive proof of the excitability of the neuronal membrane via voltage-
sensitive ion-channels and allowed recording the neural activity of single cells and led to a long string
of seminal studies on properties of excitable membranes, such as their resting potential and their ability
to generate action potentials. In the 90s, the advent of functional MRI has allowed us to open a window
into the activity of the whole human brain, a feat that continues today with calcium imaging techniques
that allow visualizing an entire nervous system in simple organisms such as the zebrafish (e.g., (Ahrens
et al., 2012)). In the mid 2000s, the new technique of optogenetics has combined genetic tools with
electrophysiology to allow stimulating and tracking specific populations of neurons (Boyden et al., 2005;
Boyle et al., 2013).

These technical innovations have provided a huge amount of data at all levels of description of neural
activity, from molecular and cellular signaling inside neurons and synapses to the collective activity of
populations of neurons. However, despite all this progress, we still have only a patchy knowledge of how

the brain works. We do not yet understand how the brain enables us to see and hear, to learn skills and
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remember events, to plan actions and make choices (Sompolinsky, 2014; Churchland and Sejnowski,
2016).

In recent years, a number of researchers have emphasized the need for theoretical approaches in order
to understand brain function ((Dayan and Abbott, 2001; William Bialek and de Ruyter van Steveninck,
1999). Theoretical analysis and computational modeling encourage understanding brain mechanisms
by constructing compact representations of what has been learned, building bridges between different
levels of description, and identifying unifying concepts and principles. Theoretical approaches come in
different flavors, such as descriptive, explanatory, mechanistic and computational. Descriptive models
summarize large amounts of experimental data compactly yet accurately, thereby characterizing what
neurons and neural circuits do. For example, one could build a descriptive model of what the output of a
neuron represents by presenting all possible classes of input to the animal and recording what sequences
of spikes it produces. However, one can also build an explanatory model by working out what inputs the
neuron has, what these inputs represent, and what transformations the neuron performs on these inputs.
Mechanistic models address the question of how nervous systems operate on the basis of known anatomy,
physiology, and circuitry. Such models often form a bridge between descriptive models couched at
different levels (Dayan and Abbott, 2001). Experimental efforts are being more and more frequently
complemented by modeling studies these days. Computational models, such as the one developed in this

thesis usually combine the characteristic of several styles of modeling.

Computational models that describe the biophysical properties of the biological membrane channels
were being developed since the 1950s. Different models were constructed at different levels of detail.
One of the most famous of these is the model of the propagation of the nerve impulse (Hodgkin and Hux-
ley, 1952). The advent of multi-electrode recordings and imaging techniques in the 1990s has enabled
neuroscientists to obtain high spatial and temporal resolution of the electrical activity for populations
of neurons in the brain. This has led to a resurgence of interest in large-scale models of neural activity
(Bressler and Menon, 2010; Marrelec et al., 2006). This in turn has engaged the interest of physicists and
mathematicians in the behavior of these systems. There are many levels in which one can model neural
activity, from detailed models of single-ion channels and synapses (Destexhe et al., 1994) up to ‘black
box’ models used to understand psychological phenomena (Rumelhart et al., 1988). An intermediate
level of description makes use of ‘neural networks’, where each neuron is represented by a simple de-
vice with a restricted range of activations (e.g., binary values) or, more generally, by a low-dimensional
dynamical system. In neural networks, neurons are connected by plastic synaptic weights which can be
trained to solve a broad range of tasks. The setup of these models allows to unleash the power of the
methods from statistical mechanics (Ermentrout, 1998; Amit, 1992), an approach that has led to landmark
results including the famous Hopfield network (Hopfield, 1982), to this day a beautiful metaphor of how
associative memory may be mediated by neural circuits (reviewed in Sec. 1.4.2). Neural networks have
been a powerful metaphor of brain function and can be very useful devices for commercial applications
ranging from speech and image recognition and robot behavior control to medical diagnosis and market
predictions. The recent resurgence of methods relying on ‘deep learning architectures’ (networks with
many intermediate layers of neurons) attests to the flexibility and usefulness of these methods. However,
although inspired by the parallel organization of neural circuits, these methods are not representative of
biological networks. For example, real synapses have only access to local activity from the pre- and

post-synaptic neuron they connect, whereas in most neural networks synapses are changed based on the
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activity of other neurons, as e.g. in the famous back-propagation algorithm (Rumelhart et al., 1988a)
(more will be said in Sec. 1.4.1). The ‘neurons’ themselves are simple devices that have nothing or little
to do with real neurons — in particular, they do not generate spikes, but they communicate through analog
or binary signals. The field of learning with populations of spiking neurons and local synapses is one of
the least developed in theoretical neuroscience and, arguably, the closest to biological cortical circuits.

In this work, I present a biologically plausible model for learning a class of decision tasks that are
important in everyday behavior. The model is based on populations of spiking neurons connected by
plastic synapses that change their values during training. The plasticity rule on which learning is based is
reminiscent of the empirical plasticity rules found in cortical-striatal synapses (Reynolds and Wickens,
2002). Neural decision-making has been studied extensively (Fellows, 2004; Shadlen and Kiani, 2013;
Hilbert, 2012); for a number of reasons, ranging from experimental need to theoretical convenience, the
overwhelming majority of these studies assume that the relevance and timing of the stimuli are known to
the learning agent. Instead, in this work I focus on the problem of extracting action-relevant segments out
of a noisy input stream, thus also requiring the extrapolation of the onset and the end of relevant stimulus
features, not known a priori. I will introduce a biologically plausible autonomous learning system able
to identify action-relevant stimuli without prior knowledge of them, while learning to ignore stimuli that
are not behaviorally relevant.

1.2 Learning strategies

It is widely believed that learning is achieved by modifying connections between neuronal cells based
on experience (known as ‘synaptic plasticity’). Computational models and neural networks are outstand-
ing tools to investigate how learning is achieved. The effect of different plasticity rules (or ‘learning
rules’, i.e., the algorithms for changing the synaptic weights so as to accomplish the desired learning
process) can be explored by using neural networks. Broadly speaking, learning strategies (and their cor-
responding ‘learning rules’) can be divided into 3 classes: supervised learning, unsupervised learning,

and reinforcement learning.

In supervised learning (i.e. ‘learning with a teacher’) each stimulus (or ‘pattern’) to be learned comes
labelled with the desired output (Fig. 1.2 left). In the supervised setting, the designer has to provide the
correct label on a subset of situations. In an associative task, for example, we are requested to report
the correct answer to each learned pattern. A supervised learning rule will compare the output to the
presented input with the correct output (provided by the teacher). An example is the perceptron learning

rule for binary classification (Rosenblatt, 1961).

In reinforcement learning (or reward-based learning) the teacher is only expected to provide a reward
signal. For example in the case of chess, the reward really is trivial: +1 for winning the game, -1 for
loosing the game. In the reinforcement learning setting, the teacher (modeled as the environment) tells us
only whether the answer is right or wrong, by rewarding (or punishing) our decisions, but it doesn’t tell
us what the correct answer is. In other words, if the output is wrong, no additional information is given on
what the correct answer is. Reinforcement learning proceeds by trial and error: every past action that led

to a reward tends to be reinforced so as to increase the chance of obtaining reward in the future (Fig. 1.3),
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and similarly any past action that led to punishment tends to be discouraged, so as to be avoided in the
future. In the animal kingdom, reinforcement learning underlies the learning of many important tasks
that are crucial for survival, such as learning to orient to a relevant stimulus, forage for food, learn the
meaning of cues that can predict the availability of rewards such as food or sex, and many other forms of
everyday decisions. Despite some limitations of its applicability to real world problems (some reviewed
in Sec. 1.6.1), reinforcement learning is a powerful framework and it will be the framework used in this

work to attack the temporal stimulus segmentation problem.

Finally, in unsupervised learning the examples given to the learner are unlabeled, i.e., there is no error
or reward signal to evaluate a potential solution (Fig. 1.2 right). Unsupervised learning algorithms tend to
extract structure and regularities from the input patterns based on the statistics of the data. The learning
system tends to self-organize and adapt its response to the stream of inputs to which it is exposed. An
example of unsupervised learning rule is given by the ‘Hebbian learning rule’, in which a change in the
strength w;; of a connection from neuron j to a neuron i is a function of the pre- and post-synaptic neural
activities:

dwi;

dt = nApre(Apost_9>, (11)

where A, is a measure of the activity of the presynaptic neuron, A, is a measure of the activity of
the postsynaptic neuron, 6 is an activity threshold for the postsynaptic neuron, and 7 is a parameter
known as the learning rate because its value is related to the speed of learning. In this rule, the con-
nections between neurons that are co-active (‘fire together’) are increased, whereas connections between

uncorrelated neurons are weakened, obeying the original Hebb’s proposal.!

'In this rule, the two neurons are co-active if the pre-synaptic neuron is active and the postsynaptic neuron’s
activity is above its threshold 6. Many different variations of this rule exist and some have some credible experi-
mental support.

L

X1 X1

FIGURE 1.2: Symbols in the xj-xp-space represent training data. Left: In supervised learning, each training
instance has a label: positive-labeled data (blue points) or negative-labeled data (red points). All data are labeled,
i.e., the desired answer is provided, e.g. it may be +1 for blue points and —1 for red points, and the algorithm
learns to predict the desired (or correct) output associated to each input datum. Right: In unsupervised learning,
all data are unlabeled and the algorithm learns the inherent structure of the dataset (the regularities and correlations
of the data) from the input data. (Adapted from Lecture 1 of Andrew Ng’s Machine Learning Course on Coursera).
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Environment

State Action

Reward

FIGURE 1.3: The reinforcement learning framework, in which an agent takes a series of actions, each of which
takes the agent to a new state associated with a reward provided by the environment (Sutton and Barto, 1998).

Hebbian learning can for example learn to project a multidimensional input (such as a vector) onto a
lower-dimensional subspace where most of the information about the input is retained. Hebbian learning
can also provide a mechanism for a network of spiking neurons to learn to produce persistent activity
in response to a stimulus after its removal — and thus provides a working memory for that stimulus (see
e.g. Amit and Brunel (1997)). In these examples, the system extracts structure from the training data and
there is no notion of right or wrong response to the inputs.

1.2.1 Reinforcement learning as reward maximization

Many models of reinforcement learning are built from the requirement of maximizing the average reward
collected from the environment. A rigorous derivation of this procedure and its implementation in spiking
neurons is presented in Appendix A and will be discussed more properly in Sec. 2.3. Here I show a
heuristic way to try to accomplish this via the modification of ‘pre-post’ or ‘covariance-based’ rules such
as the Hebbian rule Eq. 1.1 that include a modulatory term, the reward R. Most commonly, the reward is
+1 if the output was correct, and —1 otherwise. For example, the generalized Hebb rule Eq. 1.1 would
be modified as
dw

o = MRApre (Apost — 0), (1.2)
where R is a global signal provided by the environment after an action or decision. Note that now the
synaptic weights change only in the presence of a reward signal (either reward, R = +1, or punishment,
R = —1). In the presence of reward (given when the output is correct), the connections between neurons
that ‘fire together’ are increased, whereas connections between uncorrelated neurons are weakened, just
as in the ordinary Hebbian rule. In the presence of a punishment (R = —1, given when the output is
incorrect), the synaptic connections between neurons that are simultaneously active are now decreased
rather than increased, contrary to the ordinary Hebbian prescription. In all cases, this learning rule will
reinforce a post-synaptic activity that tends to produce a rewarding outcome (given some presynaptic
activity A”” > 0), and will counter post-synaptic activity that tends to produce punishment. This will

occur after each stimulus presentation, until the synaptic weights converge to values that, in the best case
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scenario, will lead to correct decisions for all input stimuli. When this occur, all the reward obtainable

from making correct decisions will be obtained, i.e., the learning agent will maximize reward.

Although Eq. 1.2 was derived heuristically and there is no guarantee that it will work as predicted, in a
later section (Sec. 1.6) I will describe a similar learning rule that performs a form of reward optimization
called gradient ascent in the average reward. With minor modifications, this is in fact the learning rule
used in this work, and the comparison with Eq. 1.2 should serve to motivate it and provide some intuition
as to why it works. Importantly, the same learning rule will be able to deal with a streaming input of
spike trains, which is crucial for the problem of temporal stimulus segmentation which is the main object
of this thesis.

1.3 Spiking neuron models

The aim of this thesis is to come up with a biologically plausible model of learning to solve the temporal
stimulus segmentation problem. Biological plausibility demands that we deal with spiking neurons.
The most convenient such model for the theory here developed is the so-called ‘spike response model’
(Gerstner and Kistler, 2002), which will be introduced shortly. This is a simplified neuron model that is
very convenient when working with large networks of spiking neurons. Although it has some biophysical
plausibility, it is not based on voltage-sensitive ion-channels and thus cannot, on its own, generate an
action potential. To understand why this model is different from biophysically grounded model neurons,
I will start from a brief review of the celebrated Hodgkin-Huxley model (Hodgkin and Huxley, 1952).

1.3.1 The Hodgkin and Huxley model

The first accurate model of membrane excitability was introduced by A.L. Hodgkin and A.F. Huxley in
1952. This model was based on biophysical mechanisms underlying Na* and K+ conductances that
generate action potentials in the giant axon of the squid. The postulate of the Hodgkin and Huxley (HH)
model was that the membrane currents result from the assembly of gating particles freely moving in the
membrane. The molecular components responsible for ionic permeabilities were later identified as being
ion channels. The sensitivity of ion channels to voltage is a fundamental property that constitutes the core
mechanism underlying the electrical excitability of biological membranes. The Hodgkin and Huxley

model is based on a membrane equation describing three ionic currents in an isopotential compartment:

dv,,
I=Co" + gk (Vi — Vi) + gnam®>h(Viy — Viva) + 81 (Vi — V1), (1.3)

where C,, is the membrane capacitance, V,, is the membrane potential, gk, gy, are the membrane con-
ductances for potassium and sodium. Vg and Vy, are the potassium and sodium reversal potentials,
respectively, and g; and V; are the leak conductance and leak reversal potential, respectively. [ is an

external current (if present) and the gating variables m, n and h obey the first-order ordinary differential
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equations
dm
= (V)1 =m)=Bu(V)m, (1.4)
L= )k - BV (1.5)
dn
E - (xn(V)(l—l’l)—ﬁn(V)l’l, (1'6)

with transition rates (V') and (V) given by

_ 01(V+40) _4,—0.0556(V+65
Otm(V) — m N ﬁm(V) == 46 ( )7 (17)
_ 1
(V) = 0.07e BV (V) = 19
an(V) _ 001 (V + 55) : ﬁn(v) — 0‘125870.0125(‘/4*65). (19)

1 — - 0.1(V+55)

The HH model was a breakthrough, a Nobel winning discovery, and one of the first triumphs of com-
putational neuroscience. The action potential generation can be understood by using the HH model.
This was a huge success and probably the main contribution of the HH model: to provide a clear under-
standing of how an excitable cell membrane can initiate and propagate (together with cable theory, Cole
and Hodgkin (1939); Oftner et al. (1940); Rushton (1951)) an action potential by means of a detailed
mathematical model. Since then, the HH model has been extensively studied, modified, and simulated
on a computer to explain a wide range of phenomena and predict new ones not yet observed empirically.
To this day, the HH is still one of the best exemplifications of the contributions that computational neu-
roscience can make to the study of the brain. Hodgkin and Huxley predicted the existence of channels
before they could have been observed with the patch clamp technique (E. Neher and B. Sakmann, devel-
oped it in the late 1970s and early 1980s and received the Nobel prize in 1991; when Hodgkin and Huxley
proposed their model, channels were presumed to exist but the detailed description of single-channels

kinetics wasn’t known).

1.3.2 Simplified spiking neuron models

Despite its great success and its fundamental contribution to our understanding of excitable membranes,
the HH model is a complex, multidimensional, non-linear model. It is a set of 4 nonlinear differential
equations complemented by 3 constitutive equations for the transition rates. This makes this model
neuron complex to analyze and computationally expensive to simulate on a computer. For this reason,
several simplified neuronal models have been developed since the advent of HH, such as the FitzHugh-
Nagumo model (FitzHugh, 1961; Nagumo et al., 1962) — for a review see Izhikevich and FitzHugh (2006)
— or the Morris-Lecar model (Morris and Lecar, 1981), which produce action potentials by using only
2 differential equations. For the purpose of studying large networks of neurons, however, even those
simplified models are too inconvenient. In this work, I will use an even simpler model that requires only
one differential equation for the membrane potential, complemented by appropriate boundary conditions

that formalize the process of action potential emission.

8
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Such model is called the spike response model (SRM) (Gerstner and Kistler, 2002) and it is very
convenient for the development of the learning rule used here to solve the temporal segmentation task
(described in Ch. 2). The model can be understood as a generalization of the so-called leaky integrate-
and-fire neuron (LIF) (Tuckwell, 2005), a model that dates back to Lapicque (1907) and that has enjoyed
great popularity among theorists (examples from a virtually infinite literature are Usher et al. (1993);
Abbott and van Vreeswijk (1993); Tsodyks et al. (1993); Hopfield and Herz (1995); Amit and Brunel
(1997); for a comprehensive review see Burkitt (2006a,b)). Since the LIF neuron is more biologically

grounded than the SRM, I will briefly first introduce the former.

1.3.3 The leaky integrate-and-fire model (LIF)

The idea behind the LIF model is to couple a description of the passive behavior of the neuronal mem-
brane with some threshold device for the emission of the spike (through boundary conditions). The
membrane potential evolves according to the original Lapique model

av vV,

— = I, 1.10
dt Ry, + (1.10)

where V is the membrane potential, C is the membrane capacitance, R, is the membrane resistance, V7 is
the resting potential, and / is the input current. Because of the linear term (V —V,,) /Ry, on the right hand
side, this model can never produce an action potential (it is essentially the HH model without the voltage-
sensitive sodium and potassium currents responsible for action potential generation). To endow the LIF
model with the ability to produce action potentials (often called spikes in this context), one imposes the

following boundary conditions:
if V()= 60— spike at timet* V(t)=V, for " <t<t"+Tayp. (1.11)

The first of these conditions expresses the fact that as V reaches a threshold value 8, usually situated
around 20 mV above rest, a spike is said to be emitted, even though no action potential is actually being
generated by Eq. 1.10. The second of these boundary conditions states that the membrane potential, after
the emission of a spike at time %, is clamped to a reset value V, for the duration of few milliseconds

(Tarp) to mimic the existence of an absolute refractory period.

The response of this model neuron to a regular train of action potentials is depicted in Fig. 1.4. This
figure should also illustrate the origin of the term integrate-and-fire given to this model: presynaptic
inputs are integrated (=accumulated) with a characteristic time of T = R,,C, the membrane time constant
(see left panel); if enough inputs are received, they accumulate until the membrane voltage hits the

threshold 6 and a spike is emitted.

Despite its simplicity, the LIF model neuron can over-perform the HH model in some applications, for

example in matching the distribution of interspike-intervals of real data (Ostojic, 2011).
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FIGURE 1.4: Evolution of the LIF neuron Eq. 1.10 driven by a regular spike train. The input spike trains are
shown as a series of vertical ‘ticks’ below the membrane potential. They represent impulsive post-synaptic currents
due to the arrival of presynaptic spikes. Left: Response to a spike train with firing rate 100Hz insufficient to drive
the neuron above threshold for spike emission (here set at —45 mV). Right: Response to a spike train with firing
rate 1300Hz leading to the appearance of spikes. After each spike the membrane potential is reset to V, = —60 mV
and ‘clamped’ there for a refractory period of 7,., = 2 ms. Adapted from La Camera (2017).

1.3.4 The Spike Response Model

The Spike Response Model (SRM) is a generalization of the leaky integrate-and-fire model. As in the
LIF model, action potentials are generated when the voltage passes a threshold from below. Differently
from the LIF model, the equation describing the sub-threshold behavior of the SRM is written directly
for the membrane potential #, and not as a differential equation in u:

—

(1), (1.12)

M
u(t) = thpesr + wa Z Tie_lf_?s®(t —s)— Z e
i=1  seX; 'm ey
In this equation, u,. is the resting potential, M is the number of presynaptic neurons, w; is the synapse
from the presynaptic neuron i, s is the spike time of a presynaptic neuron, X; is the set of presynaptic
spike times, T,, the time constant of the membrane, the ¥ are the spike times of the neuron itself, Y is
the set of all the neuron’s spike times, ©() is the Heaviside function (®(7) = 1 for > 0, and ©(r) =0
otherwise). According to this equation, the neuron responds to an incoming spike with an instantaneous
rise followed by an exponential increase (just like the LIF neuron, see Fig. 1.4), and is instantaneously
reduced by 1 followed by an exponential relaxation to reset after each of its own spikes, akin to the

post-spike reset of the LIF neuron. See Fig. 1.5 for an illustration.

A spike is emitted by this neuron when its membrane potential reaches a threshold, just as in the LIF
neuron. However, in the variation used by many authors and in this thesis, a spike is emitted via an escape
noise mechanism, rather than when a threshold is passed. According to the escape noise mechanism, a
spike is emitted with a given probability ¢ () that depends on the membrane potential u. More precisely,
the probability of emitting a spike in each tiny interval of time dr is given by ¢ (u)dz. More details of the

model will be given later.

The Spike Response Model allows very reliable prediction of many aspects of neuronal activity, such

as timing of the spikes, membrane voltage, mean rate and CV of the inter-spike interval distribution
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FIGURE 1.5: Simulation of one SRM neuron driven by a spike train input. The membrane potential of one
spike response model neuron with exponential escape noise function obtained in response to the Poisson input
spike train depicted at the bottom. Adapted from La Camera (2017).

(Jolivet et al., 2003). The SRM fits experimental data to a high degree of accuracy and predicts a large
fraction of spikes with a precision of £2 ms (Jolivet et al., 2006). The same procedure has also been
used to approximate detailed neuron models of the Hodgkin-Huxley type by the Spike Response Model
(Kistler et al., 1997; Jolivet et al., 2004), see e.g. Fig. 1.6. In the capability of predicting spike times under
random conductance injection, the Spike Response Model has been a very successful model (Jolivet et

al., 2008) whereas a standard leaky integrate-and-fire model is less adequate.
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FIGURE 1.6: Prediction of neuronal spike train data by the Spike Response Model is reliable. The prediction
of the SRM (dotted line) is compared to the target data (solid line). The model achieves very good prediction of
the subthreshold behavior of the membrane voltage. The timing of all the spikes is predicted correctly, except that
one extra spike is added at around 2125ms. Figure adapted from Jolivet et al. (2003).

1.4 Neural networks

For many applications, and in particular to solve the temporal stimulus segmentation problem of this
thesis, what matters is the concerted activity of populations of spiking neurons, not just single neurons.

Computational neuroscience has traditionally studied populations of neurons in terms of artificial neural

11
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networks. I give in the following sections a minimal background on some influential network models,
from the perceptron of the 50s (Rosenblatt, 1961) to the more recent tempotron (Glitig and Sompolinsky,
20006), that for its biological plausibility is more closely related to the model developed here.

1.4.1 The perceptron: a model for classification of
data

The perceptron was one of the first artificial neural networks to be produced. It is an information process-
ing paradigm that can perform a classification task. The perceptron algorithm allows for online learning,
in that it processes elements of a ‘training set’ of stimuli one at a time. The perceptron algorithm dates
back to the late 1950s. It consists of N input neurons (x;, i = 1,..N) connected to a ‘McCulloch-Pitts
neuron’ y; (the binary neuron of Eq. 1.13 that uses a step transfer function, (McCulloch and Pitts, 1943))
through synaptic weights w;; (see Fig.1.7).

The perceptron is an algorithm for learning a binary classifier: a function that maps its input x (a

real-valued vector) to an output value y = f(x) (a single binary value):

£) = 1 if Xywi+b>0 013

0 otherwise

where w is the vector of synaptic weights and b a parameter called ‘bias’.

inputs weights

1
b weighted sum step function
X1 Wy
W; 2 J_
X5 W,
X3

FIGURE 1.7: Schematic of Rosenblatt’s perceptron. N neurons in the ‘input layer’ are connected to an output
neuron where a weighted sum of the inputs is performed. The weights are called synaptic connections. Then a step
function is performed, so the final value for the output neuron is a binary value.

The rule to update the synaptic connections {w;} is the following:

wi(t+1) =wi(t)+(dj—y;(t))xi, forall neuron inputs 0 <i<n. (1.14)

12



Contents 13

where d; is the desired output and y; is the actual output presented at time step #. The problem that the
perceptron has to solve is illustrated in Fig. 1.8 (Wikipedia, 2017). This is the problem of separating a
set of inputs in two classes. This is possible only if the stimuli are ‘linearly separable’, meaning (at least
in 2 dimensions) that a straight line exists that separates them in the two desired classes, as shown in
figure. When the stimuli are linearly separable, a beautiful theorem holds that says that the perceptron
will find the solution in a finite number of steps (Amit, 1992)). During training, which involves repeated
presentations on the input layer of all the stimuli to be learned, the weights and the ‘bias’ parameter b
are modified according to the learning rule Eq. 1.14 (the learning rule for b differs only by the sign of
the update). As the weights and b change, the position of the separating line changes until all stimuli are
successfully separated (see Fig. 1.8). If they are not linearly separable, the algorithm will not converge

to a complete solution, but it will still try to separate the stimuli as well as it can.

The problem of separating stimuli that are not linearly separable was solved in the 80s in multi-layer
networks (where intermediate or ‘hidden’ layers of neurons are inserted between the input and output
layer), thanks to a new learning rule called back-propagation (Rumelhart et al., 1988b). This method
is still the basis of contemporary artificial neural networks known as deep learning networks due to

presence of many intermediate layers (for a review on deep learning see (Schmidhuber, 2015)).

Note that a problem akin to the classification of stimuli in classes is considered in this thesis, but
spiking neurons will be used instead of simple binary units, and streaming inputs of spike trains will be

used instead of vectors of binary (or analog) values of artificial neural networks.

=3

size
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o domestication ° domestication
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° domestication ° domestication

FIGURE 1.8: Training a perceptron. The classification problem is equivalent to the separation of two sets of data
points in desired groups. A perceptron updates a linear separation boundary as more stimuli are presented during
training. Adapted from Wikipedia (2017).

size
size

13



Contents 14

1.4.2 The Hopfield model: a model for associative

memory

The Hopfield network is one of the most influential neural network models in the computational neu-
roscience community that has inspired many physicists to join and shape this field. Invented by John
Hopfield in 1982, it is an recurrent neural network with symmetric connections that can serve as a model

for associative memory.

Essentially, a Hopfield network contains N McCulloch-Pitts neurons all connected to one another with
symmetric synaptic weights, i.e., w;; = w;;. At each time step ¢, the activity state of each neuron depends

on the state of all other neurons at the previous time step according to:

1 if Y wiisi(t—1)>6;,
s,-(t)<—{ 1L ws(t=1) 2 6, (1.15)

—1 otherwise.

where ¢ is the current time step, w;; is the strength of the connection from unit j to unit i, s; = %1 is the

state of unit j, and 6; is a ‘threshold’ for unit 7 analogous to the bias parameter b of the perceptron.

A ‘memory’ or ‘pattern’ of the network is a vector of neural activities & j==xI1,j=1,...,N, and there
can be up to 2" such memories. The goal of the network is to be able to store as many memories as
possible as attractors of the network’s dynamics, Eq. 1.15. This means that, if starting from a network’s
activity close enough to one of the stored memories, the dynamics of the network Eq. 1.15 will converge

to that memory. This is achieved by imposing synaptic values

M
T, (1.16)
YoM e ’
u:

where the sum over u is over all patterns {éi“ } to be stored as attractors. If the number of memories,
M, is smaller than 0.138N (Amit, 1992), starting from a pattern ‘similar’ to one of the patterns {éi“ 1
the network will converge to that memory pattern. This phenomenon can be interpreted as the ‘recall-
ing phase’ of associative memory, wherein a memory is recalled after the network is presented with a

stimulus that is similar to the memory itself.

The Hopfield network can function as an associative memory for two main reasons: 1) the symmetry
of the weights, w;; = wj;, insures that the dynamics converge to a fixed point (Hopfield, 1982); 2) the
Hebb-like prescription Eq. 1.16 guarantees, if M is below the critical capacity ~ 0.138N, that the desired
memories {£/'} are the attractors of the network.

The Hopfield model exploits a general feature of cortical circuits, i.e., recurrent connections among
neurons in the same layer. The model developed in this thesis (and related models such as the tempotron
introduced in the next section) does not use recurrent connections, in part because feedforward connec-
tions will prove sufficient to solve the problem, as shown in Chapter 3, in part because it is more difficult
to develop the theory in the presence of recurrent connections (this is briefly discussed in Chapter 5).
Moreover, note that there is no learning in the Hopfield network. The synaptic weights (see Eq. 1.16) are
given once and for all and remain constant throughout, and therefore it is not a suitable model to solve

the stimulus segmentation problem.
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1.4.3 The tempotron: a model for classification of spa-

tiotemporal spike patterns

The tempotron (Giitig and Sompolinsky, 2006) is a neural network that uses a supervised synaptic learn-
ing algorithm which is applied when the information is encoded in spatiotemporal spike patterns. It is
one of the first neural networks able to deal with spike trains and where learning is performed by a spike
timing-based learning rule. The neuron model consists of a model closely related to the SRM neuron
(see Sec. 1.3.4) driven by N synaptic afferents. In the classification task considered, each input pattern
belongs to one of two classes. A pattern consists of N input spike trains, one train for each afferent,
arriving between 0 and 7 = 500 ms. The tempotron will integrate the input spikes and elicit a spike if its
membrane potential hits a threshold. Contrary to the SRM and other standard models, however, after a
spike emission the tempotron remains silent, i.e., it ceases to integrate its inputs and cannot emit another

spike until the end of the stimulus.

This limitation was motivated by the specific learning rule put forward for the tempotron to learn the

classification task: the learning rule changes the weights after each stimulus presentation according to

Awi=1"Y K(tmax—1), (1.17)

i <!max

where K (7 —1;) is the normalized post-synaptic potential contributed by each incoming spike at time #;,
tmax denotes the time at which the postsynaptic potential reaches its maximal value, and n* is the learning
rate. If a spike was required and was not emitted by the neuron, Eq. 1.17 is applied with n = n* > 0,
whereas if no spike was required and a spike was produced, Eq. 1.17 is applied with 1 =1~ < 0. Giitig
and Sompolinsky (2006) have shown that this learning rule acts by minimizing the misclassification error.
This was perhaps the first example of classification of spike patterns by a neuron-like device. Unlike the
inputs to the perceptron, spike patterns involve temporally extended stimulus presentations, just like in
the problem studied in this thesis. However, the tempotron learning rule is a supervised rule with offline
updates (at the end of each stimulus presentation), which also requires ignoring all spikes but the first
emitted by the neuron: this means that it is not suitable for solving the stimulus segmentation problem
of this study.

Giitig and Sompolinsky (2006) also introduced a more biologically realistic implementation of their
learning rule that does not require the knowledge of #,,,,. This new learning rule could be framed as a
reinforcement learning rule and it could be shown that in that form it is more suitable to online learning
and is more closely related to the learning rule used in this work. There are several differences, however,
including the use of the learning rule in a population of neurons (rather than in a single neuron). This
requires some crucial modifications to the learning rule as described in Ch. 2. Other differences with the
tempotron will be further discussed in Ch. 5, after the model of this thesis has been thoroughly introduced
and tested.
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1.5 Homeostatic processes

Biological networks require homeostatic mechanisms to maintain a stable, relatively constant internal
environment. Eve Marder, a pioneer of the study of homeostatic processes in neuroscience, defines
the homeostatic regulation of neuronal excitability as “the collective phenomena by which neurons al-
ter their intrinsic or synaptic properties to maintain a target level of electrical activity" (Williams et al.,
2013). Many types of homeostatic processes have been observed in neurons in different experimental
preparations and contexts. Synaptic and intrinsic homeostases cooperate to optimize single neuron re-
sponse properties and tune integrator circuits, as shown e.g. by Cannon and Miller (2016). They also
have shown that a set of homeostatic processes that appear to regulate mean firing rate may work together

to control firing rate mean and variance.

Neurons are equipped with homeostatic mechanisms that counteract long-term perturbations of their
average activity and thereby keep neurons in a healthy and information-rich operating regime (Harnack et
al., 2015). The importance of such homeostatic mechanisms to the solution of the temporal segmentation
problem will be clear later on (Sec. 3.4.2); here, I give a minimal account of some influential models of

homeostatic plasticity.

In keeping with the experimental distinction, homeostatic models can be broadly separated into those

that regulate synaptic properties and those that regulate intrinsic neuronal properties.

Homeostatic plasticity in neocortical circuits has been studied by several authors who observed com-
pensatory changes in excitatory postsynaptic currents during protocols for synaptic potentiation (see e.g.
Turrigiano and Nelson (2004)). This means that an increase or decrease in synaptic weight between two
neurons could be compensated for by a regulatory mechanism on the postsynaptic side, acting to keep

the post-synaptic neuron’s activity within a reasonable physiological range, see Fig. 1.9.
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FIGURE 1.9: Synaptic homeostasis. A schematic illustration of a neuron with multiple excitatory synaptic inputs
is shown on the left. If the average firing rate is too low (top), the excitatory inputs can be strengthened to increase
the firing rate to an appropriate level (bottom). Figure adapted from Williams et al. (2013).
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The importance of such mechanism had been highlighted for computational reasons much earlier on.
Early computational models of neural networks that achieved learning by updating synaptic weights
according to a learning rule (such as those reviewed in the previous sections) showed that these rules, left
in isolation, are unstable. An increase in synaptic weight would produce a larger post-synaptic response,
which would result in a larger synaptic weight via Hebbian learning, and so on, until the weight grows
unbounded. Homeostatic synaptic plasticity rules were thus introduced to prevent this phenomenon. A
famous example is Oja’s rule, (Oja, 1982) which renormalizes the synaptic weights as they are updated.
This rule lacks biological realism but has shown how Hebbian learning could be used to perform a
dimensionality reduction on its inputs equivalent to principal component analysis. A more biologically
plausible example of stable Hebbian learning is the so-called BCM rule, from the initials of the authors
Bienenstock, Cooper and Munro (Bienenstock et al., 1982). This learning rule was conceived to explain
the development of orientation specificity and binocular interaction in visual cortex. In the BCM rule
the synaptic potentiation saturates as the post-synaptic activity increases. Both the Oja rule and the
BCM rule also provide a mechanism for competitive Hebbian learning, wherein synaptic stability is
further helped by the fact that synapses sharing the same postsynaptic neuron compete to drive its activity
in different directions (some up, some down). These models also helped explain the experimentally-
observed competitive processes that appeared to counter unstable growth of synaptic strength. In turn,
this theoretical work was instrumental for our understanding that classical Hebbian learning required

modification or an additional homeostatic process in a practical, biological implementation.

The learning rule used in this work is modulated by reward and decision activity. For this reason, no
synaptic homeostatic process is required for its stability. However, the activity of some neurons could
become extremely low during training, as shown in more detail in Ch. 3 (Sec. 3.4.2). What is needed,
then, is a mechanism that keeps the activity of the neurons close to the threshold for making decisions.

This is an example of intrinsic homeostatic plasticity.

The first model of intrinsic homeostatic plasticity was developed by LeMasson et al. (1993) and
Abbott and LeMasson (1993). This model was inspired by the observation that in crustacean rhythm-
generating circuits neurons appear to maintain characteristic electrical activity. It was proposed that
neurons have built-in sensors that monitors electrical activity and adjust conductance densities to main-

tain a ‘target’ activity level (Fig. 1.10).

One such mechanism that is well known to neurobiologists is firing rate adaptation, the phenomenon
through which the rate of action potential generation decreases over time during sustained stimulation.
This phenomenon is mediated by a variety of ionic currents, notably sodium- and calcium-dependent
potassium currents (Sah, 1996), and is well described by a minimal model of adapting cortical neurons
(La Camera et al., 2004). However, firing rate adaptation only works in one direction, namely, to reduce
the firing rate. If an increase in firing rate is required (for example, to compensate for a decrease in
afferent synaptic weights), then the mechanism of firing rate adaptation will have no effect. Instead,
what is needed is a bidirectional mechanism that increases the firing rate if the latter is below a target

value, and decreases it if the firing rate is above the target value, just as pictured in Fig. 1.10.

Such a mechanism can be minimally implemented as described in Sec. 2.2.1. It is useful to anticipate,
at this point, that modifying the synaptic weights for the purpose of regulating the activity of neurons

interferes with learning. The latter requires its own synaptic changes aimed at learning the task at hand
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FIGURE 1.10: Intrinsic homeostasis. A schematic illustration of a neuron with a mix of inward and outward
currents is shown on the left. If the average firing rate is too low (top), the inward currents can be up-regulated
and the outward currents can be down-regulated to increase the firing rate to an appropriate level (bottom). Figure
adapted from Williams et al. (2013).

(in our case, the segmentation of relevant segments in an input stream). Additional mechanisms of
homeostatic plasticity will compete with the requirements of the learning rule and degrade learning. This
was observed in a variety of homeostatic synaptic scenarios and led to the development of the intrinsic

homeostatic mechanisms discussed in sections 3.4.2 and 3.4.3.

1.6 Reinforcement learning with spiking neu-

rons

Reinforcement learning requires a source of stochasticity in the neuron’s output, for example via stochas-
tic synapses (Seung, 2003) or via the escape noise mechanism mentioned in Sec. 1.3.4. In this work I use
the latter. As I will show in detail in Ch. 2, a reinforcement learning rule for a synapse w;; connecting
two spike response models with escape noise can be written as

AW,‘j = T]<R(6l—¢),(u)dl‘)PSPj> (1.18)

Here, Aw;; is the variation in synaptic weight due to learning, R is the reward, &; = 1 if the postsynaptic
neuron / emits a spike in the current time bin (and zero otherwise), ¢;(u)dt is the probability that the
postsynaptic neuron fires a spike in the same bin, dr is the (short) duration of the time bin, and PSP; is
the value of the post-synaptic potential in response to a spike from presynaptic neuron j. The brackets
(-) indicate an average across many trials, as is customary in batch updating. In this work, given the

nature of the temporal segmentation problem, I will use instead an online version of the learning rule that
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updates the weights after each presentation, using the current value of R(J; — ¢;(u)dr) PSP; as a proxy of

its average. This procedure, called stochastic gradient ascent, works rather well in practice.

Note that Eq. 1.18 is a biologically plausible implementation of the more heuristic Eq. 1.2. To see
this, write Eq. 1.2 in the following form:

Awij = n<R<Apost - G)Apre>- (1.19)
Comparing this equation to Eq. 1.18,
Awi; = N(R(8; — ¢;(u)dt)PSP;),

one notices that the postsynaptic activity A, is represented there by the spike output §; of the neuron,
the activity threshold 6 is the probability of firing a spike, i.e. ¢ (u)dt (note how this can be approximated
by the firing rate of the neuron itself), and the presynaptic activity A,,. is represented by the term PSP;.

Although Eq. 1.2 was heuristically motivated, it will be shown in Appendix A that Eq. 1.18 performs

gradient ascent in the average reward.

1.6.1 Limitations of reinforcement learning

Reinforcement learning is a powerful and general learning method, which however suffers from a number
of issues that has often limited its applicability to real-life problems. Although these limitations will not
affect my solution of the temporal segmentation problem, I list here for completeness the most important

of them (see e.g. Alonso and Mondragén (2013)):

1. Exploration-exploitation balance: reinforcement learning assumes that, for optimal performance,
agents explore (state-action pairs for which the outcome is unknown) and exploit (those state-action pairs
for which rewards are known to be high). Finding the right balance between exploration and exploitation

is not a straightforward exercise.

2. Temporal discounting: A discount factor is set for delayed rewards representing the fact that it is
preferred to obtain the reward sooner rather than later. The problem is that small discounts can make the
learner too greedy for present rewards and indifferent to the future, while large discounts slow learning

down.

3. Generalization: the reinforcement learning approach does not allow for the ‘transfer’ of learning
between different (yet still similar) situations. What is learned depends on the reward structure — if the

rewards change, learning has to start over.

4. Large state spaces: for most practical tasks with large state spaces reinforcement learning fails
to converge. Besides, it generates extreme computational costs when not dealing with small numbers
of state-action pairs — which are very rare in any real learning scenario. For example, all state-action
pairs must be repeatedly visited, which in practice means that many thousands of training iterations are

required for convergence in even modest-sized problems.
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1.7 The stimulus segmentation problem

The problem considered in this work is a combination of a decision task and a special type of stimulus
identification task. Stimulus identification, illustrated in Fig. 1.11a), is the process of picking out a
relevant stimulus among many other stimuli which may be present in the environment, for the purpose
of performing a task. Here and in the following I will always assume that stimuli are relevant if they
are behaviorally relevant, i.e., if a correct action in their presence leads to a rewarding outcome. In the
figure this problem is illustrated as a fictitious laboratory task where a monkey is being presented with 4

different stimuli on a computer screen and must select which one would lead to reward.

In a more demanding scenario, this problem becomes a problem of stimulus segmentation, and amounts
to extracting action-relevant segments out of a noisy input stream. This also involves the extrapolation
of the onset and the end of the stimulus segments, not known a priori, and is akin to e.g. the problem of
phoneme segmentation in speech recognition. In the stimulus segmentation problem the stimuli are not
well defined, do not stand out from the environment as those in panel a) of Fig. 1.11 (which already hints
at their possible relevance), and may be hidden in a spatio-temporal input. In particular, inside our brains
everything is represented as a pattern of spike trains, which must be segmented to find those portions
that represent the relevant stimuli, as shown in Fig. 1.11b). In this example, the segments shaded in
pick represent relevant stimuli demanding one type of decision, while the segment in green demands a
different decision. Thus, the problem is a combination of stimulus segmentation and decision making.
A fictitious laboratory task corresponding to this problem is one in which a moving pattern moves very
slightly and very slowly emerges on a computer screen from a noisy background, and the subject must

learn to identify the occurrence of the pattern together with the action needed in response.

It is worth notice that no state-of-the-art artificial device (such as the celebrated ‘deep learning’) is
able to deal with this problem. Most of the time the stimuli are known to the learning agent, and the task
is to associate correct actions to given inputs. Here, timing and relevance of the stimuli are unknown, and
learning amounts to a complete process of discovery. It is interesting that framing the problem in terms
of reinforcement learning with spiking neurons not only represents a biologically plausible solution, but
allows the online learning procedure that is necessary to solve this problem in real time. Machine learn-
ing algorithms commonly require off-line computations to solve segmentation problems. For example,
this is the case of Hidden Markov Models widely used to solve speech recognition problems, see e.g.
Rabiner et al. (1989) and Wilpon et al. (1990). Moreover, if the stimulus onset is not characterized by
a changing in intensity (i.e., the firing rate of the spike trains or their cross-correlations), or it is not
preceded by predictive cues, the problem of stimulus segmentation cannot be solved by unsupervised
learning algorithms because those only look at deviations in the statistical structure of the stimuli. I will

show in Ch. 3 that this is not a problem for the model introduced here.

As said in the previous sections, animals presumably learn to navigate their environments by exploring
actions and repeating those actions that led to rewarding outcomes. For this reason, the problem of
identifying relevant cues and stimuli can naturally be framed as a problem of reinforcement learning
(see also Sutton and Barto (1998)). This work follows in the footsteps of a handful of previous works
that have pioneered reinforcement learning with spiking neurons (Urbanczik and Senn, 2009; Friedrich

et al., 2011; Pfister et al., 2006). Those works focused on learning classification tasks in the traditional
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relevant states (not-known a priori)

FIGURE 1.11: Stimulus identification and stimulus segmentation problems. a) Example of stimulus identifi-
cation, which is the process of picking out a particular stimulus among many other stimuli which may be present
in the environment, for the purpose of performing a task. Here this problem is illustrated as a fictitious laboratory
task where a monkey is being presented with 4 different stimuli on a computer screen and must select which one
would lead to reward. b) In the stimulus segmentation problem the stimuli are not well defined, do not stand out
from the environment as those in panel a), and may be hidden in a spatio-temporal input pattern. See the text for
more details.

setting in which stimuli’s relevance and appearance are completely known to the learning agent. The
novelty of those works, and especially of the Urbanczik and Senn (2009) paper, is the ability to deal with
spatio-temporal spike patterns and was motivated by the need to build a biologically plausible theory
of reinforcement learning in populations of spiking neurons. Following that study up, La Camera et
al. (2013) noticed that the same framework could be augmented to actually identify the relevant stimuli
in the absence of any information on their identity and timing. That work showed how to do so in a
combined segmentation and binary decision making task, using a single population of decision neurons.
Although promising, that model had unsatisfactory performance with non-relevant stimuli and could
only deal with binary decisions (such as ‘go left’ vs. ‘go right’). The objective of this project was to
extend that model to deal with any number of different decisions while at the same time improving the
performance with non-relevant stimuli. The key observation that made this possible is the discovery of
the need of a slow homeostatic mechanism that allows the model to escape from local maxima of the

average reward, and will be presented in detail in Ch. 3 (Sec. 3.4.2).
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1.8 QOutline of this work

In this chapter I have motivated the need for models in neuroscience by listing the contributions of
some notable models to our current knowledge of neuroscience, and have discussed different types of
learning strategies and neuronal models. I have also introduced the main topic of this thesis: the stimulus

segmentation problem and the reinforcement learning method.

In Chapter 2 I will present the details of the network model, including its architecture, its model

neurons, the learning rule and how the input stimuli are constructed.

In Chapter 3 I will show the ability of the model to learn to segment an input stream of spike trains, the
main objective of this work. I will also show the robustness of the model to different encoding strategies
of the input stimuli, 1 will analyze the role of some of the ingredients of the model, and I will introduce

an alternative model.

In Chapter 4 I will demonstrate the ability of the model to identify cortical spike patterns recorded
in behaving rats in response to taste stimuli, and I will show that the model is able to generalize past

learning to novel stimuli.

Finally, in Chapter 5 I will summarize how this model is able to solve the stimulus segmentation and
the multi-choice decision problems, and I will discuss its biological plausibility, its novelty, its weak and

strong points, and where the research described in this work can be further taken from here.
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Chapter 2

The model

In this chapter I introduce all the ingredients of the model before moving on to discuss its performance

in the temporal segmentation task in Ch. 3.

As a reminder, the main objective is to develop a theory of stimulus segmentation by reinforcement
learning in populations of spiking neurons. The aim of the decision maker is to learn to extract segments
of a noisy input stream that are relevant for behavior. The relevant segments are not known a priori, and
thus it is also assumed that the agent has no knowledge of the time at which those segments are presented.
This is a major departure from existing models and requires the extrapolation of the onset and the end
of each stimulus during learning. The network will be trained to identify the relevant stimuli (i.e., those
that can trigger rewarded decisions) by reinforcement of correct decisions. The network architecture, the
details of the neuron model, the learning rule and the construction of the stimuli will be all introduced in
detail in this chapter.

2.1 Network architecture

The model network comprises N, populations of spiking neurons that receive input spike trains via plas-
tic synapses (Fig. 2.1a). Each population i codes for a specific decision and initiates the corresponding
action whenever a measure of population activity P! crosses a decision threshold, i.e., a pre-defined
level of activity 0 (the same for all populations). As long as all population scores are below threshold,
no decisions are taken and no feedback is given to the agent. The decision neurons producing scores P!
were modeled as spike response models (Sec. 1.3.4). In this model, neuron v is defined by membrane
potential " obeying the SRM equation 1.12 and depicted in Fig. 1.5:

M
1 1
ui(t) = Upest + ZW{Z—eft/Tm + Zieft/fm.
i=1 seX; m seY Tm

Stimuli were continuously presented to the agent as streaming spatio-temporal patterns of spike trains
(details in Sec. 2.4), and were divided into relevant and non-relevant stimuli. Each relevant stimulus was

arbitrarily associated with a correct decision, one among the N,,.. possible decisions. When a decision
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occurred, a rewarding feedback was given after a minor delay (30 ms), the stimulus was removed, and the
population readout was reset to zero. Every decision (whether correct or incorrect) incurred a small cost
(typically —0.1, to prevent the agent from continuously taking decisions); positive reward (R = 1) was
given only for a correct decision in the presence of a relevant stimulus (netting a total reward of R = 0.9).
Incorrect decisions were not punished (and thus only incurred the cost R = —0.1). The rationale for such
choice is that an additional negative reward for an incorrect response to a relevant stimulus would signal
the presence of a relevant stimulus at the time of the decision, aiding the solution of the segmentation
task. In the (rare) case of multiple populations reaching threshold simultaneously, only one was selected
pseudorandomly as the population responsible for the decision.

The network makes a decision when (and only when) the activity (to be defined shortly) of a population
exceeds a threshold. For this reason, the population neurons are also called ‘decision neurons’ in the
following. Note that the two decision populations do not influence each other and the two decision
processes are independent.

2.1.1 Population scores and decision dynamics

The ongoing activity of population u, defined as
t
A“(t):/ dsY 8(s—1), 2.1
0 %

is a measure of the collective spike count of its neurons between times zero and ¢. The times t,f are the
times of the spikes emitted up to time ¢ by the decision neurons of population y, and 8(#) is Dirac’s delta
function. Since at the heart of the stimulus segmentation problem is the fact that the learning agent does
not know when a stimulus starts or ends, A*(¢) was approximated by a low-pass filter of its temporal
derivative, A (t), to produce the online ‘population score’ P! responsible for initiating a decision:

dp' dA*

_pry = 2.2
dt s dt (2.2)

TP

where 7p was 500 ms, the same as the mean stimulus durations. A decision 4 was said to occur at
the first time 7; such that P (1;) > ®p > P/ * (1) since the last decision, and at time t; =14+ 30 ms
all population scores P’ were reset to zero. The 30 ms delay between the decision and the reset adds
biological realism while allowing a confidence signal to build up, as follows. At time ¢ following a
decision by population u, a feedback on the decision is given to all neurons in the population through

the quantity P!' obeying

_ 2
dp! - Pl () —Op
T—— =Pl +1 — (==L |, 2.3
i s T 1soexp < < Op (2.3)
with ¥ = 50 ms and 159 = 0 except for 50 ms after ¢}, when it is set to 1. P! has a double role: its
magnitude can represent the population’s own confidence in the decision at time ¢; and will be used to
attenuate learning (Eq. 2.19 and Eq. 2.20), whereas its sign will be used to build an individualized reward

signal as proposed in Urbanczik and Senn (2009), Eq. 2.17.
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FIGURE 2.1: A) Network architecture. Spike trains (‘input’) from M input neurons project to Ny, populations of
spiking neurons (colored circles) through plastic synapses. Each population is responsible for a different decision,
which occurs when a measure of the spike count of each population first crosses a predefined threshold. After
each decision (and only then), feedback from reward (right vs. wrong) and own population activity determines
the change of synaptic weights between the input neurons and the population neurons responsible for the current
decision, according to Eq. 2.19. B) One stimulus prototype (black) together with a jittered version of it (red; 10 ms
random dispersion around the original spike times, see Sec. 2.4 for details).

2.2 The neuron model

The decision neurons producing scores P! were modeled as spike response models with fixed threshold

(Pfister et al., 2006). In this model, neuron Vv is defined by its membrane potential ¥ obeying Eq.1.12,

uv(t|X) :urest+ZW;/PSPl(I,X)— Z 37%6(1‘_2“/), (24)
i tvey
where: u,,; = —1 is the resting potential (in arbitrary units); w} is the synaptic weight connecting

neuron V to its presynaptic neuron i; X = {X;,Xa,...,Xy } is the collection of the M presynaptic input
spike trains, where X; = {tl(l),tZ(’), ....t{"} are the spike times of the i’ spike train; PSP.(#,X) is the

postsynaptic potential due to the input spike train X;,

PSP(1.X) = ¥ ~e 50 —3), 25)

seX; Tm

with 7,, = 10 ms being the membrane time constant of the neuron; Y is the output spike train (comprising
spike times {z"}); and ©() is the Heaviside function. For a discussion about the spike response model

see Sec. 1.3.4. A neuron with membrane potential u emits a spike with probability
¢ (u)dt = keP"dr. (2.6)

in a short time bin dz. Here, B = 5 controls the stochasticity of spike emission, kK = 0.01 is a constant.
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2.2.1 Homeostatic mechanism

Neurons’ activities were kept close to the decision threshold via a homeostatic mechanism. This was
implemented via the update of the parameter k£ in Eq. 2.6 controlling the neuron spike probabilities.

Specifically, k* (the same for all neurons in population u) was changed according to
A =7(@p— 1), (2.7)

where f! is a running average of the spike count similar to P/* (Eq. 2.2) but without post-decision reset
and a much longer time constant (4 seconds); k* is constrained to be positive. The update Eq. 2.7 occurs
at random times sampled from a uniform distribution with average inter-update time of 4P stimulus
presentations, where P is the total number of stimuli and 7} = 0.01. Thus, k was kept fixed over several
stimulus presentations not to interfere with the learning of the weights. This homeostatic mechanism
is beneficial because, as learning modifies the weights, it also induces changes in population activity.
These may occasionally produce very low activity in some populations, resulting in lack of decisions for
those populations. When this occurs, the agent is trapped in a local maximum of the average reward,
and learning practically stops for that population. In such a case, the homeostatic mechanism slowly
increases the firing probability in single neurons until the desired population activity level is restored
and decisions are again possible. The parameter k is slowly modified during learning to help keep the

decision populations’ activities near the decision threshold.

2.3 The learning rule

In this section I introduce the learning rule used in this work. I shall present only the main facts and

equations leading to it, deferring a detailed derivation of most results to Appendix A.

2.3.1 The basic rule

Given input spike pattern X lasting from O to ¢, the log-likelihood that a decision neuron produces the
output spike train YV, given the neuron model described in Sec. 2.2, is (Pfister et al., 2006):

L (P X) =P (VX) = ¥ o)) - /0 o (u(t')), 2.8)

tveyv

where YV = {rV} is the output spike train generate by neuron v. The learning rule was designed to
perform a variation of the method of gradient ascent in the average reward. Following Williams (1992),

the gradient of the log-likelihood .Zyv is required, which is in the case of the spike response model used
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here is
0d /
=—Zw(Y[X) =Y BPSP(1"X) //3¢ ))PSP(t'|X)dt' = (2.9)
aWi tveyv
:/Otﬁ ( ) 5(t’—t“)—¢(uv(t’))) PSP(¢',X)dt'. (2.10)
tveyv

Note that I have introduced Dirac’s delta function to make the term Y ,vcyv BPSP;(¢¥|X) appear under the
integral.

As I show in Appendix A, an online learning rule performing gradient ascent in the average reward
would read (Williams, 1992)
D] RO G (YVX) @2.11)
ar Mgy ’ '

where 7 is the learning rate and R; is the reward at time ¢. The quantity ﬁng (YV|X) is called the
eligibility trace of the synapse because, according to this learning rule, the synapse is ‘eligible’ for
change only when the eligibility trace is different than zero.

By using Eq. 2.10, this learning rule becomes

d;t"v = nRt/ (tg; 5t —tV)—¢(u (ﬂ))) PSP,(¢',X)d!’. (2.12)
Note the integration times O (stimulus onset) and ¢ (stimulus offset) in the right hand side: this learning
rule would require the knowledge of when the stimulus is being presented. But the whole point of this
work is to build a model capable of inferring the presence of relevant stimuli which are a priori unknown.
Telling the system when the stimuli are being presented gives it information that it is not supposed to have.
To avoid this problem I replace, in the learning rule above, the eligibility trace with a low-pass filter of
its time-derivative, which I will indicate with the symbol E:
d d

wE) = —E"—i—aﬁ W (VY 1X), (2.13)

where 4 aw Zw(YV|X) is obtained immediately from Eq. 2.10:

d d
—=——Zw(YV|X) o(r—1" 1)) | PSF(1,X). 2.14
Gy D) (2 ~o(u <>>> (.X) .14
The modified learning rule is therefore
dwY
7; =NRE,, (2.15)

with E, given by Eq. 2.13.

Note that the right hand side of Eq. 2.14 contains the product of a postsynaptic term (the difference
between the actual firing rate Y,v 6(r —t") and the average firing rate ¢dt), and a presynaptic term (the
postsynaptic potential PSP;). Together with the reward-modulated term in Eq. 2.19, the latter is a three-
factor synaptic plasticity rule as found e.g. in cortico-striatal synapses, a major locus for reinforcement
learning (Reynolds and Wickens, 2002).
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2.3.2 The learning rule with individualized reward

The learning rule of the previous section has been improved by Urbanczik and Senn (2009) to alleviate
the spatial credit assignment problem. The problem is that, as the number of neurons in the network
grows, the learning performance nevertheless deteriorates quickly with increasing N (see Fig. 2.2, panel
a). The reason for this is rather simple: from the perspective of the single neuron, the global reward
R is an unreliable performance measure, since the neuron may be punished for a correct response just
because the majority of other neurons made a mistake. The odds of this happening increase with the
size of population, the average single neuron response deteriorates and this is not compensated for by
the boost provided via the population response (Urbanczik and Senn, 2009). For this reason I follow
Urbanczik and Senn (2009) and train the neurons individually and only use the population read-out
to improve the credit to each neuron. For this I assume an individual reinforcement signal r¥ = +1
that equals 1 if neuron v took the right decision, and —1 otherwise (see section ‘Individualized reward’
below for its biological implementation). I then follow Urbanczik and Senn (2009) and replace the global
reward with the individualized reward signal r for neuron v:
v

% = n[R|(r" — DEY, (2.16)
where R; is an estimate of reward at time ¢ and is modeled as a low-pass filter of the actual reward
delivered after each decision. Since R; # 0 only around a decision time (when reward is given), the
factor |R;| confines the synaptic update to a temporal window around reward delivery.

As shown by Urbanczik and Senn (2009), this modification speeds up learning when the population
size increases, at least in a more traditional reinforcement learning task (see Fig. 2.2, compare panel a)
with panel b)). Later, in Ch. 3 (Fig. 3.3), I will demonstrate that this is the case also for the temporal
segmentation task which is the object of this thesis.

2.3.3 Biological implementation of individualized re-

ward

The individualized reward signal could be made available locally at each synapse by broadcasting feed-

back from

« the population’s own activity via the P' term defined in Eq. 2.3 (representing the deviation from

equilibrium of the concentration of a neurotransmitter such as acetylcholine or serotonin);
* each neuron’s own activity S) (e.g., through intracellular calcium transients), and

* the global reward feedback R, (mediated e.g. by the concentration of dopamine).

Specifically, for the v neuron in population yt (Urbanczik and Senn, 2009),

r¥ =sign(R,P*(S) — 6s)), 2.17)
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where 65 = e~ "l is a threshold for S). R, is transiently driven by the global reward R (Sec. 2.1) for
50 ms after each decision time ¢}, and then decays to zero exponentially with time constant of 10 ms.
The neuron’s activity S} was given by

. SY

S,V:—T—‘+(1—SIV)Z5(t—t"), (2.18)

S v

where the {t"} are the neuron’s output spike times, and g = 500 ms. If, for example, the decision was
correct (R; > 0) and population pt was above threshold, its neurons which had been sufficiently active
(SY > 6s) had voted for the correct decision, hence for them r¥ = 1. One can similarly work out all other

possible scenarios and confirm that the Eq. 2.17 indeed provides the correct feedback in each case.

2.3.4 Learning attenuation

Although individual reward works far better than global reward, Urbanczik and Senn (2009) found that
the performance nevertheless saturates rather quickly with increasing number of decision neurons N, and
100% performance is not reached (see Fig. 2.2, red curve in panel b). The problem is that the neurons
are all trying to learn the same thing and this leads to correlations which are detrimental to the population

performance.

—-
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FIGURE 2.2: The role of individualized reward and learning attenuation. Learning performance in a 2-choice
task with 30 patterns that had to be learned with target responses equally split between two output classes. The
curves represent the performance (percentage of correct responses) after a fixed number of learning episodes as
function of the population size N. The red curves show the performance of the population read-out, the blue ones
show the average performance of the single neurons. a) Learning based just on global reward, Eq. 2.15. b) Learning
with individual reward for each neuron, Eq. 2.16. ¢) Attenuated learning with individual reward, corresponding to
the full learning rule Eq. 2.19 also used in this work. Figure adapted from Urbanczik and Senn (2009).

To address this problem, once again I follow Urbanczik and Senn and introduce in the learning rule an
attenuation factor a(IS# ) based on the measure of population activity P! defined in Eq. 2.3, so that the

learning rule Eq. 2.16 finally becomes

aw? -
L IR (P~ 1Y @19

The attenuation factor a(lss“ ) is equal to 1 (no attenuation) for an incorrect decision (R, < 0) and to ’135“ |
for a correct decision (R, > 0), with P/ given by Eq. 2.3 (it is meant here that neuron v belongs to

population ).
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The attenuation factor a(P}') is responsible for reducing (attenuating) learning once the population
response is reliable and correct. In the case of an incorrect decision, a(ﬁf ) = 1 regardless of P! and a
full synaptic weight update results from Eq. 2.19. In the case of a correct decision, the degree of synaptic

change is modulated by (from Eq. 2.3)

(%)
a(P*) = |PH| ~e \ P . (2.20)

The rationale for this choice is the following: if P! is large or small compared to ®p soon after a correct
decision, the population is highly confident of its vote and no further learning is required (and indeed
a(ﬁf ) ~ 0 in this case); otherwise, if P! (t;) ~ @p, the population is maximally undecided about the

current decision, and full learning is required (a(P') ~ 1).

In the case of episodic learning, the learning rule Eq. 2.19 performs stochastic gradient ascent in
a monotonic function of reward and population activity, as proved in Urbanczik and Senn (2009).
This learning rule can be understood as an improvement over Williams’s general gradient learning rule

Eq. 2.15 and, with E) given by Eqgs. 2.13 and 2.14, is the learning rule used in this work.

2.4 Input stimuli

The input stimuli were always collections of spike trains across N; input neurons, where both N; and
the firing rates of the spike trains depended on the task. Stimuli were jittered versions of prototypical
spatiotemporal patterns of 50 Poisson spike trains with constant firing rates sampled from a uniform
distribution between 2 and 24 Hz (Fig. 2.3). Stimuli prototypes were initially generated and then, prior
to each presentation, temporal jitter was added to the spike times to produce a noisy version of the
prototypes. For each spike time ), jitter was added by sampling from a Gaussian distribution centered
on ty, and a standard deviation of 6 = 10 ms (Fig. 2.3a; for comparison, a prototype modified with a
jitter having standard deviation of 100 ms is shown in panel b). The rationale behind using this kind of
model stimuli is that they closely relate to real patterns of spike trains recorded from sensory cortex, as

we will see in Ch. 4.

To check the robustness of the model to different ways of encoding stimuli, I also tested the model with
2 special types of stimuli. In the first case, all 50 spike trains in each prototype had the same firing rate of
12 Hz, and each new presentation added a random jitter of 10 ms, as described above (see Fig. 2.4a for
an example). This is a more difficult problem to learn, since only the variations in the spike times allows
to differentiate between any two stimuli. I refer to this case as uniform firing rate stimuli. This case
is meant to emulate a precise spike timing code. In the second type of special stimuli, firing rates were
distributed across the spike trains (uniformly between 2 and 24 Hz), but the spike times were generated
anew at each presentation (see Fig. 2.4b). This is equivalent to having a uniformly distributed jitter on
the spike times covering the whole duration of the stimulus. I refer to this type of stimuli as firing rate
patterns, because the only quantity conserved across multiple presentations is the firing rate of each
spike train. This coding strategy is the closest to the classical rate coding assumption in the theory of

sensory coding. This case is also more difficult to handle than the standard encoding with a jitter of
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FIGURE 2.3: Spike pattern stimuli used as inputs to the network. Prototype stimuli (black) and their ‘jittered’
version (red) used in simulations of the temporal segmentation task. The stimuli are shown as ‘raster plots’: each
row represents a neuron, whose firing times are marked by short vertical bars. A stimulus is defined by a collection
of Poisson spike trains with constant firing rates ranging from 2 to 24 Hz. The spike times are jittered during each
stimulus presentation, each time drawn from a Gaussian distribution with standard deviation ¢ centered around the

original spike time in the prototype. For comparison, two prototypes jittered by 10 (a) and 100 ms (b) are shown
here. See the text for more details.

10 ms. Comparison of the performance of the model with differently coded stimuli will be presented in
the next chapter.
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FIGURE 2.4: Examples of stimuli used to test the robustness of the model. a) Uniform firing rate stimuli. The
shaded portions of the input stream represent the same stimulus. The firing rate is the same across all spike trains.
For illustration purposes, no jitter has been added to the spike times, so that the two stimuli look identical, however
in simulations each spike time was jittered by 10 ms with the same procedure described for the main stimuli. b).
Firing rate patterns. The shaded regions represent the same stimulus, even though the spike times were randomly

drawn each time according to a Poisson process.
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Chapter 3

Results

In this chapter I show that the model described in the previous chapter can successfully learn to solve
the combined stimulus-segmentation and decision making problem by reinforcement learning. In later
sections I will also consider the robustness of the model to different stimulus encoding strategies, and
an analysis of the role of some key ingredients of the model, namely the role of the individualized
reward and the role of the homeostatic mechanism that adapts the spike emission probability (described
in Sec. 2.2.1).

All computer simulations described in the following were run in Matlab using custom computer code.
A first-order Euler scheme was used for the numerical integration of differential equations with an ele-
mentary time step of 0.2 ms. The membrane potentials of the decision neurons were initially set to their
resting values. Unless explicitly stated otherwise, initial synaptic values from pre-synaptic spike trains to
post-synaptic decision neurons were sampled from a Gaussian distribution with zero mean and standard
deviation of 2, and results are presented for simulations with 2000 stimulus presentations (either relevant

or non-relevant).

The initial conditions were chosen so as to obtain similar initial performance across tasks (here, around
20%-correct with relevant stimuli). This is important to be able to compare the learning performance
across tasks and simulations, because the initial performance of the network affects the learning time.
For example, if the network makes a large number of decisions each second, it is not surprising that
eventually it will learn to segment the temporal stream, and that it will do so fast. An initial performance
of 20%-correct with relevant stimuli can insure that the initial rate of decisions is low, about one decision

per second.

3.1 Illustrative examples

I first illustrate the problem in the simplest possible scenario of one relevant stimulus among P = 4
stimuli presented to the agent. The goal of the agent was to respond whenever the relevant stimulus was

on. As shown in Fig. 3.1, the agent learned to successfully identify the relevant stimulus and respond
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FIGURE 3.1: Rasters and population activity vs. time in the basic segmentation task with N = 50 decision
neurons. A. Before learning. B. After learning. In each top panel: raster plot, with input spike train in black and
decision neurons in blue. In each bottom panel: population score P (blue; Eq. 2.2). A decision is taken when P/
crosses a threshold 6p = 1 (dashed). Colored shading marks the presence of the relevant stimulus.
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FIGURE 3.2: Rasters and population activity in a three-way decision task with N = 150 neurons per decision
population. Same conventions as in Fig. 3.1, with the different stimuli demanding different decisions color-coded.

within 50 ms (or less) from its onset, while learning to ignore the other stimuli (Fig. 3.1, compare A with
B).

Fig. 3.2 shows instead a simulation where the temporal segmentation task occurs simultaneously with
a three-way multiple-choice task with 3 relevant stimuli and 9 non-relevant stimuli, respectively. The
relevant stimuli required each a different decision. The behavior of the network is shown after sufficient

training so that all relevant stimuli are correctly identified.
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FIGURE 3.3: Average learning curves across 30 simulations for different tasks (color coded). Solid curves:
average fraction of correct decisions with relevant stimuli; dashed: average fraction of (any) decisions in the
presence of non-relevant stimuli (note that perfect performance with non-relevant stimuli is achieved when the
dashed lines converge to zero). Horizontal segments denote the 25-75 percentiles (IQR = interquartile range) of
the learning thresholds across simulations. Learning threshold is a measure of learning speed defined as the time
(in number of relevant stimulus exposures) of the first of 100 consecutive correct decisions. Key: Ndec: number of
different possible decisions; P: total number of stimuli; Prel: number of relevant stimuli (one for each decision);
N: number of neurons in each decision population; /QR: interquartile range. Learning slows down with increasing
task difficulty (i.e., in the presence of more decisions and/or stimuli). However, rescaling the number of decision
neurons allows for similar learning times across tasks with different difficulty.

3.2 Average learning curves

The illustrative examples of the previous section do not prove that the model can reliably solve the seg-
mentation problem, i.e., that training results in successful performance in a large fraction of tests. To
prove this one must average the behavior of the model over a number of independent runs and indepen-
dent problems. I show in this section that this is indeed the case.

Fig. 3.3 shows the average learning curves in various temporal segmentation tasks occurring simul-
taneously with a multiple-choice task with 2, 3 or 4 relevant stimuli (in the presence of 6, 9 and 12

non-relevant stimuli, respectively). The relevant stimuli required each a different decision.

The average learning curves shown in the figure report the average progress of the model performance
during training. Specifically, learning performance with relevant stimuli was defined as the mean fraction
fr of correct decisions with relevant stimuli; learning performance with non-relevant stimuli was defined
as fur = 1 — fanr, where f;, was the mean fraction of decisions in the presence of non-relevant stimuli.
frand fy,, are shown in Fig. 3.3 as full and dashed curves, respectively; note that perfect performance

is achieved when both f, = 1 and f;,, = 0. Prior to plotting in Fig. 3.3, both measures of performance
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were averaged across multiple simulations, each with newly randomly generated prototype stimuli and
synaptic weights, and then low-pass filtered according to f, = (1 —0.01) f,—; + 0.01f,, where f,, is the

performance during stimulus exposure # 7 and f,, its running average up to exposure # 7.

The transition to good performance on relevant stimuli occurred at different times during training,
depending on the initial weights, input prototypes and stochastic decisions. I call this transition the
learning threshold and quantify it as the first of 100 consecutive correct responses to relevant stimuli. The
average learning threshold was broadly distributed across independent simulations (Fig. 3.3, horizontal
lines). This causes a lot of variability in learning performance across simulations, however the average
learning curves appear to improve gradually over time (Fig. 3.3). Note that a variable learning threshold
is an unavoidable consequence of the nature of the task: if the agent is randomly set to take very sparse
decisions, feedback is rare and so are synaptic changes. However, once the agent reaches the learning

threshold for relevant stimuli, it quickly reaches the maximal performance for those stimuli (Fig. 3.3).

3.3 Robustness of the model

In this section I consider the robustness of the model to two relevant factors, specifically different input

encoding strategies and different ratios of relevant to non-relevant stimuli.

3.3.1 Different encoding strategies

The stimuli used in the main simulations of the previous section are only one way in which stimuli could
be encoded as patterns of spike trains. Here I consider the performance of the model in two relevant
cases, one resembling encoding by firing rates (see Fig. 3.4, rate coding) and one resembling encoding
by precise spike timing (Fig. 3.4, uniform rates). Compared to the stimuli used so far (non-uniform rates
in Fig. 3.4), these two new encoding methods can be seen as extreme cases. The details of how the new
stimuli were produced were reported in Sec. 2.4. For concreteness, I used a 2-way decision task with
2 relevant stimuli and 6 non-relevant stimuli, with 100 decision neurons and 50 input spike trains per

stimulus.

Fig. 3.4 shows that the model is successful also with the new encoding strategies and requires about
the same learning time for both tasks (all simulations were obtained at parity of network parameters).
The good learning performance with rate coding is rather impressive given that the learning rule was
designed, in principle, for precisely timed spike patterns and not firing rate patterns.

It is instructive to compare the learning time with that of the main stimuli (non-uniform rates in
Fig. 3.4). Recall that the main stimuli are comprised of 50 Poisson spike trains with different firing rates,
with jitter in the spike times of the prototypes at each stimulus presentation. For this reason, different
stimuli can be separated by two facts: 1) several of its spikes trains have different firing rates, and 2) the
spike times are only jittered by ~ 10 ms. As a consequence, they represent an easier task to learn, and

the learning time is faster.
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FIGURE 3.4: Average learning curves for different input coding. The network model had to solve a 2-choice
task while learning to identify 2 relevant stimuli out of 8 stimuli, with 100 decision neurons and 50 input spike
trains. The horizontal segments represents the interquartile range of the learning thresholds, see e.g. Fig. 3.3. All
other conventions as in Fig. 3.3.

I also tested the model on real cortical data, i.e., spike trains simultaneously recorded from behaving
rats presented with taste stimuli (Mazzucato et al., 2015; Samuelsen et al., 2012). The results for this
case are deferred to the next chapter. I only anticipate here that segmentation of cortical data is faster
and easier even for lower-dimensional input patterns. This is presumably due to the presence of larger

structure in the data compared to the surrogate Poisson spike trains used here.

3.3.2 Different ratios of non-relevant to relevant stim-

uli

In the simulations shown so far, there was only one relevant stimulus per decision. Here I show that
the model works also in the case of multiple stimuli demanding the same decisions, and/or for different

ratios of relevant to non-relevant stimuli.

As shown in Fig. 3.5, the model can learn to identify multiple relevant stimuli per decision, and can
do so among a larger pool of non-relevant stimuli. As expected, learning performance slows down as
the number of non-relevant stimuli increases. However, for enough stimulus presentations (not shown
here), nearly optimal performance can be achieved thanks to the homeostatic mechanism. The role for
the latter will be clarified in the next section (subsec. 3.4.2), and a further demonstration of successful
performance with an extensive number of stimuli (96 stimuli of which 48 relevant, thus a 1 : 1 ratio) is

shown in Appendix B.
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FIGURE 3.5: Average learning curves for different ratios of relevant to non-relevant stimuli. The network
model had to solve a 2-choice task while learning to identify 2 or 4 relevant stimuli out of 8 stimuli, 16 or 24
stimuli, with 100 decision neurons and 50 input spike trains. The blue curve is the same as the blue curve in
Fig. 3.5. Same key as in Fig. 3.3.

3.4 Analysis of the model

The previous sections have demonstrated that the model is successful at solving the stimulus-segmentation
problem. One should always wonder though if all the ingredients of the model are strictly necessary to
its success. Among those ingredients, the individualized reward signal and the homeostatic spike prob-
ability mechanism. The benefits of the individualized reward has been proved by Urbanczik and Senn
(2009) in a simpler task (see rationale in Sec. 2.3.2). The homeostatic mechanism is instead a novel

ingredient and its use should be fully justified.

In the next section I demonstrate the benefits of an individualized reward also for solving the temporal

segmentation task, before moving on to the reasons for having a homeostatic mechanism.

3.4.1 The role of individualized reward: scaling up

learning time with population size

Notice from Fig. 3.3 that the learning curves across tasks show a large overlap. This means that, despite
some tasks are more difficult because they involve more decisions and/or more stimuli, the learning times
are comparable. The reason is that the population size (the number of neurons in each decision popu-

lation, N) has been each time increased to deal with more difficult tasks. The fact that, as N increases,
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FIGURE 3.6: Learning speeds up with population size. Average learning curves across 30 simulations for a
2-choice task with 2 relevant and 6 non-relevant stimuli and variable decision population size N (reported in the
legend). Same key as in Fig. 3.3.

learning speed is kept constant despite a more challenging task is the signature that a larger N on its own

(i.e., at parity of task) will increase learning speed.

To prove this directly I compared simulations of the same task with different numbers of decision
neurons. As shown in Fig. 3.6, at parity of task (a 2-choice task with 2 relevant and 6 non-relevant stimuli)
learning speeds up with the number of decision neurons. This is a direct demonstration that learning
speed increases with population size, and suggests that the model scales up well with the number of
decisions and/or input stimuli as long as enough decision neurons are included. As proved by Urbanczik

and Senn (2009), this is a consequence of having used individualized reward.

3.4.2 The need for a homeostatic mechanism

I found that, in the absence of a homeostatic mechanism, the model sometimes fails to learn the full task.
The most pernicious situation is when one of the decision populations learns to quit its own activity, as
shown in Fig. 3.7. The figure shows the behavior of a network with 2 decision populations after training
for a segmentation task with 2 decisions, 2 relevant stimuli and 6 non-relevant ones. One can see that
while one of the two populations (green) has successfully learned to respond to its relevant stimulus, the
other (blue) has gone silent. This is probably the consequence of having taken a critical number of wrong
decisions that has led to a decreased activity for that population. Eventually, things go so bad that the

population activity is very far from having a chance to ever making a decision again.
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FIGURE 3.7: Example of failure in the absence of a homeostatic mechanism. The task is the same as in Fig. 3.6,
i.e. a 2-choice task with 100 decision neurons. Same key as Fig. 3.1, except that now two decision populations
are shown (in green and blue, respectively). Due to training, the green population has learned to respond to its
corresponding relevant stimulus, while the blue population has gone silent. This is visible both from the raster (top
panel) and from the population readout (bottom panel).

The presence of the homeostatic mechanism that changes the spike probability can prevent this phe-
nomenon by increasing the probability of firing a spike when the population activity level is low. As
explained in Sec. 2.2.1, the spike probability will adapt to the recent average activity level so as to keep
the population firing rate close to the decision threshold. It may take many presentations before this

occurs, but eventually this mechanism will prevent the situation depicted in Fig. 3.7.

The aggregate performance over many simulations reveals the difference between the models with and
without the homeostatic spike probability. This is shown in Fig. 3.8 for the detection task of Fig. 3.1.
In Fig. 3.8 the average learning curve of a non-homeostatic model (red and blue curves) is compared to
the learning curves of the homeostatic model (green and purple). For each simulation I used two initial

values for the parameter k appearing in the spike probability, Eq. 2.6,
¢ (u)dt = keP"dr. (3.1)

The values are reported in parenthesis in the legend, and are 0.12 and 0.15. Although a larger initial
value of k insures more frequent decisions and, thus, faster learning (compare purple and green curves),
the non-homeostatic model (where k remains fixed to its initial value) converges in both cases to only
about 48% of correct decisions with relevant stimuli, due to the phenomenon depicted in Fig. 3.7. The
problem of decision populations going silent has been observed in all cases, regardless of the number of

decisions or the number of stimuli.

The reason for the occasional failure of the non-homeostatic model is related to its inability to escape

from local maxima of the average reward. When a population goes silent, it never incurs the cost of
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FIGURE 3.8: Comparison of performance with and without a homeostatic mechanism. Average learning
curves across 30 simulations of the models with and without homeostatic mechanism, for two initial values of the
parameter k = 0.12,0.15 affecting the spike probability in Eq. 3.1. Same key as in Fig. 3.3 with, in addition, the
initial value of k reported in parenthesis in the legend.

making a decision, at the price of not receiving reward for correct decisions. Especially in the presence
of many incorrect decisions (the common situation during initial stages of learning), the overall reward
rate when a population goes silent is not much smaller than the optimal reward rate obtained for perfect
performance. In other words, the network has reached a local maximum of the average reward. This

phenomenon can be intuitively understood with the illustration of Fig. 3.9.

In the figure an air ballon is flying upwards towards the sky, but gets stuck in a local maximum
of a fictitious ceiling. The fictitious ceiling here represents the average reward function, which has a
global maximum (achieved in the case of perfect performance) as well as a local maximum. Average
reward functions for generic reinforcement learning problems have many such maxima. The exploration
induced by the stochasticity of the model (in our case, by the probabilistic spiking mechanism) acts as
a source of disturbance that will push the air ballon around. For strong enough pushes, the ballon can
escape the local maximum and reach the global one. A homeostatic mechanism makes sure that this
eventually will always happen: by increasing the spike probability when the population activity is too
low (corresponding to the ballon being in a local maximum), the population eventually will start crossing
the decision threshold again. This insures enough exploration to dislodge the ballon from being stuck
in a local maximum. If necessary, this process will also occur for the other populations, and the global

maximum of the average reward can eventually be reached.
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FIGURE 3.9: The problem of local maxima. The same way a balloon in a room will reach the higher point in
the ceiling, the network dynamics — directed by the learning rule Eq. 2.19 — push the system toward a maximum
for the average reward, by following a gradient ascent method. The non-homeostatic network model is able to
maximize the average reward reaching a local maximum (learning to respond correctly to some relevant stimuli
indicates that the reward has been locally maximized). The network state is pushed toward a maximum, but it can
get stuck in a local maximum as depicted here for the air balloon. The homeostatic mechanism insures enough
perturbation of the ballon so that it can escape from the local maximum and eventually reach the global maximum
of the average reward.

3.4.3 Alternative homeostatic mechanism: the vari-

able decision threshold

A variable spike probability is not the only way to implement a homeostatic mechanism. Here I show
an alternative model based on an adaptive decision threshold. The model is identical to the main model
presented in Ch. 2 expect that the spike probability is fixed while the decision threshold ®p of each
decision population adapts to the recent population activity. When the activity is low, the decision
threshold decreases so that the population activity can still have a chance to make a decision. As with
the spike probability, the crucial ingredient of this homeostatic mechanism is that it gets updated only
once in a while, to allow for a decent estimate of the recent population activity. This model is perhaps
less preferable to the variable spike probability model because the latter is somewhat more biologically
plausible, being a mechanism occurring at the level of the single neurons that can read out their own
activity level (e.g., through intracellular calcium levels), rather than at the level of a decision threshold
for an entire population activity. Moreover, there is the problem of having to impose a minimal threshold
to prevent @p to decrease to zero values, which would make the model singular. However, as shown in
Fig. 3.10, the variable-threshold model is equally successful at temporal segmentation, confirming our
general understanding of the role of a slow homeostatic mechanism for escaping local maxima of the
average reward. In Appendix B I further present examples of performance with an extensive number of
stimuli, to demonstrate the ability of this homeostatic model to solve very difficult temporal segmentation

tasks. In the next chapter, the same model will be tested on real cortical spike trains.
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FIGURE 3.10: Performance of the variable-threshold model. Average learning curves across 10 simulations of
a 3-choice task with 100 decision neurons for different number of input stimuli modeled as firing rate patterns (see
Sec. 2.4). Because N is constant across tasks, learning slows down with increasing task difficulty (more decisions
and/or stimuli). Same key as for Fig. 3.3.
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Chapter 4
Application to real data

In this chapter I test the model on real cortical data to test the model’s ability to detect and correctly
decode natural sensory stimuli. The aim of this exercise is twofold: on the one hand, real data represent
yet another coding scheme for the input stimuli, the most biologically plausible of all, so this will confirm
the robustness of the model to different coding schemes addressed in Sec. 3.3.1. This will also prove the
model’s ability to detect and correctly respond to real data. On the other hand, proving that the model is
able to identify cortical spike patterns observed in response to taste stimuli will also prove in a novel way
that there is enough information about the stimuli in the observed patterns of neural activity. This can be
(and has been) shown with statistical methods by several authors (e.g., Jones et al. (2007); Samuelsen et

al. (2012)), but it would be worth to show that the information can be extracted by a neural system.

For concreteness, the model will be endowed with the homeostatic threshold discussed in Sec. 3.4.3,
but this time probed with an ensemble of sensory neural activity. The dataset used here was recorded
from the gustatory cortex of rats (Samuelsen et al., 2012) during a simple experiment wherein an alert
rat receives one out of 4 tastes at random intervals with mean duration of about 40 seconds. In each trial,
spike trains from 3 to 9 simultaneously recorded neurons were available depending on the recording

session; an example is shown in Fig. 4.1.
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FIGURE 4.1: A pattern of 9 simultaneously recorded spike trains from the gustatory cortex of an alert rat. Data
from Samuelsen et al. (2012).
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Note the similarity between spike trains in Fig. 4.1 with the artificial spike patterns in Fig. 2.3. Since
the network can learn to segment artificial Poisson-like stimuli, and since it is known that cortical neu-
ronal spikes (particularly in gustatory cortex) are reasonably well approximated by a Poisson process
(Shadlen and Newsome, 1998; Sakai et al., 2006; Stapleton et al., 2006), the network should be able
to perform the segmentation and decision tasks using these natural inputs. I show first that this is the
case, and then in Sec. 4.2 I will also investigate the ability of the network to generalize to novel stimuli
after learning a set of stimuli, e.g. the network will be tested on a sucrose stimulus never seen before
after training has been performed using sucrose stimuli from different trials. This procedure is called
‘cross-validation’ and is common in machine learning applications, where the main aim of a device is

being able to generalize knowledge to similar but new stimuli and not just those used for training.

4.1 Stimuli and learning

The network will be trained as described in Ch. 2 to identify relevant stimuli by reinforcement of correct
decisions. Spike patterns such as that shown in Fig. 4.1 will be used as relevant and non-relevant stimuli.
Specifically, those patterns recorded in the presence of a taste stimulus (from 100 to 600 ms after taste
delivery) will be considered relevant, and will be rewarded in case of a correct decision. Those patterns
recorded during the ‘ongoing’ or ‘spontaneous’ activity (Mazzucato et al., 2015) in between taste de-
liveries will be used as non-relevant patterns (specifically, recording taken between —800 and —300 ms
before stimulus delivery). Patterns recorded in response to the same stimulus (say, sucrose) will always
demand the same response; patterns in response to a different stimulus (say, quinine) will demand a
different response. This way, the natural variability of neural data in response to the same stimulus acts
as the mechanism that adds jitter to the prototypical stimuli used for surrogate stimuli (see Sec. 2.4). Of
course, the variability here is limited given that there were only 8 trials per stimulus: the same stimuli

will have to be presented again and again to the network.

It turns out that with a limited number of simultaneously recorded neurons (a maximum of 9), the task
is hard. The problem is the limited number of spike trains. Recall that with surrogate stimuli we used
at least 50 input spike trains. Fig. 4.2 shows that the network can learn to segment three tastes correctly
with only 9 input spike trains, however this was aided by using always the same stimulus for each taste

(i.e., there was no variability across presentations of the same stimulus).

To handle the more general case I built higher-dimensional input patterns ‘stacking’ together simul-
taneously recorded spike trains (in response to the same taste) across different sessions. The procedure
is illustrated in Fig. 4.3 and an example of 4 stimuli so built, together with the network’s ability to learn
them, is presented in Fig. 4.4. In this case, the same stimulus per taste was presented each time, i.e., no

variability across presentations.

A case in which the same taste was represented by multiple presentations of 4 different patterns (all
recorded in response to the same taste, but in 4 different trials across sessions), is shown in Fig. 4.5.
The task was to learn to take one decision in response to every instance of sucrose (‘S’) and a different
decision in response to every instance of citric acid (‘C’). Similarly, 4 instances of spontaneous activity

represented a non-relevant stimulus. Also in this case, the network could solve the task in reasonable
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FIGURE 4.2: Learning from recording data from 1 session using only the same data. The network model
learning to identify 3 tastant stimuli. Input data were neuronal recordings from gustatory cortex from a single trial
from a single session (i.e., the same stimulus is presented repeatedly to the network). There are three possible
decisions, ‘S’,‘Q’, and ‘NaCl’ (which stand for sucrose, quinine and sodium chloride respectively). a) Learning
curves, i.e. percent correct as a function of stimulus presentation number. b) Bottom: Network’s performance
for each stimulus (bars). The ability to correctly identify reward-predicting stimuli following training is 97%.
Each color encodes for a different required decision. Top: sample (dots) and average (crosses) decision times per
stimulus after learning. Though this simulation shows a successful learning, this is not generic due to the small
number of input spike trains.

time (~ 500 trials). Aggregate learning curves across 10 simulations of a more difficult task with 6

instances per taste (see Fig. 4.6) demonstrate that this finding is generic.
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FIGURE 4.3: Building stimuli across sessions. An input stimulus is built from single trials in each of 10 sessions.
Top: recordings from single sessions, one trial per session and stimulus. Neurons with a firing rate smaller than 2
Hz were removed. ‘Input pattern S (C)’ represents a spike train segment after the delivery of sucrose (citric acid).
Bottom: recordings from single sessions are concatenated using as many sessions as needed to reach a chosen
number of input spike trains (50 in this case).
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FIGURE 4.4: Learning to identify stimuli built across sessions. a) 4 input stimuli were built across 14 sessions
as shown in Fig. 4.3, and are shown here as 2-dimensional histograms of firing rates across neurons and across
time. Three of these stimuli were relevant (‘S’,‘Q’,‘C’”) and one was not relevant (‘N’). There are three possible
decisions, ‘S’,‘Q’, and ‘C’ (which stand for sucrose, quinine and citric acid respectively). b) Learning curves of
the network during training, same key as in Fig. 3.3, with superimposed global performance across all stimuli in
grey. ¢) Network’s performance for each stimulus (bars) and decision times after learning. The ability to correctly
identify reward-predicting stimuli following training is 95%, the ability to ignore the non-relevant stimulus is 90%.
Each color encodes for a different stimulus hence a different decision.
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FIGURE 4.5: Learning to identify cortical stimuli with trial-to-trial variability. A network model learning to
identify 2 tastant stimuli and ignore 1 non-relevant segment represented by repeated presentation of 4 instances
obtained from 4 different trials across 15 sessions. a) Learning curves, same notation as in Fig. 4.4. b) Network’s
performance for each stimulus (bars) and decision times after learning. Each instance for each stimulus (‘S’, ’C’,

or ‘N’=non-relevant)
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FIGURE 4.6: Average learning curve with real data. Learning curves averaged across 10 simulations. The task
was a 2-choice decision between two tastes represented by 6 patterns from 6 different trials for each taste, and 1
non-relevant stimulus (also represented by multiple representations of 6 patterns). Each stimulus comprised 36
input spike trains build across sessions as shown in Fig. 4.3. The network had 50 decision neurons per population.
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4.2 Generalization to novel stimuli

Is the network model able to generalize previous learning to inputs never seen before? To answer this
question I trained the data using 4 trials out of the 7 available for each taste in each session. The stimuli
were built collating spike trains across 19 recording sessions, as explained in Fig. 4.3. Training used only
input patterns from those 4 trials and is shown in Fig. 4.7, top panels. After training, the network was
tested on the patterns from one of the left-over trials not used for training. As shown in Fig. 4.7, bottom
panels, the performance of the network was instantly high with the new stimuli, demonstrating a robust
ability to generalize across stimuli obtained in response to the same taste. This is possible because the

data contain enough information on the stimuli that had elicited them.

This result was confirmed across 7 independent problems where training was done on 6 trials and

testing on a new trial not used for training, and the performance is summarized in Table 4.1.
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FIGURE 4.7: Generalization. Ability of the network to generalize past learning to novel stimuli. Top, training
phase, using 4 instances (trials) for each stimulus. Bottom, testing performance on inputs never used for training.
Average performance during testing was calculated as the number of correct decisions during 10 presentations per
stimulus.
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Tastant stimulus Average performance Average performance
on relevant novel stimuli  on non-relevant novel stimuli
Sucrose 100 95.0
Quinine 100 96.4
Citric Acid 100 95.5
Sodium Chloride 100 99.8

TABLE 4.1: Mean generalization results. Ability of the network to generalize past learning to novel stimuli.
Testing performance on novel input x after learning has been performed using 6 inputs from 6 different trials
(training the network for 100 presentations per stimulus). Average performance during testing was calculated as
the number of correct decisions during 30 presentations per stimulus. The averaged performance was calculated
as the average of the performances on all novel stimuli (average over 7 simulations).
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Chapter 5
Discussion and conclusions

Learning to abstract relevant information from the environment is a crucial component of decision mak-
ing; yet, current models typically assume that the relevant stimuli are known to the decision maker, which
also knows when it is being presented with one. Here, I have put forward a spiking network model able to
detect stimuli from the environment based on their behavioral relevance. Since the stimuli are presented
in sequence in a continuous stream, with unknown starting and ending points, the task is akin to temporal

stimulus segmentation, i.e., the task of discovering boundaries between successive stimuli.

In the model proposed here, the input segments are represented by spatio-temporal patterns of spike
trains and are processed by a network of spiking neurons capable of online, spike-based learning. The
network learns to segment the input stream by taking appropriate actions at the right time, using a spike-
based synaptic plasticity rule that approximates gradient ascent on the average reward, i.e., by reinforce-
ment learning, and makes use only of information locally available at each synapse. Importantly, the
relevant segments are constructed so as to be behaviorally meaningful but not statistically different from
irrelevant stimuli and noise, and therefore their boundaries are not detectable by standard pre-processing
techniques. The network model developed here appears to be the first example of a biologically plau-
sible, spiking-neuron based model of reinforcement learning capable of performing tasks as taxing and

relevant as stimulus segmentation and multi-choice decisions.

5.1 Comparison with existing models

Traditional algorithms for stimulus segmentation that learn based just on the unsegmented input stream
are unlikely to succeed in this task, especially if the relevant segments do not exhibit features that are
detectable by some standard pre-processing strategy. As a consequence, existing models typically endow
a learning agent with prior knowledge of what is relevant and focus on the problem of relating each
segment with the outcome they predict (as e.g. in a categorization task; see, e.g., Sutton and Barto (1998)
and Wang (2008) for reviews). Such models, of widespread use in computational neuroscience and
machine learning, are unable to form or modify their own relevant segments, preventing the development

of truly autonomous learning and decision-making devices.
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In practical applications, segmentation tasks are typically solved by unsupervised methods such as
Hidden Markov Models (HMMs) (Rabiner, 1989), which have recently been applied to the segmentation
of spontaneously ongoing patterns of cortical data similar to the stimuli used here (Mazzucato et al.,
2015). However, HMMs require a-priori knowledge of the structure of the relevant stimuli (e.g., Poisson-
HMM rather than Gaussian-HMM); they also require knowledge of the total number of relevant stimuli,
are not based on online algorithms, and lack biological plausibility (although see Kappel et al. (2014)).
In contrast, the spiking network model studied here learns online, does not require a-priori knowledge
of the relevant stimuli or their presentation times, it allows for direct comparison with neurobiological
data and thus could help uncover potential correlates of decision confidence and other aspects of decision

making.

Another hallmark of this study is the use of ‘information-controlled’ tasks, wherein subjects can re-
spond whenever they feel confident (Zhang et al., 2009). The model introduced here differs from the
class of neural-circuit models of decision making reviewed in Wang (2008), which require a neural pop-
ulation encoding each stimulus, and a priori knowledge of the relevant stimuli, and when they start and
end. Following an approach more similar to ours, the ‘tempotron’ of Giitig and Sompolinsky (2006)
(see Sec 1.4.3), can learn to separate spike patterns into two classes, which could be interpreted as ‘rel-
evant’ vs. ‘non-relevant’. However, the tempotron needs to know when stimuli start and end, and is
given feedback for non-responses to relevant stimuli, which helps their identification. A modification of
the tempotron able to perform ‘aggregate-label’ learning is closest to our problem and approach (Giitig,
2016). In aggregate-label learning, a neuron is trained to respond to different stimuli with a different
number of spikes to each, with no knowledge a-priori of which stimuli are relevant and when they are
being presented. However, there are important differences: the task is divided in trials and feedback
is always given at the end of each trial. Moreover, this feedback (and the learning rule) is supervised
in the total number of spikes required in the current trial. This number is externally calculated and fed
back to the neuron for comparison with the actual number of emitted spikes during that trial. It seems
implausible that somewhere in the brain knowledge of the exact number of spikes required to segment

input stimuli during a specified period of time is held.

Instead, our model seems a good candidate for a biologically plausible theory of stimulus segmenta-
tion and decision making. Simulations show successful and robust results under different input coding
scenarios and under modification of crucial parameters including the number of stimuli, the number
of decisions, and the number of decision neurons. Based on these results, especially the ability of the
network to handle stimuli coded in different ways (see Fig. 3.4 and Fig. 3.10), including real cortical
patterns of spike trains as shown in Ch. 4, there are reasons to believe that this network model can provide

a successful theory for stimulus segmentation and decision making.

5.2 Learning by reinforcement

My model uses a reinforcement learning algorithm. Reinforcement learning is one of the most active
research areas in artificial intelligence. Reinforcement learning mimics how biological and artificial

decision makers learn over time by trial and error so as to maximize their expected future reward (Sutton
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& Barto, 1998). A large variety of reinforcement learning algorithms have been successfully applied
to complex problems such as board games (Tesauro, 1995) and motor control tasks, either simulated
(Sutton, 1996), or real (Morimoto and Doya, 1998). Reinforcement learning is different from supervised
learning, the kind of learning studied in most current research in machine learning, statistical pattern
recognition, and artificial neural networks. Supervised learning is learning from examples provided by
an external supervisor. This is an important kind of learning, but alone it is not adequate for learning from
interaction. In interactive problems it is often impractical to obtain examples of desired behavior that are
representative of all the situations in which the agent has to act. In uncharted territory — where one would
expect learning to be most beneficial — an agent must be able to learn from its own experience. In the
biological and psychological sciences, a vast literature uses the framework of reinforcement learning to
interpret behavioral and neural data (Montague et al., 1996; Daw and Doya, 2006; Johnson et al., 2007;
O’doherty et al., 2007; Doya, 2008; Rushworth and Behrens, 2008). Accordingly, the way reinforcement
learning may be implemented in the brain has been subject to ongoing research. In particular, dopamine
has been found to play an important role as a potential reward signal presumably representing the current
reward prediction error (Dayan and Niv, 2008; Dayan and Daw, 2008; Lee et al., 2012; O’doherty, 2012).
To that effect, Hebbian learning rules have been extended to three-factor learning rules in which Hebbian
synaptic plasticity is modulated by a reward signal (Xie and Seung, 2004; Pfister et al., 2006; Baras
and Meir, 2007; Florian, 2007). A three-factor synaptic plasticity rule has been found in cortico-striatal

synapses, a major locus for reinforcement learning (Reynolds and Wickens, 2002).

5.3 The importance of slow homeostatic mech-

anisms to learning

Adaptive mechanisms such as those used here have been used before to tackle similar challenges (Dean
et al., 2005; Kobayashi et al., 2009; Brette and Gerstner, 2005; Lo and Wang, 2006; Simen et al., 2006;
Fontaine et al., 2014) and are supported by experimental evidence. Most analysis techniques for record-
ings of extracellular neural activity begin with spike detection to identify the times at which action poten-
tials occurred from one or more neurons. Typically spike detection is performed using simple threshold
detectors, assuming the individual neuron threshold fixed, however more recent efforts are taking into
account the possibility of threshold changes (Kim and McNames, 2007).

This work has demonstrated the need to endow a learning agent with a slow homeostatic mechanism
that allows the population activities to stay close to the decision threshold. Without this mechanism,
population activity could go silent, jeopardizing the normal functioning of the whole network (see Sec.
3.4.2). Many attempts to solve this problem via homeostatic synaptic plasticity failed for the reasons
mentioned in Sec. 1.5, i.e., the interference of homoeostatic plasticity with learning. The latter requires
its own synaptic changes and additional mechanisms of homeostatic plasticity will compete with the
requirements of the learning rule and degrade learning. This was observed in a variety of homeostatic
synaptic scenarios (not shown in this thesis), and led us to consider intrinsic (i.e., cellular) homeostatic
mechanisms (also reviewed in Sec. 1.5). This eventually led to the two successful mechanisms described

in Sec. 3.4.2 and 3.4.3, i.e., adjusting the neurons’ probability of firing or the populations’ decision
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thresholds. Both mechanisms are motivated by the necessity to keep the populations’ activities close
to the decision threshold, but whereas one acts at the cellular level (i.e., for each neuron), the adaptive
threshold mechanism assumes the existence of a biological threshold that can be modified homeostati-

cally.

In both cases, however, the crucial ingredient of the mechanism is that it needs to be slow compared
to the dynamics of synaptic changes, not to interfere with the learning process itself. Understanding this
issue was a turning point of this work and this result alone is an important finding of this thesis which

generalizes widely to many learning problems.

5.4 Applications to real data

The network model was able to learn to identify the stimuli and correctly perform the decision task
using the natural stimuli recorded from the gustatory cortex of rats. The segmentation of cortical data
is faster and easier even for lower-dimensional input patterns. This is presumably due to the presence
of a larger structure in the data compared to the surrogate spike trains. This result also emphasizes the
mechanistic nature of the model: unlike descriptive models of neural activity, this model accounts for a
possible mechanism the brain might use to solve problems involving temporal segmentation and decision

making.

It is also worth mentioning again that the problem of relevant stimulus segmentation cannot be solved
by supervised or unsupervised learning. A supervised method would make no sense as, by definition, it
works by providing the correct answer after each decision, contrary to the assumption that the network
does not know which stimuli are relevant and when they are being presented. Unsupervised methods such
as Hidden Markov Models (HMMs) (Rabiner, 1989) have recently been applied to the segmentation of
spontaneously ongoing patterns of cortical data similar to the stimuli used here (Mazzucato et al., 2015).
However, HMMs require a-priori knowledge of the structure of the relevant stimuli (e.g., Poisson-HMM
rather than Gaussian-HMM); they also require knowledge of the total number of relevant stimuli, are
not based on online algorithms, and lack biological plausibility (although see Kappel et al. (2014)). In
contrast, the spiking network model studied here learns online, does not require a-priori knowledge of
the relevant stimuli or their presentation times, it allows for direct comparison with neurobiological data
and thus could help uncover potential correlates of decision confidence and other aspects of decision
making. In fact, the successful approach proposed here as a biologically plausible model of learning and

classification of real data is also very suitable to be used as a novel tool for data analysis.

5.5 Issues

Although this model is successful and very promising, it has of course its shortcomings.

First, the number of possible decisions is known a priori by the agent, while a real decision maker

should have the ability to discover how many decisions are possible in the environment and uncover new
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actions. The possible mechanism to achieve this goal is to give the network the ability to modify the
partition of the decision neurons in different populations as new actions are discovered. The network
might try to take a new action (‘exploration’ of the environment) every now and then in the presence
of a non-relevant stimulus, and eventually a new subpopulation of neurons would emerge that will take
decisions only in the presence of particular stimuli. This would represent the neural correlate of a new

action that was not present in the original partition of the decision neurons in separate populations.

Secondly, although the information of the start and ending of the stimulus is never given to the net-
work, in order for the model to succeed, all time parameters (e.g. Tp in the low-pass filter of the decision
population readouts, Eq. 2.2) has to be of the same order of the stimulus durations (here ~ 500ms).
Without matching the duration of the stimuli it is difficult for the population signal to do its job cor-
rectly. This critique also applies to the estimation of the individualized reward signal (see Eq. 2.17 and
Eq. 2.18), which requires a correct estimation of whether or not the neuron was active during the stimulus
presentation. For large stimulus durations this would not be a problem and I anticipate that it becomes
problematic for short stimuli prior to learning. After learning the decision times are very short (order of
50 ms, see e.g. Fig. 3.1B), and again those time constants are normally large enough for the decision

process after training. However, this would be an issue during training.

A possible solution to this problem is to include the ability for different decision neurons to process
different time scales. If all the time scales are represented in a large fraction of neurons, those with time
constants matching the duration of a given stimulus should eventually learn to identify that stimulus,
whereas the other neurons will only experience the decision process as noisy and contribute randomly
to those stimuli. This solution, although possible in principle, requires a large number of population
neurons so that all relevant time scales are represented, and would probably contribute a lot of noise
during training, slowing down learning. Nevertheless, there is experimental evidence that multiple time

scales exist and are represented in cortex (Bernacchia et al., 2011).

Finally, there is the issue of the network architecture. The model proposed here is a simple feedforward
network with no feedback connections among its decision neurons. Although this was a convenient
(and sufficient) starting point for solving the temporal segmentation problem, it is known that cortical
networks contain large amount of recurrent connections in addition to feedforward inputs. Since the
introduction of recurrent connections in the decision populations may interfere with the estimation of the
individualized reward, introducing this element of realism in the model would probably require a novel

way of estimating the feedback signals.

5.6 Possible extensions

This work can be extended in a number of directions. One could consider non-stationary stimuli; for
example, a visual segmentation task wherein a sequence of images slowly appear and disappear on top of
a noisy background, and the task of the agent is to identify the images that are action-relevant. Different

subsets of sensory neurons would code for different stimuli, while the rest represent streaming noise.
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Given its success in segmenting real data, this model could be extended into a device to decode sensory
activity (in the context of no prior information about the relevance of the stimuli), and should be con-
trasted to machine learning devices that can learn to classify the stimuli by supervised learning (such as
maximum likelihood or neural network decoding of the input spike patterns — see e.g. MacKay (2003)).
In this application the hypothesis emerges that, after learning, the stimuli could be decoded from the
patterns of activation of the decision neurons. That is, the decision neuron’s activity could contain in-
formation not only on the correct decision in response to the stimulus, but also on the identity of the
stimuli themselves. Extracting this information could be achieved by measuring the ‘distance’ between
the spatio-temporal patterns of spike trains elicited by the stimuli in the decision neurons. Examples of
distance range for a simple Euclidean distance (e.g., (Jezzini et al., 2013)) to various other forms of spike
distances existing in the literature (Victor, 2005; Victor and Purpura, 1996, 1997).

Finally, as mentioned in Sec. 5.5, the model could be extended to discover its own actions and not just
its own relevant stimuli; could include a range of time scales to deal with stimuli of different durations;
and could include recurrent connections among its decision neurons to increase both the power and the
biological plausibility of the network. So, despite being a successful first take at a very challenging
problem, there are plenty of directions in which to develop and refine the model.
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Appendix A

Reinforcement learning as gradient ascent
in the average reward

Here I present a derivation of the reinforcement learning rule posited by Eqs. 2.13-2.15 for the spike
response model introduced in Chap. 2. The learning rule is derived by using the method of gradient
ascent in the average reward, which by definition is accomplished by having the change in synaptic

weights follow the gradient of the average reward,

dw

= N9u(R), (A1)

where 7 is the learning rate and I have introduced the notation d,,f = %. I also drop pre- and post-

synaptic indices in the following and simply use w rather than e.g. w} to simplify the notation.

I start from an observation due to Williams (1992) that allows writing the gradient of the average

reward d,,(R) in a more convenient way.

A.1 Williams’ formula

Consider the probability Zy(y|x) that the learning agent performs action y conditioned on the input x,
and for doing so it receives a reward R(y,x). The average reward over all possible input-output pairs
(x,y) is
(R) =} R(y.%) 20 (y]x) 2 (), (A2)
Xy
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from which I can calculate d,,(R) as follows:

Ow(R) = Y R(y.x) 90 P (y1x) 2 (x) = (A3)
TR =T
—;R(% ) Do) W2 ) (A.4)
= L R(:x) 9 In Py (y]x) 2 (410) 2 (x) = (A.5)
= ZR(y,x)aw In 2,,(y|x) - Py (y,x) = (A.6)
= (Rd,,In Z,,(y|x)), (A7)

Note that in Eq. A.7 a new ingredient has appeared, the log-likelihood In P, (y|x) of having y in response
to x. Thus, terms of dy,In Z,,(y|x), the learning rule Eq. A.1 can be written as:

dw

o= N (R In 2, (y|x)). (A.8)

This is William’s formula (Williams, 1992). In this work I use the online version of this learning rule,
i.e., [ sample the product R- d,,In Z,,(y|x) after each reward delivery, rather than performing the average
across many such samples prior to updating the synapse. This way I end up with the learning rule

dw

o= NRI,, In Py (y|x). (A.9)
Recall that the quantity d,,In Py (y|x) is called the eligibility trace because, according to this learning
rule, the synapse is ‘eligible’ for change only when the eligibility trace is different than zero.

Because of the demands inherent to a temporal segmentation task, I now proceed as explained in
Sec. 2.3.1 and replace the eligibility trace with a low-pass filter of its time-derivative, %&V In 2,,(y|x),

obtaining the learning rule

d
di: — NRE, (A.10)

where E obeys Eq. 2.13, which in our current notation reads
. d
mE =—E+ anln Py (y|x). (A.11)

All is left to do is to derive the expression Eq. 2.14 for the spike response model.

A.2 Specialization to the spike response model

Here I specialize the learning rule of the previous section to the Spike Response Model (SRM) with
escape noise (Pfister et al., 2006; Urbanczik and Senn, 2009), introduced in Sec. 1.3.4 of the main text.

The main goal is to derive an expression for the time-derivative of the eligibility trace, %8W In Py (y|x).
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I first derive an expression for the eligibility trace. To do so, I first discretize time in tiny, equally
spaced intervals (z,¢ 4 dt), inside which the neuron either fires a single spike or doesn’t fire at all, and

obtain the eligibility trace in each interval (¢, +dt). !

First note that d,,In &2 = aﬁz

which there is no spike (Z(y = 0)), let’s define

. To separate the cases where there is a spike (Z?(y = 1)) from those in

P=2(y=1x), (A.12)

so that 1 — P = £ (y = 0|x). With this new notation, I can write

_OwP . d(1-P)
oyInP = 3 0+ (1=P)

(1-8), (A.13)

where § = 1 if there is a spike in the current time bin, and & = 0 otherwise. Note that I have assumed

that I am considering bins of 1ms or less, so that no more than 1 spike can occur in each bin.

Our neuron model emits a spike with probability given by Eq. 2.6,
P = ¢ (u)dt = kePudr, (A.14)

where u is the membrane potential and depends on the synaptic weights only through the product
Y jw;PSPj, see Eq. 2.4. Using the chain rule, I obtain
O 10Pdu 1

P
5 = papay — p PP PSP(t) = BPSP(1) (A.15)

where there is a spike, and

dw(1=P) 1 9(1—P)du
(1—-P) ~ (1—-P) Odu ow
Bodt

(1—¢dr)

in the absence of spikes, where the last approximation is valid for small enough dt so that 1 — ¢dt ~ 1.

PSP(1) ~ —BodtPSP(t), (A.16)

Taking the sum of these two quantities I find, in bin (¢,7 + dt),
dwln 2 = B8 — ¢d1(1— 8)}PSP(r). (A.17)

I next sum all the contributions over time bins covering the interval (0,7). Summing up over all N bins
(tg, 1y +dt), with g = 0 and 7y = ¢ and Z the likelihood in bin k, I get

Y ouIn 2y =Y B{&—¢di(1—&)}PSP(t) =) BPSP(tx)& — Y Bo(1—&)PSP(1)dt, (A.18)
k k k k

where 0, = 1 if a spike has occurred in bin k, and § = 0 otherwise. The times " are the output spike
times observed in (O,I). Performing now the limit dr — 0, N — oo, for the first term on the right hand

I'This route is a different way to obtain the eligibility trace compared to the one reported in Pfister et al. (2006).
The advantage is that, along the way, it will provide directly the expression to be used in the numerical evaluation
of the algorithm (Eq. A.17).
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side I get
Y BPSP(1)8 — Y BPSP("), (A.19)
k tv

where {¢V} are the neuron’s spike emission times. The second term turns into an integral (by definition

of integral):

Y Bo(1—8)PSP(1)dt — /Ot dr'Be(u(t'))PSP(t'). (A.20)

Here, the domain of integration should exclude those points {¢¥} in which there was an output spike (i.e.,
where 1 — & = 0). However, this is a finite set of points and, as I know from calculus, including those

points will not affect the value of the integral.

Next, by introducing Dirac’s delta functions I can also write the identity
t
Y BPSP(1") :/ BPSP(t') Y &6(1' —1”). (A21)
v 0 v

From the last two equations I obtain, in the continuum limit dt — 0, N — oo, that Y d,,In &7 in Eq. A.18

will converge to
dyInZ = /Ot dr'p (Zé(t’ —1V)— ¢(u(t’))> PSP(t'). (A22)

Finally, taking the derivative with respect to ¢ I obtain Eq. 2.14:

%awlngz =B (;5(z—zv) — ¢(u(t))) PSP(t). (A.23)

A.3 Numerical implementation

The numerical implementation of the learning algorithm was done with a simple Euler algorithm with
an elementary time bin of df = 0.2 ms. Thus, the update rule for the eligibility trace, Eq. A.11, in each

time bin was

E" = Eold _ ﬂddt + iiaw In Py (y|x)dt, (A.24)
v Ty dt
where
%aw In Py (yx)dt = Ay In Py (v]x) = B{S — ddi(1— 8)}PSP(r). (A.25)

The last equality follows from Eq. A.17, that provides the value of the eligibility trace in the current time
bin (¢, +dr). Similarly, the synaptic weights (see Eq. 2.19) are updated in each time bin according to

W — w0l R |a(PR) (# = 1)Edr, (A.26)

where E is given by Eq. A.24.
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Appendix B

Learning many stimuli

In this appendix I show a few case studies demonstrating the network’s ability to learn a 3-choice task
with a large number of stimuli. Specifically, the network in Fig. B.1 learned 96 input stimuli divided
into 48 relevant and 48 non-relevant stimuli, each comprising 300 spike trains. The network used 100
decision neurons per population and the homeostatic threshold mechanism introduced in Sec. 3.4.3. The
second example (Fig. B.2) shows a network able to learn a 3-choice task with 48 input stimuli divided
into 24 relevant and 24 non-relevant stimuli, each comprising 400 spike trains. The network used 400

decision neurons per population and the homeostatic threshold mechanism.

Both examples shown here used input patterns with equal firing rate of 12 Hz in all spike trains and
jitter parameter ¢ = 0 (see Sec. 2.4), emulating a perfect spike timing coding of the stimuli. Because the
firing rates were the same across all input spike trains, this problem is more difficult to learn than if using

the main stimuli with non-uniform rates (see Fig. 3.4).
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FIGURE B.1: Example of learning an extensive number of stimuli. A network learning 96 stimuli of which
48 relevant (see the text). a) Population readout (same key as in Fig. 3.2). b) Network’ s performance for each
stimulus (bars, bottom panel) and average decision times in response to each stimulus (top panel). The ability to
respond correctly to relevant stimuli (in color) after training is nearly optimal (~98%), and the ability to ignore
non-relevant stimuli is high (~90%). Each color encodes a different decision. ¢) Learning curves (same as in
Fig. 3.3, with fraction of decisions with non-relevant stimuli in green). d) Learning curve plotted separately for
each population. The performance across both relevant and non-relevant stimuli is shown for each curve.
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FIGURE B.2: Example of learning an extensive number of stimuli. A network learning 48 stimuli of which
24 relevant (see the text). Top: same as Fig. B.1, panel c¢), with superimposed the performance across all stimuli
(grey). Bottom: same as Fig. B.1, panel b).
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