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Abstract of the Dissertation

Nanoscale Spatial Inhomogeneity in
Photovoltaic Devices

by

Ahsan Ashraf

Doctor of Philosophy

in

Physics

Stony Brook University

2016

A substantial challenge in the development of optoelectronic de-
vices such as photovoltaics and photodetectors is the inherent non-
uniformity in semi-crystalline and polycrystalline photoactive ma-
terials. The focus of this work is to understand and evaluate the
impact of specific non-uniformities in organic and inorganic mate-
rials, and present strategies for the development of novel architec-
tures where instead of being detrimental they can be beneficial to
device performance.
We focus on materials in two regimes: a) materials with small
dielectric constants, where the Coulomb interaction between an
electron and a hole is strong therefore forming Frenkel excitons,
with radii of the same order as the size of the unit cell; b) mate-
rials with larger dielectric constants, where electric field screening
tends to reduce the Coulomb interaction forming Wannier excitons
with radii larger than lattice spacing.
In the first regime, we focus on organic electronic materials specif-
ically poly-(3 hexylthiophene), a conjugated semiconducting poly-
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mer and electron donor, and [6,6]-phenyl-C-61-butyric acid methyl
ester, an electron accepting fullerene derivative. We measure the
donor-acceptor volume fraction and the interchain disorder in thin-
films as the film thickness approaches the confinement limit (less
than 20nm), using variable angle spectroscopic ellipsometry and
near-edge X-ray absorption fine structure spectroscopy. Further-
more, we also investigate the effect of confinement on the coherence
length and the crystalline microstructure of the polymer compo-
nent using grazing incidence wide angle X-ray scattering. As the
film thickness is decreased to the confinement regime, the films
became less phase segregated and the polymer component formed
less disordered (more aligned along the surface normal) and smaller
crystallites.
In the second regime of materials with larger dielectric constants,
we focus on understanding the recombination mechanism in poly-
crystalline Cu(In1−xGax)Se2 due to material compositional inho-
mogeneity. We measure the charge transport behavior as a function
of temperature of few-grain regions using lithographically defined
electrical contacts. We correlate these measurements with energy
dispersive X-ray spectroscopy and aberration corrected transmis-
sion electron microscopy with selected area electron diffraction. We
find that local regions with higher fraction of copper-rich grains
show enhanced interfacial recombination whereas regions with a
higher fraction of copper-poor grains show standard bulk recombi-
nation behavior.
Finally, we present novel architectures where material non-uniformities
localized at surfaces are used beneficially: a) we demonstrate strong
(2.11x1013 e/cm2), robust, and spontaneous graphene n-doping
on polycrystalline Cu(In1−xGax)Se2 due to surface-transfer doping
from Na atoms that diffuse to the surface from the soda-lime-glass
substrate. b) we demonstrate broadband tunable antireflection us-
ing densely packed silicon nanotextures, comprising a surface layer
whose optical properties differ substantially from those of the bulk,
providing the key to improved performance.
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Chapter 1

Introduction

1.1 Motivation and Overview

Photovoltaic energy conversion is one of the most promising renewable en-
ergy technologies in the international effort to transition from more primitive
sources of energy such as fossil fuels as the backbone of the global economy.
As the need for this transition becomes more urgent, due to the adverse effects
of these fuels on the environment, the demand for research driving improved
photovoltaic energy conversion and a fundamental understanding of the ma-
terials and mechanisms within becomes more compelling and immediate [1].
Although renewable energy refers to a whole host of energy sources includ-
ing wind, biomass, and hydroelectric, it is energy directly harvested from the
sun that has the greatest potential for meeting a significant fraction of the
increasing demand in the imminent energy crisis [2]. According to a Basic
Energy Sciences report, the technical generation potential for solar energy is
∼ 400,000TWh compared to wind ∼ 50,000TWh, geothermal ∼ 31,000TWh,
biopower ∼ 500 TWh, and hydrothermal power systems ∼ 300TWh[3]. For
context, the primary energy consumption of the world in 2013 was ∼150,000
TWh (∼20% of which was electricity). This is expected to increase to 256,000
TWh by 2050 [4].

1.2 Photovoltaic Effect

The photovoltaic effect was first observed by Becquerel in 1839 [5] followed by
the discovery of the photoconductive effect in selenium by Adams and Day in
1876 [6]. The first large area photovoltaic (PV) device was also made using
selenium by Charles Fritts in 1894 [7]. The first silicon p-n junctions were not
fabricated until the 1950s when significant improvements in the processing
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of crystalline silicon (c-Si) were made. In 1954 the first p-n junction based
silicon PV devices were reported by Chapin, Fuller and Pearson with a power
conversion efficiency (η) from light to electricity of 6% [8]. Research into PV
devices gained momentum due to the space race in the 1960s and the world oil
crisis in the 1970s with several new candidates as photoactive materials such
as gallium arsenide (GaAs), indium phosphide (InP), and cadmium telluride
(CdTe) [9]. The first thin film PVs, which being researched as a low cost
alternative to c-Si, were fabricated in 1976 [10] using hydrogenated amorphous
silicon dicovered by Chittick et al. in 1969 [11]. Due to the poor power
conversion efficiency (2.4%) of these devices, new absorber materials for thin-
film PVs were heavily being researched. In 1976, Kazmerski et al. reported
p-CuInSe2/n-CdS heterojunction solar cells with power conversion efficiencies
in the range of 4-5% [12].

Driven by low cost fabrication methods, lightweight and flexible material
properties, and strong light absorption in the visible region, the discovery of
conductive organic materials in 1977 opened up a new direction in the field
of optoelectronic devices [13, 14]. The first organic PV (OPV) devices were
fabricated using merocyanine dye as the photoactive material sandwiched be-
tween two dissimilar metal electrodes [15]. The first bilayer heterojunctions
were made using copper phthalocyanine (CuPc) and a perylene tetracarboxylic
derivative in 1986 with a power conversion efficiency of 1% [16]. Due to the
parallel development of high quality semiconducting polymers and the discov-
ery of ultrafast charge transfer between polymers and buckminsterfullerene
(C60), polymers quickly became the preferred absorber materials over small
molecules [17, 18]. In 1995, Yu et al. demonstrated an interpenetrated bulk
heterojunction (BHJ) OPV device fabricated using a derivative of C60, [6,6]-
phenyl-C61 butyric acid methyl ester (PCBM), and a polymer composite [19].
Due to the increased interfacial area between the donor and acceptor materials
facilitating carrier separation, the power conversion efficiency for these devices
improved to 1.5%. However the BHJ devices as opposed to the standard bi-
layers are a more complex system and have raised several interesting questions
about morphology and carrier extraction.

1.3 Aims and Outline of the thesis

In the effort towards low cost and scalable energy technologies, thin-film poly-
crystalline and organic PVs are playing an increasingly important role. How-
ever due to the complex morphology of BHJ OPVs and the granular structure
of polycrystalline PVs, these devices are inherently non-uniform. Therefore
the focus of this work is to understand and evaluate the impact of specific
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non-uniformities - at the nanoscale: spatial scales on the order of or less than
one micron - including those due to compositional inhomogeneities and con-
finement/interfacial effects, and investigate novel materials and device archi-
tectures.

The fundamental properties of materials and relevant device physics will be
given in Chapter 2. Chapter 3 will focus on organic photovoltaics, specifically
the effect of confinement and interfacial interactions on donor acceptor segrega-
tion, and donor microstructure and disorder. In Chapter 4, local recombination
mechanisms due to grain-to-grain compositional variation in CuIn1−xGaxSe2

are investigated. Novel techniques for the measurement of mobility and dop-
ing density with micron scale resolution are introduced in Chapter 5 followed
by investigation into novel device architectures and materials in Chapter 6.
Chapter 7 will provide a conclusion highlighting key findings, open questions,
future research directions, and application areas of the research presented in
this thesis.
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Chapter 2

Device Physics

2.1 Physics of Semiconductors

2.1.1 Semiconductors and Photovoltaic Principle

A material with an electrical resistivity of 10−2 - 109 Ω-cm (unilluminated)
and an energy bandgap for electronic excitations of 0.5 - 3eV is defined as a
semiconductor [20]. The bandgap of a given material is defined as the difference
in energy from the valence band to the conduction band in k-space. As the
bandgap in semiconductors is comparable to an order of magnitude with the
thermal energy at room temperature (∼ 298 K), the intrinsic conductivity of
semiconductors is largely governed by Eg/kBT , where Eg is the bandgap, kB
is the Boltzmann constant, and T is the temperature. For a low concentration
of intrinsic charge carriers, the electrical conductivity is low and this ratio is
large, whereas for a high concentration of intrinsic charge carriers, the electrical
conductivity is high and this ratios becomes small.

When a photon is absorbed by a semiconductor, an electron is excited
from the valence band into the conduction band forming an exciton. This is
a bound state of an electron and a hole (the lack of an electron from a full
valence band) and is electrically neutral. The bound state is hydrogenic with
a smaller binding energy due to the screening of the Coulomb force by other
electrons in the semiconductor. The decay of this exciton occurs when the
electron drops back into the valence band in a process called recombination.
The binding energy of the exciton depends on the dielectric constant of the

material. This is given by Eex = EH
m∗
eff

m0

(ε0
ε

)2

where EH = 13.6eV .

For small dielectric materials, the Coulomb interaction is stronger and the
exciton radius tends to be smaller. The typical binding energy of such excitons,
also called Frenkel excitons, are ∼1 eV. In this work, this is often the case for
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organic semiconducting materials. For example, a material used in this work,
P3HT has ε ∼ 3.5ε0 and m∗

eff ∼ 0.5m0, therefore Eex ∼ 0.5eV .
In inorganic semiconductors, the dielectric constant is generally larger

therefore the Coulomb interaction is reduced. Such excitons are known as
Wannier excitons and can have a radius larger than the lattice spacing. The
binding energy of such excitons is smaller ∼10meV and therefore they are
easy separable by thermal energy at room temperature (∼25meV). For sili-
con, ε = 11.7ε0 and m∗

eff = 0.1m0, therefore Eex ∼ 10meV .

2.1.2 Formation of a p− n Junction

Figure 2.1: A schematic of the formation of a p-n junction.

Once the electron is excited, the generation of electricity requires the sep-
aration of the charges before they recombine and extraction to an external
circuit. In order for the charges to be separated and extracted, a built-in elec-
tric field is used created by forming a p-n junction. A p-n junction is formed
when p- and n-type materials are brought into intimate contact, where a p-
type material has an excess of holes, and an n-type material has an excess
of electrons. The large differences in electron and hole concentrations cause
diffusion across the junction, resulting in the formation of a charge depletion
region. An electric field is created within the depletion region which promotes
the drift of minority carriers between the p- and n-type materials. When the
drift current equals the diffusion current, thermal equilibrium is reached. At
thermal equilibrium the Fermi level is constant across the junction, causing the
energy bands to bend (Figure 2.1). The drift and diffusion current densities
are given by

Jdiffusion = qDe
dn

dx
− qDh

dp

dx
(2.1)

Jdrift = nqµeε+ pqµhε (2.2)
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where Jdiffusion and Jdrift are the diffusion and drift currents respectively, De

and Dh are the diffusion coefficients for electrons and holes respectively, µe and
µh are the electron and hole mobilities respectively, n and p are the electron
and hole concetrations, ε is the applied electric field, and q is the electronic
charge.

2.1.3 Equivalent Circuit Model

In order to create an equivalent circuit model, we can represent a photovoltaic
device as a current source.

Figure 2.2: Equivalent circuit of a photovoltaic device. Jph is the photogener-
ated current, Jdark is the leakage current, J is the load current, V is the voltage
across the load, RS is the series resistance, and RSH is the shunt resistance.

Figure 2.2 shows an equivalent circuit model for a device. As photogener-
ated current flows through the external circuit, a potential difference is created
generating dark current through the diode.

Jdark = J0(eqV/kBT − 1) (2.3)

J = Jdark − Jph = J0(eqV/kBT − 1)− Jph (2.4)

J0 is the reverse saturation current, kB is the Boltzmann constant, T is the
temperature, and q is the electronic charge. When the net current flowing
through the circuit is zero, we are at the open circuit condition which defines
the open circuit voltage (Voc)

Voc =
kBT

q
ln
(Jph
J0

+ 1
)

(2.5)
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When the Voc = 0, we are at short circuit conditions, which defines the short
circuit current (Jsc).

Jsc = −Jph (2.6)

This is assuming an ideal diode where the series and shunt resistances are not
accounted for. In a real photovoltaic device, the effects due to the series and
shunt resistances are not trivial. The series resistance (RS) is the aggregated
resistance of the active material, the interfaces between the active material
and the contacts, and the contacts themselves. The shunt resistance (RSH)
is the resistance against the leakage current. In an ideal device, RS ∼ 0 and
RSH ∼ inf. In an equivalent circuit model accounting for these resistances,

J = J0

(
e

q(V − JRS)

kBT − 1
)

+
(V − JRS

RSH

)
− Jph (2.7)

2.1.4 Performance Metrics

Figure 2.3 shows a characteristic current-voltage curve for a photovoltaic de-
vice when in the dark (dotted) and under illumination (solid). The three main
metrics used to characterize a device are the Jsc, the Voc, and the fill factor
(FF). In the fourth quadrant of the curve (between V = 0 - Voc), power is
delivered to the external circuit. In the optimal condition, the device operates
at maximum power at Jm and Vm shown in Figure 2.3.

P = JV = J0 ∗ V (eqV/kBT − 1)− Jph ∗ V (2.8)

The condition for maximum power is when dP/dV = 0. Therefore,

Vm = kBT/qln
[ 1 + Jph/J0

1 + qVm/kBT

]
(2.9)

≈ Voc −
kBT

q
ln
(
1 +

qVm
kBT

)
(2.10)

and

Jm = J0

( qVm
kBT

eqVm/kBT
)

(2.11)

≈ Jph
(
1− 1

qVm/kBT

)
. (2.12)
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Figure 2.3: A characteristic current-voltage (JV) curve for a photovoltaic de-
vice.

The maximum power output then is

Pm = VmIm (2.13)

≈ Jph
[
Voc −

kBT

q
ln
(
1 +

qVm
kBT

)
− kBT

q

]
. (2.14)

The ideal power conversion efficiency or η is then given by

η =
Pm
Pin

=
FF ∗ JscVoc

Pin
(2.15)

where Pin is the incident power. The fill factor (FF) can then be defined
as

FF =
JmVm
JscVoc

. (2.16)

In order to maximize η, we need to maximize all three parameters, Jsc, Voc,
and the FF.

2.1.5 Solar Radiation and Efficiency Limits

Solar radiation incident upon the earth is primarily in the energy range of 0.5
- 4.0eV. If we approximate the sun as a black body at T ∼ 5760 K, the power
density incident on the earth is 1353 Wm−2. Part of this radiation is absorbed
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Figure 2.4: Solar radiation spectrum AM1.5.

by the atmosphere, therefore the power density on the surface of the earth is
∼ 1000 Wm−2. The degree of attenuation depends on a parameter defined
as ’air mass’ or the ratio between the optical path length to the sun and the
optical path length if the sun is directly above. As a standard, photovoltaic
performance is specified at air mass 1.5 (AM1.5G) spectrum (shown in Figure
2.4 [21].

2.2 Organic Photovoltaics

Although the mechanical and chemical properties of polymers and small molecule
organic materials have been studied extensively, their optoelectronic proper-
ties have been of increasing interest since the awarding of the Nobel prize in
chemistry in 2000 to Shirakawa, Heeger, and MacDiarmid for their work on
trans-polyacetylene [14].
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2.2.1 Conjugated Organic Materials and Band Struc-
ture

A polymer is a macromolecule consisting of many repeating subunits. Each
subunit is called a monomer. Conjugated polymers can be conductive or semi-
conductive due to the sp2 hybridization of carbon atoms in the subunit. Insu-
lating polymers, on the other hand, have a backbone of sp3 hybridized carbon
atoms in the subunit. In sp3 hybridization, a 2s orbital and 3 2p orbitals (2px,
2py, 2pz) combine to form 4 sp3 orbitals (Figure 2.5a).

In sp2 hybridization, a 2s orbital and two 2p orbitals (2px, 2py) combine
(or hybridize) to form 3 sp2 orbitals. These can form three σ bonds with
other atoms. However there is a remaining 2pz orbital which can overlap with
other subunits when in a polymer to form π bonds. The orientation of the 2pz
bonds overlap is perpendicular to the 3 σ bonds. When the overlap of the 2pz
orbitals is in-phase, we get bonding (π) and when it is out-of-phase, we get anti-
bonding (π∗) molecular orbitals. The π-bonding energy level is known as the
highest occupied molecular orbital (HOMO), and the π∗-bonding energy level
is known as the lowest unoccupied molecular orbital (LUMO). The energy gap
between the HOMO and LUMO levels is then referred to as the bandgap (Eg)
in such organic materials. At sufficient conjugation of the polymer, organic
semiconductors begin to behave similarly to inorganic semiconductors with a
conduction and valence band.

2.2.2 Transport Mechanism

When a photon is absorbed by an organic semiconductor, an electron is ex-
cited from the HOMO to the LUMO level. The electron, and the absence of
an electron in the HOMO level or the hole, are localized and can be on the
same molecular chain. As mentioned earlier, this quasi-particle is known as an
exciton. Although in inorganic semiconductors the excitons can be approxi-
mated by a free electron and hole (due to a large dielectric constant), organic
materials generate electron-hole pairs owing to their lower dielectric constants.
The wave functions of the electron and hole in an organic material are also
more spatially restricted therefore the excitons are short ranged.
The transfer of excitation states between molecules is understood using Förster
resonance energy transfer or a Dexter process [22]. In either case, typical dis-
tances of energy transfer are ∼ 10nm. Therefore the range of exciton diffusion
before they must be separated into free electrons and holes is also ∼ 10nm.
Once the exciton is dissociated, the carrier mobility becomes an important pa-
rameter. This is given by µ = v/E where v is the carrier velocity and E is the
applied electric field. Mobility affects both drift and diffusion processes and

10



Figure 2.5: Formation of a) sp3 and b) sp2 hybridization.

is typically measured using Time-Of-Flight (ToF), Field Effect (FE), charge
extraction by linearly increasing current (CELIV) or electroluminescence mea-
surements.
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2.2.3 Device Architecture

A basic device architecture for an organic photovoltaic (OPV) device is shown
in Figure 2.6. This is a donor-acceptor type of OPV, where a donor mate-
rial (a polymer) and an acceptor material (fullerene) are combined to form
an active layer. First generation OPVs were single layer devices where an
organic polymer was sandwiched between two metals of different work func-
tions. In a single layer architecture (Figure 2.7), the excitons are separated at
the interface between the active layer and the metal electrodes restricting the
thickness of the active layer to be of the same order as the exciton dissociation
length (∼ 10nm). In a donor acceptor OPV, the exciton dissociation process
is more efficient as it happens at the interface between the donor and acceptor
materials.

Figure 2.6: A schematic of a standard device architecture for an organic pho-
tovoltaic device.

Initially such donor acceptor devices were created as bilayer devices, which
stacked the two donor and acceptor layers (Figure 2.7 middle). Although this
solved the problem of tightly bound excitons being dissociated and reducing
recombination, the efficiency was still limited by the exciton diffusion length.
Given the absorption coefficients of these materials, at least 100nm of the
material was required in order to absorb most incident light at AM1.5.

The two limiting length scales (exciton diffusion length and thickness re-
quired for light absorption), required a new architecture where the donor and
acceptor materials were finely intermixed together (Figure 2.7 bottom). This
maximized the interface between the donor and acceptor materials, providing
ample surface area for the excitons to dissociate before recombining which
allowed the films to be thicker without suffering from heavy recombination
losses. This architecture is known as the bulk heterojunction (BHJ). BHJ de-
vice structure requires interpenetrating pathways of donor and acceptor ma-
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Figure 2.7: A schematic of a single-layer(top)/bilayer(middle)/bulk hetero-
junction(bottom) device structure and schematic energy band diagram of each
device.

terials to the respective electrodes for the electrons and holes to be extracted.
This causes BHJ devices to be very sensitive to processing conditions due to
the morphology of the blend. The morphology is affected by surface/interface
effects causing separation of the two materials. The separation of constituent
materials in a thin film due to surface/interface effects is known as phase seg-
regation. In this work, we will be focusing on a conjugated semiconducting
polymer as a donor, poly-(3 hexylthiophene) - P3HT, and an electron accept-
ing fullerene derivative [6,6]-phenyl-C-61-butyric acid methyl ester - PCBM.
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Chapter 3

Understanding Inhomogeneity
in Organic Photovoltaics

Key Findings:

• As the film thickness is decreased to the confinement regime, the film
becomes less phase segregated

• The polymer component in the BHJ becomes less disordered or more
aligned in the substrate normal direction

• The crystallite size of the polymer component in the BHJ tends to de-
crease as the film thickness is decreased

3.1 Experimental Techniques

3.1.1 Organic Semiconducting Layer Preparation

Poly(3-hexylthiophene) (P3HT) was obtained from Rieke Metal Inc. (4002-
EE, Lot # BS21-21) with a molecular weight, Mw of 40,000 - 60,000 Daltons
and regioregularity, RR of 90-94%. [6,6]-Phenyl-C-61-butyric acid methyl ester
(PCBM) of purity greater than 99.5% was obtained from American Dye Source
Inc. (ADS61BFA, Lot # 12E011E). The substrates used were microscope slide
glass obtained from Thermo Fisher Scientific, and silicon wafers with a native
silicon dioxide layer (∼ 1nm) and also 300nm silicon dioxide on silicon wafers
obtained from Ted Pella Inc. The substrates were cleaned by sonication for 15
minutes in acetone, then 15 minutes in isopropanol, and finally 15 minutes in
deionized water. The cleaned substrates were dried using N2 gas and further
cleaned using the ultraviolet/ozone procedure for 300s. P3HT and PCBM
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solutions were prepared in a 1:1, 2:1, and 1:2 ratio using 1,2-dichlorobenzene
(anhydrous, 99%), Sigma Aldrich, St. Louis, MO. The solutions were prepared
inside a glove box (O2 <0.1 ppm, H2O <0.1 ppm) and stirred for >2 hours at
50◦C using a Teflon coated magnetic stirrer. After stirring they were filtered
through a polytetrafluoroethylene(PTFE) syringe filter with a pore size of
0.45m and transferred into a fresh vial. Solid solutions were prepared with
concentrations of 2mg/ml, 5mg/ml, 10mg/ml, 20mg/ml and 50mg/ml. These
were pipetted onto the substrate and spun at 700rpm for 40s inside the glove
box. After the films were dry (judging by the drastic visual change in coloration
of the film), they were thermally treated at 150◦C for 10 minutes inside the
glovebox. Additionally, pristine P3HT films from concentrations of 2mg/ml,
5mg/ml and 10mg/ml were prepared using the same process. Pure PCBM
films were prepared using a 10mg/ml solution in anhydrous chloroform (Sigma
Aldrich, St. Louis, MO). The PCBM films were spun at 700 rpm for 40s inside
the glovebox and thermally treated on a hotplate at 150◦C for 10 minutes inside
the glovebox.

3.1.2 Variable Angle Spectroscopic Ellipsometry

Variable Angle Spectroscopic Ellipsometry (VASE) is an optical technique
used to measure the dielectric properties or the complex refractive index of
thin films. In this work, we use spectroscopic ellipsometry to measure the
dielectric properties of the active layers and model the variation in volume
fraction of materials within the films. By understanding the optical properties
we also infer information about the crystalline order of the molecules within
the material.
All measurements were made using a J.A. Woollam V.A.S.E. M-2000 based
on the diode array rotating compensator ellipsometer technology. A multiple
sample approach was employed where the active material (P3HT:PCBM) was
spun on three different substrates using the same processing conditions,[23]
including: (1) microscope slide glass, (2) silicon with a native oxide, and (3)
silicon with a thermal oxide (300nm) layer. It was assumed that the optical
properties of the active layers on all three substrates were identical and that
any changes in the spectra were due to the substrate. This method results in
multiple sets of unique data for the same system allowing for greater confidence
of the fits to a parameterized model. Ellipsometric measurements were first
made on the cleaned bare substrates. All data was taken in the wavelength
range of 210 to 1700nm at angles of 45 to 75◦ in divisions of 7.5◦. The built-in
auto alignment function of the M-2000 was used to align the sample before the
measurement. For each sample, a second measurement was taken at a different
spot on the film to reduce random error. The data collected from the three

15



substrates was analyzed simultaneously to yield solutions for the complex re-
fractive index and the film thickness. The ellipsometric data was analyzed by
simultaneously fitting identical models for the active layer on each substrate
that were defined with coupled complex refractive indices of the active layers
using the WVASE32 software (version 3.770, J. A. Woollam Co.). The best fit
for the optical constants was found by minimizing the mean square error (MSE)
between the measured and the modeled curves using the Levenberg-Marquardt
multivariate regressions algorithm. The complex refractive indices from the
VASE modeling were confirmed by making UV-Vis-IR transmission/reflection
measurements using a Perkin Elmer Lamda 950 UV/Vis/NIR Spectropho-
tometer and modeling the data (using finite-difference time-domain (FDTD)
method from Lumerical Solutions, Inc.) with the SE-measured complex re-
fractive indices as input. Thickness results from ellipsometry were confirmed
using stylus profilometry (Tencor Instruments, AlphaStep 200) and atomic
force microscopy in tapping mode using the film scratch method [24] (AFM,
Asylum Research Model MFP-3D).
SE data consists of direct measurement of the complex ratio of the reflection
amplitudes of polarized light with electric field within (rp) and perpendicular
(rs) to the plane of incidence as a function of the angle of incidence. [25, 26]
From this data, plots of ψ and ∆ versus angle of incidence are determined
from the definition of ψ and ∆ as follows.

rp/rs = tan(ψ)ei∆ (3.1)

The angle of incidence in the measurement is varied between 45◦ and 75◦

in increments of 7.5◦. This range includes the Brewster angle at which the
sensitivity of the measurement is highest. The large range is used so that
parameter correlation can be reduced in the fitting process and sensitivity
to morphology, anisotropy and composition changes can be enhanced. The
measurement was done at room temperature (∼25◦C) and in air.

3.1.3 Near Edge X-ray Absorption Spectroscopy (NEX-
AFS)

NEXAFS is a form of X-ray absorption spectroscopy where the absorption
of an X-ray photon creates a core hole in a selected atomic core level which
is subsequently filled by the capture of an electron from another shell and
the emission of a fluorescent photon or an Auger process, and each of these
processes can be measured.
NEXAFS spectroscopy was performed at the National Institute of Standards
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and Technology facility (beamline U7A) at the National Synchrotron Light
Source (NSLS) of Brookhaven National Laboratory for soft X-ray materials
characterization. Data was collected in the energy range of 270eV to 320eV
around the carbon K-edge (at 285eV) in partial electron yield (PEY) mode
with a grid bias of 50 V.

3.1.4 Grazing Incident Wide Angle X-ray Scattering
(GIWAXS)

GIWAXS is a X-ray scattering technique which can be used for the understand-
ing of nanostructured thin films. In this work, we use GIWAXS to understand
the variation of crystalline microstructure in thin films due to confinement.
GIWAXS measurements were performed at the undulator-based X9 endstation
at the National Synchrotron Light Source (NSLS), Brookhaven National Lab-
oratory. Two-dimensional scattering images were acquired using a flat area
detector, positioned 280mm from the sample, and using an X-ray wavelength
of 0.918nm (photon energy of 13.5keV). Raw data conversion to q-space was
accomplished by measuring a standard sample with known scattering features
(Silver Behenate), and accounting for detector position and tilt angle in the
grazing incidence geometry. The incident beam was collimated using slits and
focused onto the sample position using a KB mirror system; the beam size
at the sample position was approximately 200m horizontal width and 50µm
vertical width. Measurements were performed at a variety of incident angles
(0.07◦, 0.10◦, 0.12◦, 0.15◦, and 0.20◦); all measurements above the critical an-
gle (0.1◦ degrees for P3HT) had similar features. The results presented in this
thesis representing the bulk of the film use the data at 0.20◦, which is well
above the critical angle for any of the films studied, and is thus representative
of the entire film.

3.2 Phase Segregation and Disorder in Bulk

Heterojunction Films

Phase segregation in materials is defined as the enrichment or dilution of a
given material constituent at or near a surface/interface. When a mixture of
materials (polymer:fullerene) is deposited on a substrate, depending on the
surface energy of the substrate, an inhomogeneous distribution of the poly-
mer:fullerene volume fraction in the direction normal to the substrate has
been reported [27, 28]. This phase segregation phenomenon directly impacts
the optical and electronic properties of the organic active layer critical for de-
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vice applications [29].
The effects of thin-film confinement on the material properties of ultrathin
polymer (electron donor):fullerene (electron acceptor) bulk heterojunction films
can be important for both fundamental understanding and device applica-
tions such as thin-film photovoltaics. In this section we use variable angle
spectroscopic ellipsometry and near edge X-ray absorption fine structure spec-
troscopy to measure the optical constants, donor-acceptor volume fraction
profile, and the degree of interchain order as a function of the thickness of a
poly(3-hexythiophene-2,5-diyl) and phenyl-C61-butyric acid methyl ester bulk
heterojunction film. We find that as the thickness of the bulk heterojunction
film is decreased from 200 nm to the thickness confinement regime (where
the film thickness is on the order of a typical crystallite size ∼ 20nm), the
vertical phase segregation gradient of the donor and acceptor phases becomes
less pronounced. In addition, observing the change in exciton bandwidth and
the shift of absorption resonances (0-0 and 0-1) relative to neat donor and
acceptor films, we find that the conjugation length and disorder in ultrathin
films (20 nm) are less affected than thicker (200 nm) films by the addition of
fullerene into the polymer. We believe that these findings could be important
for discovering methods of precisely controlling the properties of bulk hetero-
junction films with crucial implications for designing more efficient organic
based photovoltaics.

3.2.1 Reduction in Phase Segregation due to Confine-
ment

Restriction of the film thickness below the radius of gyration in macromolecules
leads to thin-film confinement effects, in which a significant transition of the
materials properties occurs compared to bulk films [30–33]. Even though thin-
film confinement is well studied for both amorphous and crystalline pure poly-
mers [34], its effects on the morphology and the interfacial interactions of
ultrathin (<20 nm, the length scales comparable to the polymers radius of
gyration)[35] polymer (electron donor):fullerene (electron acceptor) interpen-
etrating composites - bulk heterojunction (BHJ) films - have not been well
investigated [36]. BHJs are a more complex and functionally more advanced
class of composite materials and a fundamental understanding of the effect of
thin-film confinement on BHJ films could be crucial for applications such as
novel organic photovoltaics. In BHJ films, even within a bulk thickness regime
of ∼ 200 nm, its morphology is reported to be affected by various processing
conditions such as choice of solvent, drying time, thermal treatments [29], and
the use of solvent additives [37, 38]. Furthermore, depending on the surface
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energy of the substrate on which such BHJs are coated, an inhomogeneous dis-
tribution of the polymer:fullerene volume fraction phase segregation - in the
direction normal to the substrate has been reported [27, 28]. These morpho-
logical and interfacial phenomena directly impact the optical and electronic
properties of the BHJ layer critical for device applications [29]. In particular,
the high- and low-bandgap polymer regions within the bulk of the BHJ layer
believed to be formed by phase segregation, are directly linked to the reduction
in bimolecular recombination (relating to both an electron and a hole) of BHJ
based organic photovoltaics and this is perceived to be one crucial reason for
its outstanding performance among solution processed thin-film photovoltaics
[39, 40]. Therefore, a thorough understanding of these properties (i.e mor-
phology, phase-segregation) and their possible variation within the thin-film
confinement regime are important for both a fundamental understanding of
the material system, as well as for novel device applications. In particular,
an ultrathin active layer could improve the limitation of charge collection in
BHJ films which, together with improved light-trapping to compensate the
concomitant loss in optical density in ultrathin regime, would boost the over-
all performance in organic photovoltaics. Pang et al. [41] have demonstrated
a novel organic photovoltaic design where the absorption fraction of a guided
mode in a 20 nm thick bulk heterojunction active layer can be equal to the
absorption fraction for light that is normally incident on a standard 100 nm ac-
tive layer. In addition, many other groups have recently demonstrated strong
optical absorption in similarly thin photoactive layers [41–47].
In this work, we use spectroscopic ellipsometry and near edge X-ray absorp-
tion fine structure (NEXAFS) spectroscopy to measure the optical constants,
vertical composition profile (donor-acceptor ratio), and morphology of poly[3-
hexylthiophene-2,5-diyl] (P3HT) and [6,6]-phenyl C61 butyric acid methyl es-
ter (PCBM) BHJ layer as a function of thickness. We find that as the thick-
ness of the BHJ is decreased from the range of 100nm - 200nm to the ultrathin
regime of <20 nm, surface-energy effects at the interfaces play an increasingly
important role in determining the BHJ morphology and phase segregation [28].
In addition, as a function of BHJ thickness we measure the change of refrac-
tive index and shift of the dipole-transition resonance frequencies relative to
neat donor and acceptor films to gain insight into the domain structure and
degree of order in the interpenetrating donor-acceptor phases. The data is
interpreted via a rigorous optical model that divides the BHJ into multiple
sections in the substrate-normal direction, allowing a reconstruction of the
vertical phase segregation profile (variation of P3HT/PCBM volume fraction
ratio in the substrate normal direction) from spectroscopic ellipsometry (SE)
data. Additionally, we validate the SE measurements by directly measuring
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the P3HT/PCBM ratio at the top (film-air) surface of the BHJ using NEX-
AFS.

Using spin-cast BHJ films (100 nm - 15 nm) onto poly(3,4-ethylenedioxythiophene)
poly(styrenesulfonate) (PEDOT-PSS) on multiple substrates (silicon, quartz,
and glass), we find that the PCBM volume fraction at the PEDOT-PSS/BHJ
interface increases as a function of film thickness and the PCBM percentage
at the BHJ/air interface decreases as the film thickness is increased. Using
this data we believe that BHJ blend films become less phase separated as the
film thickness is reduced, primarily due to thin-film confinement effects that
out-compete the mechanisms of surface-energy directed interfacial enrichment.
Crucially, we observe that ultra-thin (<20 nm) BHJ films have nearly a single-
phase (i.e., very little vertical gradient in donor or acceptor volume fraction),
which could affect its applicability as a high-performance photoactive layer
with reference to lower bimolecular recombination and charge transport ben-
efits seen in phase-segregated BHJ films [48, 49].
The optical modeling of these BHJ systems requires accurate measurements of
the optical properties, particularly the complex refractive index, ñ = n + ik.
The change in BHJ nanomorphology and phase segregation that occurs with
varying BHJ thickness also causes changes in the complex refractive index
of the BHJ layer with varying thickness, including vertical gradients in the
refractive index within the BHJ film. While there have been optical studies
among different polymer-fullerene blends, to date there have been no detailed
studies of the change in complex refractive indices as a function of the thick-
ness, and throughout the thickness, of a BHJ film [28, 50, 51]. Assuming that
the phase segregation of a standard thickness (100-200 nm) active layer holds
for any thickness will lead to inaccurate calculations and suboptimal designs
when exploring new device architectures with varying thickness active layers.
We present an analysis of SE data for P3HT:PCBM BHJ films with thick-
nesses ranging from 15nm to 100nm. Data was collected from films on mul-
tiple substrates to account for different surface roughnesses and to increase
the number of data sets. An effective medium approximation was used for
the film-substrate interface and for the film-air interface. In general, out-of-
plane to in-plane optical anisotropy has been seen in P3HT:PCBM films due to
the orientation of the P3HT polymer chains [28]. Any preferential molecular
orientation changes in these thin films will result in a change in the complex
refractive index data [23]. The data is interpreted in terms of a model that
divides the BHJ into multiple sections in the substrate-normal direction, al-
lowing a reconstruction of the vertical phase segregation profile (variation of
P3HT/PCBM volume fraction ratio in the substrate-normal direction) from
the SE data. We corroborate these results from SE via direct measurement of
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the P3HT/PCBM volume-fraction using NEXAFS measurements.
The analysis of the ellipsometric data was done using the J. A. Woollam soft-
ware, WVASE32 (version 3.770). First, the optical constants for the pristine
P3HT and PCBM films were obtained. Earlier studies have shown that P3HT
films are anisotropic and PCBM films are isotropic [52]. The optical constants
for the P3HT films were obtained using a uniaxial model (ñx = ñy 6= ñz, where
z is the substrate-normal direction). In constructing this model, the first step
is to estimate thickness of the film with a Cauchy parameterization [25] in the
wavelength region where the film is transparent (>1000 nm),

n(λ) = A+
B

λ2
+
C

λ4
(3.2)

k(λ) = αe
β12400

 11

λγ


(3.3)

where n and k are the real and imaginary parts of the refractive index, and
λ is the wavelength. This is a six parameter model where α is the extinction
coefficient amplitude, β is the exponent factor, and γ is the band edge. The
parameters were determined by a best-fit algorithm.
The thickness obtained via the Cauchy parameterization was verified using
alternative methods such as profilometry and Atomic Force Microscopy in
tapping mode, and was then used as a fixed parameter in the model. A point-
by-point fit - i.e. a direct extraction of n and k calculated from the directly
measured SE data (typically referred to as ψ and ∆)[25] on a wavelength-
by-wavelength basis - was performed over the entire wavelength range to give
a preliminary estimate of the optical constants. These values for n and k
were used as a reference to the parameterized model. A generalized oscillator
model was used to parameterize the complex refractive index of the film. For
the polymer films, we used a uniaxial layer (in order to accurately model
anisotropy), with a 4 peak Lorentz oscillator in the in-plane direction and 1-
peak in the out-of-plane direction. Two peaks for vibronic exciton transitions
(0-0 and 0-1) at ∼ 2.05 eV and ∼ 2.22 eV, a peak at ∼ 2.43 eV for the
π − π* transition and a peak at ∼ 1.5 eV for the delocalized polarons were
used [28, 51, 53]. For the fullerene films, we used an isotropic model, a 3-
peak Lorentz oscillator with peaks at 3.64 eV, 4.53 eV, and 5.74 eV which can
be asigned to PCBM electronic transitions [54]. The Lorentz oscillator was
written in the form given in the following equations,
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ε = ε1 + ιε2 = (n+ ιk)2 (3.4)

ε = ε1 +
∑
j

Aj
E2
j − (hν)2 − ιBjhv

(3.5)

where ε is the dielectric constant, with real and imaginary parts ε1 and ε2,
and Eq. (3.4) relates the dielectric constant to the real and imaginary parts
of the refractive index. In Eq. (3.5), h is Planck’s constant, ν is the optical
frequency, and for a 5-peak oscillator, j = 5 where Aj is the amplitude,Ej is the
center energy,Bj is the broadening of each oscillator, and ε1 is an additional
offset term varied by the model. The software uses a complete analytical so-
lution to the Kramers-Kronig integral [55].
The optical constants for these films were found without any a priori assump-
tions. As opposed to PCBM, P3HT films have an absorption spectrum that
is highly dependent on the processing conditions of the films [28]. However,
control films (∼ 100 nm) were made using similar conditions to the BHJ films
and the optical constants we measured were similar to those found in litera-
ture [28]. The pure PCBM optical constants were also found be to be close to
previously measured values quoted in the literature[28, 56, 57].
Once the optical constants of the pristine P3HT and PCBM films were de-
termined, we modeled the optical data from the blend films using an effective
medium approximation (EMA). This was a simple linear combination of the
pristine optical constants using the Bruggeman approach [25, 26, 58]. The
resulting dielectric function ε for the mixture of two materials a and b is given
by,

ε =
εaεb + κεh(faεa + fbεb)

κεh + (faεa + fbεb)
(3.6)

where εa and εb were the complex dielectric constants of materials a and
b repectively, and fa and fb were the volume fractions of the two materials.
In the Bruggeman approach, κ = 2 and εh = ε [25]. We constructed a model
where the optical constants of the pristine P3HT and PCBM were fixed and
only the volume fraction of the materials was allowed to vary.
For comparison, a different model for the BHJ blend was also constructed
where the blend was considered as an independent material rather than using
an EMA. In this approach, the BHJ material was modeled using a uniaxial
layer (to account for anisotropy) with a 7-peak Lorentz oscillator in the in-
plane direction (4 Lorentz oscillators for P3HT and 3 oscillators for PCBM)
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and a 1-peak Lorentz oscillator in the out-of-plane direction. A linear con-
centration gradient of the fullerene in polymer/fullerene blend films in the
substrate-normal direction was first shown in 2002 by Arias et al. using atomic
force microscopy, and in 2008 by Campoy Quiles et al. using SE [27, 50]. The
linear nature of the gradient was shown to be over-simplified by Germack et
al.[28] by using a three-layer EMA model to show that in the blend films, P3HT
enriched regions form at the air/film interface and PCBM enriched regions at
the substrate/film interface for high surface-energy substrates. Using neutron
reflectivity, Kiel et al. have also shown a similar trend due to surface-energy
effects of the substrate [59].

Our ellipsometric modeling uses a three layer EMA approach for films
greater than 20 nm thicknesses and a two layer EMA for thinner films. For
each of the thicknesses studied, the PCBM volume fraction of the top EMA
layer (with thickness of 5 nm) is constrained to be equal to the value measured
using NEXAFS. The volume fraction of the other EMA layers was found by
minimizing the mean squared error (MSE). For the thicker films (∼ 100 nm -
200), our findings agree with the results of the previous studies [28].

We tested the accuracy and reliability of the ellipsometric model in several
ways as shown in the details of SE below. The model was then used to derive
optical constants for 90 nm, 45 nm, and 15 nm thick BHJ films. We quantify
the optical anisotropy using the anisotropy parameter A(λ) in the equation
below [60],

A(λ) = k(λ)in−plane − k(λ)out−of−plane (3.7)

where λ is wavelength, k(λ)xy and k(λ)z are the imaginary parts of the
refractive index within and perpendicular to the plane of the film, and the
variation in the difference between k(λ)xy and k(λ)z gives a measure of the
anisotropy of the films. Using the multilayer EMA model described earlier, we
can also quantify the phase segregation of P3HT and PCBM as a function of
depth in the substrate-normal direction of the film. The optical constants and
the optical anisotropy in the three regions along with the phase segregation
for films of different thickness are shown in Figures 3.1 through 3.3.

In all cases, the optical constants changed as a function of the thickness of
the film. Closer to the substrate, the films are PCBM-rich and show values
of optical anisotropy in the range of 0 - 0.25. In the top 5 nm of the film,
closer to the air interface, the films are P3HT-rich and show values of optical
anisotropy in the range of 0 - 0.5. Films of all three thicknesses show a similar
trend as a function of depth throughout the film, and the direction of phase
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Figure 3.1: Phase segregation, refractive index, and optical anisotropy in dif-
ferent regions of the film for a BHJ film with thickness of 90 nm.

Figure 3.2: Phase segregation, refractive index, and optical anisotropy in dif-
ferent regions of the film for a BHJ film with thickness of 45 nm.

segregation agrees with previous studies for the standard thickness [28].

The introduction of PCBM into P3HT changes the position of the maxi-
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Figure 3.3: Phase segregation, refractive index, and optical anisotropy in dif-
ferent regions of the film for a BHJ film with thickness of 15 nm.

mum of ε2,xy thereby decreasing the anisotropy of the films. This is generally
believed to be caused due to torsion and the formation of kinks in the polymer
chain [61]. An anisotropy constant of ∼ 0 suggests the presence of amorphous
P3HT whereas an anisotropy constant of >0 suggests crystalline domains.

While the vertical composition profile of the thicker film agrees reasonably
well with previous studies [28, 51, 62], as the film thickness is decreased, the
BHJ blends in our study become more homogeneous (phase segregation is re-
duced). As shown in Fig. 3.5, the PCBM (P3HT) percentage found using
NEXAFS in the top 5nm of the films, near the air interface, is found to be
22.9% (77.1%), 24.9% (75.1%), and 41.1% (58.9%) for the 90nm, 45nm, and
the 15nm films respectively. Films of greater thicknesses, ∼200 nm and ∼920
nm were also tested further to confirm the trend of vertical separation as a
function of the thickness. The phase segregation for 200nm-thick films is very
similar to that observed in 100nm-thick films, suggesting an asymptotic limit
for film thicknesses ≥ 100 nm. As the film thicknesses approach the confine-
ment limit (∼20 nm), as described by the radius of gyration of the polymer,
the polymer crystallites and fullerene aggregates are restricted in their move-
ment and cannot produce a vertical gradient in the P3HT/PCBM volume
fraction since the domains completely span the film thickness. A depiction of
this mechanism can be seen in Figure 3.4.

Using SE, we find that the PCBM percentage close to the substrate is 75.1
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Figure 3.4: As the thickness of BHJ films is reduced to the confinement limit,
the movement of P3HT and PCBM domains is restricted due to their size, and
since the domains completely span the film thickness in this limit, no vertical
gradient in the P3HT/PCBM volume fraction is observed.

Figure 3.5: P3HT and PCBM percentages in the top 5 nm section of a film as
a function of thickness determined using NEXAFS. Errorbars are calculated
using the standard deviation of 1000 datasets generated from a bootstrap-
ping technique with replacement. Inset shows P3HT/PCBM percentages as a
function of thickness where the thickness varies from 15 nm to 920 nm.

%, 62.7 %, and 47.4 % in films with thickness 90nm, 45nm and 15nm respec-
tively. As shown in Figs. 3.1 through 3.3, these measurements demonstrate a
decrease in the vertical separation of the P3HT and PCBM as the thickness of
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the film decreases. This can be due to a combination of a kinetically limited
phenomenon and reduced polymer diffusion due to thin-film confinement [32].

3.2.2 Details of Spectroscopic Ellipsometry Modeling

Maximum Likelihood Estimator

Physical optical models are then used to relate values of ψ and ∆ to the
complex index of refraction (or dielectric function). The fitting is carried out
by representing the quality of the match between the measured data and the
modeled data as a maximum likelihood estimator. The mean-squared error
(MSE) is used in the software and calculated using the following equation.

MSE =

√√√√ 1

2N −M

N∑
i=1

[
(
ψmodi − ψexpi

σexpψ,i

)2 + (
∆mod
i −∆exp

i

σexp∆,i

)2
]

(3.8)

The number of ψ and ∆ values is given by N , the number of independent
parameters is given by M , and σ are the standard deviations in the experi-
mental data points.

Accuracy of the VASE model

In order to get a better estimate of the thickness of the samples, measurements
were made using three different techniques. Profilometry and Atomic Force
Microscopy were used as supporting techniques to the thicknesses calculated
using ellipsometry. Table 3.1 shows the thicknesses from each of the three
techniques.

Thickness 10mg/ml 5mg/ml 2mg/ml
Ellipsometry(nm) 103 41 16
Profilometry(nm) 94 40 15
AFM(nm) 98 47 18
Mean(nm) 98.3 42.7 16.3
Standard Deviation (nm) 4.5 3.8 1.5

Table 3.1: Thickness of films at spin cast at 700 rpm from solvents with
different concentrations (10 mg/ml, 5 mg/ml, and 2 mg/ml) as measured using
different techniques (ellipsometry, profilometry, and AFM).

When interpreting VASE data, care and caution must be taken as too many
parameters without physical significance can result in over-fitting of the data
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or a false conclusion can be derived based on the best fit. An MSE analysis is
done to make sure that adding more complexity to the model lowers the MSE,
showing that each additional parameter is adding physical significance.

Figure 3.6: Change in Mean Squared Error (MSE) as more complexity is added
to the SE model moving from left to right on the horizontal axis.

Initially the films are modeled as a Cauchy oscillator (Cauchy in Fig. 3.6),
however the MSE values that result from the fit are very large, as are the
MSE values from isotropic Lorentz oscillators (Lorentz in Fig. 3.6. Adding
anisotropy to the model seems to be the most important addition (Biaxial
w/Lorentz in Fig. 3.6). A roughness layer (Add Srough in Fig. 3.6) can be
added into the model using an EMA. Further, an interfacial roughness layer
between the film and the substrate (Add Srough and Intermix in Fig.3.6) can
also be added using an EMA. These additions also result in lowering the MSE,
although by a much smaller amount.

Monte Carlo Analysis

The complex indices of refraction for each of the samples are calculated using a
three layer EMA model. Each EMA layer is assumed to be composed of a mix-
ture of pristine P3HT and PCBM. Pure P3HT optical constants for various
film thicknesses are derived from films spun from three different concentra-
tions, 10mg/ml (yielding a film thickness of 90nm at spin speed of 700 rpm),
5mg/ml (45nm thick film), and 2mg/ml (15nm thick film) on three different
substrates, glass, silicon, silicon with thermal oxide. For a given concentration
(film thickness), the optical constants are constrained to be the same on all
three substrates. Pure PCBM optical constants are derived from a 10mg/ml
solution on three different substrates. To gain more confidence in our model,
a Monte Carlo study was performed for each of the model fits. The data was
resampled on a per spectrum basis and 100 SE data sets were generated. The
spread in the n and k values derived for P3HT from these data sets can be
seen in Figures 3.7 (a) - (c).
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Figure 3.7: Spread in optical constants for P3HT films from concentrations, (a)
10mg/ml, (b) 5mg/ml, and (c) 2mg/ml found using a Monte Carlo Analysis.

P3HT data is anisotropic, and therefore in-plane (denoted as nx) and out-
of-plane (denoted as nz) can be seen independently on the figures. The com-
plex indices of refraction for each of the samples are calculated using a three
layer EMA model. Each EMA layer is assumed to be composed of a mix-
ture of pristine P3HT and PCBM. Pure P3HT optical constants for various
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film thicknesses are derived from films spun from three different concentra-
tions, 10mg/ml (yielding a film thickness of 90nm at spin speed of 700 rpm),
5mg/ml (45nm thick film), and 2mg/ml (15nm thick film) on three different
substrates, glass, silicon, silicon with thermal oxide. For a given concentration
(film thickness), the optical constants are constrained to be the same on all
three substrates. Pure PCBM optical constants are derived from a 10mg/ml
solution on three different substrates. To gain more confidence in our model,
a Monte Carlo study was performed for each of the model fits. The data was
resampled on a per spectrum basis and 100 SE data sets were generated. The
spread in the n and k values derived for P3HT from these data sets can be
seen in Figures 3.7 (a) - (c). P3HT data is anisotropic, and therefore in-plane
(denoted as nx) and out-of-plane (denoted as nz) can be seen independently
on the figures.

Figure 3.8: Spread in PCBM optical constants using a Monte Carlo Analysis.

The spread calculated using this analysis across the different films is <0.15
for n and <0.03 for k values. A similar Monte Carlo analysis on a pure PCBM
film of 10mg/ml yields very minimal deviations from the reference fit. The
average, minimum and the maximum n and k values are shown in Figure 3.8
however they appear to lie on the same graph.

A correlation matrix for the parameters is also calculated, and for each
of the films the correlation between parameters does not exceed 0.5 for the
majority of the parameters, where 0 refers to no correlation and 1 refers to
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absolute correlation. This reduces the possibility of unphysical results due to
parameter correlation. A visual representation of the correlation matrices for
a 10mg/ml P3HT film and a 10mg/ml PCBM film can be seen in Figure 3.9
where the parameters are labeled by number on the x and y axes.

Figure 3.9: Visual representation of correlation matrices for films of pure (a)
P3HT and (b) PCBM from a 10mg/ml solution.

In the three layer EMA model used to determine the PCBM volume frac-
tion, the optical constants from above are used in the EMA layers. The top
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EMA layer volume fraction is fixed to the PCBM percentage calculated from
NEXAFS data and the middle and bottom EMA layers are allowed to vary.
We can get an MSE surface by changing the PCBM volume fraction individu-
ally for each of these layers and observing the change in MSE. A relative MSE
color plot can be seen in Figure 3.10 for the three layer EMA model used for
film thicknesses >30nm.

Figure 3.10: Relative MSE (difference between MSE for given parameters and
MSE for optimal parameters),while individually changing middle and bottom
PCBM volume fractions for (a) 90nm and (b) 45nm films.
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For the film with thickness ∼ 15nm, a two layer EMA was used where the
top EMA layer of 5nm had a fixed PCBM volume fraction from NEXAFS
data. The bottom PCBM percentage was allowed to vary. An MSE analysis
where the parameter was indivudally varied is represented in Figure 3.11.

Figure 3.11: Realtive MSE from a 15nm film where the bottom PCBM fraction
is varied.

NEXAFS spectra from pure P3HT and PCBM films were extracted in-
dividually. A linear combination of these spectra were then used to fit the
spectra obtained from the blend films, thus yielding the P3HT and PCBM
volume fractions in the top 5nm of the film.

An example is shown in Figure 3.12, where a blend film of 90nm thickness
is compared to pure P3HT and PCBM spectra. The error bars for the volume
fraction are calculated using a bootstrapping routine where 1000 data sets
are generated with replacement using the standard deviation in the weighted
average of the residuals from the raw data and the fitted data. All generated
data sets are fitted and the standard deviation in each of the parameters gives
the error.

NEXAFS is only sensitive to the volume fraction in the top 5 nm therefore
in each model the top layer is fixed at 5 nm. This is the escape depth of the
electrons from the sample and therefore cannot be varied. The electron escape
depth is determined by the electron kinetic energy, and 5nm is the upper limit
of what you can reach for the given beam energy. The volume fraction in the
top 5nm of the film as determined by NEXAFS is then fixed in the top layer
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Figure 3.12: NEXAFS Spectra from pure P3HT, pure PCBM, and a blend
film.

in the SE model.
The major distinguishing feature in the three spectra is the peak close to the
carbon K edge at ∼ 285eV. We can focus into the carbon K edge peak by
looking at the energy range of 284 - 286eV. This is shown in Figure 3.13.

3.2.3 Decreased Disorder in Thin Films

As previously mentioned, in addition to the EMA model used above, a different
model for the BHJ blend was also developed where, the electronic transitions
are allowed to shift in energy, amplitude, and width compared to the optical
constants of pristine P3HT and PCBM films. This model is physically justified
by previous studies where the addition of PCBM into P3HT was shown to
reduce the degree of order of P3HT within the films [63]. This is believed
to be caused by the formation of smaller P3HT domains and the increase
in breaks and kinks in the polymer chain caused by the addition of PCBM.
Regioregular P3HT can be modeled as a weakly interacting H-aggregate for
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Figure 3.13: Spectra for P3HT, PCBM, and a blend shown in a smaller energy
range.

herringbone and lamellar morphologies [64]. The in-plane imaginary part of
the dielectric constant as reconstructed using this model for pure P3HT and
the BHJ blend is shown in Fig. 3.14 (a), along with a schematic of the weakly
interacting H-aggregate transitions in Fig. 3.14 (b).

In order to understand the effect of changing the thickness of the BHJ
blend layer on the conjugation length and the optical order of the film, we
compare the degree of excitonic coupling within the aggregates. The ratio
of the peak heights of the first (0-0) and second (0-1) single exciton state in
P3HT is related to W, the free exciton bandwidth, and Ep, the energy of the
intra-molecular vibrational mode [64, 65]. Assuming a Huang-Rhys factor of
1, this relationship is given by
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Figure 3.14: Imaginary part of the dielectric function showing transitions in
P3HT and an energy level diagram for a weakly interacting H-aggregate.

A0−0

A0−1

≈

 1− 0.24W

Ep

1 +
0.073W

Ep


2

(3.9)

If we assume that a symmetric stretch at 0.18 eV dominates the coupling to
the electronic transition [66], the exciton bandwidth, W can be determined. At
a given thickness, we determine WEMA from an EMA model where electronic
transitions are not allowed to vary and are fixed to pristine P3HT values and
WBlend where the electronic transitions are assumed to be of an independent
material and are allowed to vary from the starting values of pristine P3HT.
Values for WEMA agree well with literature values for pristine P3HT of ∼
120 meV, depending on the solvent and concentration [67]. We find WEMA

to be 108.6 meV, 146.0 meV and 121.0 meV for pristine P3HT films spun
from solutions of 10 mg/ml, 5 mg/ml, and 2 mg/ml respectively. As expected,
there is no significant change of the exciton bandwidth when the BHJ P3HT
transitions are assumed to be the same as that in pristine P3HT. However, we
find WBlend to be 255.0 meV, 258.4 meV, and 136.2 meV for 90 nm, 45 nm
and 15 nm respectively. The exciton bandwidth significantly increases for a
standard-thickness films (>20 nm) after we allow the parameters in the fit to
vary. As W increases, the A1 diminishes with respect to A2 and the vibronic
peaks become irregularly spaced. An increase in W suggests a decrease in
the conjugation length and order [68, 69]. This decrease can be caused by
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the addition of PCBM which causes an increase in breaks and kinks in the
P3HT film. The degree of the decrease in conjugation length can be studied
by looking at the change in the exciton bandwidth (∆W = WBlend −WEMA)
as a function of the thickness. The shift in the 0-0 and 0-1 energy peaks
(∆E0−0 = E0−0Blend − E0−0EMA,∆E0−1 = E0−1Blend − E0−1EMA) also give a
sense of the disorder caused by the addition of PCBM. The shifts in energy and
in the exciton bandwidth are shown in Figure 3.15. The error bars represent
a 90% confidence interval.

Figure 3.15: Change in exciton bandwidth (∆W ) and shifts in energy (∆E0−0

and ∆E0−1) shown as a function of thickness.

For film thicknesses 45nm and 90 nm, the addition of PCBM appears to
cause an increase in disorder and a decrease in conjugation length for P3HT,
as demonstrated by the large and positive values of ∆W , ∆E0−0, and ∆E0−1

for these thicknesses. For the 15nm thick film, ∆W , ∆E0−0, and ∆E0−1 are all
near zero, suggesting that the degree of order and conjugation length of P3HT
is unaffected by the addition of PCBM in these ultrathin films. This may be
due to kinetics of film formation (time of drying etc.) or thin-film confinement
effects for these ultrathin films.

This section outlined the study of the change in optical anisotropy and the
vertical polymer-fullerene composition profile in BHJ blend films at different
thicknesses using spectroscopic ellipsometry and NEXAFS. Using a multiple-
sample analysis and thickness measurements from different instruments, the
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anisotropic complex refractive index of blend films was determined. Using
this model and NEXAFS studies to find the polymer/fullerene ratio at the
interfaces of BHJ films, we determine the vertical polymer-fullerene concen-
tration profile as a function of the thickness of the film. As the film thickness
is decreased toward the thin-film confinement regime, the films are found to
become less phase segregated. Further it is seen that the degree of disorder
and conjugation length of P3HT increase significantly for 45nm- and 90nm-
thick films, but are unaffected for 15nm-thick films. This study demonstrates
that due to morphological changes, compared to standard-thickness (∼100nm)
films, ultrathin BHJ films (<20 nm) show drastically different optical behavior
that must be considered when designing thin-film photovoltaics.

3.3 Crystalline Microstructure

In addition to the VASE analysis on disorder outlined in the previous section,
we also investigated the effect of confinement on the coherence length and the
crystalline microstructure of the polymer component of polymer:fullerene bulk
heterojunction thin films using grazing incidence wide angle x-ray scattering.
The details of the technique can be found in Section 3.1. We find that the
polymer crystallite size decreases and the alignment of the molecules along
the surface normal increases, as the thin-film thickness is reduced from 920nm
to <20nm and approaches the thin-film confinement regime. Furthermore, we
find that the polymer crystallite size near the surface (air interface) is lower
than the crystallite size in the bulk or the bottom (substrate interface) of
bulk heterojunction films thicker than the confinement regime. Variation in
polymer crystallite size can cause changes in charge carrier mobility and re-
combination rates, which in turn affect the performance of bulk heterojunction
thin film devices such as photovoltaics and photodetectors.

3.3.1 Decreasing Polymer Crystallite Size due to Con-
finement

The vertical confinement (film thicknesses below the typical coherence length)
of a polymer:fullerene bulk heterojunction (BHJ) thin film causes a significant
change in fundamental material properties compared to bulk systems as seen
in the previous sections [32–34, 70]. Thin-film confinement of semi-crystalline
polymers has been of great interest recently [70–74], however the effect of con-
finement on the structure of the polymer within polymer:fullerene BHJ films
has not been given as much attention. The addition of fullerene may have sig-
nificant implications on the process of aggregation and crystallization of the
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polymer. Furthermore due to the vertical phase segregation of the polymer
and the fullerene within a BHJ, there can be depth dependent variation of
polymer crystallization which has remained unexplored in earlier studies on
pure polymer systems [53, 62, 75, 76]. Here we investigate the variation of the
polymer crystallite size within a BHJ as a function of film thickness and as a
function of depth within the film. This is fundamental to the understanding
of the BHJ system and its application to various optoelectronic devices such
as organic photovoltaics and photodetectors [77, 78]. In BHJ films, within a
thickness regime of 100-200 nm, the morphology has been shown to be affected
by various processing conditions such as choice of solvent, drying time, thermal
treatments, and the use of solvent additives [37, 38, 49]. These morphologi-
cal variations directly impact the optical and electronic properties of the BHJ
layer critical for device applications [75, 79]. In order to direct efforts to design
new polymers and thin film architectures, an in-depth understanding of BHJ
microstructure and its variation due to additional complexities such as phase
segregation is critical.

This section will focus on using grazing incidence wide angle X-ray scat-
tering (GIWAXS) to probe the structure of a poly[3-hexylthiophene-2,5-diyl]
(P3HT) and [6,6]-phenyl C61 butyric acid methyl ester (PCBM) BHJ layer.
We find that as the thickness of the BHJ is decreased to the ultrathin regime
of <20nm, surface-energy effects at the interfaces and kinetics of film forma-
tion play an increasingly important role in determining the BHJ microstruc-
ture. Additionally, we probe variation with depth within a film by employing
surface-sensitive GIWAXS (angle of incidence = 0.07◦ <the critical angle of
0.1◦, yielding a depth sensitivity of ∼ 11nm) on as-cast BHJ films as well as
BHJ films that have been inverted onto a new substrate exposing the buried
interface of the film. These results allow us to directly measure the variation in
microstructure at the interfaces (air/film, film/substrate) and compare them
to the bulk.

The polymer in BHJ films crystallizes with a lamellar alignment parallel
to the substrate with the side-chain groups perpendicular to the substrate. In
the conventional crystallographic notation this lamellar direction is defined as
〈100〉 [78]. We use the term crystallite to refer to a set of π-stacked conjugated
polymer segments that participate in lamellar stacking and result in diffraction
peaks in the grazing incidence geometry. The coherence length as determined
using the FWHM of the 〈100〉 scattering peak is identified as the average
crystallite size in this direction. Although several studies have tried to quantify
the extent of disorder in polymers in various ways [63, 73, 80, 81], in this
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thesis we use the FWHM of the normalized scattering intensity as a function
of the polar angle χ with respect to the surface normal at the q-vector of the
〈100〉 peak, as a measure of the extent of alignment of the polymer molecules
(molecular packing order) along the surface normal. As the FWHM decreases,
the molecular packing order increases.

Using spin-cast BHJ films (thicknesses ranging from 15nm - 920nm) on
poly(3,4-ethylenedioxythiophene) poly(styrenesulfonate) (PEDOT-PSS), we find
that the polymer crystallite size in the bulk of the film increases from 6.86 (+/-
0.04) nm to 21.49 (+/- 0.19) nm as the film thickness increases from 15nm to
920nm, with the asymptotic crystallite size of ∼ 21nm occurring for film thick-
nesses ≥ 200nm. The molecular packing order, as defined above, decreases as
the film thickness is increased. Additionally, we find that the crystallite size
on the surface of a BHJ film thicknesses >100nm is reduced compared to the
crystallite size at the buried interface between the BHJ and the PEDOT-PSS.

The polymer in BHJ films crystallizes with a strong degree of lamellar
alignment parallel to the substrate with the side groups perpendicular to the
substrate (“edge on”, as shown in Fig. 3.16). We define qz as the component
of the scattering vector, q, perpendicular to the sample surface, while qx,y
is defined along the sample surface. The 2D GIWAXS pattern in Fig. 3.16
shows three peaks 〈h00〉 in the substrate-normal (qz) direction. Extracting
a line cut in this direction allows us to calculate the spacing between the
P3HT lamellae in the substrate-normal direction. For a film with a thickness
of 92nm we measure a layer spacing of ∼ 1.7nm, which is consistent with
previous reports [37, 76–78]. We have computed the P3HT crystallite size
from the 〈h00〉 scattering peak-width using a Scherrer analysis, accounting for
instrumental broadening of the peak and intersection of the scattering with
the detector geometry [82]. Instrument details can be found in Section 3.1.
For a film with a thickness of 92nm we obtain a polymer crystallite size of
19.8nm, which agrees with polymer crystallite size in BHJ films from previous
reports [37, 76–78].

BHJ films of different thicknesses (ranging from 15nm - 920nm) were spun
on PEDOT-PSS/Glass substrates. The thicknesses were determined using
variable angle spectroscopic ellipsometry, profilometry, and AFM as outlined
the previous section. Fig. 3.17 shows the P3HT crystallite size as well as the
layer spacing in the substrate-normal direction between the P3HT lamellae.
We find that as the thickness of the active layer is reduced, the crystallite
size of the polymer decreases. In the ultrathin film of 15nm, we find that the
crystallite size decreases to 6.9nm as a combination of confinement and en-
hanced solvent evaporation frustrate the crystallization process and produce
smaller P3HT crystallites. For films of thickness >100nm, the crystallite size
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Figure 3.16: Schematic of the GIWAXS measurement geometry. The polymer
chains are shown to form a crystallite in the edge-on orientation. In this
alignment the P3HT back-bone is oriented parallel to the substrate, and the
side chains pointing in the substrate-normal direction.

approaches ∼ 21nm as an asymptotic limit. In order to confirm crystallite size
saturation, a thick film of 920nm is also measured for which the polymer crys-
tallite size does not change significantly. Furthermore, using a line cut along
qx,y to calculate the isotropic crystallite size for films thicker than 200nm, we
have verified that no significant variation can be seen in the crystallite size
due to P3HT orientation. The molecular layer spacing within the polymer in
the substrate-normal direction was also measured and is shown in Fig. 3.17.
Although there are small variations (<1 Å) as the thickness of the BHJ is
increased, the molecular layer spacing remains at ∼ 1.7nm.
Additionally a peak at 〈010〉 is also visible representing the π − π stacking
direction. Crystallite sizes in this direction are calculated to be ∼ 4nm and
the π − π stacking distance ∼ 0.4nm consistent with previous reports [37].
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Figure 3.17: Polymer crystallite size (red, right) extracted using the Scherrer
analysis as discussed in the text and layer spacing between polymer molecules
in the surface normal direction (blue, left) for BHJ films of various thicknesses.
The error bars represent the standard deviation from multiple spots on the
film. Solid lines are to guide the eye.

The P3HT in BHJ thin films shows a strong preference for edge-on orien-
tation. In this alignment the P3HT back-bone is oriented parallel to the sub-
strate, with the backbones stacked in the substrate-normal direction and the
P3HT side chains pointing in the substrate-normal direction [77, 83, 84]. This
most likely arises from surface effects at the substrate/BHJ and the BHJ/air
interface, where the P3HT side-chains preferentially interact with these inter-
faces to lower overall surface energy. This effect of interface alignment has
been shown previously in liquid crystals and decays exponentially from the in-
terface towards the bulk [85]. As the thickness of the BHJ film is reduced, the
substrate/BHJ and the BHJ/air interfaces are brought closer together there-
fore further aligning the P3HT layers. The normalized scattering intensity
as a function of the polar angle χ, with respect to the surface normal at the
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q-vector of the 〈100〉 peak, gives us a measure for the P3HT orientation. Fig.
3.18 (a) shows that the lamellar alignment is predominantly parallel to the
substrate (i.e., edge-on alignment) at χ ∼ 0.
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Figure 3.18: (a) Two-dimensional scattering image for polymer:fullerene BHJ
thin film showing polymer lamellar alignment parallel to the substrate (edge
on) as demonstrated by the 〈h00〉 scattering peaks, and a characteristic diffuse
PCBM scattering ring. Also shown is the direction of the polar angle χ. (b)
The full width at half maximum (FWHM) of the normalized intensity vs. χ
at the 〈100〉 peak position for films of different thicknesses. Inset shows the
normalized intensity (a.u.) vs. χ for films of different thicknesses.
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The inset in Fig. 3.18 (b) shows the normalized scattering intensities for
different film thicknesses as function of χ around χ ∼ 0. Fitting the intensity
to a Gaussian profile provides the FWHM, which is used as a measure of the
extent of P3HT alignment. Fig. 3.18 (b) shows that as the film thickness
is reduced from a BHJ film of >100nm to the thin-film confinement regime,
the FWHM decreases indicating that the P3HT layers become further aligned
along the edge-on direction. This agrees well with the results from the VASE
measurements shown in the previous section where P3HT crystallites were
seen to become more ordered as the thickness of a BHJ film is reduced.

3.3.2 Interfacial Reduction in Crystallite Size on the
Surface

Surface energy effects at the interfaces of a BHJ film have been shown to cause
a linear concentration gradient of the polymer in a polymer:fullerene blend film
in the substrate-normal direction [28, 51, 62, 75]. An interfacial layer of high
polymer concentration is formed at the BHJ/air interface and an interfacial
layer of higher fullerene concentration is formed at the substrate/BHJ inter-
face.
The inset in Fig. 3.19 shows the change in the crystallite size for films of
different thicknesses in the top, bulk and the bottom of the film. The top of
the film is probed using a surface sensitive GIWAXS angle of 0.07◦ (critical
angle for this film ∼ 0.1◦). For a BHJ film, this gives a depth sensitivity of
11.6nm from the air interface. The sample is then immersed in a water bath
to dissolve the PEDOT-PSS and float the BHJ film. A clean substrate is then
used to recover the BHJ film but inverted from its initial state. This film is
dried by flowing nitrogen and then left in vacuum overnight. Scattering data
collected at a grazing incidence angle of 0.07◦ on this film then gives us in-
formation from the bottom 11.6nm of the original BHJ film, the part of the
film that was previously adjacent to the PEDOT:PSS layer. It is important
to point out that for a 15nm thick film, the regions to which we are sensitive
in the original and inverted films overlap in the middle ∼ 9nm. Therefore
scattering data on this film serves as a check to validate that the process of
the inversion does not affect the GIWAXS measurement results. The inset in
Fig. 3.19 also shows the bulk crystallite size calculated using a 0.2◦ incident
angle as a reference.
We find that in the top 11.6nm of the BHJ film near the air interface, the crys-
tallite sizes are smaller than at the PEDOT:PSS interface or in the bulk. This
is true for films of thickness ≥ 92nm. For the ultrathin films, the crystallite
size at the air interface ≈ crystallite size at the PEDOT:PSS interface. This
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confirms that the inversion process does not affect the results. Fig. 3.19 shows
the change of crystallite size (∆ Crystallite size) from the bottom 11.6nm
(PEDOT:PSS interface) to the top 11.6nm (air interface). For the ultrathin
films the variation is ∼ 0nm as we are probing roughly the same volume in
both cases. However for the films with thickness ≥100nm, we measure a de-
crease of about 5-7nm in the crystallite size between the bottom (PEDOT:PSS
interface) and the top (air interface) of the film.

Figure 3.19: The difference in the polymer crystallite size (∆ Crystallite size
(nm)) between the bottom (∼11nm) and the top (∼11nm) of the BHJ film as
a function of film thickness. The inset shows the calculated polymer crystallite
sizes in the top (surface sensitive GIWAXS on the as-cast film), bottom (sur-
face sensitive GIWAXS on a film that was physically inverted from its original
state), and the bulk (GIWAXS at an incidence angle well above the critical
angle) of the BHJ film.

Although the variation in crystallite size with film depth could naively be
attributed to differences in PCBM concentration due to phase segregation,
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in order to understand the effect of a PCBM concentration gradient on the
polymer crystallite size we measure the bulk polymer crystallite size using
GIWAXS from samples of different blend ratios (but of the same concentra-
tion). Blend ratios of these samples are chosen such that the polymer volume
fraction in these is similar at the air interface, bulk, and the PEDOT:PSS
interface in a phase segregated film of thickness >100nm [75]. For BHJ films
with P3HT:PCBM ratios of 1:2, 1:1, and 2:1, we calculate a bulk crystallite
size of 19.5nm, 21nm, 17.5nm respectively. The bulk crystallite size of the
polymer in a BHJ film does not vary significantly with polymer fraction (in
the range of polymer fraction variation that can be seen within a phase seg-
regated film). Therefore, the observed variation of crystallite size within the
film depth cannot be due to the change in the PCBM fraction, but can likely
be attributed to the variation in the kinetics of film formation.

The Avrami equation can be adopted as a rough model to understand
the kinetics of crystallization within BHJ films [86]. The Avrami expression
has been used previously to model the extent of phase-volume development
as a function of time [76]. In our case, the films are in a steady state after
the process of crystallization has already been completed. However there is a
variation of the extent of phase development as a function of the depth of the
film due to the time it takes for the solvent to escape from different sections
in the film. Therefore we develop an Avrami expression where the phase
development of crystallization, α, is written as a function of the distance from
the air interface, x (for x ≥ 0), within a BHJ film:

α(x) = 1− e−Kxn (3.10)

where K is the rate constant and n is the Avrami exponent. To quantify
the extent of polymer crystallization, α, we use the integrated intensity of the
〈100〉 peak over qz normalized by the maximum intensity value [76].

For each film, we calculate α for three points in the depth of the film:
the top 11.6nm, the bulk that is used as the center value, and the bottom
11.6nm. The calculated Avrami exponent (n) and the rate constant (K) for
BHJ films of different thicknesses are shown in Fig. 3.20. The error bars are
calculated using the covariance matrix from the least squares fitting of the
data to Eq. 3.10. The inset in Fig. 3.20 shows α(x) as a function of the
normalized depth for BHJ films of three difference thicknesses (15nm, 45nm,
and 92nm). The solid lines represent the normalized best fit curves to Eq.
3.10. The rate constant for films in the thin-film confinement regime is higher
than films of larger thicknesses, suggesting that the crystallization in the thin-
ner films is more rapid as a function of depth. In films of larger thicknesses,
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Figure 3.20: The Avrami exponent n (blue, left) and the rate constant K
(nm−1) (red, right) calculated for BHJ films of several different thicknesses.
The dotted lines are guide to the eye. The error bars are calculated using the
covariance matrix from the least squares fitting of the data to Eq.3.10. The
inset shows normalized α(x) as a function of the normalized depth for BHJ
films of three difference thicknesses (15nm, 45nm, and 92nm). The solid lines
represent the best fit curves.

the rate of crystallization is lower as there is more volume further away from
the air interface, from which the solvent has to escape. The Avrami expo-
nent n has contributions from both nucleation and growth mechanism and
can be written as n = nI + nG, where nI relates to the nucleation and the
nG to the growth mechanism [86]. The nucleation factor, nI , is expected to
have values between 1, which refers to constant nucleation, and 0, which refers
to quenched-in nuclei. Assuming that the growth-mechanism for films of all
thicknesses is the same, we can then understand the change in the Avrami
exponent as a function of thickness shown in Fig. 3.20 as change in the nu-
cleation rate. For films in the thin-film confinement regime we get a value for
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the Avrami exponent to be close to 1 indicating constant nucleation. As the
thickness of the BHJ film is increased, we approach a value of ∼ 0.05 which
can be explained by the quenching of the nucleation of polymer crystallization.

This rough model for polymer crystallization fits the data well and pro-
vides a likely explanation for the depth-dependence of polymer crystallization
in a BHJ film. In an electronic device, the top of the film forms the interface
to a metal contact that plays a crucial role in band alignment and recombina-
tion dynamics. The variation in crystallite size is particularly important as it
changes the interfacial area between donor and acceptor materials. As exci-
tons are dissociated at these interfaces, crystallite size variation significantly
affects the charge transport and pathways for charge percolation. This in turn
can cause changes in mobility and recombination, and therefore determine the
performance of an electronic device [35, 52, 87–90].

These studies show that the confinement of polymer:fullerene BHJ films sig-
nificantly alters the structural and crystallographic properties of the polymer.
In this section we presented a crystallographic analysis of polymer:fullerene
thin films of different thicknesses using GIWAXS, and determined that the
crystallite size of the polymer in BHJs decreases and the molecular alignment
of the polymer along the surface normal increases in the thin-film confinement
regime. Furthermore, we studied the change in the crystallite size of the poly-
mer within the depth of the film for different film thicknesses. We found that
for thicknesses ≥100nm, the crystallite size on the top ∼ 11nm of the film is
reduced compared to the crystallite size in the bottom and the bulk of the
film. We provided a likely explanation for this by using the Avrami equation
to model the kinetics of film formation. These results shed new light on the
physics of bulk-heterojunction film formation, enabling material optimization
and design for applications such as bulk heterojunction organic photovoltaics.
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Chapter 4

Understanding Inhomogeneity
in Inorganic Photovoltaics
(Cu(In1−xGax)Se2)

Key Findings:

• We find local compositional variation in CIGS with grain-to-grain copper
fraction varying from 0.82-1.06

• Stoichiometric inhomgeneity between grains correlates with variation in
structure where copper-rich grains tend to show chalcopyrite structure
and copper-poor grains tend to show stannite-type structure

• Local (micron-scale) regions with a higher fraction of copper-rich grains
shows enhanced interfacial recombination whereas local regions of copper-
poor grains shows standard bulk limited recombination

4.1 Experimental Techniques

4.1.1 Cu(In1−xGax)Se2 deposition

Cu(In1−xGax)Se2 (CIGS) is a polycrystalline photovoltaic material composed
of copper, indium, gallium, and selenium used in thin film devices. The value
of x can vary from 1 - copper indium selenide - to 0 - copper gallium selenide.
It has a chalcopyrite crystal structure and a bandgap varying from 1.0eV (x
= 0) to 1.7 eV (x = 1). In this work, we will consistently use x = 0.3 which
gives the highest recorded efficiencies. A standard CIGS device architecture
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is shown in Figure 4.1. The Cu(In1−xGax)Se2 (CIGS) film was deposited us-
ing three-stage thermal co-evaporation from elemental sources of Cu, In, Ga,
and Se onto a heated Mo-coated soda-lime glass substrate (SLG). The SLG
used was purchased from Guardian (product name: Ecoguard Mo-1, 3.0mm
thickness) consisting nominally ∼15% Na2O. The glass was coated with a Mo
film by the glass manufacturer to a thickness of ∼330nm (resistivity 15-22 µΩ-
cm). The CIGS/Mo film thickness typically measured to be 2.0µm, with Cu
ratio (Cu/(In+Ga)) of 0.94, and Ga ratio (Ga/(Ga+In)) of 0.30 as measured
by X-ray Fluorescence (XRF). XRF is used to measure copper and gallium
ratios using a Ceres Technologies System SMX (Model # C06-01915-4002).
The system was calibrated for CIGS films using the standard-adjusted FP
(fundamental parameters) method. CIGS films of different compositions and
thicknesses were measured using XRF. The film thickness was then measured
using a stylus profilometer, and the film composition was measured using an
inductively-coupled plasma (ICP) spectrophotometer with CIGS standard so-
lutions. The XRF system was calibrated using these values. When these same
CIGS layers are incorporated into standard (Mo/CIGS/CdS/iZnO/AZO) de-
vices, the current-voltage curves yield power conversion efficiencies in the range
of 15-18%.

Figure 4.1: (a) Schematic of the CIGS device architecture. (b) A scanning
electron microscopy image of a standard CIGS device.
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4.1.2 Electron Microscopy/Energy Dispersive X-ray Spec-
troscopy
/Focused Ion Beam

Scanning electron microscopy (SEM) is performed using the JEOL 7600F:
Analytical High Resolution SEM. Energy dispersive x-ray spectroscopy (EDS)
is performed at 20keV for 120s correcting for sample drift every 5s using site
lock. All measurements were performed while the SEM was being cooled by
liquid nitrogen.

Transmission electron microscopy (TEM) thin-film samples were made
via a focused ion beam (FIB) using a FEI Helios Nanolab 600 Dualbeam
(FIB/SEM) system employing a standard in-situ lift-out technique. Initial
bulk milling was performed at 30 keV using a liquid metal gallium source.
The specimen was subsequently cut free and transferred to a copper grid with
a sharpened tungsten Omniprobe needle. Once attached to the TEM grid,
the sample was thinned with progressively lower beam voltages down at to
an approximate thickness of 50 nm with final milling performed at 2 keV.
TEM images and diffraction patterns were acquired on a JEOL JEM2100F
HRTEM operating at an accelerating voltage of 200 keV utilizing a 2K x 2K
CCD camera.

4.2 Cu(In1−xGax)Se2

State-of-the-art Cu(In1−xGax)Se2 (CIGS) polycrystalline solar cells are still
below their efficiency limit primarily due to recombination losses [91]. Inho-
mogeneity of the material leading to potential fluctuations is an important
cause for recombination, however all previous measurements of recombination
in polycrystalline CIGS focus on device areas that average over many hun-
dreds to thousands (102 - 105) of micron-scale grains. In this chapter we ex-
plore variations in the composition and recombination dynamics at the length
scale of a few grains. We use lithographically defined electrical contacts to
measure the charge transport and current-voltage (IV) behavior as a function
of temperature over micron-scale (few-grain) areas within a CIGS device in
order to understand the grain-to-grain variation of recombination. We corre-
late these electrical measurements with energy dispersive X-ray spectroscopy
(EDS) measurements of single-grain elemental composition, and aberration
corrected transmission electron microscopy (TEM) with selected-area electron
diffraction to ascertain the single-grain material structure. We find that local
regions with a higher fraction of copper-rich grains (and primarily chalcopy-
rite structure) show enhanced interfacial recombination, whereas regions with
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a higher fraction of copper-poor grains (and a stannite-type structure) show
bulk recombination limited behavior.

4.2.1 Nanoscale Electrical Measurements

Polycrystalline Cu(In1−xGax)Se2 (CIGS) thin-film photovoltaics (PVs) have
reached the highest efficiencies of all thin film photovoltaic technologies and
have the potential to achieve a lower levelized cost of electricity than sili-
con. To realize this potential, the power conversion efficiency (η) of CIGS
must be increased from the current state-of-the-art value of 21.7% [92] to-
wards the single-junction Shockley-Queisser (SQ) limit of 33% [93]. Previous
measurements on record devices have shown that their efficiency is limited by
optical/collection losses, and recombination losses [91]. Although mitigating
optical and collection losses could improve the device efficiency by an absolute
3%, the primary losses in state-of-the-art CIGS solar cells are due to recom-
bination (7% absolute). The dominant source of this recombination is the
presence of local spatial electrostatic potential fluctuations caused by inho-
mogeneities such as charged defects, grain boundaries, and dislocations [91].
Previous work on understanding these potential fluctuations has typically fo-
cused on charged defects at grain boundaries [94–97]. However theoretical and
experimental studies, though not entirely conclusive, have shown potentially
beneficial grain boundaries in CIGS [98–100]. Here we quantify the variation
in Cu concentration from grain to grain, and conclusively correlate the mea-
sured Cu fraction to the dominant charge recombination mechanism in the
local region near these grains. This spatial correlation between Cu content
and recombination is most likely due to the electrostatic potential fluctuations
caused by the spatially varying charged defect chemistry resulting from the
grain-to-grain variation in Cu concentration [91].

Solar cells made with non-stoichiometric Cu-poor CIGS are known to
have higher power-conversion efficiencies than cells made with stoichiometric
and non-stoichiometric Cu-rich CIGS, even though stoichiometric and non-
stoichiometric Cu-rich CIGS contain lower defect concentrations [101]. In
order to make a stoichiometric chalcopyrite CIGS structure, the material is
grown under copper excess where the leftover copper forms a copper selenide
secondary phase. It has been shown that even after the removal of the ex-
cess CuSe on the surface using a KCN etch, the devices made with these
absorbers are dominated by interfacial recombination [102]. Absorbers that
use an overall copper poor composition (current state-of-the-art) are generally
believed to be limited by SRH recombination in the space charge region (bulk
of the absorber)[103]. However micron-scale copper rich regions within the
absorber layer of a device that is grown overall copper poor could potentially
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increase interfacial recombination. Such absorbers made overall Cu-poor have
been shown to have a surface layer that is even more Cu-poor than the bulk
[104]. This surface layer develops naturally and has a higher band gap than
the bulk preventing interfacial recombination by inhibiting holes from reach-
ing the interface [105–112]. Although no evidence of any structural phase
associated with the copper poor surface layer in working CIGS devices exists
[113–118], studies have shown that specially grown copper poor absorber lay-
ers have a non-stoichiometric structure [105, 108, 109, 119–126]. Due to the
low formation energies of different non-stoichiometric phases [127, 128], even
small compositional variations at the nanoscale can cause structural and phase
variations [129].

In this chapter, we systematically study charge transport and recombi-
nation within a CIGS device on the scale of a few grains, and correlate
this behavior with the composition and structural variation among individual
grains. We use CIGS samples with a large-area average composition (similar
to those currently giving the highest efficiencies) of Ga/(In+Ga)= 0.297 and
a Cu/(In+Ga) = 0.957 (referred to as the “Cu fraction”), as measured using
X-ray fluorescence. These same samples are measured to have a power con-
version efficiency of 15-18% when made into complete CIGS solar cells. Using
temperature-dependent IV measurements on lithographically defined contacts
that probe only a few grains, we extract the potential barrier height at the p-n
CIGS-CdS heterojunction. We find that regions with a high number of copper
rich grains show a lower potential barrier (0.03eV) than regions with more
copper poor grains (potential barrier of 0.49eV). The lowered potential barrier
at the interface causes enhanced interfacial recombination. The recombination
is understood to be enhanced by tunneling, as evidenced by the temperature-
dependent diode quality factor. In order to link the high-Cu (and low-Cu as a
reference) copper region to a specific phase or structure, we perform EDS and
aberration corrected TEM with electron diffraction on individual grains.

4.2.2 Fabrication of Devices

The devices start with a partially completed standard CIGS solar cell (see
Fig. 4.2: 1) CIGS (2.4 µm)/molybdenum (Mo, 300 nm)/soda lime glass (SLG,
3mm). A cadmium sulfide (CdS, 50-100nm) layer is deposited using chemical
bath deposition (CBD). To make temperature-dependent IV measurements
on individual CIGS grains we deposit 375nm of SiO2 via plasma-enhanced
chemical vapor deposition (PECVD) at 160C at 1.6 nm/s rate, as a resistive
layer on the CdS to prevent current flow through the absorber from the contact
pads to the back Mo anode (Fig. 4.2: 3). 3x4 µm2 regions were patterned
on the PECVD SiO2 using electron-beam lithography technique (E-beam).
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Figure 4.2: A step-by-step outline of the fabrication of devices. 1: Partial
CIGS/Mo/SLG device, 2: Cadmium sulfide layer deposited using CBD, 3:
SiO2 layer deposited using PECVD, 4: SiO2 layer etched away using FDRIE,
5: Gold (Au) contact deposition using e-beam evaporation, 6: Contact lift-off
using electron beam lithography.

E-beam was performed using the JEOL JBX-6300FS lithography system on
E-beam resist positive resist ZEP520A (spun at 3000 rpm for 45s annealed
at 180C for 3 minutes) by exposing with a dose of 400 µC/cm2 at 100 keV
and developed with amylacetate for 90 sec and washed off with isopropanol
for 45s. At the same time, alignment markers are also placed which are used
as fiducial marks for the deposition of gold contacts.

The SiO2 is etched into using deep reactive ion etching (DRIE) using a
mixture of (CHF3 and Ar) and localized regions of the CdS surface are exposed
(Fig. 4.2: 4). After etching, e-beam lithography is again used to align on the
markers and put down the contact pattern. The electrical contacts (100nm of
gold/3 nm of chromium) are deposited using electron beam evaporation. The
resist is lifted off overnight using N-Methyl-2-pyrrolidone at 80◦C. The gold
contacts are ∼1µm long and 100nm wide and extend into the region where
the CdS surface is exposed, providing a contact to the CdS/CIGS interface
over a small and controlled area (Fig. 4.2: 6).

Figure 4.3 a) shows a schematic of the cross section of the sample and
Figure 4.3 b) shows a scanning electron microscopy (SEM) image of the top
view of sample used in the measurement. The gold contacts can be seen
extending over the SiO2 layer into the etched region where they make contact
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Figure 4.3: a) Schematic of the cross section of a device used for low tem-
perature current voltage measurements. The top contact is ∼1µm long and
100nm in width with a thickness of ∼100nm. The schematic also shows the
CIGS grains showing that each contact is affected by ∼ 8 CIGS grains. b)
Scanning electron microscopy image of the top view of the electronic devices
showing the SiO2 mask and opening to the bare CdS/CIGS material, as well
as each gold contact individually contacting 2-3 grains at the surface of the
absorber material. Inset shows a cross section of the sample with the SiO2, the
contacts, the CIGS grains, the back molybdenum contact, and the soda-lime
glass (SLG) substrate.

to the CdS surface. The CIGS grains are easily visible in Figure 4.3 b), and we
see that each gold finger laterally contacts only 2-3 grains at the CIGS/CdS
surface.

4.2.3 Recombination Mechanisms

We performed dark low-temperature IV measurements using these small-area
gold contacts to extract saturation current densities and diode quality factors
as a function of temperature. Low temperature current-voltage measurements
were performed using the MMR technologies variable temperature micro-probe
system. The temperature is varied from 83-300K in steps of 10K using a
micro miniature refrigerator that cools the sample using the Joule-Thompson
expansion of high-pressured nitrogen gas (chamber pressure <1mTorr). At
each temperature an IV curve is extracted using a Kiethley 2600 source meter.

Although the overall copper composition of the CIGS absorber layer is
copper poor when averaged over the mm-length scale (Cu/(In+Ga) = 0.957),
the investigation of single grains using EDS reveals grain-to-grain variation
in the Cu fraction, with the single-grain Cu fraction ranging from 0.821 to
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1.061. Figure 4.4 a) shows a band diagram of the CdS/CIGS interface. The
predominant recombination paths are shown as: (1) interfacial and (2) bulk.
It has been seen in the past that devices grown with an overall (large-area
average) Cu-poor absorber are primarily limited by bulk recombination [103,
130].

Figure 4.4: a) Schematic of the band alignment between n-type CdS buffer
and CIGS chalcopyrite absorber material showing major recombination paths
at the interface (1) and in the bulk (2) where EC is the conduction band,
EV is the valence band, Eg is the band gap, EF is the Fermi energy and
Φn
b indicates the potential barrier at the heterointerface. b) The natural log

(ln) of the saturation current density (in units of mA/cm2) divided by the
temperature (in Kelvin) squared as a function of the inverse temperature where
the extracted barrier height of the heterointerface, Φn

b , for the average copper
poor region and the higher-than-average (HTA) Cu region is shown. Inset
shows the diode quality factor, A, as a function temperature fit to Eq. 4.3
giving the characteristic tunneling energy, E00, as shown in the legend.

Using the saturation current density, we can extract information about the
potential barrier, Φn

b , at the CdS/CIGS heterointerface in order to understand
potential variations at the interface. The barrier height at the interface is
given by Φn

b = EC − EF as shown in Figure 4.4a). Assuming the major
conduction mechanism across the barrier is thermionic emission, the electron
current density across the conduction band spike is given by

Jn ≈ J0e
qV/kT (4.1)

J0 = A∗T 2e(−Φn
b )/kT (4.2)
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where J0 is the reverse saturation current density, and A∗ is the Richardson
coefficient [131]. We can extract the potential barrier height, Φn

b , by fitting a
straight line through ln(J0/T

2) against 1000/T as shown in Figure 4.4 b).
Figure 4.4 b) compares two regions from the same CIGS sample (laterally

<5mm apart). From the region showing a higher-than-average (HTA) Cu
fraction (red), we extract a barrier height of 0.03eV which is significantly
lower than the barrier height extracted from the average copper region (blue)
at 0.49eV. This lowered potential barrier height at the interface in the case of
HTA Cu regions can significantly increase the interfacial recombination. The
temperature dependent diode quality factor (shown as inset in Figure 4.4 b)
in the HTA Cu region confirms that the lowered potential barrier increases
tunneling enhanced interfacial recombination. The diode quality factor, A, in
the case of tunneling enhanced interfacial recombination is given by

A = 1/α
E00

kT
coth(

E00

kT
) (4.3)

where E00 is the characteristic tunneling energy, and the quantity α is
related to the band bending at the interface. The characteristic tunneling
energy, E00, increases from 0.71meV for the standard copper poor region to
452.7meV in the HTA Cu region indicating an enhancement of tunneling due
to the reduced potential barrier height at the interface.

4.2.4 Grain-to-Grain Compositional and Structural Vari-
ation

In order to prepare these selected (average and HTA Cu fraction) regions
for study using TEM electron diffraction and EDS, we used a focused ion
beam with a gallium source. Bulk milling was performed at 30 keV until the
sample could be removed and attached to a TEM grid after which the sample
was thinned down at 2keV until the sample was the size of the contact as
shown in Figure 4.3 b). The cross sectional images of a sample from a Cu-rich
region with enhanced interfacial recombination taken using a scanning electron
microscope (SEM) with a transmission detector at 30keV is shown in Figure
4.5 a).

As a reference, Fig. 4.5 b) shows a cross sectional image of a standard
copper poor sample which is known to be limited by bulk recombination. At
each individual grain in Figure 4.5 a) and b), EDS was performed at 20keV
and data was collected for 120s. As the sample is only ∼100nm thick, the
probe volume of the sample at this energy is 100nm deep with a lateral radius
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Figure 4.5: Scanning electron microscopy images with a transmission detec-
tor showing the grains from devices with a) enhanced interfacial and b) bulk
recombination. Using energy dispersive X-ray spectroscopy at each individual
grain the copper composition is extracted and the grains are labeled as “A”
for average copper composition, “H” for high copper, and “L” for low cop-
per grains. The subscript and color identifies the structure within the specific
grain as stannite (green, and subscript “s”), chalcopyrite (red, and subscript
“c”) or a mixed phase (blue, and subscript “m” where reflections allowed in
both stannite and chalcopyrite structures are seen. The scale bar is equivalent
to 100nm. Electron diffraction patterns of c) chalcopyrite structure (I-42d)
and b) the stannite structure (I-42m) along the [112] zone axis is shown. In
the copper poor stannite phase, additional spots at (1-20) and (22-2) appear
which are forbidden in the chalcopyrite structure.

of 100nm. By performing EDS on pure copper tape, a quantitative correction
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was done for the EDS signal from the tape alone. Figure 4.5 labels the grains
with the results obtained using EDS measurements, showing average copper as
“A” (defined as the large-area average: Cu fraction = 0.957), high (larger than
one standard deviation from the mean) copper as “H”, and low (smaller than
one standard deviation from the mean) copper as “L”. Assuming the average
copper ratio of all grains measured was equal to the values measured using X-
ray fluorescence (0.957) from the entire sample, we measure a Cu fraction from
the low copper grains to be in the range of 0.82-0.88, and from the high-Cu
grains to be in the range of 1.05-1.06. The sample showing enhanced interfacial
recombination (Fig. 4.5 a) shows a lesser number of Cu-poor grains, and a
larger number of Cu-rich grains than the sample limited primarily by bulk
recombination (Fig. 4.5 b).

In order to detect any structural changes due to these compositional grain-
to-grain variations, electron diffraction with transmission electron microscopy
was performed on each labeled grain in Figure 4.5 a) and b). Absorber layers
that are grown copper rich generally show the -chalcopyrite structure with
space group I-42d. Figure 4.5 c) shows the diffraction pattern from a copper
rich (Cu/[Ga+In] >1) grain along zone axis [112] which agrees well with a
stoichiometric chalcopyrite structure. Figure 4.6 c) shows a unit cell with this
structure and Figure 4.6 a) shows a simulated electron diffraction image [132]
which agrees well with experimental data.

Copper poor grains show different diffraction patterns, with additional
peaks at forbidden locations for the I-42d space group due to the existence
condition 2h+l = 4n. This is shown in Figure 4.5 d) where extra peaks can be
seen at (22-2) and (1-20). These can be explained by a stannite type structure
with space group I-42m which has been reported previously in literature for
Cu- poor compounds [119–125]. Furthermore, Figure 4.6 d) shows a unit cell
with this structure and Figure 4.6 b) shows a simulated electron diffraction
pattern [132] which agrees well with experimental data.

Grains with a copper composition close to the average of the sample (which
is overall copper poor, Cu/(Ga+In) ∼ 0.957), also show a mixed diffraction
pattern where both the chalcopyrite phase and the stannite phase can be seen.
The defect stannite phase cannot be represented by a simple unit cell however
the average structure is known to belong to the space group I-42m. The pri-
mary difference between the stoichiometric chalcopyrite phase and the defect
stannite phase originates from the segregation of gallium (Ga) and indium (In)
atoms on separate atomic planes as Ga and In share the same crystallographic
site in the I-42d structure, whereas in the I-42m structure Ga and Cu share
the same site and In is segregated to a different site.

In this chapter we use lithographically defined contacts to measure recombi-
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Figure 4.6: Simulated electron diffraction patterns for the a) chalcopyrite
structure (I-42d) and b) the stannite structure (I-42m) along the [112] zone
axis is shown. In the copper poor stannite phase, additional spots at (1-20)
and (22-2) appear which are forbidden in the chalcopyrite structure. Unit
cells for CIGS in (c) the chalcopyrite and (d) the stannite crystal structure are
shown as well.

nation mechanisms with few-grain resolution in polycrystalline CIGS solar cell,
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and identify the main driver for an enhancement in interfacial recombination
as due to spatial variations in the electrostatic potential due to grain-to-grain
variation in in the Cu fraction. While the large-area average Cu fraction of the
device is Cu poor (0.957), specific grains exhibit Cu fractions in a wide range,
from 0.82 - 1.05. Grains with higher Cu fraction show an increase in recom-
bination due to tunneling enhanced interfacial recombination. These regions
were isolated and prepared using a focused ion beam for cross sectional EDS
and electron diffraction on each individual grain. The regions with enhanced
interfacial recombination showed a higher proportion of copper rich grains and
a lower number of copper poor grains than the regions dominated by bulk re-
combination. Electron diffraction showed that the copper poor grains with a
copper ratio of ∼ 0.82-0.88 typically show a stannite type structure, whereas
copper rich grains showed a chalcopyrite structure with average copper grains
often showing a mixed phase. These measurements demonstrate the usefulness
of our technique by directly quantifying the source of recombination in CIGS
solar cells, and point the way forward toward higher efficiency CIGS devices.
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Chapter 5

Novel Techniques for Measuring
Inhomogeneity

The understanding of inhomogeneities often requires novel techniques to en-
able measurements at the length scales of the expected variations. This chapter
will outline some specific techniques.

Key Findings:

• We describe a novel charge-extraction technique, micron-scale charge ex-
traction by linearly increasing voltage (µCELIV), which enables simul-
taneous spatially resolved measurements of charge carrier mobility and
photocurrent in thin-film photovoltaic devices with micron-scale resolu-
tion

• We introduce a novel hyperspectral laser beam induced current system
using a supercontinuum laser (400nm - 1200nm) with diffracted limited
spot size allowing the extraction of performance metrics with high lateral
and depth resolution, and the simultaneous correlation with material
deformations while the device is at operating conditions

5.1 Mobility at Micron-scale Resolution

In this section, we will outline a novel charge-extraction technique, micron-
scale charge extraction by linearly increasing voltage (µCELIV), which enables
simultaneous spatially resolved measurements of charge carrier mobility and
photocurrent in thin-film photovoltaic devices with micron-scale resolution.
An intensity-modulated laser with beam diameter near the optical diffraction
limit is scanned over the device while a linear voltage ramp in reverse bias
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is applied at each position of illumination. We calculate the majority carrier
mobility, photocurrent, and number of photogenerated charge carriers from
the resulting current transient. We demonstrated this technique on an or-
ganic photovoltaic device, but it is applicable to a wide range of photovoltaic
materials.

5.1.1 µ-Charge Extraction by Linearly Increasing Cur-
rent

The measurement and control of charge-transport properties is critical to the
improvement of organic optoelectronic devices. The majority carrier mobility
in organic photovoltaics (OPVs) has been measured using: IV curves in the
space charge limited current (SCLC) regime [133], field effect transistor (FET)
method [84, 134], and time of flight (ToF) method [134–136]. However, mobil-
ity measured with SCLC and FET are at saturated charge transport and high
external bias, respectively, and do not represent normal operating conditions
in OPVs [137–140], while ToF measurements require extremely high optical
density films. As a result, CELIV (Charge Extraction by Linearly Increasing
Voltage) [141], and photo-CELIV [142, 143] have become popular methods for
measuring the mobility and lifetime of majority charge carriers in OPVs.

In CELIV, equilibrium majority charge carriers are extracted under a lin-
ear voltage ramp in reverse bias with no illumination, thereby depleting the
junction while blocking carrier injection. The resulting current transient is
used to calculate the majority charge-carrier mobility and charge density. In
photo-CELIV, charge carriers are generated by an ultra-short laser pulse and
then extracted under a linear voltage ramp after a time delay (tdel). The
charge carrier mobility and lifetime can be obtained from photo-CELIV us-
ing the current transient and by calculating the change in the photocarrier
density as a function of tdel. CELIV and photo-CELIV have each been used
to measure the mobility and lifetime of many different photovoltaic (PV) sys-
tems, including organic PVs [143–147] and hydrogenated microcrystalline sil-
icon (µc-Si:H) [141, 142, 148, 149]. The morphology and spatial variations
within donor/acceptor bulk heterojunction (BHJ) blends used in OPVs are
critical to OPV performance, especially in moving from lab-scale to industrial-
scale devices. The previously identified morphology-performance relationships
were inferred indirectly from different measurements often on different de-
vices. However, the morphology is highly sensitive to processing conditions
such as choice of solvent, drying time [29], thermal treatments, and solvent
additives [37, 38]. Variations in processing conditions can alter local mor-
phology, resulting in significant spatial variations in performance. For these
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reasons, the ability to measure mobility, locally and commensurately with
performance metrics, is critical to the understanding of morphological spa-
tial inhomogeneities on device performance. In this chapter we demonstrate
a spatially-resolved CELIV technique, referred to as µCELIV (micron-scale
charge extraction by linearly increasing voltage), and use µCELIV to simulta-
neously measure the mobility and photocurrent of a polymer-fullerene blend,
poly(3-hexylthiophene) (P3HT) and [6,6]-phenyl-C61-butyric acid methylester
(PCBM) solar cell with <5 µm spatial resolution. The details of device prepa-
ration can be found in Section 3.1. A 13mg/ml P3HT:PCBM solution was
spin-coated at 700rpm to achieve a thickness of 149nm (measured using a
Veeco Dektak 150 in a class 1000 cleanroom). The top aluminum contact was
deposited by physical vapor deposition (PVD) using a shadow mask to de-
fine the active area (0.105cm2), and then thermally annealed at 150◦C for 10
minutes in a vacuum oven for post processing.

Figure 5.1: (a) Schematic of the micro-CELIV experimental setup. HeNe Laser
= Thorlabs HNL150L. (b) Beam radius versus z-position. Beam waist (radius)
= 2.5µm. (c) Schematic of the linear voltage ramp (left) and the resulting
transient current (right). CW laser is on throughout the measurement.

A HeNe laser is expanded in diameter by 4x using Thorlabs BE04R and
then focused onto the sample using an objective lens (Newport reflective ob-
jective, Model 50105-02, 15x magnification N.A. = 0.4). The sample is placed
on an x-y-z stage (x and y: Newport GTS150, z: Newport GTS30V) with ac-
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curacy of ±1µm over 150mm in the x and y in-plane directions, and ±0.75µm
over 30mm in the z-direction. The beam reflected from the sample is aligned
onto the incident beam path and picked off using a Thorlabs pellicle beam-
splitter, BP208. The reflected beam is chopped (Thorlabs, MC2000) at a
frequency of 307Hz and focused onto a photodiode. The photodiode output
is fed to an SRS DSP lock-in amplifier (SR830), with the chopper connected
to the lock-in reference. An SRS DS345 function generator is used to gener-
ate a 3.0Vpk-pk, 20 kHz voltage ramp in reverse bias that sweeps the voltage
from 0V to 3.0V in 50µs. The transient current is collected through a Femto
DLPCA-200 fast transimpedance amplifier at 102V/A gain connected to a
200MHz oscilloscope (Tektronix).

5.1.2 Mobility Variation in OPVs

The OPV device was placed on the x-y-z stage and the laser was focused onto
the device, illuminating it from the glass side with the aluminum contact fac-
ing down (see Fig. 5.1(a) for schematic). The z position of the stage is set such
that the beam waist is in the center of the absorber layer. At each x-y position
(increments of 100µm in Fig. 5.3, 25µm in Fig. 5.4), a focused 633nm laser
spot with power 3.5mW and radius of 2.5µm (Fig. 5.1(b)) continuously illumi-
nates the device during the measurement. The frequency and the amplitude of
the voltage ramp are tuned until we observe the characteristic transient current
curve (see Fig. 5.1(c)), which occurs when all excess photogenerated carriers
(with respect to the equilibrium charges) can be extracted by the potential-
induced field. At time t = 0, a linearly increasing potential is applied to the
device with a ramp rate A = Umax/tpulse(Umax = −3.0V, tpulse = 50µs) in
reverse bias, where the depletion width of the junction, and therefore the ca-
pacitance of the device, stays relatively constant. For a material with no free
charge carriers, the current would look rectangular with a height, j0, given by
the geometric capacitance of the diode. We calculate the geometric capacitance
from j0 to be 5.27nF, in agreement with literature values for P3HT:PCBM
devices[150]. Due to the linear increase in the electric field, all free charge
carriers (thermal and photogenerated) begin to move and are extracted at the
electrodes, resulting in an additional peak in the current, jmax, at a time tmax.
The time tmax gives information about mobility, µ, of the extracted charges.
The current transient can be calculated using a combination of the continuity,
current, and Poisson equations. The equations can be solved using a numerical
model [144, 147, 151], and for a device comprised of π-conjugated polymers
with uniformly generated charge carriers, the mobility is given by the following
[147]:
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µ =
2d2

3At2max(1 + 0.36∆j/j0)
, (5.1)

where ∆j = jmax − j0. Although other numerical solutions exist for de-
vices with very significant values of (jmax − j0)/j0 where the photogenerated
charge is larger than the amount of charge on the electrode, for our devices
the photogenerated charge is approximately equal to the electrode charge and
(jmax − j0)/j0 << 1, and therefore Eq. 5.1 provides an accurate description
[144, 151]. To apply the technique to other material systems the appropriate
equation for the calculation of mobility must be used based on values for jmax
and j0.

The photo-carrier mobility obtained from µCELIV when the device is
illuminated is higher than dark CELIV measurements, highlighting the ef-
fect of photo-carrier density on mobility. The dependence of mobility on
charge-density in organic semiconductors in the low-charge density regime of
n = 1014−1017cm3 has been shown to follow a power law given by the equation
[152]:

µ(n) ∝ nδ, (5.2)

where δ = 0.35. This is due to the decay dynamics in the OPV being
dominated by bimolecular recombination, and the bimolecular recombination
coefficient k being strongly charge-density dependent, increasingly almost lin-
early with increasing n [153].

In order to make a spatial map of mobility that allows for meaningful com-
parison between different lateral positions, we must account for the spatial
variation in photo-carrier density due to reflection and thickness variations.
The µCELIV measurement was performed at various incident optical intensi-
ties (including in the dark) and the mobility was calculated using Eq. 5.1. Fig.
5.2(a) shows that tmax decreases as the optical intensity increases (the dark
current transient curve with no optical excitation is also shown). Although
the steady-state photocurrent (offset of baseline current) also increases as a
function of optical intensity, all curves shown in Fig. 5.2(a) are normalized by
subtracting the steady-state photocurrent offset from the entire current tran-
sient curve. Although CELIV assumes a perfectly blocking junction in reverse
bias, realistic devices can have a small leakage current since the extracted cur-
rent transient for the illuminated device does not reach the capacitive response
at the end of the 50µs voltage pulse. In order to make sure that the number
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Figure 5.2: (a) µCELIV curves extracted at different laser intensities, on a
single position. As the laser intensity is increased, tmax decreases and the mo-
bility increases. The transient current curves are normalized by subtracting
the steady-state photocurrent offset shown in Fig. 5.1(c) from the entire cur-
rent transient curve. The current transient curve from the device for no laser
illumination is also shown labelled as Dark. (b) The number of photogenerated
charge carriers, calculated by subtracting the integrated area under the dark
current-response curve from the integrated area under the illuminated current-
response curve, plotted against laser intensity. (c) Mobility, calculated via Eq.
5.1 versus number of photogenerated charge carriers. (d) Photocurrent as a
function of the number of charge carriers. Error bars equal standard deviation
of values from multiple positions on the same device.

of photogenerated charge carriers increases with incident light intensity, Fig.
5.2(b) shows the linear relationship between the number of charge carriers and
the incident light intensity, demonstrating that the device is not saturated.
The number of photogenerated charge carriers is calculated using the area un-
der the transient current curve for the illuminated device, and subtracting it
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Figure 5.3: (a) Photocurrent map extracted using the baseline shift in the
measured current transient shown in Fig. 5.1(c). (b) Reflection map measured
using the reflected laser sampled from the beam path. (c) Normalized photo-
carrier mobility calculated at each illuminated spatial position on the device
using Eq. 5.1. The mobility normalization is performed separately for each
spatial position by subtracting, from the measured mobility, the mobility offset
due to the number of photogenerated charge carriers. The mobility offset for
a given spatial position is calculated by subtracting the zero-charge-carrier
mobility in Fig. 5.2(c) (4.56x10−5cm2/V s) from the mobility value in Fig.
5.2(c) for which the corresponding number of charge carriers (x-axis in Fig.
5.2(c)) is equal to the measured number of charge carriers shown in Fig. 5.3(d)
for the given spatial location. (d) Number of photogenerated charge carriers at
each spatial position, calculated by subtracting the integrated area under the
dark current-response curve from the integrated area under the illuminated
current-response curve after normalizing for the photocurrent. Pixel spacing
is 100µm for all measurements.
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from the current transient of the dark device. Fig. 5.2(c) plots the mobility
versus the number of photogenerated charge carriers. The error bars repre-
sent the standard deviation of multiple measurements from different spots of
illumination on the same device. This data is fitted to Eq. 5.2, giving the
best fit line shown in Fig. 5.2(c). As an additional saturation check, we also
extract the photocurrent from the transient using the offset from the baseline
and verify that photocurrent versus number of photogenerated charge carriers
is linear (Fig. 5.2(d)).

2D maps with 100µm x-y spacing of the photocurrent, reflection, mobility,
and the number of photo-generated charge carriers as measured with µCELIV,
are shown in Figs. 5.3(a)-(d). The high-reflection areas from the aluminum
contact in Fig. 5.3(b) show the active area of the device. The photocurrent
map in Fig. 5.3(a) shows degradation on the edges of the device due to ex-
posure to air after fabrication. Regions of high photocurrent can be identified
between x = 1.0mm to x = 3.0mm and y = 1.5mm to y = 3.0mm; regions of
lower performance include x = 2.25mm, y = 1.0mm. A finer scan with 25µm
x-y spacing (Fig. 5.4) is performed in the region highlighted by the red square.

Fig. 5.3(c) shows the mobility at each spatial location on the device calcu-
lated using Eq. 5.1 and normalized using the data in Figs. 5.2(c) and 5.3(d),
to represent the mobility value at each location in the limit of vanishing photo-
generated charge-carrier density. This normalization ensures that Fig. 5.3(c)
shows mobility variations due to fundamental material inhomogeneities and
not simply due to reflection or thickness variations. From Fig. 5.3, we see
that the mobility is strongly correlated with the photocurrent, and that the
air-induced degradation around the edges is remarkably clear in the mobility
map. In the regions of highest photocurrent, the mobility reaches its maxi-
mum value of 7.2x10−5 to 7.6x10−5cm2/V s. This ability to map the spatial
variation of mobility (ultimately only limited by the laser diffraction limit of a
few microns) cannot be probed with any other existing techniques - techniques
that measure the bulk mobility lose this information about the micron-scale
variation that is critical to understanding and overcoming device limitations
due to spatial inhomogeneities.

Comparing Fig. 5.3(c) and 5.3(d) more closely, we see that the areas of
higher normalized mobility have a lower number of photogenerated carriers,
and the degraded areas of lower mobility have a higher number of carriers.
This observation of photogenerated carrier increase due to degradation agrees
well with previous studies [154], and is due to an increase in electron traps
due to oxygen doping, resulting in an increase in the number of holes [155]. A
finer scan (25 µm x-y spacing) of the area with lower photocurrent (red square
in Fig. 5.3(a)), is shown in Figs. 5.4(a)-(d). We observe that the correlations
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Figure 5.4: A fine scan with steps of 25µm is taken in the area shown by
the red square in Fig. 5.3. (a) Photocurrent, (b) Reflection, (c) Normalized
photo-carrier mobility, and (d) Number of photo-generated charge carriers.
The pixel spacing is 25µm for all measurements.

among mobility, photocurrent, and number of carriers seen in Fig. 5.3 are still
evident at the finer resolution imaged in Fig. 5.4.

In this section we demonstrated a characterization technique, µCELIV,
which enables the simultaneous study of mobility and photocurrent variations
in a photovoltaic device over cm2 areas with micron-scale resolution. The
technique is demonstrated on an organic photovoltaic device, but it is generally
applicable to a wide range of photovoltaic materials. This can be done by
numerically modeling the current transient curve using a combination of the
continuity, current, and Poisson equations to get an equation equivalent to Eq.
5.1 for the particular photovoltaic system.

This technique can provide insight into the effect of spatial inhomogeneity
on device properties. The nondestructive nature of this technique allows it to
be used in complete working devices over large areas to scan for deleterious
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inhomogeneities in a wide range of semiconductor devices.

5.2 Simultaneous Measurements of Performance

Metrics and Material Deformations

In this section we introduce a novel hyperspectral laser beam induced cur-
rent (LBIC) system that uses a supercontinuum laser that can be tuned from
400nm - 1200nm with diffracted limited spot size. The solar cell is light biased
while simultaneously being illuminated by a chopped laser beam at a given
wavelength. Current-voltage measurements performed by measuring the cur-
rent perturbation due to the laser using a lock-in amplifier allow us to extract
performance metrics at a specific lateral position and depth (by tuning the
wavelength of the laser) while the device is at operating conditions. These pa-
rameters are simultaneously compared to material deformations as determined
from the doping density, and the built-in voltage. Concurrently we also probe
lateral recombination variation by measuring the activation energy thereby
providing a comprehensive and unique analysis.

5.2.1 Hyperspectral Laser-Beam Induced Current Tech-
nique

The laser beam induced current (LBIC) method has been demonstrated to be
a useful technique for measuring the spatial variation of photocurrent response
over the lateral area of semiconductor devices such as solar cells and photodi-
odes. LBIC produces a two-dimensional spatially resolved photocurrent map
of a semiconductor surface by rastering a focused laser beam over the surface
and recording the device’s photocurrent response to this optical excitation.
In previous studies, this technique proved useful for the investigation of grain
boundaries in polycrystalline solar cell materials as well as localized shunts and
other spatial inhomogeneities [156, 157]. Due to the monochromatic output
of typical lasers, previously demonstrated LBIC systems have been limited to
single wavelengths for single-laser systems, or to only a few different wave-
lengths for some systems that combine multiple monochromatic lasers [158].
Despite these spectral limitations, lasers are used in LBIC systems because
of their ability to be focused down to a spot size approaching the diffraction
limit (∼ few microns for visible light), which determines the lateral spatial
resolution of the photocurrent maps produced using the LBIC technique.

In this section, we describe a novel hyperspectral LBIC system that uses
as its light source a supercontinuum (SC) laser with white light output from
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400nm to 2000nm in combination with a tunable acousto-optical filter (AOF),
yielding monochromatic laser light that can be tuned from 400nm-1200nm.
The use of reflective optics enables diffraction limited spot sizes (∼ few micron)
over this entire spectral range. In addition to the ability to perform standard
LBIC measurements at any wavelength from 400nm to 1200nm, the system
can measure complete external quantum efficiency (EQE) curves at each pixel
by scanning the wavelength over the desired range. By fitting the EQE curve
to a band edge model, we can extract an optical band gap (Eg), and back
surface recombination parameters [159].

A voltage sweep is applied to the light-biased device while it is being illu-
minated by a chopped laser. The current measured using a lock-in amplifier
provides the AC component of the current response from the device, which
corresponds to the current that is photo-generated by the laser. By examining
the AC component of the current response, specifically the points of saturation
of the laser photocurrent, we calculate the built-in voltage as well as the doping
density at a given location and depth. In order to understand lateral recombi-
nation dynamics we further measure the spatial variation of the open-circuit
voltage due to the laser as a function of temperature thereby extracting the
activation energy at a given location and depth. Combining these techniques
together gives us a comprehensive and thorough analysis system for solar cell
characterization.
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Figure 5.5: Schematic of the measurement apparatus showing the SC laser
aligned and focused onto an x-y-z stage using an objective lens.

Fig. 5.5 shows a schematic of the measurement apparatus. The broad-
band SC laser output (Fianium, WhiteLase micro) is directed into the AOF
for tuning the wavelength. For diffraction-limited spot sizes over the entire
wavelength range, a reflective objective lens (Newport reflective microscope
objective, Model 50105-02, 15x magnification and a numerical aperture of 0.4)
in conjunction with a beam expander (Thorlabs, 4X reflective beam expander,
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BE04R), can be used. However for large area applications where much bigger
spot sizes are desired, we use a standard refractive lens. The AOF is com-
puter controlled and allows the simultaneous selective output of up to eight
monochromatic (spectral FWHM ∼ 3-5nm) laser wavelengths. The SC laser is
pulsed with a 20MHz repetition rate and 6ps-wide pulses, although the mea-
surements described in this work are concerned with time-averaged behavior
over much longer timescales, and so all optical powers referred to in this the-
sis are time-averaged powers. All mirrors used in the setup are silver mirrors
with an average reflection greater than 97.5% from 450nm to 2 µm in order
to guarantee high, relatively constant reflectance over the spectral range of in-
terest. The sample is placed on a an x-y-z stage (x and y: Newport GTS150,
z: Newport GTS30V) with on-axis accuracy of ±1 µm over a 150 mm travel
range in the x and y in-plane directions, and an on-axis accuracy of ±0.75 µm
over a 30 mm travel range in the z-direction. For larger area applications, x-y
stages (Zaber T-LSR150B) with on-axis accuracy of ±15 µm over a 150 mm
travel are used instead. The stage includes a thermoelectric cooler capable of
tuning the temperature from 5◦C - 65◦C using an Arroyo Instruments 5400
TECSource temperature controller. The incident laser beam is chopped at a
frequency of 307Hz and focused onto the device using an objective lens. The
photovoltaic device is biased using a Kiethley 2602 dual source meter. The
current is measured by reading the voltage across a 10Ω resistor in series to
the device using a Stanford instruments DSP lock-in amplifier, SR830. The
reference input for the lock-in amplifier is connected to the Thorlabs optical
chopper system MC2000.

5.2.2 Doping Density Variation in Silicon PVs

We demonstrate the setup on a standard multicrystalline silicon Al back sur-
face field (Al-BSF) solar cell (156mm x 156mm) made from a 200µm p-type
wafer with ∼1016 cm−3 background concentration of boron resulting in a bulk
wafer resistivity ∼1-2 Ωcm. The front side emitter is phosphorus doped with
sheet resistance of ∼60-70 Ω/� and a depth of ∼200nm. The surface is an
isotropically etched crater-type structure (i.e., isotexture) with a ∼75 nm pas-
sivation layer of hydrogenated amorphous silicon nitride film with an index of
∼2.0-2.1 (at 600 nm). The front and rear contacts are prepared using standard
screen-printable pastes for Al-BSF cells and co-fired following screen-printing.

Using the SC laser, we can select a wavelength that corresponds to a
given absorption depth into the device. The wavelength used for this study is
1064nm, corresponding to an absorption depth greater than the thickness of
the silicon device [160]. For these measurements we adjust the laser beam to
have a relatively large spot size on the device of 1mm, although the system
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Figure 5.6: A simplified schematic of the measurement apparatus showing
measurement of the (a) DC component, and (b) the AC component of the I-V
curve.

is capable of diffraction limited beam diameters of a few microns. The entire
device is light biased using two 18 x 12 LED (light emitting diode) arrays at
a color temperature of 5600K to mimic solar conditions.
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Figure 5.7: Spatial maps of variation in a) ∆ Jsc (mA/cm2), b) ∆ Fill factor
(%), and c) ∆ Power conversion efficiency (%) extracted for a 808nm laser
illuminated sample with a bias light. The horizontal green bars represent bus
bars on the sample. Laser spot diameter = 1mm.

While the entire device is being illuminated by the bias light and the
chopped laser light at a given spatial position, a voltage bias is applied. In
series with the device, a 10Ω resistor is connected across which the voltage is
measured using a lock-in amplifier at the same frequency as the chopping of
the laser. Using this voltage, the current through the device was extracted,
and a current-voltage (I-V) curve was determined at each spatial location on
the device. The AC I-V curve extracted using the lock-in is the photogener-
ated current due to the excitation of the laser only. This is a perturbation to
the light biased I-V curve. A simplified schematic figure shown in 5.6 shows
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the measurement of (a) the DC, and (b) the AC component of the I-V curve.
By adding the AC I-V curve (corresponding to the current photogenerated
by the laser at one spatial location) to the DC I-V curve (corresponding to
the current photogenerated by the bias light over the entire device surface),
the open circuit voltage (VOC), the short circuit current density (JSC), the fill
factor (FF) and the power conversion efficiency (PCE) are extracted. These
extracted parameters for each spatial location are then subtracted by the com-
mon light biased parameters for the entire device resulting in the ∆ of these
parameters due to the laser at each location. This gives us the lateral variation
in these parameters from the bulk I-V characteristics. These maps (shown in
Figure 5.7 a-c) allow for a relative comparison of the variation of each of these
parameters over the lateral area of the device. We can detect regions of lower
and higher power conversion efficiencies and simultaneously correlate the per-
formance to other parameters. A lower ∆JSC on the two-dimensional maps
corresponds to more photogenerated current, a higher ∆FF corresponds to im-
proved fill factor, and a higher ∆PCE points towards better power conversion
efficiency from that lateral region.

The extracted I-V curves (both only light biased and light biased with the
chopped laser) can also be fit to a simple diode equation, Eq. 5.3, allowing
for the extraction of saturation current density (J0), diode quality factor (n),
series resistance (RS), and shunt resistance (RSH). As before, the change
in these parameters (∆) due to the perturbing laser can be determined by
subtracting the parameters extracted by fitting to the bias plus laser curve
minus the parameters fit to the bias only curve. The lateral variation from the
bulk values is shown in Figure 5.8 a-d) respectively.

J = JL − J0(e
q
V + IRs

nkT − 1)− V + IRs

Rsh
(5.3)

where JL is the current due to illumination, J0 is the saturation current, q is
the electronic charge, k is the Boltzmann constant, and T is the temperature
in Kelvin. Areas of higher shunt resistance and lower series resistance are
clearly visible on these maps.

The poorer or better performing regions in the PCE map from Figure 5.7 c)
can now be identified from these parameter maps. A careful analysis of these
maps allows us to identify the cause of the lateral performance variations.
Regions of improved FF in Figure 5.7 b) can be associated with lower RS

and increased RSH in Figures 5.8 c) and d). The primary cause of the PCE
variation in Figure 5.7 c) can be identified as lower diode quality factors (Figure
5.8 b) and increased reverse saturation current density (Figure 5.8 a). This is
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Figure 5.8: Spatial maps of a) ∆J0 (mA/cm2), b) ∆ Diode quality factor, c)
∆ Series resistance (Ω) and d) ∆ Shunt resistance (∆) extracted by fitting the
current-voltage curve to Equation 5.3. The horizontal green bars represent
bus bars on the sample. Laser spot diameter = 1mm.

later confirmed using an independent technique (photoluminescence).
Using the same setup, we concomitantly measure the activation energy

(Ea) in order to understand the lateral variation of recombination dynamics.
The perturbation in VOC of the solar cell (under white light bias) is measured
using a lock-in amplifier due to the chopped laser illuminating the device at
each spatial location while the temperature of the cell is varied from 5◦C -
65◦C. Using the variation of Voc as a function of temperature, we extract the
activation energy using Equation 5.4.

Voc = Ea − nkT ln[
J00

JL
] (5.4)

where J00 is constant in temperature. We can compare this extracted acti-
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Figure 5.9: (a) Activation energy (Ea) due to 1064nm laser perturbation at
each spatial location. (b) Photoluminescence map at 1 sun conditions.

Figure 5.10: A fine spatial map of the area shown as the red square in 5.9.
Variation in a) ∆ Jsc (mA/cm2), b) ∆ Fill factor (%), and c) ∆ Power con-
version efficiency (%) extracted for a 808nm laser illuminated sample with a
bias light. The horizontal green bars represent bus bars on the sample. Laser
spot diameter = 1mm.

vation energy to an established technique such as photoluminescence. Figure
5.9 shows (a) Ea due to the laser perturbation, and (b) Photoluminescence at
1 sun conditions with a photon flux of 2.86 x 1017cm−2s−1 and an exposure
time of 1 second. This allows to confirm the lateral variation of recombination
extracted using Ea since areas showing lower Ea in Figure 5.9 a) show a lower
PL signal in Figure 5.9 b).

We can expand the area outlined by the red square in Figure 5.9 a) for a
deeper analysis. This is shown in Figure 5.10. Focusing on the area at (15, 25)
shows a decrease in the short circuit current and the fill factor which results
in an overall decrease in the PCE. In order to understand this variation we
perform a scan of the change in the series and shunt resistance in the same
area.
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Figure 5.11: A fine spatial map of the area shown as the red square in 5.9.
Variation in a) ∆ Series resistance (Ω) and b) ∆ Shunt resistance (∆) extracted
by fitting the current-voltage curve to Equation 5.3. The horizontal green bars
represent bus bars on the sample. Laser spot diameter = 1mm.

Figure 5.11 shows the (a) ∆ series and (b) ∆ shunt resistances from the
same area as in Figure 5.10. The region at (15, 25) which was showing a
decrease in overall PCE also shows an increase in the ∆RS and a decrease in
∆RSH . In order to connect the increase in the ∆RS to material properties, we
can use the AC I-V curve.

We extract built-in voltage (Vbi) and the doping charge concentration (N).
From the AC current photo response the depletion depth (xd) is calculated at
the applied bias voltage:

xd =

√
2ε(Vbi − V )

qN
(5.5)

where ε is the permittivity, and q is the electronic charge. When the deple-
tion depth reaches zero, the bias voltage is equal to the built-in voltage. On
the other hand, when the depletion depth is equal to the entire device thick-
ness, the charge concentration can be extracted using the calculated built-in
voltage. This analysis is conditional upon laser illumination with a wavelength
where the absorption depth is greater than or equal to entire thickness of the
device. An example of the AC current (mA) curve as a function of the voltage
sweep can be seen in Figure 5.12. As the voltage is increased the depletion
width of the device goes from being the entire thickness of the device to 0 µm.

This AC Current (mA) vs. Voltage (V) curve is taken at each point on the
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Figure 5.12: An example of a AC Current (mA) curve as the voltage is sweeped
from -1V to 1V.

device and the built-in voltage, Vbi, and the doping charge concentration (N)
is extracted at each point on the device.

The region with the higher series resistance in 5.11 (15, 25) shows a de-
creased doping density (Figure 5.13). This could explain the higher series
resistance. We can perform an intensity correlation analysis on the two maps
to understand 2D correlation. Figure 5.14 shows the two maps overlayed. Us-
ing a feature size of 10mm, we perform a 2D colocalization analysis and get a
value of -0.189 which is statistically significant up to 3σ.

This analysis using spatially resolved performance metrics along with ac-
tivation energy and band gap will enable for a deeper understanding of the
recombination dynamics and a mechanistic knowledge of lateral performance
variation, and could be correlated with spatial maps of complimentary param-
eters such as the charge collection probability [79].
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Figure 5.13: (a) ∆ Series Resistance (Ωcm2) and (b) Doping charge concentra-
tion (cm−3) as calculated using Eq. 5.5 at each spatial location. The horizontal
green bars represent bus bars on the sample. Laser spot diameter = 1mm.
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Figure 5.14: An overlay of the ∆ Series Resistance (Ωcm2) and Doping charge
concentration (cm−3) as calculated using Eq. 5.5 at each spatial location. The
horizontal green bars represent bus bars on the sample. Laser spot diameter
= 1mm.
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Chapter 6

Exploiting Inhomogeneity for
Novel Device Architectures

Although inhomogeneities are often detrimental to photovoltaic devices, by
understanding variations in material properties and their effect on the perfor-
mance metrics of a device, we can exploit them for our benefit. This section
will outline novel device architectures and materials that leverage engineered
inhomogeneities at surfaces.

Key Findings:

• We demonstrate strong (2.11x1013 e/cm2), robust, and spontaneous n-
doping of multi-layer graphene on polycrystalline Cu(In1−xGax)Se2 due
to surface-transfer doping from sodium ions embedded in CIGS

• We demonstrate broadband tunable antireflection using densely packed
silicon nanotextures, comprising a surface layer whose optical properties
differ substantially from those of the bulk, providing the key to improved
performance

6.1 n-doping of Graphene due to Sodium In-

homogeneity in CIGS

As mentioned in Chapter 4, CIGS photovoltaics are a promising candidate
for low-cost, high-throughput, and sustainable solar cell technology, [161] with
champion cell power conversion efficiency of 20.5 %. Despite being one of the
most efficient thin-film technologies, 21% efficiency is still significantly lower
than theoretical maximum of 32.5%. A primary reason for this disappointing
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performance is parasitic optical absorption from the standard top-layers CIGS
solar cells, including the n-doped CdS (∼50 nm) buffer layer that creates the
built-in electric-field at the interface with p-doped CIGS, and the Al-doped
ZnO (AZO) (∼160 nm) and intrinsic-ZnO (iZnO) (∼80 nm) layers that form
the transparent electrode on top of the CdS layer. Together these layers absorb
light in different wavelength ranges (<500 nm for the AZO, <400 nm for the
iZnO and <700 nm for the CdS), which then gets lost as heat, resulting in a
decrease in η by about 5% (absolute). This optical loss can be significantly
reduced by replacing these sub-layers with materials having higher optical
band-gaps. As an example, the CdS layer which has a band-gap of 2.4 eV could
be replaced with ZnS which has a band-gap of ∼3.6 eV [162, 163]. Similarly,
there has been significant interest in replacing these conventional top layers
using materials such as Cd1−xZnxS, (Cd,Zn), Znx(O,S)y, Zn(O,S,OH)x, ZnO,
Zn(O,OH)x, In2S3, In(OH)3, SnO2, Sn(S,O)2, ZnSe, Zn(Se,OH)x, ZrO2, MnS,
or Mn(S,OH)x. [164–167] Among them, the use of Cd1−xZnx and ZnS have
shown the largest improvements in optical transmission. However, use of non-
conventional top layers can also crucially affect the electrical properties in
the CIGS, which can lead to a lower open circuit voltage (Voc), higher series
resistance (eg. ZnS), and overall lower η. Finally, there is also the desire to
completely eliminate Cd from the cell due to its toxicity.

Graphene[168, 169], which is a quasi two-dimensional crystalline material
consisting of a hexagonal orientation of carbon atoms, is extensively explored
and offers great promise for a host of novel optoelectronic applications, in-
cluding graphene-semiconductor diodes, batteries, fuel cells, sensors, and solar
cells[170]. Among its unique electrical properties, the combination of excellent
optical transmission (97.7%)[169] with rapid charge transporting properties (∼
25,000 30,000 cm2V−1s−1 for substrate-bounded graphene and greater than
200,000 cm2V−1s−1 for suspended graphene [171] is promising for development
of low-cost and flexible transparent electrical contacts for solar cells and pho-
todetectors [172, 173]. If graphene could be used directly as part of the p-n
junction, in addition to the its somewhat limited use as an electrode, it will
be possible to harness its full potential in photovoltaic device applications
by eliminating the parasitic resistance of many common n-type emitter lay-
ers such as the CdS in CIGS and CdTe thin-film photovoltaics, and allowing
band-offset engineering of the p-n junction through precise doping control of
the graphene.

The direct incorporation of graphene as part of the active-junction and a
replacement for the CdS, iZnO, and AZO in CIGS solar cells is requires the
ability to strongly and sustainably electron (n) or hole (p) dope graphene.
Thus far electrostatic doping has been used to realize n (p)-doped graphene
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interfaced with p (n)-Si as Schottky diodes[174]. Furthermore, extrinsic chem-
ical p-type doping has resulted in the development of surprisingly efficient
photovoltaic devices between graphene and n-type Si[175, 176]. However, un-
like the strong p-type doping, obtained when graphene is bound to substrates
such as Si that harbor hydroxyl ions captured from the ambient air, achiev-
ing strong and persistent n-doping has been more challenging. Even though
chemical approaches have been proposed for n-doping, the doping strength has
been limited, and n-doped graphene interfaced with a technologically relevant
p-type semiconducting substrates has not been realized[177]. As a result, per-
manent n-doping is a major challenge until now that prevented the coupling of
n-doped graphene with intrinsically p-doped photoactive solar cell materials
such as CIGS and CdTe, which comprise the largest the majority of commercial
thin-film photovoltaic technologies today.

6.1.1 Sodium Inhomogeneity in CIGS Devices

We demonstrate a scalable method for achieving strong n-doping in pristine
CVD/exfoliated graphene via electron-transfer from Na atoms embedded in
low-cost soda-lime-glass substrates, which can be a robust platform to real-
ize n-graphene and p-semiconductor junctions for optoelectronics devices in-
cluding thin-film photovoltaics. We discover that n-doping effect is further
strengthened by the diffusion and concentration of the dopant Na near the top
air-surface of a standard 2-µm p-type CIGS/Mo photoactive thin-film when
deposited on soda-lime glass. The fundamental basis of the doping mechanism
is supported by theoretical and experimental findings that the adsorption of
alkali metal atoms, including Na, as a monolayer adjacent to graphene can
create uniform n-doping in graphene via ground-level electron transfer[178].
However, the reactivity of alkali metals and weak doping strengths have lim-
ited the practical demonstration of n-doping of graphene in functional device
applications[179]. We solve these drawbacks and utilize the sodium embed-
ded in an inert and low-cost substrate such as production-grade soda-lime-glass
and practically demonstrate a robust, scalable route towards strongly n-doping
graphene for device applications by introducing a prototype photovoltaic de-
vice between n-doped graphene and the p-type CIGS on SLG with η ∼ 0.98%.

Figure 6.1 a) and b) show energy dispersive spectroscopy images of car-
bon and sodium in Graphene/CIGS devices. We can see the higher car-
bon concentration on the surface which corresponds to the graphene. Fig-
ure 6.1 c) shows an aberration-corrected high resolution-TEM cross-sectional
image of the interface between multi-layers CVD graphene transferred on to
a CIGS/Mo/soda-lime-glass (CIGS/Mo/SLG) substrate. The lattice separa-
tion measured (shown by the arrows) is 340 pm which is an exact match to
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Figure 6.1: Energy Dispersive Spectroscopy (EDS) of a) Sodium and b) Car-
bon on graphene/CIGS on Soda-lime-glass substrate. c) Aberration corrected
High resolution Transmission Electron Micrograph (HR-TEM) of a 100nm
thick cross-section of the graphene/ CIGS/Mo/SLG interface. d) Time-of-
flight SIMS measurement on CIGS showing depth profile of Na and Se from
the top interface (x = 0.0 m). Na concentration increases greater than 2 x 1020

at/cm3 near the top CIGS-air interface. e) X-ray photoelectron spectroscopy
(XPS) of the Na 3S energy level on neat CIGS/Mo/SLG (blue-curve) and
graphene/CIGS/Mo/SLG (green-curve) with the
Lorentzian curve-fits given in red-dashed lines.

pristine graphene. The impurity distribution of neat CIGS/Mo/SLG, and
graphene/CIGS/Mo/SLG was investigated using (time of flight) SIMS, focus-
ing on Na, which is a common impurity within CIGS and is found to have
a major impact on the performance of state-of-art CIGS photovoltaics[180].
During the deposition process, Na atoms diffuse from the underlying SLG on to
CIGS lattice which improves the growth of the film. Figure 6.1 d) shows the Na
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and Se distribution as a function depth from the top surface of CIGS/Mo/SLG
and we use the Se depth-profile as a proxy for the entire CIGS composition
and film thickness. Concentration of Na diffused from the 14% Na-rich SLG,
is seen to significantly increase near the top air-surface of CIGS at a volume
density of 2.0x1020 at/cm3. The surface density of Na is estimated to be in
the order of 1015 cm−2 which is close to the atomic density of a Na monolayer.
The Na peak at the CIGS-Mo edge at 1.5m depth is from trace Na impurities
in the Mo sputter target localized near the Mo-CIGS interface). In the EDS
data, at the graphene/CIGS interface, the carbon signal shows a higher inten-
sity attributed to graphene however Na density seems uniform. This is likely
due to the the detector saturation limit in EDS. EDS mapping also reveals
that Na is uniformly distributed in-plane to graphene with close proximity to
the carbon lattice, suggesting fertile grounds for electronic interaction between
Na and graphene. Evidence of possible ground-level electron-transfer from Na
into graphene is measured via XPS which probes up to 10nm from the top of
the graphene/CIGS interface. Figure 6.1 e) shows the Na 3S binding energy
(BE) of the neat CIGS/Mo/SLG (blue-curve) and graphene/CIGS/Mo/SLG
(green-curve). It is seen that the Na 3S peak is shifted higher by 680meV
from 30.39 eV to 31.07 eV upon contact with graphene. Similarly, core Na 1S
peak is also shifted by 490meV higher and BE increase in both the valence
and core orbitals in Na after graphene deposition suggest net positive charging
of Na, suspected from a strong ground-level electron transfer from Na in to
graphene [181, 182]. Moreover, density functional theory (DFT) calculations
on graphene interacting with a monolayer of Na show 482 meV shift in the
Fermi energy at the K point in graphene Brillouin zone also support n-doping
mechanism at the interface (DFT calculations were performed by collaborators
and are being presented in the thesis for the sake of completeness). The DFT
calculations are in full agreement of n-doping seen via alkali metal absorbed
on graphene reported earlier[178]. Therefore, using above experimental obser-
vations and DFT calculations, we postulate that graphene is strongly n-doped
from charge transfer from Na atoms concentrated on the interface of CIGS
deposited on SLG.

6.1.2 CIGS/Graphene Devices

We explored the n-doped graphene on CIGS/Mo/SLG as a charge-separating
junction and as a transparent top contact for a prototype thin-film photo-
voltaic device. Figure 6.2 b) is the I-V measured between graphene and the Mo
electrodes in dark (dashed-curves) and light (solid-curves), with (red curves)
and without (blue curves) the Al2O3 gate dielectric on graphene. It is seen
that n-graphene/p-CIGS/Mo/SLG forms a non-linear junction and generates
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Figure 6.2: a) Graphene and Mo optoelectronic measurements with Al2O3 top-
dielectric (red curves) and without the Al2O3 (curves) top-dielectric under
light (solid-line) and dark (dashed-line). b) The I-V characteristics of the
graphene/CIGS device measured under AM1.5G.

photocurrent under illumination. Moreover, deposition of the Al2O3 dielectric
enhances the non-linearity of the junction (resulting in an ideality factor of
1.29) reducing the reverse saturation current (J0) and increasing rectification
rate. The improved diode behavior also enhances the photocurrent generated
in graphene/CIGS/Mo/SLG after the deposition of the top-dielectric. We at-
tribute this improvement to screening of graphene from p-type counter-dopants
from ambient oxygen resulting in overall higher net n-doping which improve
the overall junction properties. These counter p-dopants are confirmed to be
oxygen, seen by the shift in the oxidation state of oxygen 1S measured by XPS,
after graphene is transferred on to CIGS (Figure 6.3).

We measure the photovoltaic behavior of the graphene/CIGS/Mo/SLG
junction fabricated above under AM1.5G illumination, as shown in Figure
6.2 a), where short-circuit current (Jsc) of 13.6 mA/cm2, fill factor of 0.35
and Voc of 210 meV results in η of 0.98%. The η is primarily limited by
the lower open circuit voltage Voc and lower fill-factor. The ideality factor is
calculated as 1.21, which indicates lower recombination in the space-charge
region from Shockley-Read-Hall (SRH), but higher interfacial recombination
from tunneling-enhanced recombination processes. Apart from recombination
losses, the performance of above prototype graphene/CIGS is affected by the
higher sheet resistance (Rs) of ∼15 kΩ/sq of graphene on CIGS/Mo/SLG in
the dark, which is more resistive than single and multilayer graphene (180 -
3000 Ω/sq.) on smooth dielectrics such as Si/SiO2, quartz or plastic[183, 184].
We attribute the higher Rs to possible graphene-CIGS substrate-interactions,
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Figure 6.3: a) XPS of the C 1S before and after the deposition of graphene.
The extra peak after graphene deposition (green curve) is at 284.3 eV which
agrees with sp2 hybridized graphene reported in literature. b) XPS of the
oxygen peak of CIGS before and after the deposition of graphene. A shift in
the oxygen peak to higher energies points to a change in oxidation state from
metal oxides to more hydroxyls.

structural damage of graphene upon transfer on to the rough CIGS as well
as potential degradation sustained from the deposition of the top-dielectric on
graphene. Furthermore, the carrier mobility (17 cm2V−1s−1) of the graphene
layer on CIGS/Mo/SLG is also significantly lower than pristine graphene on
smooth dielectric substrates, as a result of the above mentioned degradation
processes.

The behavior of J0 vs. temperature (T) is modeled assuming Landauer
transport [185] in the GR/CIGS/Mo/SLG (Fig. 6.4 a) giving Φb = 0.13eV.
Assuming ideal Schottky-diode behavior, ln(J0/(T

2)) vs. 1/T (inset to Fig.
6.4 a) yields Φb = 0.11eV, with a constant Richardson coefficient of 4x10−4

Acm−2K−2. As is discussed below, this range for Φb is lower than expected,
which we believe is due to surface defects and surface sodium doping of CIGS
that lowers the surface ionization potential of CIGS relative to the bulk.
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Figure 6.4: (a) Data (green circles) and best-fit model prediction (solid blue
line) for J0 (mA/cm2) vs. T for GR/CIGS/Mo/SLG, using a Landauer trans-
port model giving Φb = 0.13eV. (Inset) Same data (blue circles) plotted as
ln(J0/(T2)) vs. 1000/T where J0 is in mA/cm2 and T is in K, but using an
ideal Schottky diode model, J0 = A∗T 2exp(−Φb)/kT , for the solid green line
with best-fit value Φb = 0.11eV. (b) Same data (red circles) used in panel (a),
but plotted as a modified Arrhenius-plot (n∗ln(J0/(T

2)) vs. 1000/T ), where n
is the ideality factor and J0 is in mA/cm2; finding the best-fit (solid red line)
to the data gives Ea = 0.96eV. (c) Ultraviolet photo-electron spectroscopy
(UPS) on the CIGS/Mo/SLG (red) , graphene/CIGS/Mo/SLG (blue) and
Al2O3/graphene/CIGS/Mo/SLG (green) to find the shift in the CIGS work
function with graphene and Al2O3 deposited on Al2O3. (d) Schematic band
structure of multi-layer-GR/CIGS/ Mo/SLG interface. φG0 = Work function
of intrinsic graphene, φG = Work function of graphene, Φb = Schottky bar-
rier height, χCIGS = Work function of CIGS, IPCIGS = Ionization potential of
CIGS, EG = Band gap of CIGS, Vbi = Built-in potential.
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For an ideal Schottky barrier, J0 = A∗T 2e(−Φb)/kT where Φb is the Schottky
barrier height. By fitting ln(J0/T

2) vs. 1000/T , we obtain Schottky barrier
height of Φb = 0.11eV and A∗ = 1.18x10−6 mAcm−2K−2. This is assuming a
fixed Richardson constant A∗. For finite density of states, A∗ becomes tem-
perature dependent and the Landauer transport model is used as given below:

J0 =
[qDo

τ
(kBT )2(

ΦB

kBT
+ 1)

]
e−ΦB/(kBT ) (6.1)

where D0 = 2/(π(∇vF )2 with ∇ the Planck’s constant, and vF the Fermi
velocity (vF ∼ 106 m/s for graphene) represents the prefactor that gives the
graphene density of states when multiplied by the energy, and τ is the time
scale for carrier injection from the contact. In order to fit this equation to the
data shown in the main panel of Fig. 6.4 a), we find the best-fit values for two
parameters: c ≡ (qDo)/τ and ΦB. The blue solid best-fit line shown in the
main panel to Fig. 6.4a is Eq. 6.1 with best-fit parameter values of c = 58.15
and ΦB = 0.13eV. We observe that the diode quality factor is temperature
dependent which means that there is a strong contribution of tunneling in the
recombination mechanism. High ideality factors at low temperatures suggest
a transition from tunneling dominated interface recombination at low temper-
atures to standard Shockley-Read-Hall (SRH) behavior at room temperature.
The barrier height (Φb) is equal to the ionization potential of the CIGS semi-
conductor (IPCIGS) minus the work function of graphene (φG), and represents
the barrier that holes in the valence band of CIGS must overcome to be injected
into the graphene. The activation energy (Ea), on the other hand, represents
the characteristic energy that governs the rate of minority carrier (electron)
excitation into the conduction band of the p-type semiconductor CIGS. In an
intrinsic semiconductor, Ea is equal to half the bandgap, and for a doped p-
type semiconductor like CIGS, its value should be close to the bandgap energy,
since in this case the Fermi level is close to the valence band. An expression
for Ea can be derived from an equation that takes the ideality factor n into
account, thereby including the effect of recombination. The same J0 data can
be used in a different model where the diode quality factor, n, is taken into
account. In this model the reverse saturation current, J0 can be written as a
function of temperature T, activation energy, Ea, the diode quality factor, n,
and J00, which is a weakly temperature-dependent prefactor.

J = J0e
qV/nkT = J00e

−Ea/nkT eqV/nkT (6.2)

Compared to the typical definition of activation energy, where the expo-
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nential term containing Ea does not include the ideality factor n in the denom-
inator, Eq. 6.2 includes the n in the denominator of both exponential terms to
account for the temperature dependence of n. In the case of tunneling, where
the ideality factor n becomes temperature dependent, we can rewrite Eq. 6.2
to obtain

n · ln(J0) = −Ea/kT + n ∗ ln(J00) (6.3)

Assuming that J00 is temperature independent, we can extract the activa-
tion energy Ea using a modified Arrhenius plot, nln(J0) vs. 1/T (in contrast
to a standard Arrhenius plot - ln(J0) vs. 1/T that one would use when the
denominator of the exponential term in Eq. 6.2 containing Ea does not include
the ideality factor n). In an intrinsic semiconductor, the activation energy is
equal to half the bandgap, and for a doped semiconductor it should be close to
the bandgap energy since the donor/acceptor ionization levels are close to the
bandgap. We extract an activation energy Ea = 0.96 eV which is lower than
the CIGS bandgap of 1.15 eV, suggesting a contribution of tunneling enhanced
interfacial recombination [131, 131].

The activation energy, Ea, represents the characteristic energy that governs
the rate of carrier excitation into the conduction band of the semiconductor.
Fig. 6.4 b) shows a modified Arrhenius-plot indicating dominant interfacial
recombination. We have demonstrated that this interfacial recombination can
be reduced using a very thin (4nm) TiO2 blocking layer between graphene and
CIGS, thereby improving Voc from 0.23 V to 0.49 V. Figure 6.4 c) shows the
secondary-cutoff of neat CIGS/Mo/SLG (red) , graphene/ CIGS/Mo/SLG
(blue) and Al2O3/graphene/CIGS/Mo/SLG measured via UPS under HeI
(21.22 eV) excitation. It is seen that the secondary cut-off energy is increased
from 16.75 eV to 17.18 eV when graphene is deposited on CIGS and is further
up-shifted to 17.26 eV when Al2O3 is deposited on top of graphene. The Fermi
energy is therefore shifted progressively from 4.46 eV to 4.03 eV and finally
to 3.95 eV for pristine CIGS, graphene/CIGS and Al2O3/graphene/CIGS re-
spectively. Furthermore, we note that the overall lower Fermi energy of neat
CIGS compared to literature is attributed to the presence of Na on the CIGS
surface. Upon the deposition of Al2O3 the surface is passivated, and the Fermi
level is seen to further reduce suggesting higher net n-doping consistent with
the earlier measurements. We propose that the 0.51 eV difference of the Fermi
energy (i.e. 4.46 eV 3.95 eV) provides the built-in potential (Vbi) at the
junction of a Al2O3/graphene/CIGS/Mo/SLG which in-turn determines up-
per limit for Voc. As discussed earlier, due to interfacial recombination Voc

of pristine graphene/CIGS is pinned at 0.23 V but with a hole-blocking layer
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(TiO2) the Voc is increased to 0.49 V which is nearly at the Vbi potential of the
junction. Moreover, by improved deposition of graphene on CIGS Rs could
be lowered which overall can improve the performance of the graphene/CIGS
junction.

The approximate band structure of the Schottky diode is given in Fig. 6.4
d). The difference between the CIGS ionization-potential (IPCIGS = 5.65eV
[186]), and graphene work function 4.69 eV [187] modified by the image-
potential correction (0.15eV), gives a theoretical Φb = 0.81eV. Due to defects
and Na surface density, IPCIGS is 0.5eV lower, [188, 189] yielding Φb = 0.31eV,
which is much closer to the measured range of Φb.

In this section, we demonstrated strong (1.33x1013 e/cm−2, correspond-
ing to a Fermi energy shift of +426meV), robust, and spontaneous n-doping
of graphene on the surface of a low-cost industrial-grade soda-lime-glass sub-
strate via surface-transfer doping from the Na. By leveraging the Na diffusion
through a p-type CIGS semiconductor deposited onto the soda-lime glass,
we applied this method to the formation of a graphene(n)/semiconductor(p)
Schottky diode with even stronger graphene n-doping (2.11x1013 e/cm−2, cor-
responding to a Fermi energy shift of +536meV) than was achieved on bare
glass. This method of n-doping does not require any high-temperature an-
nealing steps, and should be compatible with a wide range of semiconduc-
tor/substrate systems. The junction properties, such as Schottky barrier
height and interfacial recombination rate, can be controlled by tuning the
doping strength via the thickness of a few-nm dielectric layer such as TiO2

or Al2O3. Advantages of this technique include the lack of external chemicals
whose doping strength decays over time, the ability to achieve strong and per-
sistent n-doping of graphene that is placed on top of a p-doped semiconductor,
the ability to n-dope graphene on a wide range of p-doped semiconductors via
the use of a Na host that is in direct contact with the graphene layer, and the
ability to control the strength of the doping via the use of a spacer layer (e.g.,
TiO2) between the Na host and the graphene layer. Disadvantages include
the possible restriction to p-doped semiconductors that are not too strongly
affected by the Na diffusion from the Na host to the graphene layer, in the
case where the semiconductor lies between the Na host and the graphene layer.
Strong, robust, and tunable graphene doping opens the door for the practical
realization of many envisioned applications of graphene such as touch screens
and organic light-emitting diodes1, where the reduction of sheet resistance is
crucial to future success, and a broad array of other applications where strong
and tunable n-doping is important, such as microelectronics, photodetectors,
photovoltaics, electrochemical energy storage, and sensors.
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6.2 Enhanced Broadband Antireflection in Sil-

icon Solar Cells using Nanotextures

Materials providing broadband light antireflection have applications [190] as
highly transparent glass and plastic window coatings,[191–197] as military
camouflage, and as coatings for efficiently coupling light into solar cells [198–
210] and out of light emitting diodes [195, 211–213]. Self-assembled block
copolymer thin films can provide a scalable platform for design of material op-
tical properties by patterning highly regular, sub-wavelength surface textures
over macroscopic areas. In this section we demonstrate that densely packed
silicon nanotextures with feature sizes as small as 10nm impart broadband
antireflection, reducing average reflectance to less than one percent across the
wavelength range from 400nm to one micron in structures as short as 155nm.
This efficient antireflection results from our simultaneous control over the nan-
otexture profile and the silicon optical properties, which we measure using
spectroscopic ellipsometry. The nanotextured surface reflectivity is quantita-
tively well modeled only after accounting for both its shape and changes in
refractive index. Implementing this antireflection approach in crystalline sil-
icon solar cells improves the photovoltaic power conversion efficiency by 50
percent (to 12.6% overall) compared to an untextured device, consistent with
proficient coupling of all incident light wavelengths into the cell.

In order to design an antireflection coating we need to manage the mis-
match of refractive indices at the abrupt optical interface between the substrate
and air. The most straightforward approach uses a single thin-film layer of
intermediate optical index at the interface to create destructive interference
for the reflected light, providing full antireflection at only a single wavelength,
λ = 4ni · t, with material thickness (t) and refractive index ni ≡

√
nSnA

, where nS and nA are the refractive indices of the substrate and air, re-
spectively. Increasingly broadband coverage requires more complex layering
schemes. An alternative to thin-film coating strategies instead patterns the
interface at sub-wavelength dimensions, creating an effective medium between
the substrate and air with a refractive index that gradually changes from nA
to nS [200, 201, 214]. Such structures are often called moth eyes because of
their biomimicry, and have been shown to provide broadband antireflection
over a wide range of incident light angles when the sub-wavelength structures
are taller than t ∼ 0.4λ and spaced closer than l ∼ λ/(2ns) [204, 207, 215–217].
The nanotextures we describe here combine these two antireflection schemes by
simultaneously controlling both the geometry and optical properties, resulting
in improved performance compared to either approach alone.
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6.2.1 Reflectance and Nanotextured Refractive Index
Profile

Figure 6.5: a) An example of the textured surface; 70 degree angle cross-
sectional SEM image of close packed alumina nanostructures formed by infil-
tration of a 99 kg/mol cylindrical phase PS-b-PMMA block copolymer thin
film. b) Reflectance versus wavelength for nanotextures with l = 50 nm and
heights ranging from 30 nm to 220 nm. c) Reflectance (at 650 nm) for s- and
p-polarization versus incident angle for flat silicon (black circles) and nanotex-
tures with l = 50nm and height 220 nm (red triangles). d) Reflectance of s- and
p-polarization versus wavelength (45 degree incident angle) for nanotextures
with l = 50 nm and 220 nm height.

In this work, we combine block copolymer self assembly and plasma based
etching to produce highly regular, nanotextured surfaces with precise control
over the lateral feature size, vertical profile, and texture density. Fabrication
was performed by collaborators and is being presented in the thesis for the sake
of completeness. We pattern surface nanotextures on polished (100) silicon
wafers by first self-assembling a cylindrical phase poly(styrene)-b-poly(methyl
methacrylate) (PS-b-PMMA) block copolymer thin film (Mw = 99 kg/mol,
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PS:PMMA ∼ 0.7) by spin-coating (3 KRPM, spun from 1% wt. solution
in toluene) and thermal annealing above the polymer glass transition tem-
perature (205 ◦C in vacuum, >12 hours). Appropriate surface pretreatment
prior to coating the block copolymer facilitates perpendicular orientation of
uniformly sized 25 nm diameter PMMA cylindrical microdomains, locally ar-
ranged in a hexagonal lattice (with nearest neighbor separation, l = 50 nm)
with the surrounding PS matrix.4243 We have systematically varied l in the
self-assembled nanotexture from 42 nm to 70 nm by using block copolymers
whose total molecular weight range between 67 kg/mol to 177 kg/mol. Expos-
ing assembled copolymer films to three sequential cycles of trimethylaluminum
(TMA) and water vapor selectively loads the PMMA microdomains with alu-
mina, a process termed sequential infiltration synthesis. A subsequent oxygen
plasma treatment (20W, 100 mT, 3m) removes all organic material from the
surface, leaving uniformly-sized alumina nanostructures whose shape and ar-
rangement mimics that of the initial PMMA template.

The average reflectance of the nanotextured silicon surface decreases with
increasing feature height in the wavelength range of 400 nm to 1 micron, from
45% on a flat surface to less than 1% for tapered nanotextures with heights
of 220 nm. The tapered vertical profile provides a gradual refractive index
change from air (na = 1) to silicon (ns = 5.6 at 400 nm; ns = 3.6 at 1µm).
Shallower nanotextures preferentially decrease the reflectance at shorter wave-
lengths (Figure 6.5b, blue color), consistent with the requirement of t/λ > 0.4
for full antireflection from a moth eye structure. Taller nanotextures extend
the anti-reflective properties to longer wavelengths (Figure 6.5c, red color),
with 220 nm tall structures providing less than 1% reflectance from 400 nm
to the silicon optical bandgap. We can estimate neff (z) for hexagonal ar-
rangements of cones with subwavelength dimensions that taper to a point at
their top (z = 0) and join at their base (z = t) using the effective medium
approximation by calculating the fractional areal coverage of silicon and air
versus depth (z): fSi(z) = π/(2

√
3 ∗ (z/t)2) and fair(z) = [1 − fSi(z)], with

t the nanostructure height, and z = 0 at the cone tip. Neglecting any light
absorption in either the air or silicon, we find:

neff (z) =
√
εeff =

√
εSifSi(z) + εair[1− fSi(z)] (6.4)

=

√
εair + π/(2

√
3(εSi − εair)(z/t)2 (6.5)

The tapered surface nanotexture provides broadband antireflection over a wide
range of incident light angles. The reflectance of a flat silicon surface (at 650
nm) versus incident angle is markedly different for s- and p-polarized light,
while a similar silicon surface having a nanocone nanotexture with 220 nm
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Figure 6.6: (a) Spectroscopic ellipsometry measurements of the real (n) and
imaginary (k) parts of the refractive index (n+ ik) for surface nanotextures of
different heights. (b) Reflectance measurements (thick lines) and transfer ma-
trix calculations (thin lines) (normalized to the flat substrate reflectance) ver-
sus wavelength for surface nanotextures with l = 50 nm and different heights.

height and 50 nm nearest neighbor separation (l) displays similar (lower) re-
flectance for both polarizations. The texture’s deep subwavelength lateral sep-
aration minimizes any diffractive effects (i.e., l < λ/2n) such that the average
reflectance of the nanostructured surface (R ≡ ((spol + ppol))/2) remains less
than 4% for angles as high as 60 degrees from normal. The surface nanotex-
ture provides omnidirectional antireflection across a broad wavelength range.
For example, at a 45 degree incident angle the average reflectance of s- and
p-polarized light with wavelengths between 400 nm to 1 µm is <0.7% and
<0.5%, respectively more than 10x smaller than that of flat silicon, which
reflects an average of 26% and 12% of s- and p-polarized light in this range.

Textures with smaller feature sizes outperform the geometric model of
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Figure 6.7: a) Illuminated (1 sun) and unilluminated current-voltage (J-V)
characteristics of (black) flat silicon solar cell and similar cells coated with
(green open circles) an 80-nm-thick silicon nitride antireflection coating and
(red) a surface nanotexture. (b) Angular dependence of device photocurrent
(solid red triangles) and reflectance (red open triangles) when illuminated with
632-nm light. Left and right arrows refer plotted data to the appropriate
horizontal axes.

equation 6.5, needing <50% of the minimum height t ∼ 0.4xλ ∼ 400nm
to achieve average broadband reflectance of <1%. The required nanotexture
height decreases linearly with l, shrinking to only ∼ 165nm for l = 40 nm.
The largest textures we measured(l = 67 nm) require a height of t = 440nm,
similar to the value of 430nm for <1% average reflectance calculated using the
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transfer matrix method and consistent with the taller heights of other silicon
moth eye structures with larger lateral dimensions.

Nevertheless, our transfer matrix method calculations of the reflectance
of silicon nanotextures having an asymmetric, flared profile do not explain
the measured values. However, the chlorine and bromine etch chemistries we
use to generate the nanotextures are known to modify the silicon material
properties within ∼ 10 nm of the surface, [218–220] which can substantially
alter the material optical properties [221] and provide an additional mechanism
for grading the refractive index between air and silicon beyond the geometry
alone. Because our nanotextures consist of lateral feature sizes on the scale
of 10 nm, even material modifications within 1 - 5 nm of the surface comprise
a significant fraction of the total volume, and can thus substantially alter
the effective index of the entire structure. We infer changes in nanotexture
material properties by comparing spectroscopic ellipsometry measurements of
the complex refractive index (n+ ik) of a flat silicon surface to those of silicon
nanotextures with l = 50 nm and increasing height (t) (Figure 6.6 a).

From these measurements, we surmise that the effective refractive index
of the nanotextured layer results from not only the changing silicon volume
fraction with depth, but also through material modification resulting from the
etch process. While the measured n and k values for unetched silicon (Figure
6.6 a, black) agree with previously published values, the optical properties
of the material comprising the etched nanotextures differ significantly from
silicon (Figure 6.6 a). Our ellipsometry data are consistent with an abrupt
decrease in the etched silicon nanostructure’s n from 4 to ∼ 2 after even a
short etch (Figure 6.6 a, upper graph), and a more gradual increase in k with
increasing etch time (Figure 6.6 a, lower graph). Transfer matrix calculations
of the reflectance of the nanotextured silicon interface (l = 50 nm) using both
the measured geometric profile and the modified optical constants obtained
from spectroscopic ellipsometry measurements more accurately describe the
measured data for all nanotexture heights, capturing both the magnitude of
the reflectance as well as the positions of optical resonances. In our model,
we divide the nanotexture into discrete, 1 nm thick vertical slices and apply
an effective medium approximation to each slice. These simulations provide a
significantly improved description of the data as compared to a similar calcu-
lation using bulk silicon optical constants.

Applying the block copolymer-based surface nanotexture to a crystalline
silicon solar cell improves the power conversion efficiency under simulated
AM1.5G illumination from 8.3% to 12.6% (Figure 6.7 a). The broadband
antireflection provided by the nanostructured surface increases the device cur-
rent output. The short-circuit photocurrent (Jsc) improves from 24 mA/cm2

98



to 35 mA/cm2, a substantial increase of nearly ∼50% that slightly less than
the ∼65% increase estimated from improved light coupling into the device
from ∼60% to 99%. We understand this difference as stemming from reduced
charge collection efficiency in the textured device, which manifests as both
increased device dark current (J0) and diode ideality factor (n). The mag-
nitude of the dark current increase (from 10−3 mA/cm2 to ∼10−2 mA/cm2,
Figure 6.7 b) is consistent with the 10x higher surface area due to the nan-
otexture. The simultaneous increase in n from 1.46 to ∼2 has the net effect
of slightly increasing the nanotextured device open circuit voltage (Voc). The
silicon nitride antireflection coating slightly reduces both J0 (to 10−3mAcm2)
and n compared with both planar and nanotextured devices, which improves
the device fill factor from 70 to 71%. Future studies will target understand-
ing the passivation effects of the nanotextured interface and integration with
higher-performance devices.

6.2.2 Spectroscopic Ellipsometry Models

Figure 6.8: Schematic of the model used in the analysis of spectroscopic ellip-
sometry data from etched silicon samples.

The analysis of the ellipsometric data was done using the J. A. Woollam
software, WVASE32 (version 3.770). First, the optical constants for the bare
silicon substrates were obtained. The bare silicon films were modeled using
two critical-point-parabolic-band (CPPB) oscillators, and a Drude model to
describe the free carrier effects on the response of a dielectric. It was assumed
that there is no anisotropy in the samples. The CPPB oscillator complex
dielectric permittivity ε as a function of energy E is defined as:

ε(E) = Aeiθ(B/(2En − 2E − iB))µ (6.6)

where the amplitude is represented by a dimensionless quantity A, the phase
projection factor by a dimensionless quantity θ, threshold energy by En (eV),
broadening parameter B (eV), and the exponent µ. The CPPB oscillator

99



energy positions for bare silicon were at 3.34 (eV), and at 4.31 (eV). The
Drude model complex dielectric permittivity ε as a function of energy E is
defined as:

ε(E) = −(AB)/(E2 + iB ∗ E) (6.7)

where the amplitude is given by A (eV), and the broadening by B (eV). A
film with patterned alumina particles on bare silicon was then measured before
any etching. The data was analysed using an effective medium approximation
(EMA) of the optical constants of alumina and air/void. The depolarization
factor q, which is governed by the shape of the material in the void was kept
at 0.3. This is a simple linear combination of the pristine optical constants
using the Bruggeman approach [58]. The resulting dielectric function ε for the
mixture of two materials a and b is given by,

ε = (εaεb + κεh(faεa + fbεb))/(κεh + (faεa + fbεb)) (6.8)

where εa and εb are the complex dielectric constants of materials a and b
repectively, and fa and fb are the volume fractions of the two materials. In
the Bruggeman approach, κ = 2 and εh = ε. We constructed a model where the
optical constants of the constituents were fixed and only the volume fraction
and thickness of the layer was allowed to vary.

Figure 6.9: Schematic of the model used in the analysis of spectroscopic ellip-
sometry data from etched silicon samples.

Data from all samples with different etch times was collected using the
same approach. Multiples spots on the sample were measured at different
angles in the wavelength range of 210 nm and 1700 nm. A model was created
where a graded effective medium approximation (EMA) of optical constants
of modified silicon and air/void were varied using the geometrically calculated
volume fraction:

f(z)silicon = (π(rneck + (z(p/2− rneck))/h)2)/(2
√

3(p/2)2) (6.9)

The optical constants found from the bare silicon were allowed to vary to give
the modified silicon optical constants. These were used in the EMA along with
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void to calculate the effective optical constants of the etched silicon pillars. The
depolarization factor q, was held at zero in this EMA layer and the layer was
split into 40 slices for each model. The modified silicon optical constants are
held constant in each of the slices. The same model is also created for each
of the different spots and angles the data was collected for and the modified
optical constants are coupled in the models for all spots. The height of the
silicon pillars gives the thickness of the EMA layer and this was found using
scanning electron microscopy images of each of the samples and was held fixed
in the model. A schematic of the model in given in Figure 6.8.

Figure 6.10: Complex refractive index for bulk and etched silicon (100s) for a
flat Si wafer with no Al2O3 patterns applied to the surface prior to etch.

The bare silicon films were modeled using two critical-point-parabolic-band
(CPPB) oscillators, and a Drude model to describe the free carrier effects on
the response of a dielectric. It was assumed that there is no anisotropy in the
samples. The CPPB oscillator complex dielectric permittivity ε as a function
of energy E is defined as before:

ε(E) = Aeiθ(B/(2En − 2E − iB))µ (6.10)

The CPPB oscillator energy positions for bare silicon were at 3.34 (eV), and
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at 4.31 (eV). After modeling the bare silicon substrates, data was collected
from the flat etched silicon samples. In this case, a flat Si substrate, with no
Al2O3 nanopattern on the surface, The flat silicon was etched for a 100s. This
experiment allows us to understand the effect of the etch process it self on the
surface properties of the silicon. Previous studies of similar etch chemistries
for silicon observed a significant modification of the surface optical properties
due to etch-induced surface roughness/void fraction and material modifica-
tion. Since the surface-area-to-volume ratio of the anti-reflective nanotextures
is very high, any effect of the etch process on the silicon surface could have a
significant effect on the optical properties of the nanotextured silicon. Data
was taken at three different points on the sample and simultaneously fit as-
suming equivalent optical constants. The data was analyzed using an effective
medium approximation (EMA) of the optical constants of etched silicon and
air/void. This is done in order to model the roughness induced due to etching.
The optical constants of the etched silicon were allowed to vary. The thickness
of the etched part of silicon and the volume fraction of the void in the EMA
layer were also allowed to vary. The depolarization factor q, which is governed
by the shape of the material in the void was kept at 0.3. This is a simple linear
combination of the pristine optical constants using the Bruggeman approach.
The resulting dielectric function ε for the mixture of two materials a and b is
given by Eq. 6.8.

The volume fraction of air in the EMA layer was found to be 25% and
the thickness of the layer was found to be 4.75 nm. The optical constants are
shown in Figure 6.10. These constants agree very well with previous studes
of the etch-induced effects on Si optical constants from literature for etched
silicon.

A uniqueness analysis on the volume fraction of the air, i.e., the void frac-
tion, in the EMA was performed where the volume fraction of air was varied
systematically from 0% to 100% and all other parameters were allowed to vary
at every step. The mean squared error (MSE) was seen to be equally low for
values between 0% and 62% after which the MSE increased dramatically, as
shown in Fig. 6.11. The local minimum was found at 25% however the sen-
sitivity to the volume void fraction is found to be low betwseen 0% and 62%.
From this analysis, we can say that the void fraction in the top 4.5 nm of the
surface is less than 62%, but we cannot quantify the void fraction with any
more precision that that due to the insensitivity of the MSE to void fraction
in the range 0%-62% seen in Fig. 6.11.

A separate model was also created as a consistency check for the 30s etched
silicon pillars. Assuming the etched silicon forms a skin layer on top on the
pure silicon, the the pillars can be modeled as a three component EMA of
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Figure 6.11: Relative MSE of the spectroscopic ellipsometry fit as a function
of the air volume fraction.

pure silicon, an EMA consisting of etched silicon and void/air (EMAetch), and
air. A schematic of this is shown in Figure 6.12. The EMAetch skin layer in
this model is the same as the top layer in the flat etched silicon case described
above.

The volume fraction for the EMAetch skin layer and air is calculated using
the geometrical equations described before. The 3-component EMA layer is
split into 40 subslices. The thickness of the EMAetch skin layer on the pure
silicon is allowed to vary but is restricted to the radius of the top of the pillar.
The volume fraction of air/void in the EMAetch is also allowed to vary. The
MSE is lowest when the volume fraction is calculated to be 65.9% and the
thickness of the EMAetch skin layer is 14nm. This result is consistent with
the constraint on void fraction observed in Fig. 6.11 for an etched flat silicon
wafer (surface layer of 4.5nm with <62% void fraction). The larger surface
area exposed to the etch in the nanostructured case is expected to result in
slightly larger void fraction and modified surface thickness compared to the
flat wafer case. From this measurement, we plot the refractive index profile
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Figure 6.12: Schematic of the model used in the analysis of spectroscopic
ellipsometry data from etched silicon samples with Al2O3 patterns applied to
the surface prior to etch.

seen by incoming light in Fig. 6.13.
Due to the surface modification of the etch, even the base of the nanocone

layer touching the silicon wafer does not have a refractive index as high as bulk
silicon, resulting in the slight jump in refractive index at the nanocone/substrate
interface. In this plot, we assume an abrupt beginning to bulk silicon optical
constants, our measurements on etched flat silicon wafers suggest that in fact
this transition occurs smoothly over a distance of about 5nm. The inset to
Fig. 6.13 shows the effective index of the nanocones themselves, including the
etch-modified surface layer, but not including the intermix with air between
the cones. This shows that the effective index of the cones is significantly
reduced to the effect of the etch-modified surface layer, and that the effect of
the surface modification is larger near the top of the cone where the surface
area-to-volume ratio is larger. The optical constants for the top and bottom
most layer of the three component EMA calculated using this model are shown
in Figure 6.13.

In nanotextures with larger dimensions, this surface layer is an inconse-
quential fraction of the total volume. However, because our nanotextures
have lateral feature sizes on the scale of 10nm, even material modifications
within a few nm of the surface comprise a significant volume fraction, and can
thus substantially alter n of the entire structure.

In order to validate the surface modification of the nanotexture surface we
treated the nanotextured silicon with a dilute (50:1) hydrofluoric acid:water
mixture (buffered with NH4F), which removes surface oxides. In addition to
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Figure 6.13: Optical constants for the 30s etched silicon pillar sample found
using the model described in the Figure 6.12.

stripping the alumina caps, the etch narrows the texture radius by several
nm, consistent with removal of a silicon oxide layer. X-ray photoelectron
spectra of the nanotexture’s Si 2p and O 1s core levels also display higher
binding-energy peaks, consistent with those of a material previously identified
as a porous, anodic silicon oxide [222] (XPS measurements were performed by
collaborators).
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Chapter 7

Conclusion

This work can be broadly broken down into three distinct sections: a) new un-
derstanding of inhomogeneity in material systems, b) development of new tech-
niques for the measurement of spatial inhomogeneity, and c) development of
new architectures taking advantage of nanoscale spatial inhomogeneity within
materials. The key findings, open questions, and application areas from each
of these subcategories can be found in Figure 7.1.

There are several open questions and future directions of this research.
Within the first section, we primarily worked with a model organic material
system. Although the work sheds light on the mechanism, we need to under-
stand the effects of confinement on morphology for other polymers as they
can be extremely sensitive to processing conditions and chemical structure.
The crystallization of polymers is also affected by the presence of the fullerene
in a BHJ. Although we found kinetic effects to be more important than the
presence of the fullerene when the film is confined, this could vary for different
polymers and needs further study.

Apart from organic photovoltaics, this work also deepens our understand-
ing of organic bulk heterojunction systems and can be applied in areas such
as photodetectors, organic light emitting diodes (OLEDs), and other organic
optoelectric systems.

In CIGS PVs, some recent work has shown the existence of nanodomains of
Cu-rich and Cu-poor regions within the grain [223] making an interconnected
network of p and n-type material that may improve charge collection. The role
of such nanodomains in the recombination mechanism presented in this thesis
needs to be studied. Furthermore, as shown in Chapter 6 of this thesis, there
is a gradation of sodium with depth in the active layer of CIGS. Although
we did not find any correlation of sodium inhomogeneity (within grains) with
recombination, the sodium could be aggregating on the grain boundaries. The
effect of this on recombination and charge collection needs to be studied in
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more detail.
Although directly applicable to CIGS, this work also lends understanding

to other polycrystalline semiconducting compounds. For example the results
of this work can be used to help guide research in another promising candidate
for large scale PVs, CdTe, which has similar properties.

In the second category of this thesis (of new techniques), in order to apply
the µ-CELIV technique to other material systems, we need to model the cur-
rent transient curve using a combination of the continuity, current, and Poisson
equations for different material systems. Furthermore, we would also like to
use the hyperspectral laser for illumination in the µ-CELIV technique as this
would allow us to excite charges at different depths within the film giving us
the ability to measure mobility in three dimensions (laterally and as a function
of the depth of the thin-film). In the hyperspectral system, we can also use
optical and electrical modeling to extend our current technique to measure
quantities such as the back surface recombination and lifetime of charges in
complicated structures such as silicon passivated emitter rear contact (PERC)
solar cells considered as a promising low cost alternative to traditional c-Si
based solar cells [161].

These new techniques can be used not only by researchers but also by
industry professionals to understand the effect of mobility variations, and ma-
terial deformations on performance metrics in PVs. These techniques can be
used on a wide range of material systems and can be easily adjusted to be
quicker for industry use in large area solar cells or made more accurate and
higher resolution for lab scale measurements.

We also present the development of new architectures based on material
inhomogeneity. Although we give a basic model for the strong and persistence
n-doping of graphene, more work needs to be done to understand the exact
mechanism of the doping. The form of sodium in SLG and the CIGS layer
and its effect of doping strength also needs to be understood.

Strong and persistent n-doping of graphene open up a wide range of pre-
viously unexplored applications such as in microelectronics, photodetectors,
photovoltaics, electrochemical energy storage systems, and sensors.

Finally, in the last section we also describe silicon nanotexturing for broad-
band antireflection. Although the optical properties for the surface layer were
measured and understood to give enhanced antireflection, the exact composi-
tion and structure of this surface layer still needs to be understood. An extra
phase can be seen in XPS measurements and still needs to be analyzed further.

The nanotexturing technique presented can also be applied to other sub-
strates such as glass and plastics (kapton, polyimide, PET, and Teflon). This
technique can be used for photovoltaics, energy storage systems, electronics
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products, military equipment, and automotive or aircraft windshields. Apart
from providing broadband antireflection, the technique can also be used to
provide hydrophobic surfaces with a high degree of water repellency.
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D Sporn, W Döll, and V Wittwer. Subwavelength-structured antire-
flective surfaces on glass. Thin Solid Films, 351(1):73–78, 1999.

133



[193] Jeri’Ann Hiller, Jonas D Mendelsohn, and Michael F Rubner. Reversibly
erasable nanoporous anti-reflection coatings from polyelectrolyte multi-
layers. Nature materials, 1(1):59–63, 2002.
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