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Abstract of the Dissertation

Investigations in the crystal growth and neutron scattering of superconductors
and a relaxor ferroelectric

by

John A. Schneeloch

Doctor of Philosophy

in

Physics

Stony Brook University

2016

In this dissertation, I present research on four materials with properties
that are not well understood, and illustrate the many roles inhomogeneity
and disorder may play in material properties. First, we investigated materials
synthesis and annealing conditions of the proposed topological superconduc-
tor CuxBi2Se3, finding that quenching above a minimum temperature was
essential for superconductivity. Due to the inhomogeneity of CuxBi2Se3, we
suggest that a metastable secondary phase may be responsible for the su-
perconductivity. Second, we performed neutron scattering measurements on
samples in the Fe1+yTe1−xSex family of iron-based superconductors, focusing
on the anomalous phonon mode recently discovered near Bragg peaks for-
bidden by symmetry and at high-symmetry wavevectors where the mode’s
neutron scattering intensity is expected to be zero. We characterize this
mode and propose that disorder may explain its anomalous visibility. Third,
a superconducting crystal of the bilayer cuprate La1.9Ca1.1Cu2O6+δ was syn-
thesized and measured by neutron scattering. Though the magnetic exci-
tations near (0.5, 0.5) in reciprocal space resemble those of weakly doped
members of the La2−xAexCuO4 (Ae=Ca, Sr, Ba) cuprate superconductor
family, the temperature-dependence of the intensity of the magnetic excita-
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tions is much different from those of weakly hole-doped cuprates. Super-
structural peaks appear to indicate ordering induced by interstitial oxygen,
and a comparison with the similarly oxygen-doped cuprate La2CuO4+δ sug-
gests the possibility of phase separation. Fourth, the relaxor ferroelectric
Pb(Mg1/3Nb2/3)0.68Ti0.32O3 was measured with neutron scattering while sub-
jected to an electric field. From differences in neutron scattering intensity
with and without field, we find a possible coupling between short-range polar
correlations and transversely-polarized phonons near certain Brillouin zone
centers.
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1 Introduction

As a student in the Neutron Scattering Group at Brookhaven National Lab-
oratory, I have worked with a variety of materials with interesting properties
that are not well understood. These materials are related to such loosely-
related topics as topological superconductors, iron-based superconductors,
cuprate superconductors, and relaxor ferroelectrics, but a common character-
istic of many of these materials is a possible role of inhomogeneity or disorder
in their properties. Often, materials are thought of as perfectly crystalline
and homogeneous, but it can be instructive to take a bird’s eye view of the
many ways disorder and inhomogeneity can affect properties. With this in
mind, for each of the four materials covered in this dissertation, the proposed
topological superconductor CuxBi2Se3, the iron-based superconductor fam-
ily Fe1+yTe1−xSex, the cuprate superconductor La1.9Ca1.1Cu2O6+δ, and the
relaxor ferroelectric Pb(Mg1/3Nb2/3)0.68Ti0.32O3, I will detail an issue that
has evaded understanding, our attempts to clarify this issue, and what role
inhomogeneity and disorder may play.

Our group conducts both crystal growth and neutron scattering exper-
iments. For crystal growth, usually the goal is simply to grow large single
crystals so that we may study them by neutron scattering or other means, but
the process of optimizing crystal growth conditions can itself yield insights.
For example, CuxBi2Se3 has been proposed to be a topological supercon-
ductor [1–3]. Although topological properties have been studied for decades
in the form of the integer quantum Hall effect, there has been an explosion
within the past decade of interest in materials with topologically nontrivial
electronic structures due to the proposal and confirmed existence of topolog-
ical insulators [4]. (See Section 2.3 for an overview of topological materials.)
Superconductors with topologically nontrivial electronic structures were also
proposed, the first being CuxBi2Se3 (0.1 ≤ x ≤ 0.6), though as yet no topo-
logical superconductors have been confirmed to exist1. A primary issue with
CuxBi2Se3 is that, when one combines the elemental ingredients, attempts
crystal growth (resulting in a silvery, flaky ingot of material), cuts pieces
from the ingot, and measures their diamagnetic responses (a signal for su-
perconductivity), the degree of superconductivity as measured by magnetic
susceptibility for each piece is usually very low and may vary substantially

1A recent list of candidate topologically-nontrivial superconductors can be seen in Ref.
[5]
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from piece to piece. This unpredictability impedes understanding of the prop-
erties of this material. Section 3 presents our attempt to clarify this situation.
We found that: 1. Quenching from a sufficiently high temperature is essential
for superconductivity. 2. The melt growth method (simply melting the in-
gredients together) sometimes results in pieces with large shielding fractions
but the in-ampoule floating zone method (a crystal growth method typically
resulting in high quality single crystals) rarely does. In floating zone growth,
the very top of the grown rod tends to become very Cu-concentrated. We
interpret our findings as suggesting that a metastable impurity phase may
be responsible for the superconductivity.

Fe1+yTe1−xSex is a family of iron-based superconductors. The iron-based
superconductors were discovered in 2008, starting with LaFeAsO1−xFx [6]
with TC = 26 K (the related Gd1−xThxFeAsO[7] and SmFeAsO1−xFx [8]
compounds hold record TC values of 55 and 56 K, respectively, for bulk
iron-based superconductors). While the Fe1+yTe1−xSex family has a rela-
tively modest maximum TC of 15 K [9], this family is especially convenient
to work with due to the lack of arsenic present in most other iron-based
superconductors and due to the fact that large single crystals can be grown
relatively easily. Though there are many questions about the mechanism of
superconductivity and its relation to magnetic interactions in the iron-based
superconductors (most of our group’s neutron scattering experiments have
investigated the magnetic excitations and their potential relationship to the
superconductivity in this compound), in Section 4 we instead study unusual,
recently discovered [10] anomalous phonon mode behavior. We identify the
mode as the c-axis polarized transverse acoustic mode branch, despite this
mode ideally having zero intensity in the HK0 plane. We propose that the
mode’s anomalous visibility in the HK0 plane, and its clear presence near
forbidden Bragg peak wavevectors even where other acoustic phonon modes
are too weak to be detected, may be explained by disorder misaligning the
polarization vectors of phonon modes.

The source of superconductivity in the high-transition temperature cuprate
superconductors remains poorly understood, but magnetic interactions are
commonly thought to play a role, and over the years neutron scattering
experiments on a number of families of hole-doped cuprates have shown a
similar trend in the types of magnetic excitations seen as a function of doping
[11]. The bilayer La2−xCa1+xCu2O6+δ family has been relatively infrequently
studied due to the difficulty of annealing at pressures on the order of ∼670
MPa, which is needed to introduce enough oxygen to the sample to induce
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bulk superconducitivty. However, our group has recently grown and an-
nealed large single crystals of La1.9Ca1.1Cu2O6+δ, and we have measured one
of them by neutron scattering to characterize its magnetic excitations. This
research is presented in Section 5. Surprisingly, though annealed samples ap-
pear to have bulk superconductivity, the magnetic excitations in the sample
are unlike those seen in other superconducting hole-doped cuprates, being
commensurate rather than incommensurate. The dispersion of the mag-
netic excitations resembles that in weakly hole-doped, non-superconducting
cuprates, except that the intensity of the magnetic excitations within a cer-
tain energy range drops with increasing temperature, a behavior much differ-
ent than that seen in the underdoped cuprates In the similarly oxygen-doped
La2CuO4+δ cuprates, the doped interstitial oxygen atoms are mobile at 300 K
and phase segregate into various ordered phases at low temperatures [12]. A
similar phase separation might occur in oxygen-annealed La1.9Ca1.1Cu2O6+δ,
but we do not yet have an explanation for how multiply phases could ex-
plain our results. A naive model where the commensurate excitations come
from non-superconducting regions and the diamagnetic response comes from
superconducting regions would not explain the apparent lack of incommensu-
rate excitations or the unusual temperature-dependence of the commensurate
excitations.

Relaxor ferroelectrics are a family of ferroelectrics with a number of un-
usual properties, such as a dielectric function ϵ(ω) that is broad in temper-
ature and whose frequency dependence shows continuing variation down to
very low frequencies (e.g., ∼1 kHz) [13]. This behavior is in contrast to that
of “normal” ferroelectrics, for which ϵ(ω) tends to have sharp peaks at struc-
tural phase transitions. Relaxors are associated with strong charge disorder
due to the random occupation of ions of varying valence on the same site.
Much of the research in relaxors is spurred by a desire to understand the ex-
tremely high d33 piezoelectric coefficients along certain directions measured
in some relaxor single crystals, such as in (1−x)PMN-xPT [14], where PMN
is PbMg1/3Nb2/3O3, PT is PbTiO3, and x denotes the fraction of PMN sub-
stituted with PT in a solid solution. The phase diagrams of relaxors such as
(1−x)PMN-xPT show a high-temperature paraelectric phase, a region with
relaxor behavior for small x at low temperature, and a conventional ferro-
electric phase for larger x at low temperature [15], with the d33 coefficient
reaching a maximum for x between the regions for conventional and relaxor
ferroelectric behavior [14, 16]. Short-range polar order has been measured in
the form of diffuse scattering by X-ray and neutron scattering measurements
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[17], and may be indicative of polar nanoregions which were first invoked to
explain optical index of refraction data [18]. A past experiment by mem-
bers of our group showed a coupling between the short-range polar order
and acoustic phonons along certain direction in a single crystal of the relaxor
0.955PbZn1/3Nb2/3O3-0.045PbTiO3, which was shown in experiments where
samples were cooled in the presence of an electric field [19]. In that experi-
ment, the effect of the field may have been due to a shifting of ferroelectric
domains polarized along different ⟨111⟩ orientations. We have conducted an
experiment with the field applied along [001] in the related relaxor 0.68PMN-
0.32PT, so that no single domain should be favored and so that a more direct
effect of the electric field on the short-range order or phonons could be seen
without the effect of a shifting population of domains. These results are pre-
sented in Section 6. We observed coupling between short-range polar order
and acoustic and optic phonons along different sets of polarizations and with
different characteristics than the coupling observed in Ref. [19].

In these four disparate materials, we see four possible examples of disorder
or inhomogeneity:

• In CuxBi2Se3, a metastable secondary phase may be responsible for the
superconductivity.

• In Fe1+yTe1−xSex, disorder may explain why a certain phonon mode
has non-zero neutron scattering intensity at wavevectors where zero
intensity would be expected. Chemical disorder is present in the form
of interstitial Fe and the substitutional disorder of Se and Te.

• In La1.9Ca1.1Cu2O6+δ, the interstitial oxygen atoms might phase segre-
gate at low temperatures, as seen in the similar oxygen-doped cuprate
La2CuO4+δ.

• In 0.68PMN-0.32PT, a coupling between short-range order (possibly
associated with polar nanoregions) and various phonons may explain
changes in the phonon properties between electric field-cooled and zero-
field-cooled conditions.

Hopefully, the great range of possible roles of disorder and inhomogeneity
will highlight the importance of having an open mind in the analysis of data.
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2 Background Information

2.1 Materials Synthesis and Crystal Growth

2.1.1 General information

Large single crystals can be valuable for many applications, for example, in
single-crystal turbine blades, in the very large boules of silicon used for in-
tegrated circuits, and in research [20]. While many experimental probes of
materials require single crystals to get the most useful information, neutron
scattering (used for most of the research in this thesis) in particular requires
large single crystals due to the weak interaction of neutrons with matter,
with neutron scattering penetration depths often on the order of centime-
ters. Furthermore, materials synthesis experiments play an important role
in condensed matter physics beyond simply providing known materials for
other experiments. For example, in the La-based cuprate superconductors
discovered in 1986, early experiments found evidence of superconductivity
and antiferromagnetism in nominally pure La2CuO4, but later measurements
with single crystals of better quality clarified that superconductivity is only
present in samples with excess oxygen [21]. Another example is the proposed
topological superconductor CuxBi2Se3, whose superconductivity is likely to
be highly inhomogeneous. In Section 3, I present research on CuxBi2Se3 that
attempts to relate the results of materials synthesis experiments with the
possibility of a secondary phase being responsible for the superconductivity.
In this Section, I will provide background information about crystal growth,
especially information relevant to the synthesis of the materials that are the
subject of this thesis. Special attention will be given to the optical floating
zone growth method, used to grow the La1.9Ca1.1Cu2O6+δ crystal used for
the neutron scattering experiments discussed in Section 5.

There are a number of techniques available for growing bulk single crys-
tals. These can be divided according to the phase of the initial ingredients
[22]: solid-to-solid, liquid-to-solid, and gas-to-solid. In this section I will fo-
cus mainly on liquid-to-solid growth methods due to that method being used
most often for the growth of our materials, but solid-to-solid and gas-to-solid
methods have been important as well. For example, large single crystals of
metals such as iron have been made by the strain-anneal method [23], a solid-
to-solid growth method. Also, a popular example of a gas-to-solid growth
method for bulk crystal growth is the vapor transport method, which has
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been used to grow compounds such as FeSe [24].
One of the simplest of the liquid-to-solid growth methods is the melt-

growth method, where initial solid ingredients are heated together until
they react and form a liquid, which is then slowly cooled until solid. Since a
monotonic temperature gradient is not applied, crystal nucleation may occur
at many locations at once, resulting in crystal domains being limited in size,
though possibly still large enough for study.

Another method, the Bridgman method, is when solidification takes
place in a temperature gradient that cools uniformly with time.2 Often, a
furnace is used that has many zones that can be set to different tempera-
tures to create a custom temperature profile, but the natural temperature
gradient of an ordinary box furnace is often sufficient. Initially, many small
crystals nucleate at the cooler end of the ingot. As the temperature uniformly
decreases, these crystals grow toward the warmer end, with larger crystals
dominating until (ideally) single-crystal growth is achieved.

These methods share many common considerations. First, ampoules, of-
ten made of “fused quartz” silica glass such as the ampoules shown in Fig.
1, are frequently used to seal the sample in an atmosphere with a desired
composition. This atmosphere is often an inert gas, such as argon, or a vac-
uum, though gases that are oxidizing (such as O2) or reducing (such as CO or
argon-H2 mixtures) may also be used. Annealing (heating below the melting
point) procedures often use similar methods. For example, annealing in O2

results in an increase of the hole doping concentration of Bi2Sr2CaCu2O8+δ

due to the increased interstitial oxygen [27, 28], and annealing in vacuum,
possibly with elemental Ti pieces included to absorb residual O2, can decrease
the hole concentration of Bi2Sr2CaCu2O8+δ.

Second, it is usually essential to make sure the ingredients are well-mixed
before crystal growth starts. Since mass diffusion in a liquid is not sufficient
to equalize the composition across many centimeters in typical laboratory
time scales, the container should be rocked enough for turbulent mixing of
the liquid to occur.

Third, the ampoule can be oriented horizontally or vertically. One factor
that may influence this decision is the possibility of expansion during cooling
if a structural phase transition is present, which may lead to the ampoule
cracking if it is oriented vertically due to the lack of space into which the

2Technically, the Bridgman method has the ingredients slowly moved through a tem-
perature gradient rather than staying in place [25, 26].
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Figure 1: Photo of pieces of Pb, Sn, In, and Te sealed in double layers
of fused quartz glass ampoules for the synthesis of Pb1−x−ySnxInyTe and re-
lated materials, to explore potential topological insulator and superconductor
properties.
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material would expand.
Another class of methods are those involving zone-melting, where only

a small region of the ingot is melted at a time [29]. This region, called
the “liquid zone”, moves slowly along the starting materials, ideally leaving
behind a single crystal. Various heating methods have been used, including
radio-frequency induction heating and optical heating with either focused
light or lasers. The optical heating methods have the advantage of working
with insulating materials. Zone-melting methods can also be divided based
on whether the liquid zone is held in place by surface tension, as in the
floating zone growth method, or whether an ampoule is used to contain
the materials (often called the “traveling heater method” [30] or a “modified
floating zone” method). Two big advantages of floating zone methods is that
the liquid zone is not in contact with a crucible, which reduces the possibility
of nucleation from unwanted regions, and that there is no need to find a
chemically-compatible crucible to contain the materials. The optical floating
zone method (hereafter simply called the “floating zone (FZ) method”) has
been one of the most useful for growing large single crystals, and yet one of
the most complicated to employ. Due to its importance in growing many of
our materials, such as the La1.9Ca1.1Cu2O6 crystal measured with neutron
scattering in Section 5, we discuss it in detail below in a separate section.

Another way to classify growth methods is by whether or not a solvent
(or “flux”) is used. For methods such as melt growth or Bridgman growth, if
a flux is used, the method can be called flux growth. If a flux contains only
the elements of the grown compound, then the method is called a self-flux
method; for example, ZrTe5 crystals can be grown from a flux of excess Te
with a Zr:Te ratio of 0.0025:0.9975 [31]. Alternatively, a flux not containing
elements of the crystal can be used. Fluxes such as the alkali halides and
molten tin are popular choices for many materials of interest to condensed
matter physics. Water is, of course, also a solvent that can be used in crystal
growth, which has been used since antiquity at ambient conditions for the
production of salt and sugar crystals [22]. For hydrothermal synthesis,
water is used as a solvent at high pressure and temperature, taking advantage
of the increased solubility range in water under these conditions.

Aside from the crystal growth methods mentioned above, there are many
more methods which are important in research and industry. The Verneuil
method, or flame fusion method, involves dropping small bits of material
through a flame, which then melts the material; these droplets then de-
posit onto a seed crystal, which is slowly lowered, and crystal growth occurs
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[22]. The Czochralski method is the main method for producing single-
crystalline silicon for electronics. This method involves lowering a seed crys-
tal into the molten material and slowly raising the crystal as it solidifies [32].
Top-seeded solution growth is similar to the Czochralski method, but
involves pulling a crystal out of a solution rather than out of a liquid having
the crystal’s composition [33].

2.1.2 The optical floating zone method

The first step in this method is to prepare a feed rod of raw materials. Sin-
tering is often used to make the feed rod for oxide materials. Sintering
may involve both the solid-state reaction of the initial ingredients and the
transfer of mass among particles to form a less porous whole from the initial
packed powder. For sintering, first, powders of initial ingredients (La2O3,
CaCO3, and CuO in the case of La1.9Ca1.1Cu2O6+δ) are mixed together, put
into a crucible, and heated to the point where they react together. This pro-
cess is repeated a few more times to ensure that the initial ingredients are
homogeneous. Frequently, carbonates such as CaCO3 are used rather than
the simpler oxides such as CaO. In this case, the carbon in the carbonate
is liberated as CO2 gas, and the sintering reaction is otherwise similar to
the same reaction with the oxide. This method has the advantage that the
less water-reactive carbonate is used instead of the oxide, which is probably
why this method is more popular. However, for some compounds such as
HgBa2CuO4+δ, carbonate ingredients may be avoided to eliminate the pos-
sibility of carbon contamination [34]. After the powder has been mixed and
ground several times, it is pressed at room temperature at typically 800-4000
bars [29] into a rod, with 4000 bars used for our La1.9Ca1.1Cu2O6+δ synthesis.
The pressed powder rod is then sintered at as high a temperature as possible
to reduce porosity (since sintering brings the initial particles closer), while
avoiding the formation of liquid. Often, a “pre-melting” step is used, where
the feed rod is quickly run through the zone-melting process to make the
feed rod more compact.

Once the feed rod is sintered, it is put in the floating zone image fur-
nace. Fig. 2 shows a screenshot of streaming video of the FZ growth of
La1.9Ca1.1Cu2O6+δ, from which a single crystal was obtained and used for
the neutron scattering experiments in Section 5. The “feed rod”, containing
the initial materials, is on top. In the middle, light focused by a pair of el-
liptical mirrors to the left and right (not shown) heats the rod in the middle
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Figure 2: Screenshot from streaming video of the floating zone growth of the
La1.9Ca1.1Cu2O6+δ compound used for the neutron scattering experiments in
Section 5.
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Figure 3: Photo of a floating-zone grown rod for La1.9Ca1.1Cu2O6+δ. A single
crystal from this rod was later used for the neutron scattering experiments
shown in Section 5.
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past its melting point. The “seed rod”, on the bottom, may be a seed crystal,
or it may simply be a pedestal of similar material that supports the liquid
zone. The seed rod will accumulate the crystallized material as growth pro-
gresses. Most often, both rods are translated downward. The relative speeds
can be varied, but are often similar to each other. A very slow speed for
the seed rod (often < 1 mm/hr) is often needed to grow large single crystals
to avoid the possibility of constitutional supercooling, as explained below.
Ideally, the grown rod may look like the one shown in Fig. 3, but frequently,
FZ growth fails due to spills of the liquid zone or other sudden changes in
conditions which interrupt single-crystal growth.

There are a number of forces within the liquid zone that should be con-
sidered to understand floating zone growth. The origins of these forces are
primarily surface tension, gravity from the weight of the liquid, and the nor-
mal force of the seed rod’s support. Though the top and bottom rods are
often counter-rotated, the centripetal acceleration of a point on the surface is
much less than the acceleration due to gravity, and thus the centrifugal force
can be neglected as far as stability of the liquid zone is concerned. However,
the counter-rotation and forces arising from variations in surface tension and
density are also important since they result in rapid mixing inside the liquid
zone (up to a few cm/s; typical rod diameters are <1 cm) [29].

The shape of the liquid zone can be described by the Laplace capillary
equation [35], where the curvature at a point on the surface is related to the
pressure difference, which in turn is related to factors such as the distribution
of weight within the liquid zone. If the liquid zone becomes too thin or too
tall, the liquid will pinch together and break apart (i.e., it undergoes the
Plateau-Rayleigh instability). If the liquid zone is too wide, the lack of
curvature on the surface reduces the surface tension and the liquid may also
spill due to its weight.

A complicating factor is that more liquid may be present than apparent
from the size of the liquid zone due to the possibly porous nature of the
feed rod. For example, in La2−xSrxCuO4 [36] and La2−xCa1+xCu2O6+δ, the
liquid zone may seep up into the feed rod. If the liquid zone composition
is not at a eutectic composition, it may dissolve portions of the bottom of
the feed rod, possibly leading to a precarious situation where portions of the
feed rod abruptly break off and cause a liquid zone spill due to the shift in
the distribution of weight. This situation may explain why we sometimes see
sudden liquid spills during La2−xCa1+xCu2O6+δ growth even when the liquid
zone shape is similar to its steady-state shape, and why these liquid spills
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happen more often during the initial stages of growth, when the liquid zone
has not yet reached its steady-state composition.

The shape of the liquid zone generally tends to change over time, either
tending toward a stable, steady-state shape, or becoming more unstable over
time until the liquid zone collapses, with oscillations in the shape possible
either way [35]. (The composition may also need to stabilize, as discussed
below.) Though first-principles simulations are difficult, there are a number
of basic concepts that one can keep in mind. First, the interface between
the seed rod and the liquid zone should be flat or curved upward, so that
nucleation of crystals is most likely to occur in just one position on the in-
terface, the top. (Unfortunately, the solid-liquid interface is hidden in the
liquid zone, and cannot be seen without interrupting the growth.) Whether
the interface is flat or curved up or down depends on the temperature distri-
bution inside the liquid zone, which in turn depends on how the material’s
surface is heated and how heat flows inside the liquid zone.

Second, there is a steady-state “growth angle”, the angle between a line
tangent to the liquid zone where the liquid meets the seed rod’s solid interface
on the outside, and a line tangent to the grown seed rod at this same point
[35]. If the growth angle is not its steady-state value, the shape of the liquid
zone is not yet stable. The growth angle varies depending on the material
and factors such as growth speed.

Third, constitutional supercooling should be avoided, which may occur
for systems where the liquid zone composition is different from that of the
grown crystal [29]. Most of the liquid zone can be considered to have a
uniform composition due to vigorous convection, but near the solid surface of
the seed rod the liquid moves very little. Since mass transport is dominated
by diffusion in this region, it is called the “diffusion layer”. As the seed
rod crystallizes, the diffusion layer becomes depleted of species that join
the crystal and enriched in species that are rejected from the crystal. This
depletion/enrichment leads to a concentration gradient. For a peritectic-type
transition (see below), this region will have a lower solidus temperature than
the rest of the liquid zone. If the thermal gradient in this region is low enough,
a part of the layer can become supercooled more than liquid closer to the
solid-liquid interface; this situation is called “constitutional supercooling”.
The crystallization front thus becomes unstable, and numerous disruptions of
single-crystal growth can occur. Constitutional supercooling can be avoided
by choosing a lower growth speed, which reduces concentration gradients, or
by increasing the temperature gradient (though this is harder to implement
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and may lead to cracking due to increased thermal stress.) It should be
noted that abrupt changes in parameters such as heating power or the speed
or positions of the rods should be avoided after having started single-crystal
growth, as they may also lead to rapid changes in the location of the solid-
liquid interface.

For many materials, the composition of the liquid zone may be different
from that of the feed rod or the desired composition. These materials are
“incongruently melting”, meaning that a liquid of the same composition does
not solidify to a solid of that same composition at a single temperature, but
rather to a different solid composition, with the composition of the liquid
changing as the temperature cools from the liquidus (start of solidification)
to the solidus (end of solidification) temperatures [29]. A common possibility
is that the desired composition will only start solidifying if the liquid has a
composition beyond a peritectic composition (see Fig. 12.11 of Ref. [29] for
a phase diagram). In this case, one composition would solidify for a portion
of the growth while the liquid zone composition changes, and only once the
liquid zone composition reaches the peritectic point would the desired com-
position start to solidify and the composition of the liquid zone stabilize. To
shorten the wait for the change in composition to occur or to make growth
possible, a flux closer to the steady-state liquid zone composition may be
melted on the seed rod to initialize the liquid zone composition. For ex-
ample, for the FZ growth of La1.9Ca1.1Cu2O6+δ shown in Fig. 2, a flux of
nominal composition ∼La1.9Ca1.1Cu4O8 was used.

2.1.3 Materials synthesis methods used in the research in this
thesis

Many of these methods were used to grow the materials discussed in this
thesis. In Section 3, the melt-growth method and a modified floating zone
method were used. In Section 6, the crystal we purchased was grown from
a top-seeded solution growth method. In Section 4, the Fe1+yTe1−xSex and
related materials were grown by a modified Bridgman method in which the
natural temperature gradient of the furnace was used for unidirectional solid-
ification. Finally, in Section 5, the La1.9Ca1.1Cu2O6+δ crystal was synthesized
by sintering, followed by the optical floating zone method, and then annealing
in an oxygen-containing atmosphere at ∼670 MPa.
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Figure 4: Photo of the La1.9Ca1.1Cu2O6+δ crystal used for the neutron
scattering experiments in Section 5. This crystal was obtained from the rod
shown in Fig. 3. It is mounted on a goniometer, parts of which are wrapped in
cadmium to absorb neutrons and reduce the background due to unintended
scattering from the goniometer.
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2.2 Neutron Scattering

Much information can be obtained from materials by scattering experiments.
For neutrons, their ability to penetrate deeply into materials, their convenient
momentum-energy relationship, and their sensitivity to magnetic moments
in materials make them favorable for probing structural and magnetic cor-
relations in materials. For example, elastic neutron scattering can be used
to determine changes in the crystal structure or the kind of magnetic or-
dering present, and inelastic neutron scattering can provide information on
lattice vibrations and magnetic excitations. My experience has focused on the
neutron scattering of single crystals with triple-axis spectrometer and time-
of-flight methods, and these areas are what I will focus on below, though
neutron scattering has been used in a wide range of other research, such as
in soft matter, metallurgy, biology, and so forth [37].

Neutrons have unique advantages (and some disadvantages) compared
to other scattering probes such as X-rays. First, neutrons are sensitive to
magnetic correlations in addition to structural correlations. Neutrons inter-
act with matter in two ways: by the nuclear force between neutrons and
atomic nuclei, and the magnetic interaction between neutrons and sources of
the magnetization density within a material. Often, the intensity of neutron
magnetic scattering can be comparable to that of nuclear neutron scattering.

Another advantage (and weakness) of neutrons is that they penetrate
deeply into matter, with a penetration depth on the order of centimeters.
In contrast, X-rays, for example, can only penetrate ∼10 µm into materials
at 10.7 keV [15]. One example where probing more deeply is advantageous
is in investigating the “skin effect” in relaxor ferroelectrics such as solid
solutions of PbMg1/3Nb2/3O3 and PbZn1/3Nb2/3O3 with PbTiO3. In these
materials, the apparent crystal structure symmetry measured by X-rays dif-
fers depending on their penetration depth, which in turn depends on their
incident energy[15], whereas neutrons penetrate deeply enough that surface
effects are negligible. On the other hand, because the neutron scattering
cross sections are much lower, larger single crystals are needed to get good
data, which places a major constraint on the types of experiments that can
be performed.

A third potential advantage of neutrons is that their scattering cross-
sections vary much differently from those for X-rays or electrons, which tend
to increase monotonically with atomic number [37]. Neutrons may thus be
a better probe for materials with light elements or when contrast between
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elements with similar atomic numbers is desired.
Finally, neutrons have a momentum-energy relation which is convenient

for probing lattice vibrations and magnetic excitations. Solids often have
interesting behavior on lengths scales of 10−10m or greater and energies in
the meV range. Neutrons can have the momentum necessary to probe these
length scales even if their incident energy is only on the order of 10 meV; the
relative energy resolution needed to measure common features in materials
is thus easily achievable. X-ray scattering, on the other hand, would require
energies of at least ∼10 keV to be able to probe momentum transfers of
several reciprocal lattice units, which means their relative energy resolution
would need to be ∼10−7 to match the absolute energy resolution of common
neutron scattering techniques.

2.2.1 Neutron scattering techniques

For our research, the two most common neutron scattering methods are
triple-axis spectrometry and time-of-flight spectrometry, which differ accord-
ing to how energy transfer is measured. In triple-axis spectrometry,
the incident energy is selected from a polychromatic beam of neutrons by
a monochromator crystal in the beam path. The crystal is oriented so that
only neutrons with energies close to certain values are reflected due to Bragg
scattering. The sample is located in the path of the diffracted beam. After
the neutrons are scattered from the material, some of them meet a second
crystal called the analyzer crystal, which also uses Bragg scattering to select
certain outgoing neutron energies. Thus, the detector should detect only
scattered neutrons that have a chosen energy transfer. Commonly, intensity
for one location in the space of momentum transfer Q and energy transfer ℏω
is obtained at a time. In these cases, it is common to scan across a feature
(e.g., a phonon dispersion curve) using fixed-ℏω or fixed-Q paths in (Q, ℏω)
space, or by taking measurements at a grid of points to survey a region of
(Q, ℏω) space. There are, however, triple-axis spectrometers equipped with
multianalyzers that can obtain data from a range of momentum or energy
transfers simultaneously.

The other common neutron scattering method is time-of-flight spec-
trometry, where the incident beam of neutrons is shaped into monochro-
matic pulses of times on the order of milliseconds. The time between the
pulse hitting the sample and each neutron hitting a detector determines the
energy transfer. Time-of-flight spectrometry frequently uses an array of de-
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tectors so that many momentum and energy transfers can be measured with
each pulse, resulting in data sets that are often many gigabytes large.

In these techniques, there are two sources for neutrons: from a nuclear
reactor, or from the spallation of neutrons from collisions between accelerated
protons and a target. For reactors, the neutrons are the result of the nuclear
fission occurring in the reactor core, and some of these neutrons escape and
proceed down neutron guides toward various instruments. Typically, these
sources are continuous, but these beams can also be shaped into pulses using
“choppers” (devices which only allow neutrons of certain velocities to pass
through), thus allowing time-of-flight techniques. For spallation, a proton
beam is incident on a target material, resulting in the spallation of neutrons
away from the target. The proton beam is typically pulsed, but choppers
are nonetheless used to reduce background noise from unintended neutron
detection, select certain incident energies, and filter higher-order neutrons
from the incident beam. Time-of-flight spectroscopy is frequently used at
spallation sources.

Usually, the polarization of neutrons in the incoming beam is random,
but by using polarized neutrons (selecting the polarization of the neutrons
before and after scattering), magnetic and non-magnetic neutron scattering
contributions can be distinguished. Two common ways of polarizing neutrons
are by passing the beam through a filter of spin-polarized 3He (the absorption
cross-section of 3He is very large, but only if the nuclear spin is antiparallel to
the neutron spin), or by magnetic Bragg reflection from certain magnetized
crystals.

2.2.2 Mathematical details

In scattering experiments, we are typically interested in the double-differential
cross section d2σ/dΩfdEf , which represents the rate at which particles are
scattering into a solid angle dΩf with a final energy between Ef and Ef +dEf .
Each neutron has incident energy Ei and momentum ki, and after scatter-
ing has final energy Ef and momentum kf . The energy transfer is defined
as ℏω = Ei − Ef , and the momentum transfer is Q = kf − ki. Scattering
can be split into elastic (ℏω = 0) and inelastic (ℏω ̸= 0) scattering. Most
often, data are obtained for ℏω > 0, termed neutron energy loss, rather than
ℏω < 0, termed neutron energy gain. Provided that the spin and spatial
states of the nuclei are not too correlated, neutron scattering can also be
divided into coherent and incoherent scattering [38]. In addition, neutron
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scattering can be split between magnetic and nuclear neutron scattering, de-
pending on whether the neutron interacts with matter via the nuclear or
magnetic interaction.

Several approximations and simplifications can be made in obtaining neu-
tron scattering formulae. First, since neutron scattering constitutes a weak
perturbation of the material being probed, the double differential cross sec-
tion can be obtained from Fermi’s Golden rule. Thus, we have [37]

d2σ

dΩfdEf

=
kf
ki

( mn

2πℏ2
)2

|⟨kfλf |V |kiλi⟩|2δ(ℏω + Ei − Ef ) (1)

Here, the initial and final states’ quantum numbers are denoted λi and λf ,
respectively; mn is the neutron mass; and V is the interaction operator of
the neutron with the sample.

Second, the weakness of the perturbation allows us to use the Born ap-
proximation, where incident and outgoing neutrons are treated as plane
waves. This allows us to decompose the V matrix elements as

⟨kfλf |V |kiλi⟩ =
∑
l

Vl(Q)⟨λf |eiQ·rl |λi⟩ (2)

l labels each scattering center, and the sum goes over every scattering center
in the neutron’s path.

Third, for nuclear neutron scattering, since the nuclear potential can be
represented by a delta function, V (Q) can be represented especially simply,
by a scattering length b which depends on the isotope and spin state of the
nucleus but not on Q. b is a complex quantity, with its imaginary component
corresponding to neutron absorption by the nucleus.

For magnetic neutron scattering, the V matrix elements are more com-
plicated, with a now non-trivial dependence on Q and the directions of the
magnetic moments of the scatterers. To illustrate, the V matrix element for
a system with magnetic moments due purely to spin is given by [37]

⟨λf |
∑
l

eiQ·rlU
sisf
l |λi⟩ (3)

with
U

sisf
l = ⟨sf |bl − pl(Q)S⊥l · σ + BlIl · σ|si⟩. (4)

bl is just the nuclear scattering length, and we ignore the third term which
involves the nuclear-spin dependence of nuclear scattering to focus on the sec-
ond term, which involves the magnetic interaction between the neutron and
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the material’s electrons. (Nuclear magnetic moments are typically too weak
to have a significant magnetic scattering contribution.) S⊥l is the component
of the spin S at the l site that is oriented perpendicular to Q. The coefficient
pl is proportional to gf(Q), where g is the Landé g-factor and f(Q) is the
Fourier transform of the normalized unpaired spin density, termed the mag-
netic form factor. The fact that f(Q) tends to 0 for large |Q| means that
magnetic neutron scattering is usually strongest for small |Q|, in contrast
to, for example, neutron scattering from phonons whose intensity tends to
increase with |Q|.

The nuclear scattering cross section can often be divided into coherent
and incoherent parts. The incoherence is due to the random occupation
within a lattice of nuclei with different scattering lengths. Even for a single
element, there may be multiple isotopes and nuclear spin states, and they
usually occupy an atomic site of a certain type randomly. The fractions of
each isotope are usually determined by nature and are listed in tables such
as that in Ref. [37], though materials with single isotopes may be obtained,
for example, to reduce incoherent scattering (especially if isotopes with zero
nuclear spin are chosen) or to avoid the presence of isotopes that have large
absorption or incoherent scattering cross sections. For example, hydrogen is
well known to have a strong incoherent scattering cross-section, so deuterium
is frequently used in place of hydrogen in making samples for neutron scat-
tering. For a set of bound nuclei with no correlations in the occupations of
different species at different sites, the incoherent part of dσ

dΩ
is isotropic and is

proportional to |b− b̄|2, whereas the coherent part is proportional to |b̄|2 [38].
For single crystal neutron scattering, the broadness in Q of the incoherent
scattering means that it serves mainly as a source of background noise and
is seen as an inconvenience [37].

For a crystal, coherent elastic scattering results in intensity only being
present near reciprocal lattice vectors G. Specifically, for elastic nuclear
neutron scattering from a perfectly ordered crystal, the coherent cross section
is given by

dσ

dΩ

∣∣∣∣el
coh

= N
(2π)3

v0

∑
G

δ(Q−G)|FN(G)|2 (5)

with
FN(G) =

∑
j

b̄je
iG·dje−Wj (6)

Here, v0 is the volume of the unit cell. N is the number of unit cells. j labels
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atom sites within each unit cell having positions dj and average nuclear scat-
tering lengths b̄j. The Debye-Waller factor is e−Wj , which accounts for the
loss of coherence due to random atomic displacements from thermal excita-
tions. FN(G) is termed the static nuclear structure factor, and it accounts
for the variation in the Bragg diffraction peak intensities due to the unit cell
having more than one atom. When a Bragg peak at G is forbidden by the
symmetry of the crystal, FN(G) = 0. If short-range order is present, then a
spread of elastic or near-elastic spectral weight beyond the Bragg peaks orig-
inating from the long-range crystalline order (the “diffuse scattering”) may
be seen. Incoherent elastic scattering is usually also present, manifesting as
a sharp peak in energy at ℏω = 0 meV for all Q.

For magnetic elastic neutron scattering, a similar expression to (5) can
be derived. In this case, except for ferromagnetic materials, the magnetic
unit cell is generally larger than the structural unit cell and has additional
reciprocal lattice vectors. Also, the static nuclear structure factor is replaced
by the static magnetic structure factor, with the essential difference being
that the bj in (6) is replaced by pj(Q)S⊥j.

For inelastic scattering, we have

d2σ

dΩfdEf

∣∣∣∣inel
coh

= N
kf
ki

1

4π
S(Q, ω). (7)

(kf = |kf | and ki = |ki|.) S(Q, ω) is called the scattering function.
Generally, a harmonic crystal in 3-dimensional space will have 3n branches

of vibrational modes, where n is the number of atoms in the unit cell. The
frequencies can be labeled ωqs, where q is the wavevector relative to the
nearest Brillouin zone center, and s labels each of the 3n modes. Each mode
will have a 3n-dimensional polarization vector ξq,js.

When measuring phonons by neutron scattering, it is convenient to sep-
arate S(Q, ω) into

S(Q, ω) = χ′′(Q, ω)(n(ω, T ) + 1). (8)

χ′′(Q, ω) is the imaginary part of the dynamical susceptibility, and for har-
monic phonons this factor is conveniently temperature-independent. n(ω, T ) =
1/(eℏω/kBT − 1) is the Bose factor and T is the temperature. For scattering
resulting in the creation of a single harmonic phonon, we have

χ′′(Q, ω) =
1

2

(2π)3

v0

∑
G,q

δ(Q− q−G)
∑
s

|F (Q)|2

ωqs

[δ(ω − ωqs)] (9)

21



F (Q) is the dynamic nuclear structure factor, which is given by

F (Q) =
∑
j

b̄j√
mj

(Q · ξq,js)eiQ·dje−Wj . (10)

mj is the mass of the jth atom in the unit cell. Unlike the static nuclear
structure factor, the dynamic nuclear structure factor depends on the masses
of the atoms and the amplitude of their oscillations in the form of the polar-
ization vectors. These structure factors are related, though, in the limit of
q → 0:

lim
q→0

|F (Q)|2 =
|G|2

M
|FN(G)|2 (11)

where M =
∑

j mj. Generally, vibrational modes will not be true eigenstates
due to damping, and the phonon mode will have a Lorentzian lineshape
rather than a delta function for scans along energy if resolution-broadening
is ignored.

For inelastic magnetic scattering, a variety of phenomena can occur. One
common type of magnetic excitations that occurs in magnetically ordered
structures is spin waves, which may involve ferromagnetic or antiferromag-
netic correlations between neighboring spins. Ferromagnetic spin waves dis-
perse quadratically from Bragg peak locations, whereas antiferromagnetic
spin waves disperse linearly from magnetic Bragg peaks. The expression for
the scattering intensity of antiferromagnetic spin waves is similar to that of
phonons in terms of temperature- and energy transfer-dependence, whereas
the intensity expression for ferromagnetic spin waves lacks the 1/ω factor
seen in Equation 9. Magnetic excitations can sometimes also be observed
in the absence of magnetic ordering. For example, magnetic excitations can
be seen in hole-doped cuprate superconductors in the form of an “hour-glass
dispersion” near the wavevectors of the antiferromagnetic spin waves in the
corresponding undoped compound [21], and in the Fe1+yTe1−xSex family of
iron-based superconductors, diffuse magnetic excitations can be seen whose
details vary depending on the temperature and whether the sample can host
superconductivity [39].

In experiments, the effect of the resolution of the instrument may be
nontrivial. It may be accounted for by convolving the measured S(Q, ω) with
a resolution function R(Q−Q0, ω − ω0). Usually, the resolution function is
thought of as a Gaussian function defined in 4-dimensional (Q, ℏω) space.
The resolution function is generally anisotropic, and a feature that is sharp
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as seen along ℏω for fixed Q may appear broad for a different, theoretically
equivalent wavevector; such considerations may need to be taken into account
when choosing where in (Q, ℏω) space to take measurements. Broadening
may also be due to the “mosaic”, which is the spread in domain orientations
in a real (i.e., imperfect) crystal.

2.2.3 Neutron scattering techniques used in this thesis

For the research in this thesis, a number of neutron scattering techniques
were used. In Section 4, to study the phonons of the Fe1+yTe1−xSex family of
iron-based superconductors, we used time-of-flight spectroscopy at HYSPEC3

and triple-axis spectroscopy at MACS and BT74. In Section 5, to study
the magnetic excitations in the cuprate superconductor La1.9Ca1.1Cu2O6+δ,
we used time-of-flight spectroscopy at SEQUOIA5. In Section 6, to study
changes in short-range order and lattice vibrations in the relaxor ferroelec-
tric 68%PbMg1/3Nb2/3O3-32%PbTiO3, we used time-of-flight spectroscopy
at HYSPEC.

3HYSPEC is an instrument in the Spallation Neutron Source at Oak Ridge National
Laboratory in Oak Ridge, TN.

4MACS and BT7 are instruments in the NIST Center for Neutron Research at the
National Institute of Standards and Technology in Gaithersburg, MD

5SEQUOIA is an instrument in the Spallation Neutron Source at Oak Ridge National
Laboratory in Oak Ridge, TN.
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2.3 Overview of topological materials

As motivation for the research on CuxBi2Se3, the proposed topological su-
perconductor discussed in Section 3, this section gives a broad overview of
materials with topologically nontrivial electronic structures.

Topological insulators (TIs) are materials with a topologically non-
trivial electronic structure and a complete band gap.6 For a perfect crystal,
in the absence of effective electron-electron interactions, the Hamiltonian H
for a single electron can be decomposed into matrices H(k), i.e.,

H =
∑
k

(c†1,kc
†
2,k...)H(k)

c1,k
c2,k
...

 , (12)

where cj,k and c†j,k are creation and annihilation operators for an electron
with wavevector k in band j. If n bands are considered, the H(k) are each
an n × n matrix. Due to the translational symmetries of the crystal, these
matrices obey the periodicity H(k) = H(k + G) for any reciprocal lattice
vector G. The band structure thus represents a mapping from k defined on
a D-dimensional torus to H(k), where D is the number of dimensions of the
reciprocal space [4]. Topological invariants can be defined for H(k), forming
equivalence classes of band structures that can be smoothly deformed to each
other while still maintaining the same invariant [4]. These topological invari-
ants are only well-defined if a gap is maintained throughout the Brillouin
zone.

Topological superconductors (and topological superfluids) also have
an energy gap7, and they can be described in a mathematically similar way,
but with an additional particle-hole symmetry. For example, for a BCS
mean-field theory of a system of spinless electrons, the Hamiltonian can be
written [4]

H − µN =
1

2

∑
k

(c†kc−k)HBdG(k)

(
ck
c†−k

)
, (13)

6Semimetals with full band gaps can also be topologically nontrivial in the same way as
TIs, though insulators are often more desirable for applications and research. Confusingly,
“topological semimetals” may refer to Dirac or Weyl semimetals, which are distinct from
“topological insulators”, though they will be briefly discussed as well.

7For time-reversal-invariant superconductors, the topological invariant can be extended
to superconductors with point nodes in their gap [3].
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where c†k and ck are electron creation and annihilation operators written as a
vector in Nambu’s notation, µ is the chemical potential, N is the number of
electrons in the system, and HBdG is the Bogoliubov-de Gennes 2 × 2 block
matrix [4]. HBdG(k) is given by

HBdG(k) = (H(k) − µ)τz + ∆1(k)τx + ∆2(k)τy, (14)

where τx, τy, and τz are Pauli matrices, H(k) is the Bloch Hamiltonian, and
∆1(k) and ∆2(k) define the pairing interaction. HBdG(k) plays a similar role
for classifying topological superconductors as H(k) plays for topological insu-
lators. 3He-B is an example of a 3D TR-invariant topological superfluid [40],
and a number of candidate topological superconductors have been proposed,
such as Sn1−xInxTe [41] and CuxBi2Se3 [2] (the subject of Section 3).

Topological invariants can be specified by a “periodic table” according to
the material’s dimensionality and the eigenvalues of time-reversal (TR) and
particle-hole swapping operators when these symmetries are obeyed [4]. If Θ
denotes the time-reversal operator, and Ξ = τxK denotes the particle-hole
swapping operator with K being complex conjugation, then TR symmetry
would require that

ΘH(k)Θ−1 = H(−k) (15)

and particle-hole symmetry would require that

ΞHBdG(k)Ξ−1 = −HBdG(−k). (16)

The topological invariants, if allowed to be nontrivial, have either a Z form,
meaning they may take on integer values, or a Z2 form, meaning they can only
take on two values. To give a concrete example, a 2D TR symmetry-breaking
system (i.e., the quantum Hall state) can be described by a Z invariant given
by a line integral of the Berry phase i⟨um(k)|∇k|um(k)⟩, where |um(k)⟩ is an
eigenstate of H(k) and ∇k is the gradient in k-space. This “Chern invariant”
has been used to explain the quantized Hall conductivity σxy in the integer
quantum Hall effect [42]. Other examples of topological invariants include
the Z2 invariants for 3D TR-invariant insulators and the Z invariant for 3D
TR-invariant superconductors.

The surface and edge states that are expected to exist between regions
of different topological invariants can be described by a bulk-boundary
correspondance, the relation between the bulk topology and how surface
or edge bands are connected on the boundary. If we consider a region in
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space moving from the bulk of a topologically nontrivial material to the bulk
of a topologically trivial space (which includes the gas or vacuum outside
the sample [4]), the topological invariant for this region must become un-
defined near the interface. This can happen if the conduction and valence
bands meet, resulting in gapless boundary states [43]. The constraints on the
boundary states vary according to symmetries which must be obeyed and the
dimensionality of the boundary. For instance, in systems obeying TR sym-
metry, surface or edge states at time-reversal-invariant momenta (TRIM)
are required by Kramers’ theorem to be at least doubly degenerate. In the
absence of spin-orbit coupling, all states would be degenerate, but with spin-
orbit coupling Kramers pairs of states may split from each other for any
non-TRIM wavevector, and the way these Kramers pairs are connected to
each other in reciprocal space corresponds to the topology of the bulk.

An important concept for applications, beyond the simple existence of
topological boundary states, is that of topological protection, where topol-
ogy and symmetry considerations result in elastic backscattering from non-
magnetic impurities being forbidden. For example, a time-reversal-invariant
2D topological insulator, also known as the quantum spin Hall state, has
helical edge states, in which states with opposite spins propagate in opposite
directions [43]. Non-spin-flip elastic backscattering is forbidden since there
are no backward-moving edge states with the same spin and opposite mo-
menta as the forward-moving states. (Inelastic scattering, however, is still
possible [4].) Thus, the surface states that arise from the topologically non-
trivial nature of the bulk are protected by the system’s time-reversal symme-
try. Similar considerations also apply to the surface states of 3D topological
TR-invariant insulators, with some complications. First, there are now four
Z2 topological invariants for 3D TR-invariant TIs, rather than the single Z2

invariant for 2D TR-invariant TIs. Only if a certain one of these invariants
is nontrivial does one have a “strong TI”, where surface states are protected
by TR symmetry; other sets of nontrivial topological invariant values lead
merely to a “weak TI” with non-robust surface states that are not protected
by TR symmetry[4]. Second, in addition to the absence of backscattering,
the presence of disorder on the surface states of these 3D materials results
in weak antilocalization [4]. For strong TIs, evidence for the absence of
backscattering despite the presence of disorder has been reported, for ex-
ample, in a study on the TI Bi0.92Sb0.08 with spin-resolved angle-resolved
photoemission spectroscopy and quasiparticle interference [44].

In addition to TR-symmetry and particle-hole symmetry, additional topo-
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logical invariants have been found for other symmetries. For example, topo-
logical crystalline insulators (TCIs) are insulators which have topological
surface states on high-symmetry crystal surfaces that are protected by both
TR and certain point group symmetries [45]. TCIs need not have spin-orbit
coupling (necessary for the TR-invariant TIs discussed above). Instead of
the TR-invariant momenta in the reciprocal space of the surface, we con-
sider momenta that are invariant with respect to both TR and certain point
group symmetries, such as reflection or rotational symmetries. The way the
boundary bands are connected between these symmetry-invariant momenta
corresponds to the bulk TCI topological invariant (which is also of type Z2).
However, these momenta are only invariant with respect to the point group
symmetries if the surface obeys these symmetries, which means robust TCI
surface states may only be found on certain high-symmetry surfaces. One
example of a TCI is SnTe, which was theoretically proposed as such [46],
with experimental confirmation soon after [47]. It may also be possible for a
material to be simultaneously a TI and a TCI, as recently claimed for BiTe
[48]. Aside from TIs, TCIs, and topological superconductors, topologically
nontrivial materials have also been classified according to other symmetries,
such as combined particle-hole and mirror symmetry [49], magnetic symme-
tries [50, 51], and non-symmorphic space group symmetries [52, 53].

There is a close relation between Dirac fermions and topological materials,
so here I will briefly describe Dirac and Weyl semimetals. Dirac fermions are
solutions to the Dirac equation. When the mass is zero, the Dirac equation
can be split into two Weyl equations, whose solutions represent Weyl fermions
[54]. The band structure of graphene is known to have conical dispersions
which can be thought of as 2D massless Dirac fermions, and we have already
discussed the similar 2D conical dispersion on the surface of TIs, but it
is also possible to have 3D massless dispersions in the bulk of materials8.
We can consider a Hamiltonian which can be split into H(k) for each k,
and if we consider two spin and two orbital degrees of freedom near where
two bands may touch, the H(k) will be 4 × 4 matrices. The H(k) can
generally be decomposed in terms of an identity matrix and four 4× 4 Dirac
matrices [54]. In three dimensions, with no imposed symmetries, we generally
cannot expect accidental degeneracies to be present. However, if additional

83D massive Dirac dispersions may also be present in materials such as bismuth, where
their presence has been used to explain unusual properties such as bismuth’s large dia-
magnetism [55].
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crystallographic symmetries are imposed, then Dirac points with 3D massless
dispersion relations are allowed in materials known as Dirac semimetals
[56]. 3D Dirac semimetals are also predicted to exist on a phase boundary
between phases with different topological invariants, but in this case tuning of
parameters is required. Weyl semimetals, having 3D Weyl fermions, may
also exist, provided that TR- and inversion-invariance are not both present
[57]. Weyl semimetals are unusual in that Fermi arcs are predicted on the
material’s boundary [57]. Experimental verification of the existence of Dirac
and Weyl semimetals has recently been reported; for example, TaAs was
reported to be a Weyl semimetal [58, 59] and Na3Bi was reported to be a
Dirac semimetal [60].

Unusual quasiparticles known as Majorana fermions can arise on bound-
aries in a number of situations, usually when superconductivity is present.
Majorana fermions have unique properties such as being their own antiparti-
cles. Single E = 0 states of superconductors provide an example of Majorana
modes. Due to the particle-hole symmetry of superconductors, for each state
at energy E ̸= 0, there must be another state at energy −E generated by
the particle-hole swapping operator Ξ, but at E = 0 a single state may exist
on its own [4]. Such a nondegenerate E = 0 state, if it exists, must be a
Majorana mode [61]. Generally, any Dirac fermion creation or annihilation
operator can be written as a superposition of two Majorana creation opera-
tors, so any system of electrons can formally be written in terms of Majorana
fermions, but if a pair of Majorana modes becomes spatially separated, then
a description in terms of Majorana fermions becomes a natural way to ac-
count for the physical degrees of freedom in the system [61]. Single E = 0
modes are topologically protected as long as an energy gap (called a “mini-
gap”) exists between the E = 0 state and other excitations [61]. The reason
for this protection is that, if the Hamiltonian is deformed adiabatically, this
single E = 0 state cannot be perturbed into a state with E ̸= 0 energy be-
cause a discontinuous change would be required in the form of the creation
of a second state at −E. For a pair of E = 0 Majorana states, there is a
splitting of these states’ energies as the Majorana modes are brought close
to each other, so separation of E = 0 Majorana states (which always come
in pairs in real systems) is necessary to take advantage of their topological
protection.

Numerous systems involving superconductors have been proposed to host
Majorana fermions [62]. Examples of 1-dimensional systems that may host
Majorana fermions include the edge of a 2D TR-invariant TI, a 3-dimensional
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TI nanowire threaded by magnetic flux, a semiconductor quantum wire with
spin-orbit coupling, and a helical spin chain formed by magnetic impurity
atoms on a superconductor [61]. Superconductivity is introduced in these
examples via the proximity effect. The E = 0 Majorana states are localized
at each end.9 An important example in 2 dimensions was introduced by Fu
and Kane [63]. They proposed a model in which the surface of a 3D TR-
invariant strong TI is covered by an s-wave superconductor, causing pairing
in the TI due to the superconducting proximity effect. In their model, the
eigenstates for a region centered on a vortex were found to be Majorana
modes. Another example is in 3D TR-invariant topological superconductors,
which have been said to have gapless counterpropagating Majorana states
on their surface (albeit states which are delocalized and are thus less useful
for quantum computation [64]) and a pair of Majorana zero modes bound to
each superconducting vortex [65].

Majorana fermions bound to superconducting vortices in 2-dimensional
systems exhibit non-Abelian exchange statistics, though it should be em-
phasized that free Majorana fermions obey ordinary fermionic statistics [66].
Though well-separated Majorana fermions do not cause a significant splitting
of their E = 0 states, being robust to local perturbations, the relative phases
of these modes in vortices gives rise to non-Abelian exchange statistics. Ex-
change can occur if two vortices encircle each other, and the non-Abelian
statistics of the system as a whole allows these states to be manipulated
globally while being immune to local perturbations. The robustness of ma-
nipulating Majorana fermions in vortices (or states with anyonic statistics
in general [67]) have been proposed for use in “topological quantum compu-
tation” [63, 68]. Quantum computation is when quantum states are manip-
ulated rather than the classical two-state systems in traditional computing.
The excitement around quantum computation is due to the discovery of cer-
tain algorithms that can scale more efficiently than known classical counter-
parts, such as Shor’s algorithm for factoring prime numbers [69]. Topological
quantum computation is the manipulation of quantum states that are robust
with respect to local perturbations due to the system having non-Abelian
exchange statistics [61]. However, it is known that manipulations in topolog-
ical quantum computation are not enough to implement a universal quantum

9In the 2D TR-invariant TI, the “ends” are the locations of junctions between the TI,
a superconductor, and a ferromagnet needed to break TR-symmetry so Kramers’ theorem
does not forbid an unpaired E = 0 state.
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computer, and non-topologically protected manipulations may be necessary
[61].

The discussion so far has focused on abstract concepts, but consideration
of the materials that might host these properties is also important. A large
list of discovered TIs and TCIs as of May 2013 can be found in Ref. [55].
For TIs and TCIs, the prediction of materials has been fairly successful.
For example, members of Bi1−xSbx and Bi2Te3 were predicted to be TIs
[70] before experimental confirmation followed in the form of angle-resolved
photoemission spectroscopy (ARPES) measurement of the conical dispersion
of the surface states10 [72, 73]. Some guidelines have been developed for
predicting TIs [74]. Essentially, we can start by picturing a system that is
a semimetal or a small-band-gap semiconductor. One guideline is to have
strong covalency between the orbitals near the Fermi energy, which can arise
between two elements with similar electronegativities. In a tight-binding
band theory picture, before the mixing is considered, the conduction and
valence bands would be flat and have contributions solely from each of the
two elements involved. The covalency would then introduce a hybridization
between states of each band, especially those near the top of the valence
band and the bottom of the conduction band. Next, spin-orbit coupling may
open a band gap. A balance is needed between having covalency that is too
strong for spin-orbit coupling to open a gap, and an initial band gap that is
too large for sufficient mixing of states to occur. Since spin-orbit coupling
tends to be largest for materials with heavy atoms, the discovered TI and
TCI materials tend to have heavy elements in them; the list of known TIs
and TCIs in Ref. [55] all include at least one element from the 4th or 5th
rows of the periodic table.

In addition to guidelines for the existence of TIs, there are also materials
considerations that affect whether the TIs will be useful for studying their
surface states [75]. For example, the tetradymite (Bi1−xSbx)2(Te1−ySey)3
family of materials, which are nominally intrinsic semiconductors, neverthe-
less tend to have defects such as Se/Te vacancies or antisite defects where
Bi/Sb occupy Se/Te sites [74]; these defects can introduce charge carriers that
make the bulk conducting and mask potential surface transport properties.
Also, while the surface states of a 3D TI should have a conical dispersion, the
vertex of this dispersion may be located within the energy range of the va-

10Spin-resolved ARPES has also been useful to verify the predicted spin-momentum
locking of surface states, e.g., in Bi1−xSbx [71].
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lence or conduction bands, which would also make it difficult to measure the
transport properties intrinsic to the surface’s 2D massless Dirac dispersion.

No materials have yet been verified to have topological superconductiv-
ity11, but there are candidate compounds and some helpful criteria to identify
future possibilities. For example, in 3D TR-invariant topological supercon-
ductors, if the superconducting energy gap is much smaller than the Fermi
energy, which is usually the case, then the topological invariant can be de-
termined from the Fermi surface topology and the pairing gap symmetry
[77]. This criterion becomes simpler if inversion symmetry is present, split-
ting pairing symmetries into odd-parity and even-parity. It can be shown
that even-parity superconductors are topologically trivial [2, 78]. Odd-parity
superconductivity, on the other hand, is guaranteed if the Fermi surface en-
closes an odd number of time-reversal invariant momenta, and possible even
when this is not the case, provided that the signs of the superconducting
order parameter on different Fermi pockets are the same. Unfortunately, few
examples of odd-parity superconductors are known, especially if one requires
TR-invariance [77]. The requirement of odd-parity (and thus unconventional)
superconductivity for inversion-symmetric TR-invariant topological super-
conductors has been, thus far, the primary way of attempting to identify a
topological superconductor. For example, unconventional superconductors
are expected to host Andreev bound states which can be detected in the
form of zero-bias conductance peaks in scanning tunneling spectroscopy or
point-contact measurements data (for example, in CuxBi2Se3 [3, 79–82] or
Sn1−xInxTe [41]).

Candidate TR-invariant topological superconductors include CuxBi2Se3
[1–3], Sn1−xInxTe [41], Cux(PbSe)5(Bi2Se3)6 [83], and numerous others. Most
of the proposed topological superconductors have been materials arising from
other topologically nontrivial materials, such as doped TIs. Possible reasons
for investigating doped TIs may include the common importance of spin-orbit
coupling in TIs and in theories of topological superconductivity [2], or the fact
that a doped TI may still have a 2D topologically nontrivial superconducting
state even if the bulk is a topologically trivial superconductor, as in Fu and
Kane’s model12 [63].

CuxBi2Se3, despite being one of the major candidates for topological su-

11although the B phase of liquid 3He has been described as a topological superfluid [76]
12provided that the necessary doping has not destroyed the topological character of the

bulk band structure [64]
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perconductivity, unfortunately has the problem that it is very inhomoge-
neous, with diamagnetic shielding fractions varying substantially from sam-
ple to sample. In Section 3, I present our research into the effects of various
materials synthesis conditions on the superconductivity in this compound.
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3 Dependence of superconductivity in CuxBi2Se3

on quenching conditions

In this Section, I present our research on the shielding fractions obtained in
the proposed topological superconductor CuxBi2Se3 under various materials
synthesis conditions, noting especially the importance of quenching. This
section is largely reprinted from Ref. [84]; copyright is held by the Ameri-
can Physical Society. Coauthors include myself, Ruidan Zhong, Zhijun Xu,
Genda Gu, and John Tranquada of Brookhaven National Laboratory.

3.1 Abstract

Topological superconductivity, implying gapless protected surface states, has
recently been proposed to exist in the compound CuxBi2Se3. Unfortunately,
low diamagnetic shielding fractions and considerable inhomogeneity have
been reported in this compound. In an attempt to understand and improve
on the finite superconducting volume fractions, we have investigated the ef-
fects of various growth and post-annealing conditions. With a melt-growth
(MG) method, diamagnetic shielding fractions of up to 56% in Cu0.3Bi2Se3
have been obtained, the highest value reported for this method. We inves-
tigate the efficacy of various quenching and annealing conditions, finding
that quenching from temperatures above 560◦C is essential for superconduc-
tivity, whereas quenching from lower temperatures or not quenching at all
is detrimental. A modified floating zone (FZ) method yielded large single
crystals but little superconductivity. Even after annealing and quenching,
FZ-grown samples had much less chance of being superconducting than MG-
grown samples. From the low shielding fractions in FZ-grown samples and
the quenching dependence, we suggest that a metastable secondary phase
having a small volume fraction in most of the samples may be responsible
for the superconductivity.

3.2 Introduction

Materials with topologically nontrivial electronic structures have gained a
great deal of attention recently, both for their unique physics and for their
potential applications. Whereas conventional insulators or superconductors
can be adiabatically transformed into topologically trivial states [4, 77],
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symmetry-protected topological insulators (TI) and superconductors (TSC)
[40, 43, 65, 76, 85] cannot be so transformed without breaking certain sym-
metries, resulting in surface states robust to many kinds of perturbations.
For example, the surfaces of time-reversal invariant TSCs would host Majo-
rana fermions, which are potentially useful for the low decoherence needed
for quantum computation and are also desirable for investigating their unique
properties, such as being their own antiparticles [62, 63, 68].

The recently discovered [1] compound CuxBi2Se3, in which Cu is inter-
calated between layers of the TI Bi2Se3, was soon proposed to be a TSC
[2]. Many experiments have probed topological properties in this material,
with mixed findings. The strongest evidence thus far for TSC has come from
point-contact spectroscopy data [3, 79, 80] showing zero-bias conductance
peaks (ZBCPs) that may be indicative of unconventional superconductiv-
ity. Calculations showed that, for a two-orbital model of the band structure,
every possible unconventional pairing symmetry should be topologically non-
trivial [2, 3], suggesting that CuxBi2Se3 could be a TSC. On the other hand,
scanning tunneling spectroscopy measurements [81] showed no such peaks ex-
cept when superconductor-insulator-superconductor junctions were acciden-
tally formed, suggesting that CuxBi2Se3 is instead an s-wave superconductor
and highlighting the difficulties in making point-contact measurements on
CuxBi2Se3. In addition, spectroscopy with normal-metal/superconductor
junctions [82] showed ZBCPs for a transparent barrier but not for a fi-
nite barrier, raising more doubts about unconventional superconductivity
in CuxBi2Se3. On the other hand, one theoretical study [86] suggested that
the link between unconventional superconductivity and a ZBCP is not as
simple as earlier suggested, and that an odd-parity superconductor with a
cylindrical Fermi surface could account for a peak absence. Findings from
ARPES experiments have also been mixed, with the finding of a conical dis-
persion relation for Cu0.12Bi2Se3[64, 87–91] and other characteristics of the
band structure seen as favoring TSC, but a later study showing that the
Fermi surface encloses an even number of time-reversal invariant momentum
points casting doubt on TSC[91]. In addition, specific heat data [92], nuclear
magnetic resonance data [93], and what have been claimed as anomalously
high superconducting transition temperatures (TC ∼ 3.5 K) for the measured
carrier concentrations (∼10−20 cm−3) [1, 77, 92] have been interpreted as fa-
voring TSC, though the specific heat behavior may have a more conventional
explanation [94].

Unfortunately, the large inhomogeneity and low diamagnetic shielding
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fractions of crystals have contributed to the difficulty in studying this com-
pound, and it would be highly desirable to improve crystal quality and obtain
clearer results. Since the discoverers of CuxBi2Se3 reported only a 20% shield-
ing fraction at their lowest achievable temperature [1] and did not show zero
resistance, there have been doubts as to the bulk nature of the supercon-
ductivity [92]. They used a melt-growth method, where one seals Cu, Bi,
and Se in a quartz ampoule, heats to the melting point, slowly cools the
mixture as crystallization occurs, then quenches. Other groups [79, 95, 96]
used similar methods, obtaining similar shielding fractions, and two of these
groups [79, 96] were able to measure zero resistance in their samples. More
recently, a superconducting fraction of 35% was reported for the melt-growth
method [97]. A different method involving quenching from the liquid state
while using precursor ingredients to avoid Cu2Se production [98] has also
been reported to improve shielding fraction. Alternatively, an electrochem-
ical method has been used [77, 99] to intercalate Cu in pre-grown Bi2Se3
crystals, with reported zero resistance, shielding fractions of up to ∼70%,
and specific heat data indicating bulk superconductivity.

In this paper, we report the effects of various growth conditions on dia-
magnetic shielding fraction in CuxBi2Se3, highlighting changes in conditions
that result in qualitative increases in the likelihood of superconductivity. We
have found shielding fractions as high as 56%, showing that it is possible to
obtain substantial shielding fractions using the melt-growth method; how-
ever, while the occurrence of superconductivity is generally reproducible, the
magnitude of the shielding fraction is not. We investigated the effects of
various quenching and annealing conditions, highlighting the importance of
quenching, which has been investigated in detail for the electrochemical [99]
and quench-from-liquid [98] methods and prescribed but not studied in detail
for the melt-growth method [1]. While not quenching results in little super-
conductivity, its effects appear to be reversible by subsequent annealing and
quenching. Annealing at temperatures of 560◦C or higher before quench-
ing was found to be essential for superconductivity, whereas somewhat lower
temperatures were actually detrimental to superconductivity. Large single
crystals of CuxBi2Se3 grown by the floating zone method are generally non-
superconducting. These observations suggest that the phase responsible for
the superconductivity is metastable.

The rest of the paper is organized as follows. In the next section, we de-
scribe the methods we used for sample growth and treatment, as well as the
characterization methods. In Sec. III, we present our results. Their signifi-
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cance is discussed in Sec. IV, where we point out similarities with KxFe2−ySe2,
another system for which quenching is essential for achieving superconduc-
tivity. A brief conclusion is given in Sec. V.

3.3 Materials and methods

We used two growth methods, the melt-growth (MG) method and a modified
floating-zone growth (FZ) method. For the MG method [1], stoichiometric
amounts of Cu, Bi, and Se were sealed in an ampoule that was sealed within
another ampoule (double-sealed) under 0.2 bar Ar, then the ampoule was
placed horizontally in a small box furnace, heated well above the melting
point to 840◦C, jostled to mix the ingredients, cooled to 640◦C at 18◦C/h,
and then quenched in liquid nitrogen. The inner ampoules were 2mm thick,
had 10 mm inner diameter, and were ∼15 cm long; the outer ampoules had
similar dimensions and were 1mm thick. Typically, CuxBi2Se3 was made
this way in 50g batches. For the FZ method, stoichiometric amounts of Cu,
Bi, and Se were vertically premelted in an ampoule (sealed similarly to the
MG method), then zone-melted from bottom to top in-ampoule using an
image furnace at a rate of 0.6 mm/h, resulting in single crystals of up to
several cm in length. For samples grown by both the MG and FZ methods,
the impact of post-annealing (hereafter, “annealing”) was explored, where
pieces were sealed in a single ampoule (typically, 1mm thick, 10mm inner
diameter, and ∼15 cm long) under 0.2 bar Ar, heated at 580◦C for 4 h, then
quenched in liquid nitrogen. For all growth methods, the Cu, Bi, and Se were
of purities 99.999%, 99.999%, and 99.995%, respectively, and used without
pretreatment.

There have been a number of reports on the best choice of Cu concentra-
tion x for superconductivity, with superconductivity found within 0.1 ≤ x ≤
0.3 for the MG method [1], 0.1 ≤ x ≤ 0.6 for the electrochemical method
[99], and 0.03 ≤ x ≤ 0.5 for a quench-from-liquid method [98]. Our prelimi-
nary data suggested 0.25 ≤ x ≤ 0.35 as an optimal range, so we have focused
our efforts on x = 0.3 when comparing different growth and post-annealing
conditions.

For magnetic measurements, we used a SQUID magnetometer13, with the
field H applied within the cleavage plane (H ⊥ c) to minimize the demagneti-

13Specifically, we used a Magnetic Properties Measurement System instrument pur-
chased from Quantum Design, Inc.
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zation effect. To mitigate the effect of magnetic relaxation [95], we waited 30
seconds after applying the field before measuring the magnetic response. To
calculate shielding fraction, we took data under zero-field cooling at T = 1.7
K for at least two different fields within 0 < H ≤ 2 Oe, and used the slope of
the line fit through these points, the sample’s mass, and the density to cal-
culate the shielding fraction. The density was determined from a cylindrical
piece of an FZ ingot of nominal Cu0.35Bi2Se3 composition. For the resistance
measurements, the four-probe method was used with current applied in the
ab-plane. The temperature was controlled by the magnetometer cryostat.
We performed annealing on pieces thicker than 1 mm and then cleaved sam-
ples from the inside of these pieces for measurement. A direct comparison of
the superconducting properties of cleaved samples before and after annealing
was not possible since annealing thin (< 1 mm) samples invariably resulted
in loss of superconductivity. We suspect this loss was due to preferential
evaporation of Se, which was proposed to be responsible for the n-type dop-
ing of Bi2Se3 [73, 100]. To characterize the composition of our materials,
we used a JEOL 7600F scanning electron microscope (SEM) equipped with
energy-dispersive X-ray (EDX) analysis capabilities located at the Center for
Functional Nanomaterials at Brookhaven National Laboratory. The compo-
sitions measured as a function of position are reported in Fig. 5; in contrast,
the values of Cu concentration cited in the text are generally the nominal
concentrations, corresponding to the elemental mixtures from which samples
were grown.

3.4 Results

In Fig. 5(a) the resistance parallel to the ab-plane is plotted as a function
of temperature for a sample with x = 0.35. Each plotted resistance point
corresponds to the average of ten consecutive measurements; error bars show
standard deviation. The resistance drops to nearly zero from roughly 3.4 to
3.0 K, indicating superconductivity, with a small further decrease down to
1.7 K. Magnetoresistance measurements (not shown) indicated that Bc2 is
between 1 and 7 T, consistent with previous reports [1, 81, 92].

In Fig. 5(b), we plot susceptibility as a function of temperature for a 2.2
mg sample with x = 0.25 having Tc ≈ 3.5 K and a shielding fraction of ∼30%
at 1.7 K. The applied field was H = 2 Oe with H ⊥ c. The magnetization
has a broad transition and seems likely to continue dropping well below ∼1.7
K, our lowest achievable temperature. We have seen similarly broad curves
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Figure 5: (a) Resistance vs. temperature for a single crystal of x = 0.35. (b)
Magnetic susceptibility χ vs. temperature for a single crystal with x = 0.25,
2.2 mg, and ∼30% shielding fraction at 1.7 K. The applied field was 2 Oe
with H ⊥ c, with both ZFC and field cooling (FC) shown. (c) Magnetization
curve for a single crystal with x = 0.35 near 1.7 K, for both H ⊥ c and
H ∥ c, under zero field cooling (ZFC); the shielding fraction was found to
be 48% at 1.7 K. The best-fit line used for shielding fraction calculation has
been plotted. In (b) and (c), two measurements were taken at each field and
temperature respectively, then averaged and plotted. (d,e) Composition as
determined by EDX measurements for samples taken from different sections
of an x = 0.25 FZ ingot. The sections are ordered by increasing height. (d)
Atomic percents of Cu, Bi, and Se. (e) x for the ratio Cux:Bi2 for the first
three sections. (f) Photo of crystals cleaved from section 3 of the same ingot.
The smallest division of the grid is 1 mm.
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for all of our other magnetization vs. temperature data, as well as for data
reported elsewhere [1, 92, 95, 97, 101]. Generally, measured TC values varied
within 2.5 ≤ T ≤ 3.6, consistent with the TC range reported for the electro-
chemical method[99], but unlike in ref. [99] there is no apparent correlation
between TC and nominal x value in our data. This lack of correlation may
be due to the increased inhomogeneity expected for the MG method.

Magnetization data as a function of field are plotted in Fig. 5(c) for a 5.1
mg sample with x = 0.35 and ∼48% shielding fraction at 1.7 K. Both H ⊥ c
and H ∥ c are plotted. The highest shielding fraction that we measured
was 56% for another x = 0.35 sample with similar growth and annealing
conditions. The demagnetization effect was neglected since it is expected to
be small for field applied to a flat crystal within its plane. The dimensions for
the 48% and 56% shielding fraction samples were roughly 1.7×2.1×0.25 mm3

and 1.4 × 0.8 × 0.2 mm3, respectively. These samples were brittle and their
size was small due to attempting to isolate portions with the highest shielding
fractions; typical dimensions for other samples were the same thickness or
less, and longer. These shielding fractions are higher than any previously
reported shielding fractions for the MG method [1, 79, 95–98] and comparable
to those of the electrochemical method [92]. Our magnetization curves for
H ⊥ c and H ∥ c are similar to magnetization curves previously reported[92,
95], with Hc1 significantly larger for H ⊥ c than for H ∥ c. We note that the
minima of the magnetization curves for H ⊥ c varied from roughly 4 Oe to 10
Oe for different crystals, even for the same nominal composition, growth, and
annealing conditions, and there was no apparent correlation with shielding
fraction.

To get insight into how the Cu was incorporated into Bi2Se3, we per-
formed EDX measurements on samples from one of our x = 0.25 FZ ingots
having good crystal quality, as shown in Figures 5(d) and 5(e). We note that
there was a decrease of the measured Cu to Bi ratio with increasing elec-
tron accelerating voltage (and little change for the Se to Bi ratio), possibly
indicating a strong depth dependence in Cu composition, so a high voltage
of 25 keV was used to probe the bulk composition to a greater extent. The
ingot was divided into four sections, ordered by height (see Fig. 5(d), right);
sections 1 to 4 had lengths of 3, 2.5, 5.5, and 1 cm, respectively. In Fig. 5(d),
atomic percentages for Cu, Bi, and Se are plotted for pieces selected from
each section. Fig. 5(e) shows a portion of the same data, but in terms of the
x in the ratio Cux:Bi2. Unfortunately, EDX-measured x values varied widely
for the same nominal x. Even MG Cu0.05Bi2Se3 samples had similar EDX
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x values (not plotted) as for nominal x = 0.25 or 0.3 samples. This varia-
tion is evident in Fig. 5(e). The reason for the inconsistent EDX results is
uncertain, though it is possible that Cu tends to segregate in certain planes,
making those planes easiest to cleave and thus most likely to be probed, or
that Cu segregates to the surface soon after cleaving. Nevertheless, in Fig.
5(d) we see clear evidence of Cu-rich, non-Bi2Se3 related compositions in
section 4, with a large increase in Cu fraction and a deviation from a Bi:Se
ratio of 2:3. These data suggest that, for most of the ingot, CuxBi2Se3 of
lower-than-nominal Cu concentration crystallized as the liquid zone passed
through the starting materials, making the liquid zone increasingly Cu-rich
until the Cu precipitated out at the top of the ingot.

In Fig. 5(f), we show a photo of a crystal cleaved from the inside of
the FZ ingot whose EDX data is plotted in Fig. 5(d) and 5(e); we see that
crystals many cm long can be cleaved from the inside of FZ ingots, unlike
for the MG method where such large crystals are only found at the top
surface (corresponding to the free surface of the melt). A copper coloring
which usually appears on CuxBi2Se3 samples after some time has passed [1]
is present. Usually, this coloring appeared slowly, on the order of weeks or
months, but we have seen similar coloring already present on crystals taken
from an ingot that was quenched from a liquid melt. Despite appearance
changes, we have observed that crystals initially found to be superconducting
remain superconducting for many months afterward, but there is variation
between samples and some loss has been observed. For example, the sample
initially measured to have 48% shielding fraction was measured to have 36%
shielding fraction 19 months later, whereas two other samples, each with 7%
to 8% shielding fractions, still had shielding fractions within this range 7
months later.

Shielding fractions for Cu0.3Bi2Se3 crystals subjected to various growth
and annealing conditions are plotted in Fig. 6(a). After growth (which in-
cluded quenching), crystals were cleaved from the inside of the ingots and
measured (“as-grown”), with remaining parts of the ingots being annealed
and exposed to different cooling conditions: quenching in liquid nitrogen
and cooling within a minute (“quench”); smash-quenching, where the am-
poule is smashed open in liquid nitrogen and cooled within seconds (“smash-
quench”); or furnace-cooling, in which the furnace is shut off and the am-
poule is cooled within several hours (“furnace-cool”). Some of the samples
that were furnace-cooled were later annealed and quenched (“furnace-cool
then quench”). In addition, as-grown and annealed FZ samples (“floating-
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Figure 6: (a) Shielding fractions obtained for samples of Cu0.3Bi2Se3 ob-
tained for various growth and annealing conditions. See text for description of
conditions. The numbers of samples plotted in each row from top to bottom
are 19, 12, 18, 31, 6, 6, and 18. (b) Shielding fractions for MG Cu0.3Bi2Se3
samples obtained after annealing and quenching at the displayed temper-
atures. The numbers of samples plotted in each row from top to bottom
are 11, 31, 6, 6, 6, and 6. In (a) and (b), for each distribution of shielding
fractions (including non-superconducting samples), the boxplot indicates the
median, quartiles, and the most extreme values not greater than 1.5 times
the interquartile range from the median; the triangles represent samples with
negligible diamagnetic response.
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zone” and “floating-zone anneal”) were measured. Due to the large variation
in shielding fractions even for the same conditions, we focus on cases where
there is a qualitative difference between the shielding fraction distributions
for different conditions.

A few findings are readily apparent in Fig. 6(a). First, annealing followed
by furnace-cooling was clearly detrimental to superconductivity, with most
of the samples measured having no diamagnetic response, whereas anneal-
ing followed by quenching had results comparable to the as-grown samples
(which were also quenched), showing the importance of quenching for su-
perconductivity in CuxBi2Se3. Pieces that were annealed and furnace-cooled
and then annealed and quenched showed relatively large shielding fractions,
suggesting that the detrimental effects of annealing and furnace-cooling ap-
pear to be reversible by subsequent annealing and quenching. We see no
clear difference between the quenching and smash-quenching data, suggest-
ing that cooling to room temperature within a minute is sufficiently fast to
allow superconductivity.

The FZ method was much less effective than the MG method for making
superconducting samples. None of the six as-grown FZ samples included
in Fig. 6(a) were superconducting, and we have also found that magnetic
responses at H = 10 Oe for crystals from other FZ ingots with x = 0.25
or 0.35 (not plotted) were also very low. By annealing and quenching, it is
possible to induce superconductivity; however, the shielding fraction tends
to be low compared to the MG samples. It should be noted that the samples
measured tended to be good single crystals cleaved from the middle of the
FZ ingot.

In Fig. 6(b) we show the dependence of shielding fraction on annealing
temperature for MG Cu0.3Bi2Se3 samples that were quenched after annealing.
(All pieces were originally quenched from 580◦C or higher after growth.) We
see that large shielding fractions were achievable after quenching from an
annealing temperature above 560◦C, with lower temperatures appearing to
result in little superconductivity relative to either the as-grown or quenched-
above-560◦C sample sets. The temperature-dependence agrees with data
reported for the electrochemical method [99], with superconductivity found
after annealing between 530◦C and 620◦C, whereas no superconductivity was
found between 500◦C to 520◦C.
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3.5 Discussion

There are a number of aspects of the crystal growth and superconductivity in
CuxBi2Se3 which need explanation. Why does the superconductivity vary so
wildly from sample to sample, with most samples having low shielding frac-
tion but a few having >50% shielding fraction? Why is quenching necessary?
Why do FZ-grown crystals have low shielding fractions?

We can address some of these questions by comparing the MG and FZ
methods. The MG method should result in more inhomogeneity before
quenching on a macroscopic scale than the FZ method. The large Cu con-
centration near the top of the FZ ingot in Fig. 5(d) and the relatively low Cu
concentrations obtained elsewhere suggest that for slow cooling the solubility
of Cu in CuxBi2Se3 is low. Combined with the decreasing melting point of
CuxBi2Se3 with increasing Cu concentration [99, 102], it seems that cooling
slowly from the liquid phase should result in inhomogeneity, with lower-Cu
CuxBi2Se3 crystals solidifying before higher-Cu compositions, as suggested
by others[98]. In the FZ method, the Cu-rich regions would be deposited
toward the end of the ingot under ideal crystal growth conditions, but in the
MG method these regions would be deposited in the interior of the ingot,
increasing the inhomogeneity. If impurity phases were responsible for the su-
perconductivity in CuxBi2Se3, this would provide a natural explanation for
the relative lack of superconductivity in FZ-grown crystals, though another
possibility is that the Cu concentration in the FZ-grown crystals is too low.

For more insight into the source of the inhomogeneity and the supercon-
ductivity in CuxBi2Se3, we consider two cases: primary-phase, where the
superconductivity arises from regions having the same phase as Bi2Se3; or
secondary-phase, where the superconductivity arises from an impurity phase.
In both of these cases, quenching above 560◦C is presumed to preserve the
configuration at high temperatures, while annealing and quenching within
550◦C to 520◦C (and probably lower) is presumed to equilibrate the system
to the lower-temperature configuration.

For the primary-phase case, the superconductivity should arise from suffi-
ciently highly-intercalated Bi2Se3 regions, since our lower-than-nominal Cu-
intercalated Bi2Se3 FZ crystals were non-superconducting. (It should be
noted, though, that a CuxBi2Se3 thin film with x = 0.12 was found non-
superconducting[103] even with a carrier concentration higher than reported
for bulk superconducting samples [1].) To account for the necessity of quench-
ing, we presume that highly-intercalated Bi2Se3 may be stable at high tem-
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peratures but may decompose to less-intercalated Bi2Se3 and Cu-rich impu-
rity phases upon slow cooling, a decomposition which should be reversible
with further annealing and quenching. While this scenario is consistent with
some observations, we feel it does not provide a natural explanation for the in-
homogeneity; assuming that the copper is intercalated homogeneously above
560◦C, one should only expect inhomogeneity after quenching in this scenario
if only a small portion of the sample cooled quickly enough.

For the secondary-phase case, the role of quenching would be to preserve
a phase separation rather than a single phase. Specifically, at high temper-
atures we assume a phase separation between a less Cu-intercalated Bi2Se3
phase and a Cu-rich impurity phase, with the impurity phase being only
metastable at lower temperatures. The Cu-rich phase would be the most
obviously responsible for the superconductivity considering the low shielding
fractions and the majority Bi2Se3 phase present in most samples.

This situation is similar to that of KxFe2−ySe2, another layered super-
conducting system that must be quenched from high temperature in order
to obtain superconductivity [104]. While the dominant phase, with ordered
Fe vacancies, exhibits antiferromagnetic order with large magnetic moments
[105], it is now clear that the superconductivity in KxFe2−ySe2 is driven by
a second, epitaxial phase that may be vacancy free [106–109]. The sec-
ond phase can only be obtained by quenching; slow cooling yields only the
vacancy-ordered antiferromagnet [110]. TC values remain nearly constant
around 30 K with varying composition [111], suggesting that the secondary
phase maintains a similar composition despite changes in nominal compo-
sition. Though TC varies to a greater extent in CuxBi2Se3, it also appears
to be bounded, with the lowest reported TC being 2.2 K and shielding frac-
tions being maximized for intermediate TC in electrochemically-doped sam-
ples [99]. Given the limited shielding fraction in CuxBi2Se3 and the similar-
ities to KxFe2−ySe2 discussed above, as well as the lack of superconductivity
in the FZ-grown crystals, which are expected to have higher crystal quality
than MG-grown crystals, the possibility that the superconductivity might be
due to a yet-to-be-identified second phase deserves consideration.

3.6 Summary

In summary, we have investigated various growth and annealing conditions
on CuxBi2Se3 and identified their effects on shielding fractions. Shielding
fractions as high as 56% have been measured, showing that a substantial
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shielding fraction is possible for the MG method, though typical values are
much lower. Quenching after annealing at a sufficiently high temperature was
shown to be crucial to obtaining superconductivity, as equilibrated samples
from furnace-cooling are generally non-superconducting. One can recover
superconductivity in such samples by subsequent annealing and quenching.
FZ-grown crystals had negligible superconductivity. The anneal and quench
treatment can yield significant shielding fractions in MG samples, but for the
large FZ-grown crystals, the fraction is always small. EDX measurements on
the FZ ingots indicate that the Cu concentration is substantially lower than
the nominal value in the feed rod throughout most of the growth process.

The fact that quenching is essential indicates that the superconducting
phase is metastable. In combination with the observation that shielding
fractions are usually very small, we suggest that the superconductivity might
be driven by a secondary phase that makes up a small volume fraction of the
sample.
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4 Anomalous phonon mode in

Fe1+y−zNizTe1−xSex

In this Section, I present research characterizing anomalous phonon mode be-
havior in samples of the Fe1+yTe1−xSex iron-based superconductor family, in-
cluding nickel-doped compositions. This research is unpublished. I have had
assistance in this research from Zhijun Xu, who was at U. C. Berkeley, Igor
Zaliznyak, Guangyong Xu, Genda Gu, and John Tranquada of Brookhaven
National Laboratory, David Fobes of Los Alamos National Laboratory, Barry
Winn of Oak Ridge National Laboratory, and Jose Rodriguez-Rivera and Pe-
ter Gehring of the National Institute of Standards and Technology.

4.1 Abstract

We present neutron scattering studies on samples of five Fe1+y−zNizTe1−xSex
compositions, focusing on a recently studied anomalous phonon branch. Though
the dispersion of this branch appears to identify it as the c-axis polarized
transverse acoustic mode branch, the branch can be clearly seen in the
HK0 plane, where the neutron scattering intensity of c-axis polarized phonon
modes should be zero. Also, this branch is clearly visible in Brillouin zones
corresponding to forbidden Bragg peaks, even where the in-plane-polarized
acoustic phonon modes are too weak to be detectable. We suggest that dis-
order may cause a depolarization of the c-axis polarized transverse acoustic
modes, resulting in the anomalous visibility of this mode. No clearly anoma-
lous behavior is seen in the temperature dependence of the dispersion or
intensity of this mode. There may be a correlation between the ability to
host superconductivity and the intensity of the anomalous phonon mode, as
found from comparing anomalous mode intensities between superconducting
and non-superconducting samples measured on the same instruments.

4.2 Introduction

The iron-based superconductors (FeBS) continue to be the source of debate
as to the role of magnetic and orbital correlations in their superconducting
and magnetic properties. Though neutron scattering experiments on these
materials have focused mainly on the magnetic excitations in these com-
pounds, there are other properties that are not well understood, such as the

46



recently reported anomalous phonon mode [10].
Generally, the FeBS phase diagrams have a magnetically ordered parent

compound having long-range antiferromagnetic (AFM) order that sets in at
a temperature TN , with a structural phase transition at the same or slightly
higher temperature TS. For most FeBS, magnetic order is suppressed and
superconductivity appears with sufficient electron- or hole-doping, though in
the Fe1+yTe1−xSex system these changes happen with isovalent substitution
[112] (see Fig. 7). In Fe1+yTe1−xSex, superconductivity can be suppressed
if the interstitial Fe content y is too high, or if another transition metal
such as Ni is substituted for Fe [9]. Figure 8 shows the crystal structure of
FeTe1−xSex. At high temperatures, the crystal is tetragonal throughout the
phase diagram with symmetry P4/nmm [113]. Nickel substitution up to 10%
does not appear to change this symmetry [114]. Below TS, orthorhombic and
monoclinic phases have been found in Fe1+yTe, depending on y [115], and
in Fe1+yTe1−xSex for compositions not too far from FeSe there is a lower-
temperature orthorhombic phase [113, 116].
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Figure 7: Schematic illustration of the phase diagram for FeTe1−xSex, based
on Ref. [112]. “SC” labels the superconducting region of the phase diagram,
and “SDW” labels the region with spin-density wave antiferromagnetic order;
the upper boundaries of these regions are the transition temperatures for
superconductivity and antiferromagnetic order, respectively.

47



Figure 8: Crystal structure for FeTe1−xSex as seen from along the c-axis
(left) and from the side (right). Yellow spheres are Fe, green spheres are
anions (Te or Se). “u” and “d” label anions that are above and below the
plane of Fe ions, respectively. Images generated by the software VESTA
[117].
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Binding forces are an important part of structural properties, and they
can be probed by measuring the properties of the acoustic phonons or the
elastic constants. Most of the studies of the acoustic phonons or elastic
properties of FeBS have focused on anomalies around the structural phase
transition [118–124]. Unusual behavior, however, was recently observed in
the form of an anomalous phonon mode branch emanating from the (100)
forbidden Bragg peak, as seen by neutron scattering [10]. (100), (210), and
many other peaks at L = 0 reciprocal lattice wavevectors are forbidden due
to the neutron scattering amplitudes from the two Se/Te anions canceling
each other out14. ((H,K,L) denote coordinates in reciprocal space. See Fig.
9 for some of the forbidden peak positions.) Although acoustic phonons from
symmetry-forbidden Bragg peak wavevectors are not themselves forbidden,
the phonon’s dynamic structure factor should approach zero as the phonon
wavevector q → 0, where q is defined relative to the Brillouin zone (BZ)
center wavevector G [37]. However, the measured ℏω-dependence of the
intensity of this mode was reported to be inconsistent with this requirement
[10].

To further study this anomalous phonon mode, we have conducted in-
elastic neutron scattering experiments on a number of Fe1+yTe1−xSex and
Fe1+y−zNizTe1−xSex single crystals, studying the phonon modes in the HK0
and H0L planes. We identify the anomalous phonon mode, which is most
clearly seen emanating out from the (100) and (210) forbidden Bragg peaks,
as the c-axis polarized transverse acoustic (TA′) phonon based on a compari-
son of its dispersion along (H00) with the dispersion of the TA′ branch as seen
along (H0L). However, the neutron scattering intensity of such a mode in
the HK0 plane is expected to be zero. The TA′ mode is clearly visible in the
HK0 plane near forbidden Bragg peak wavevectors, which is unusual since
the longitudinal acoustic (LA) and the ab-plane polarized transverse acoustic
(TA) modes are sufficiently weak to be undetectable near these wavevectors.
Two modes appear to be present along (00L), even though only the pre-
sumptive c-axis polarized longitudinal acoustic mode should have non-zero

14For L = 0, the scattering amplitudes from each anion should not depend on the c-axis
position. If we look at the crystal structure along the c-axis, as shown in Fig. 8 on the
left, there are two anions per unit cell, one above the plane of Fe ions, and another below
the plane; these are labeled “u” and “d”. With L = 0, the effective symmetry is the
checkerboard symmetry we see when we are allowed to ignore the difference between the
“u” and “d” anions. As a result, peaks with L = 0 and odd H + K are forbidden, as
shown in Fig. 9.
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Figure 9: Schematic diagram for the expected elastic scattering peaks in
the HK0 plane. Empty circles (e.g., at (100)) denote Bragg peaks forbidden
by symmetry.

intensity along this line. We propose that disorder, perhaps related to varia-
tion in anion height for different anions, may explain the anomalous visibility
of these modes. In addition, we provide evidence that superconducting sam-
ples may have more intense anomalous mode intensities in the HK0 plane
than non-superconducting samples. There is no clear temperature depen-
dence except for a slight softening from 4 to 300 K, and the temperature
dependence of the anomalous mode intensity along (H00) roughly follows
the Bose factor, as expected.

4.3 Experimental Details

Measurements were taken on Fe1+yTe1−xSex and Fe1+y−zNizTe1−xSex single
crystals grown by unidirectional solidification[9]. Samples of five composi-
tions were measured: two superconducting samples (SC45 and SC65), and
three non-superconducting samples (NSC45Ni10, NSC70, and FeTe); see Ta-
ble 1 for detailed information. The non-superconductivity of NSC45Ni10 is
presumed to be due to Ni-doping, which suppresses superconductivity [114],
and the non-superconductivity of NSC70 is presumed to be due to excess
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Table 1: Sample names, nominal compositions, TC if superconducting,
masses, lattice constants a and c used in defining reciprocal lattice parame-
ters for data analysis, instruments used in neutron scattering measurements,
and scattering plane.
name nominal composition TC mass a (Å) c (Å) instrument scattering plane

SC45 FeTe0.55Se0.45 15 K 23.4 g 3.79 6.03 MACS HK0
HYSPEC H0L

NSC45Ni10 Ni0.1Fe0.9Te0.55Se0.45 none 12.3 g 3.79 6.03 MACS HK0
HYSPEC H0L
BT7 H0L

SC65 Fe0.98Te0.35Se0.65 14 K 22 g 3.80 6.10 HYSPEC HK0
NSC70 Fe1.08Te0.3Se0.7 none 18.1 g 3.80 6.10 HYSPEC HK0
FeTe Fe1.12Te none 22 g 3.82 6.28 HYSPEC HK0

HYSPEC H0L

iron, which is known to suppress superconductivity in samples with Se frac-
tions within the superconducting region of the FeTe1−xSex phase diagram
[125].

Inelastic neutron scattering experiments were performed on the HYSPEC
time-of-flight spectrometer at the Spallation Neutron Source at Oak Ridge
National Laboratory [126], the BT7 triple-axis spectrometer at the NIST
Center for Neutron Research (NCNR) at the National Institute of Stan-
dards and Technology (NIST) [127], and the MACS triple-axis spectrometer
equipped with a multi-analyzer at the NCNR [128]. For the MACS mea-
surements on SC40 and NSC45Ni10, data were taken in the HK0 scattering
plane, with Ef fixed to 5 meV; data sets corresponding to different energy
transfers ℏω were obtained. For the BT7 measurements on NSC45Ni10, data
were taken in the H0L plane, with Ef fixed to 14.7 meV, collimations set to
open-80′-s-80′-120′, and two pyrolitic graphite filters placed after the sample
to remove signals from higher-order neutrons. For the HYSPEC measure-
ments on SC65 and NSC70, data were taken in the HK0 scattering plane with
an incident energy of Ei = 20 meV and a Fermi chopper frequency of 180 Hz.
For Fe1.12Te, measurements at HYSPEC were taken in both the HK0 and
H0L planes, with incident energies set to Ei = 24 and 15 meV and Fermi
chopper frequencies set to 240 and 300 Hz, respectively. For the Fe1.12Te
H0L data, before further processing, averaging was performed within a sam-
ple rotation angle range of 3◦, and a background obtained from an empty
can scan at 300 K was subtracted. The HYSPEC measurements on SC40
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and NSC45Ni10 were performed in the H0L scattering plane, with Ei = 20
meV and a Fermi chopper frequency of 180 Hz. At MACS, measurements
were also taken in the HK0 plane, with Ef fixed to 5 meV.

Unless otherwise noted, neutron scattering data taken in the HK0 plane
were mapped into the H ≥ 0, K ≥ 0 quadrant by rotations by multiples of
90◦, and data taken in the H0L plane were mapped by reflection (“folded”)
into the H ≥ 0, L ≥ 0 quadrant. Some of the HK0 data were additionally
folded about H = K into the H ≥ K region as indicated in the text. These
mappings were done prior to obtaining slices of the data or performing curve-
fitting. In all intensity maps, the data were smoothed. All intensities are in
arbitrary units, but are consistent for all data presented for the same sample
measured on the same instrument in the same scattering plane. A tetragonal
unit cell was used for data analysis, with lattice constants as listed in Table 1.
All wavevectors are reported in reciprocal lattice units. Error bars represent
statistical error and correspond to 1 standard deviation from the observed
value unless otherwise noted.

4.4 Data and Analysis

4.4.1 Phonon dispersions

We start by showing the acoustic phonon branches in the HK0 plane
in Figure 10. Fig. 10(a) shows a neutron scattering intensity map of the
acoustic phonon modes at ℏω = 7.5 meV for SC45 at 300 K. Three acoustic
phonon branches can be seen, but only two are expected to be seen in the
HK0 plane due to the expected mode polarization-dependence of the neutron
scattering intensity. The dynamic structure factor (contained in the formula
for single-phonon neutron scattering intensity) is as follows [37]:

F (Q) =
∑
j

b̄j√
mj

(Q · ξq,js)eiQ·dje−Wj . (17)

Here, j labels the jth atom in the unit cell, mj is the atom’s mass, b̄j is the
nucleus’s average neutron scattering length, dj is the site of the jth nucleus,
e−Wj is the Debye-Waller factor, and ξq,js is the phonon polarization vector
of the jth nucleus and the sth phonon branch at wavevector q away from
the nearest reciprocal lattice wavevector. Given the symmetry of the crystal
structures of our samples for all the temperatures measured, the polariza-
tion vectors of modes at high-symmetry q should lie along high-symmetry

52



Figure 10: (a) Neutron scattering intensity maps showing the acoustic
phonons for sample SC45 measured on MACS at T = 300 K in the HK0
plane. The data in (a) were taken at ℏω = 7.5 meV. (b) Schematic diagram
of the locations in the HK0 plane of the phonon branches of the anomalous
(TA′) mode (blue solid line), the transverse acoustic (TA) mode (red dashed
line), and the longitudinal acoustic (LA) mode (green dot-dashed line). (c)
Neutron scattering intensity map for SC45 at T = 300 K as a function of
energy transfer ℏω and momentum transfer along (H00). The data in (c)
were taken at K = 0 and averaged within 0 ≤ K ≤ 0.05. Data displayed in
(a) and (c) were folded across H = 0, K = 0, and H = K. (d) Dispersions of
phonon branches for the T = 300 K SC45 data, with momentum transfer in
terms of q obtained by constant-ℏω fits along (H00) and (2K0), as explained
in the text. Data were averaged within ∆K = ±0.05 for fits along (H00)
and ∆H = ±0.05 for fits along (2K0).
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directions. For example, for wavevectors on the (H00) line, there should be
one mode polarized in the longitudinal direction, one mode polarized trans-
versely in the ab-plane, and one mode polarized tranversely in the c-direction.
The Q · ξ factor is only nonzero for the longitudinal modes, so the phonon
branch closest to (200) is determined to be the LA mode, and by similar
reasoning the other branch near (200) is determined to be the TA branch
polarized in the ab-plane since TA′ phonons, polarized transversely in the
c-direction, should ideally have zero intensity within the HK0 plane. As we
will show below, however, the third phonon branch, dispersing prominently
out of (100) and (210), can be identified as the TA′ branch by matching its
dispersion along (H00) to that along (H01), where the TA′ intensity should
be nonzero. Nevertheless, the TA′ branch is clearly seen in the HK0 plane
for all of the samples in the Fe1+y−zNizTe1−xSex family that we measured
(i.e., those in Table 1) at all of the temperatures we measured (from 4 to 300
K).

The LA and TA modes appear to be so weak near the forbidden Bragg
peaks (100) and (210) that they cannot be seen. This weak intensity can
be explained by the requirement that the dynamic structure factor must
approach zero as the static structure factor approaches zero (as it does for
forbidden Bragg peaks):

lim
q→0

|F (Q)|2 =
|G|2

M
|FN(G)|2 (18)

where G is the Bragg peak wavevector, q = Q−G, M =
∑

j mj, and FN(G)
is the static structure factor which is zero for forbidden peaks. However, the
visibility of the TA′ branch near the forbidden peaks is unexpected.

Figure 10(b) shows a schematic diagram of the three acoustic phonon
branches in the HK0 plane. Figure 10(c) shows an intensity map from the
same data set as for Fig. 10(a), but with intensity plotted against ℏω and
momentum along (H00). The TA′ mode dispersing from (100) and the LA
mode dispersing from the direction of (200) can clearly be seen. In addition,
intensity is present underneath the LA mode, possibly indicating the presence
of the anomalous mode near (200). By fitting to these data, the dispersions
of the three branches along (H00) and symmetry-equivalent wavevectors can
be compared, as shown in Fig. 10(d). All three dispersions are distinct.

In Figure 11 we show dispersions along different directions, with plots of
intensity against ℏω and momentum along with quantitative comparisons of
the dispersions. Figures 11(a) and (c) show the TA′ branch along (1.9, K, 0)
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Figure 11: (a,c,e) Data showing a similar dispersion for the anomalous
modes near (100) and (210). (b,d,f) Data showing a similar dispersion for
the anomalous mode along (H00) and the c-axis polarized TA′ mode mea-
sured along (H01). All of these data were taken on SC45 at 300 K. (a) and
(c) show data taken on MACS in the HK0 plane. In (a), data were averaged
within 1.85 ≤ H ≤ 1.95 and plotted along energy transfer ℏω and momen-
tum transfer (1.9, K, 0). In (c), the dispersions of the anomalous mode near
(100) and (210) are plotted, as obtained from fits to constant-ℏω scans along
(H, 0.1, 0) and (1.9, K, 0). (b) and (d) show data taken on HYSPEC in the
H0L plane. Data were averaged within ∆H = ±0.1 and plotted along ℏω
and either (H00) for (b) or (H01) for (d). In (f), the dispersions of the
anomalous mode along (H00) and the c-polarized transverse acoustic mode
along (H01) (the lower-energy mode dispersing from (101)) are plotted, as
obtained from fits to constant-ℏω scans along (H00) and (H01).
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and (H, 0.1, 0), and the fitted values in Fig. 11(e) confirm that the branches
near (100) and (210) have the same dispersions along symmetry-equivalent
directions. (We compare (1.9, K, 0) and (H, 0.1, 0) rather than (2K0) and
(H00) due to limited detector coverage along those lines.) Figures 11(b)
and (d) show the branches along (H00) and (H01). Along (H00), the TA′

branch is seen dispersing from (100) and the LA branch is seen dispersing
from (200). Along (H01), where we expect the TA′ branch to be visible along
with the LA branch, both branches indeed disperse from (101) and (201). A
comparison of the TA′ branches along (H00) and (H01) from fitting is shown
in Fig. 11(f), confirming that the anomalous mode dispersing out of (100) is
indeed the c-axis-polarized TA′ mode.

Figure 12: Neutron scattering intensity maps along energy transfer and
(00L) for FeTe and SC45 at 300 K from data taken in the H0L plane. Data
were averaged within 0 ≤ H ≤ 0.1. The data taken for FeTe had higher
resolution due to the lower Ei used (15 meV for FeTe, 20 meV for SC45).

Since the TA′ mode is anomalously visible along (H00), one might suspect
an anomalous visibility of a mode along (00L), which, like (H00), should only
have nonzero intensity from longitudinal acoustic phonons due to the Q · ξ
factor. Fig. 12 shows intensity maps of modes along (00L) for FeTe and SC45.
We can see two modes dimly visible for FeTe (whose data was taken at lower
incident energy Ei and thus better energy resolution). For SC45, the data
are not clear enough to confirm the presence of two modes. Separate mea-
surements of intensity vs. ℏω at certain wavevectors along this line are shown
in Fig. 13 for NSC45Ni10. When we compare the data for different Brillouin
zones, i.e, (0, 0, 2.3) vs. (0, 0, 4.3) and (0, 0, 2.5) vs. (0, 0, 4.5), we see a couple
of behaviors that suggest that two modes are present, though the resolution
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Figure 13: Phonon modes seen along (00L) near (002) and (004) in
NSC45Ni10 at 300 K as measured in constant-Q scans on BT7. The wavevec-
tors are listed in the legends. Intensities at (0, 0, 2.3) and (0, 0, 2.5) were
multiplied by 8 for ease of comparison.

is too broad to distinguish them clearly. First, the energy of the maximum
of the phonon lineshape changes between BZs, shifting toward higher energy
near (004) as compared to (002), and second, the wavevector-dependence
of the intensity varies differently, with a marked drop in peak intensity for
(0, 0, 4.5) as compared to (0, 0, 4.3), but little change for (0, 0, 2.5) as com-
pared to (0, 0, 2.3). The simplest explanation is that two phonon modes are
present, and their intensities vary in different manners as we move from the
(002) BZ to (004), possibly presenting another case of a branch being visible
even when it is expected to have zero intensity according to the Q · ξ factor
in Eq. 17.

More views of the acoustic phonon branches can be seen in Figure 14
for FeTe and NSC70, which shows neutron scattering intensity maps from
data taken in the HK0 plane. Figures 14(a) and (b) confirm the anomalous
visibility of the TA′ branch along (H00) in these compositions. Data taken
along (H20) can be seen in Figure 14(c) and (d), showing the ab-polarized TA
mode dispersing from (020). (A hint of the TA′ dispersing from (120) can also
be seen for NSC70.) Surprisingly, in both samples the TA mode appears to
transition from dispersing toward greater |ℏω| to flattening around |ℏω| ≈ 10
meV, rather than bending back toward (120) (or simply having intensity
drop to undetectable values near (120)) as might be expected given that the
phonon dispersion curves should have the periodicity of the reciprocal lattice.
This behavior may be explainable by the symmetry of the crystal. The unit
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Figure 14: Phonon dispersion curves as seen from neutron scattering inten-
sity maps of FeTe (a,c,e) and NSC70 (b,d,f) at 300 K along energy transfer
ℏω and momentum transfer along (a,b) (H00), (c,d) (H20), and (e,f) (1K0).
Data were taken in the HK0 plane. The data were averaged within, respec-
tively, 0 ≤ K ≤ 0.1, 0 ≤ K ≤ 0.1, and 0.9 ≤ H ≤ 1.1 for (a,b), (c,d), and
(e,f). The incident energies were Ei = 24 meV for FeTe and Ei = 20 meV for
NSC70. In addition to mapping the data into the H ≥ 0, K ≥ 0 quadrant via
90 degree rotations, the data in (a) and (b) were additionally folded across
H = K.
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cell of the system (Fig. 8) has Se/Te anions at (0, 0.5) and (0.5, 0) and Fe ions
at (0, 0) and (0.5, 0.5) in the ab plane, with both Fe ions at z = 0 and each
of the anions above and below the Fe-plane at a certain z value. Though the
anions are positioned on opposite sides of the Fe-plane, the restoring forces
on these ions for displacements within the xy plane should be the same due
to the symmetry of the lattice, and thus one would expect phonons polarized
in the ab plane to have a dispersion corresponding to a hypothetical 1-Fe
unit cell resulting from both anions being functionally identical. Also, since
L = 0, the neutron scattering contributions from the two anions should not
depend on anion height. We may expect the dispersion to thus extend from
(100) to (120), corresponding to an effectively 1-Fe unit cell symmetry for a
2-Fe unit cell notation. We note, though, that this argument should hold for
the LA mode polarized in the ab plane as well, but we do not observe any
sign of spectral weight connecting the (200) and (000) LA modes. As for the
TA′ branch, for wavevectors in the HK0 plane these vibrations are along the
c-axis, so that the effective symmetry due to the positions of the anions in
the ab-plane is broken. Thus, for the TA′ branch, the bending toward (210)
seen in Fig. 11(d) would be consistent with this explanation. Figure 14(e)
and (f) show the acoustic phonons near (110) and another view of the flat
part of the TA mode seen in Figures 14(c) and (d). The TA mode can be
seen near −10 meV at K = 2 and appears to disperse toward greater |ℏω| in
either K-direction.

We look at the temperature dependence of the TA′ dispersion along (H00)
in Figure 15 for SC45 and NSC45Ni10. Fits were done to constant-energy
data subsets to map out the dispersions. We find little change in the dis-
persions except for a slight decrease in the steepness of the dispersion with
heating.

4.4.2 Phonon intensities - temperature and composition depen-
dence

To check the anomalous TA′ mode intensity for possible deviations from
the expected temperature dependence of phonons, in Fig. 16 we plot inte-
grated intensities obtained from fits for the TA′ mode along (H00). The
intensity is divided by 1/(1−e−ℏω/kBT ) to account for the expected Bose fac-
tor temperature dependence of phonons. Roughly speaking, the anomalous
TA′ mode intensity does seem to follow the expected Bose factor dependence,
though we note that there may be an additional intensity drop for wavevec-
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peak, with q plotted on the horizontal axis.
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Figure 16: Integrated intensities from fits to TA′ phonon peaks along (H00)
for SC45 and NSC45Ni10 at various temperatures. Data were taken on
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tors approaching the zone boundary (H = 1.5) which we cannot confirm or
rule out due to the limited statistical quality of the data.
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Figure 17: Ratios of the integrated intensities of TA′ mode phonon peaks
along (H00) of SC45 divided by those of NSC45Ni10, from data measured
on MACS at 150 and 300 K in the HK0 plane. Intensities were found by
fitting to the TA′ mode phonon peak in each constant-energy cut, averaging
within 0 ≤ K ≤ 0.1. Points marked with a black circle were found from fits
to single phonon peaks at (1 + q, 0, 0); points marked with a black triangle
were found from fits to two phonon peaks at (1 + q1, 0, 0) and (1 − q2, 0, 0).
Blue square markers represent fits to the LA mode along (H00). The errors
of the intensity ratios were found by propagating the errors of the individual
intensity values found from the fits for each energy.

To check for variation with composition of the TA′ mode intensity along
(H00), Fig. 17 shows the ratios of the fitted TA′ intensities between SC45
and NSC45Ni10. For comparison, intensity ratios of similarly fitted LA mode
peaks are also plotted. These results suggest that the anomalous TA′ mode
intensity is more intense in SC45 than in NSC45Ni10, especially at low en-
ergies, after comparing with the intensity ratios of the LA mode in both
samples.

For the data measured on HYSPEC, a cruder method of comparing
phonon spectral weight was used. This method can be summarized as in-
tegrating the spectral weight in a broad region near (100), and comparing
changes with respect to composition with a similar value obtained near (200)
used for normalization. The integrated intensity near (100) should be almost
entirely that of the anomalous TA′ mode intensity, judging from the unde-
tectably small intensity of the other two modes near (100). The phonons
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Figure 18: Neutron scattering intensity maps of NSC70, SC65, and FeTe in
the HK0 plane at ℏω = −5 meV. Data were taken on HYSPEC at 300 K.
Data were mapped into the H ≥ K region by reflection across H = K and
averaged within −5.25 ≤ ℏω ≤ −4.75 meV. The black rectangles represent
the ranges of the cuts used in Fig. 19. The white rectangles represent the
ranges of the cuts used in Fig. 20.

near (200) were used for normalization since the conventional LA and TA
phonons have a large intensity near (200), but we should remember that
the TA′ mode may also have anomalous intensity near (200), and thus this
method of normalization may underestimate changes in anomalous TA′ inten-
sity with composition. In each region, data were averaged within a certain
H-range and plotted along K; the background was determined, and then
these data subsets were numerically integrated along K with the background
subtracted. To illustrate, Figure 18 shows constant-energy slices for data
obtained at HYSPEC for NSC70, SC65, and FeTe at 300 K. Spectral weight
near (200) corresponds to the LA and TA modes; these two modes would
be clearly distinguishable if the color scale were set to a greater intensity
range. We note that our SC65 sample had two domains with orientations in
the HK0 plane separated by ∼8◦-9◦, explaining why the (200) phonon spec-
tral weight is more spread out compared to the NSC70 and FeTe data. The
black and white rectangles represent the regions used for integrating spectral
weight near (200) and (100).

Figures 19 and 20 show the cuts along K used to integrate the spectral
weight near (200) and (100). For Fig. 19, data were averaged within 1.5 ≤
H ≤ 2 and ∆(ℏω) = ±0.5 meV. The greater intensity near (200) meant
that data could be obtained at 1 meV step sizes, but the limited detector
coverage for ℏω > 0 meV meant that only neutron energy-gain (i.e., ℏω < 0
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Figure 19: Neutron scattering intensity along K, averaged within 1.5 ≤
H ≤ 2 and ∆(ℏω) = ±0.5 meV of the energy transfers listed on top for each
column. The composition for each row is listed on the vertical axis. All data
were taken at 300 K on HYSPEC in the HK0 plane. The shaded areas are
the integrated phonon intensities near (200) used for normalization. The red
lines denote the background level, determined by the mean intensity within
the regions delimited by the blue lines.
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meV) scattering data was used. For Fig. 20, data were averaged within
1 ≤ H ≤ 1.5 and ∆(ℏω) = ±1.5 meV. In both sets of plots, the background,
shown as a red line, was calculated by finding the mean of the intensity within
the regions delimited by the vertical blue lines, which were located by eye to
find an appropriate background region. The shaded areas correspond to the
values computed by numerical integration along K of the spectral weight.
For the data in Fig. 19, the background is fortunately clearly distinguishable
from the (200) phonon spectral weight. The two peaks in the SC65 cuts are
due to the two domains present in this sample. For the data in Fig. 20, there
is more ambiguity in distinguishing background from (100) phonon spectral
weight, though for NSC70 the distinction is relatively clear.
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Figure 21: (a) Integrated intensities near (200) corresponding to the gray
regions in the plots in Fig. 19. (b) Integrated intensities near (100) corre-
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of integration. (c) Ratios of the integrated intensities shown in (a) and (b)
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Figure 21 shows the results of computing the integrated areas of the
shaded regions in Figures 19 and 2015. Fig. 21(a) and (b) show the inte-
grated intensities near (200) and (100), respectively. Fig. 21(c) and (d) show
the calculated intensity ratios from the data shown in Figures 21(a) and (b).
In Fig. 21(c), the NSC70/SC65 (200) intensity ratios seem consistent with
each other, and while the (100) intensity ratios show a much larger mutual
discrepancy, both values are well beneath the (200) intensity ratios. These
results suggest that the anomalous TA′ mode intensity is relatively weaker
in NSC70 than in SC65, which, together with our earlier intensity compar-
isons for SC45 and NSC45Ni10, suggest a correlation between the ability of
Fe1+y−zNizTe1−xSex compounds to host superconductivity, and the intensity
of the anomalous TA′ mode intensity in the HK0 plane.

For completeness, we also compare the intensity ratios for NSC70 and
FeTe. Both values for the ratio of the intensities of the (100) spectral weight
are larger than the four ratios for the (200) spectral weight, suggesting
that the FeTe anomalous TA′ mode intensity is relatively weak compared
to NSC70; however the two values obtained for the (100) integrated intensi-
ties are clearly inconsistent with each other, and better data are needed to
more quantitatively estimate the anomalous TA′ mode intensities in FeTe.

4.5 Discussion

Our primary result is that the c-axis polarized transverse acoustic mode,
which we have denoted the TA′ mode, has nonzero intensity in the HK0
plane, even though c-axis polarized modes in the HK0 plane should have
zero intensity according to the Q · ξ factor in Eq. 17. Also, a second mode
appears to be visible along (00L), which should be forbidden for the same
reason. Another characteristic of the TA′ anomalous intensity is that it is
clearly visible near forbidden Bragg peaks, even though modes which are
allowed to be visible in the HK0 plane (and which are clearly visible near a
non-forbidden Bragg peak) have intensities so weak as to be undetectable in
our data near these wavevectors.

15Numerical integration was done by the rectangular method. For the error bars, two
contributions were added in quadrature. The first contribution was from propagating
the error of the sum of the individual intensities. The second contribution was from the
uncertainty of the background, which was defined as the standard deviation of the mean
of the points sampled in computing the background times the range in K of the area of
integration.
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To explain this anomalous behavior, we should check our assumptions.
For instance, we assumed that, for wavevectors in the HK0 plane, one of
the three acoustic modes was polarized purely along the c-direction. This
assumption follows from group theory16, given the reported symmetries of
Fe1+y−zNizTe1−xSex within the temperature ranges we measured and the as-
sumption of a perfect crystal. However, it is not difficult to imagine that an
obstacle in the lattice would alter the directions of atomic vibrations, and
there are a number of sources of disorder present in this system, e.g., intersti-
tial iron and Te/Se substitutional disorder. Local structural fluctuations due
to proximity of the system to an ordered phase, such as the orbital ordering
transition reported for Fe1+yTe [130], may also play a role [10].

For illustration, we provide a picture of how Te/Se chemical disorder may
explain some of our findings. As noted above, the TA′ mode has anomalous
behavior, such as its prominence near forbidden Bragg peaks and its visibility
in the HK0 plane in general despite the ab-polarized TA mode not having
similarly anomalous intensity in the H0L plane. Why does the TA′ branch
show anomalous behavior and not the other two branches? One possibility
may be that Te/Se substitutional disorder results in positional disorder along
the c-axis, due to Se and Te having two distinct c-axis locations [131]. As
a result, the restoring forces along the c-direction may be different from site
to site; while we would expect the restoring forces in the ab-plane to also be
affected, we might presume that they are less affected, leading to less anoma-
lous behavior in lattice vibrations in the ab-plane. Now, Fe1+yTe does have
anomalous TA′ mode intensity despite the absence of Te/Se substitutional
disorder, so that kind of disorder cannot be the sole cause, though the data
in Fig. 21(d) suggest that the anomalous TA′ mode intensity is significantly
weaker in FeTe.

As for the visibility of the anomalous mode near forbidden Bragg peaks,
we note that the cause of the forbiddenness of these peaks is due to a com-
bination of the anions’ ab-plane positions being at high-symmetry locations,
and of the L = 0 constraint which ignores c-axis positioning. For acous-
tic mode oscillations polarized in the ab-plane, both anions move roughly
together, and the relative positioning of the anions in the ab-plane during
vibration might not deviate strongly from that in equilibrium that resulted
in the peaks being forbidden. On the other hand, for vibrations (ideally)

16For example, one could follow the procedure in Ch. 11 of Ref. [129] given the high-
temperature tetragonal P4/nmm symmetry.
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along the c-direction, any ab-plane displacements (the only kind that can
be detected by neutrons for an arbitrary HK0 wavevector) would be due
to disorder and not necessarily expected to be in similar directions. More
detailed analysis is needed to determine how plausible this picture is, and
quantitatively, how neutron scattering intensity should be affected.

As for the possible correlation between the anomalous TA′ intensity along
(H00) or within HK0 and the ability to host superconductivity, it is not clear
how the correlation could arise. If the disorder were due to chemical disor-
der, one would assume that, for similar Se content x, non-superconducting
samples would have greater disorder than superconducting samples due ei-
ther to interstitial iron or nickel substitution, and naively one might assume
that samples with greater disorder would have a more intense anomalous
mode. However, we see the opposite trend between SC45 and NSC45Ni10
and between SC65 and NSC70. On the other hand, we could consider the
possibility of the disorder being the result of proximity to an ordered phase.
The ferro-orbital ordering reported in Ref. [130] for Fe1+yTe is only present
at low-temperature. There do appear to be magnetic excitations that are
correlated with the ability to host superconductivity [39], but they too show
a large temperature-dependence, and at higher temperatures (∼300 K) the
magnetic excitations for superconducting samples approach those seen in
non-superconducting samples. Chemical disorder, on the other hand, should
be temperature-independent in the range of our measurements. Unfortu-
nately, the intensity temperature-dependence data in Fig. 16 are not quite
good enough to determine whether the chemical disorder or magnetic/orbital
fluctuations picture is more likely to be the case. More data on other sam-
ples is needed to test the correlation between anomalous TA′ mode intensity
and the ability to host superconductivity, and more precise data and further
analysis is needed to see which potential causes are likely to be responsible
for the anomalous TA′ mode intensity.

4.6 Summary

The acoustic phonon branches of five Fe1+y−zNizTe1−xSex compositions were
investigated by neutron scattering. We further characterized the anomalous
phonon branch reported in Ref. [10]. Based on the dispersion, we identified
the anomalous mode to be the c-polarized TA′ mode. However, the neutron
scattering intensity of this mode in the HK0 plane is expected to be zero.
Also, the TA′ branch is clearly visible in BZs corresponding to forbidden
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Bragg peaks even though the LA and TA branches are too weak to be de-
tected in these BZs. A possible explanation for these anomalous behaviors
may be disorder causing deviation of the polarization of lattice vibrations,
but more analysis is needed to determine which kinds of disorder are likely
to be responsible. No clear anomalous temperature dependence in the dis-
persion or intensities of the TA′ mode along (H00) was observed. When
comparing data from different compositions on the same instrument, a pos-
sible tendency was observed for superconducting samples to have greater
anomalous TA′ mode intensities.
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5 Magnetic excitations in superconducting

La1.9Ca1.1Cu2O6+δ

In this Section, I present neutron scattering experiments on La1.9Ca1.1Cu2O6+δ,
a bilayer cuprate superconductor made superconducting by high-pressure an-
nealing in an oxygen-containing atmosphere. This research is unpublished.
I have had help from Genda Gu and Ruidan Zhong in synthesizing this ma-
terial, from Guangyong Xu and John Tranquada in analyzing the neutron
scattering data, and from Alexander Kolesnikov of Oak Ridge National Lab-
oratory for providing assistance for our neutron scattering experiments as
instrument scientist at the SEQUOIA instrument at the Spallation Neutron
Source.

5.1 Abstract

We report inelastic neutron scattering on a single crystal of the bilayer
cuprate compound La1.9Ca1.1Cu2O6+δ made superconducting by high-pressure
annealing in an oxygen-containing atmosphere. The observed magnetic ex-
citations are commensurate at low energy transfer, rather than incommen-
surate as seen in other superconducting hole-doped cuprates. However, the
temperature dependence of the intensity of the excitations is inconsistent
with that reported for the commensurate excitations in weakly hole-doped,
non-superconducting cuprates.

5.2 Introduction

The mechanism of superconductivity in the high-TC cuprate superconduc-
tors is still not well understood, but magnetic interactions are thought to
play a role, and neutron scattering measurements have shown a trend in the
evolution of magnetic excitations with hole doping. The cuprate supercon-
ductors consist of many families of similar materials, each with CuO2 planes
that are thought to be responsible for the superconductivity, and each having
a similar phase diagram [132] such as that shown in Fig. 22. The undoped
“parent compound” has antiferromagnetic order below a certain temperature.
With doping, magnetic order is gradually suppressed and superconductivity
is induced. The superconducting transition temperature TC as a function of
doping forms a dome in the phase diagram, with “optimal doping” occurring
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at maximum TC , and “underdoped” and “overdoped” samples having less
or greater than optimal doping, respectively. Either hole- or electron-doping
can be done, yielding roughly similar phase diagrams.
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Figure 22: Schematic illustration of the cuprate phase diagram, based on
the phase diagram for La2−xSrxCuO4 [133]. “SC” labels the superconducting
region of the phase diagram, and “AF” labels the region with long-range
antiferromagnetic order; the upper boundaries of these regions represent the
transition temperatures for superconductivity and antiferromagnetic order,
respectively.

Doping can be done by element substitution or by controlling the amount
of oxygen in the lattice. For example, the “La-214” family, which has
La2CuO4 as the parent compound, can be made superconducting either by
substituting La with Ca, Sr, or Ba (La2−xAexCuO4 with Ae=Ca, Sr, or Ba),
or by adding interstitial oxygen (La2CuO4+δ) through electrochemical means
or by annealing at high pressure in an oxygen-containing atmosphere. One
important difference between these two doping methods is that, for relatively
low temperatures (T < 400 K), substituted Ca, Sr, or Ba tends to be fixed
to certain sites, whereas the interstitial oxygen atoms tend to remain mobile
[12]. For certain δ values, at low enough temperatures an ordered super-
lattice of interstitial oxygen may form, with certain “stages” possible which
are characterized by the periodicity of the structural modulation along the
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c-axis [12, 134]. For δ in between ordered phases, phase separation into these
phases and the parent compound can occur when the system is cooled into
a miscibility gap.
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Figure 23: Schematic depiction of how the dispersion of the magnetic excita-
tions changes with hole-doping in the cuprates (a) for the parent compound
and (b) for sufficient hole-doping. Momentum q is defined in reciprocal lattice
units away from a magnetic Brillouin zone center along [100]. Dispersions
are roughly based on those shown in Ref. [21].

In light of the common belief that magnetic interactions may play an
important role in the superconductivity of the cuprates, the magnetic excita-
tions of the cuprates have been carefully studied by neutron scattering, and,
for hole-doping, a trend has emerged. For parent compounds, magnetic exci-
tations take the form of antiferromagnetic spin waves dispersing out from the
magnetic Bragg peaks at wavevectors QAF [135] (see Fig. 23(a)). The ener-
gies and intensities of the spin wave dispersion appear to match what is the-
oretically predicted [136]. With increased doping in the hole-doped cuprates,
the magnetic excitations near QAF tend to transform into an “hourglass”-
shaped dispersion where spectral weight rises from elastic incommensurate
positions around (0.5, 0.5), reaches a bottleneck at a crossing energy, then
disperses away from (0.5, 0.5) for higher energy transfers (see Fig. 23(b)).
(These coordinates correspond to the HK-plane in reciprocal lattice units
for a pseudotetragonal unit cell; these excitations are diffuse along L.) After
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scaling by the nearest-neighbor magnetic interaction energy J , the hourglass
dispersions of many hole-doped cuprates, including La2−xBaxCuO4 (LBCO),
La2−xSrxCuO4 (LSCO), YBa2Cu3O6+δ (YBCO), and Bi2+xSr2−xCaCu2O8+δ

(BSCCO) have a similar shape [11]. Incommensurate magnetic excitations
have also been reported for oxygen-doped La2CuO4+δ [12]. On the other
hand, in electron-doped cuprates, commensurate spin-wave magnetic exci-
tations may persist to optimal doping, such as in Nd2−xCexCuO4 (NCCO)
[137] and Pr1−xLaCexCuO4−δ (PLCCO) [138, 139].

A number of changes in the magnetic excitations can occur as a function
of temperature. For superconducting compositions, as one cools below TC , a
“spin gap” of decreased neutron scattering intensity below a certain energy
may form, together with an increase in intensity above the spin gap known
as the “resonance”. The resonance has been reported in YBCO, BSCCO,
Tl2Ba2CuO6+δ, HgBa2CuO4+δ, and LSCO [140–142]. The resonance can be
sharply-peaked in energy (i.e., resolution-limited), such as in YBCO and
Tl2Ba2CuO6+δ, or broad, as in BSCCO (∆E ∼ 13 meV) [143]. Substituting
Ni for Cu in YBa2(Cu1−yNiy)3O7 was reported to broaden the energy-width
of the resonance without changing the carrier concentration, suggesting that
the broader width of the resonance was related to disorder [140, 144]. The
energy of the resonance Er appears to scale roughly with TC , and is around
40 meV in optimally doped YBCO with TC = 93 K [140]. The resonance
is usually found near the hourglass dispersion crossing energy, and is thus
commensurate; however, the resonance is found at incommensurate positions
in LSCO since TC is substantially lower in LSCO (relative to J) than in the
other cuprates where a resonance has been found [21]. Similar resonance-
like features have also been observed in inelastic neutron scattering exper-
iments on iron-based superconductors and heavy fermion superconductors
[141]. There is not yet agreement on an explanation for the resonance in the
cuprates, despite numerous experimental studies and theoretical proposals.
Descriptions of the resonance have been proposed in both itinerant-spin and
localized-spin pictures [143].

As for non-superconducting, weakly hole-doped cuprates, less attention
has been paid to how their magnetic excitation intensities change with tem-
perature, but when the intensities at various energies are plotted with respect
to temperature, a peak is seen which lies at greater temperature for greater
energy transfers, at least within ∼2 ≤ ℏω ≤ 45 meV [145]. This behavior
corresponds to an ω/T scaling relation for χ′′(Q, ω), the intensity divided by
the Bose factor. Data for La1.965Ba0.035CuO4 [146] and YBa2Cu3O6.33 [147]
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are qualitatively consistent with this trend, with both showing an increase
in intensity with temperature for sufficiently large ℏω (e.g., ≥5 meV for
La1.965Ba0.035CuO4), and with differences in temperature approaching zero
for even higher ℏω.

Given the quirks that individual families of the cuprates exhibit, it is
helpful to compare the properties of a large number of these families to iden-
tify common characteristics. One family that has been relatively infrequently
studied is La2−x(Ca,Sr)xCaCu2O6+δ (La-2126), which is a bilayer variant of
the single-layer La-214 family. While La-214 can be made superconducting
by substitution of La with Ca, Sr, or Ba or by introducing interstitial oxy-
gen, for La-2126, there is a limited stability range for Ca/Sr substitution,
so high-pressure oxygen annealing that induces excess oxygen δ is needed in
addition to Ca/Sr substitution to dope La-2126 to the point of bulk super-
conductivity [148]. Due to the relative rarity of high-pressure (∼670 MPa)
furnaces, there have not yet been inelastic neutron scattering experiments
on large single crystals of annealed, superconducting La-2126 compounds,
though elastic and inelastic measurements were performed on single crys-
tals of unannealed, non-superconducting La1.9Ca1.1Cu2O6+δ and unannealed,
weakly-superconducting La1.85Sr0.15CaCu2O6+δ [149]. These measurements
showed long-range antiferromagnetic (AFM) order in La1.9Ca1.1Cu2O6+δ and
short-range AFM order in La1.85Sr0.15CaCu2O6+δ, with ordering commen-
surate in both cases. A tetragonal-to-orthorhombic structural phase tran-
sition upon cooling has been observed for both La2−xSrxCaCu2O6+δ and
La2−xCa1+xCu2O6+δ [149, 150].

We have successfully grown a La1.9Ca1.1Cu2O6+δ single crystal and in-
duced superconductivity by high-pressure oxygen annealing. We report neu-
tron scattering measurements on this crystal, finding magnetic excitations
that are commensurate at low energy transfers, similar to those of undoped
or weakly hole-doped cuprates. However, the temperature-dependence of the
intensity, which decreases with temperature for energy transfers above 8 meV,
is much different from those seen in weakly hole-doped cuprates, where the
intensity increases with temperature for comparable ranges of temperature
and energy transfer. We also see superstructural peaks that may indicate
the presence of ordering due to interstitial oxygen atoms.
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5.3 Materials and Methods

Measurements were taken on a 6.2g La1.9Ca1.1Cu2O6+δ single crystal grown
by the traveling solvent floating zone method [151] and annealed under a
high-pressure mixture of 20% oxygen and 80% argon in a hot isostatic press.
The sample measured with neutron scattering was subjected to three separate
annealing treatments within a two-week period: 1180◦C at 100 kPSI for 10
hours, 1150◦C at 90 kPSI for 5 hours, and finally 1130◦C at 80 kPSI for 16
hours.

Magnetization measurements were performed using a Quantum Design
Magnetic Properties Measurement System. Samples measured for suscepti-
bility measurements were cooled quickly from 300 to 20 K in ∼2 minutes
by inserting into the magnetometer when it was already cooled below 20 K.
Inelastic neutron scattering experiments were performed on the SEQUOIA
time-of-flight spectrometer at the Spallation Neutron Source at Oak Ridge
National Laboratory [152]. Samples measured for neutron scattering were
cooled from 300 to 4 K in ∼1 hour17. Two incident energies Ei were used:
40 meV and 120 meV, with most of our analysis focusing on the Ei = 40
meV data. The settings for the T0 and Fermi chopper (F1) frequencies were
as follows: at Ei = 40 meV, T0 = 30 Hz and F1=180 Hz; at Ei = 120 meV,
T0 = 60 Hz and F1=240 Hz; and at Ei = 300 meV, T0 = 120 Hz and F1=480
Hz. Data were taken at 4, 55, and 200 K. Each data set for a given Ei and
temperature took ∼14 hours to obtain. A tetragonal unit cell with lattice
parameters a = 3.83 Å and c = 19.36 Å was used in neutron scattering data
analysis. All wavevectors are reported in reciprocal lattice units as (H,K,L).
In all neutron scattering intensity maps, the data were smoothed, and white
regions represent a lack of data due to the region existing outside the cover-
age area of the detector. All neutron scattering data were mapped into the
region of H ≥ 0, K ≥ 0, and L ≥ 0 by reflection across H = 0, K = 0 and
L = 0 before further processing unless otherwise noted. Error bars represent
statistical error and correspond to 1 standard deviation from the observed
value.

17We note that oxygen-doped La2CuO4+δ shows somewhat lower TC and much higher
diamagnetic shielding fractions when cooling quickly rather than slowly [134]. Thus, an-
nealed La1.9Ca1.1Cu2O6+δ may have different superconducting behavior in our suscep-
tibility measurements than in our neutron scattering measurements due to the different
cooling rates. We have not yet measured the susceptibility under slow-cooling.
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5.4 Data and Analysis

5.4.1 Magnetic susceptibility
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Figure 24: Diamagnetic shielding signals from several samples with nominal
composition La1.9Ca1.1Cu2O6+δ after high pressure oxygen annealing. χ is the
magnetic susceptibility. Samples no. 1, no. 2, and no. 3 were annealed in three
consecutive treatments within two weeks: 1180◦C at 100 kPSI for 10 hours,
1150◦C at 90 kPSI for 5 hours, and 1130◦C at 80 kPSI for 16 hours. Samples
no. 4 and no. 5 were annealed only once, at 1180◦C at 100 kPSI for 10 hours.
Sample no. 3 was cut from the inside of a larger annealed piece, whereas the
other samples were measured as-annealed. A 10 Oe field was applied, and
data were taken under zero-field-cooling (closed symbols) and field-cooling
(open symbols, for samples no. 1 and no. 5) conditions. The inset shows a
zoomed-in version of the data for sample no. 1, highlighting the onset of the
superconducting transition near 55 K. The masses of samples 1 through 5
were all within 29 to 159 mg. The magnetic susceptibility χ was calculated
assuming a density of 6.244 g/cm3, which was calculated from the lattice
constants listed in Ref. [149] assuming a composition of La1.9Ca1.1Cu2O6.

As evidence for the bulk superconductivity of the crystal used for neutron
scattering, in Fig. 24 we show magnetic susceptibility χ vs. temperature for
five smaller annealed samples with nominal composition La1.9Ca1.1Cu2O6+δ.
An ideal superconductor should completely shield its bulk from applied mag-
netic fields, corresponding to a magnetic susceptibility under zero-field-cooling
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of χ = −1 that would indicate ∼100% superconducting volume fraction; thus,
we can say that all of the samples measured were bulk superconductors.
(χ < −1 is allowed due to the demagnetization effect.) All samples present
in Fig. 24 were measured as-annealed, except for no. 3, which was cut from
the center of a larger as-annealed piece to verify that oxygen could penetrate
deeply enough to make the whole sample superconducting. Samples no. 1,
no. 2, and no. 3 were annealed with the full annealing treatment described
in Section 5.3, the same annealing conditions as for the crystal whose neu-
tron scattering data is presented below. Samples no. 4 and no. 5 were only
annealed once, at 1180◦C at 100 kPSI for 10 hours. The samples annealed
for the longer treatment exhibited bulk superconductivity at higher temper-
atures than for samples annealed for the shorter treatment, and appear to
have a sharper transition to the superconducting state. These results suggest
that longer annealing times led to increased oxygen doping and higher TC

in a larger portion of the sample, though more annealing experiments are
needed to clarify these trends. We note that, though bulk superconductivity
appeared between 40 to 45 K, the onset of the diamagnetism could be as
high as 55 K as seen for sample no. 1 in the inset of Fig. 24.

5.4.2 Neutron scattering

Elastic neutron scattering data for T = 4, 55, and 200 K are shown in
Fig. 25. The left column shows data at K = 0, and the right column shows
data at K = 0.5. For K = 0, structural Bragg peaks are expected for even
integer H + K + L. In addition, though, superstructural Bragg peaks can
be seen at many points (0.5n, 0, 1.25m) for integer n and m. Superstruc-
tural peaks in oxygen-doped La2CuO4+δ have been attributed to distortion
due to the presence of interstitial oxygen [134], and a similar effect may be
present in our annealed La1.9Ca1.1Cu2O6+δ sample. There does not seem to
be a substantial temperature dependence in the intensity of these peaks up
to 200 K, suggesting that the interstitial oxygen atoms responsible for the
ordering may be fixed rather than mobile within 4 to 200 K. Along the L
direction at integer H, diffuse scattering and possibly additional peaks can
be seen, which may indicate structural disorder along the c-direction. Part
of this disorder may be due to intergrowth-like defects of La2−xCaxCuO4+δ

within La2−xCa1+xCu2O6+δ, as detected in another annealed, superconduct-
ing La1.9Ca1.1Cu2O6δ crystal by transmission electron microscopy and elec-
tron diffraction [153].
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Figure 25: Elastic neutron scattering intensity maps in the (H, 0, L) and
(H, 0.5, L) planes at 4, 55, and 200 K. Data were averaged within ∆K = ±0.1
r.l.u. about K = 0 for the left column and K = 0.5 for the right column.
Data were also averaged within −0.5 ≤ ℏω ≤ 0.5 meV.
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Figure 26: Elastic neutron scattering intensity along (0.5, 0.5, L), averaged
within 0.4 ≤ H ≤ 0.6, 0.4 ≤ K ≤ 0.6, and −0.5 ≤ ℏω ≤ 0.5, at three differ-
ent temperatures. Both subplots show the same data at different intensity
scales.

For half-integer H and K = 0.5, clear peaks are only seen for L = 6,
in contrast to unannealed La1.9Ca1.1Cu2O6+δ, where peaks corresponding to
orthorhombic and long-range AFM order were clearly seen at all integer
L [149]18. The intensity along (0.5, 0.5, L) can be seen in more detail in
Fig. 26. Weak peaks may be present for some integer L values such as
L = 1, 3, 4, and 5, along with the strong peak at L = 6. These weak peaks
are much weaker than those seen in unannealed La1.9Ca1.1Cu2O6+δ [149],
suggesting little 3-dimensional antiferromagnetic order in our crystal. These
peaks seem to decrease substantially from 55 to 200 K, roughly consistent
with the temperature dependence of the AFM and orthorhombic order in
unannealed La1.9Ca1.1Cu2O6+δ [149].

Diffuse scattering rods can be seen along L at half-integer H and K = 0.5;
these rods were also seen in unannealed La1.9Ca1.1Cu2O6+δ and were iden-
tified as magnetic 2-dimensional correlations [149]. Similar 2-dimensional
magnetic correlations were seen in weakly-doped La2−xBaxCuO4 [154]. The
temperature-dependence of the intensity of these diffuse scattering rods can

18Since the orthorhombic symmetry corresponds to a small distortion from a tetragonal
unit cell, we used a tetragonal unit cell, but the consequence of not using the orthorhombic
unit cell is the appearance of orthorhombic structural Bragg peaks at half-integer H and
K. If the symmetry is orthorhombic, Bragg peaks are expected to appear at half-integer
H and K and even integer L ̸= 0. AFM Bragg peaks are expected at half-integer H and
K and all integer L ̸= 0 [149].
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be seen in Fig. 26. Remarkably, the temperature-dependence of the dif-
fuse intensity of these rods is much different for annealed and unannealed
La1.9Ca1.1Cu2O6+δ. Our data on annealed La1.9Ca1.1Cu2O6+δ shows only a
small decrease in intensity from 4 to 55 K, unlike the decrease by roughly
half seen for unannealed La1.9Ca1.1Cu2O6+δ from ∼10 to 50 K at (0.5, 0.5, 2.5)
[149]. Interestingly, underdoped La2−xBaxCuO4 samples with 0.0125 ≤ x ≤
0.035 also showed large drops in the intensity of elastic 2-dimensional mag-
netic correlations at this wavevector when heating from 1.5 to 35 K [154], sug-
gesting a link between underdoped LBCO and unannealed La2−xCa1+xCu2O6+δ

and a contrast with the behavior in our more heavily doped crystal. (We
note that, although we describe the data in Fig. 26 as “elastic”, measure-
ments with finer energy-resolution might reveal that a portion of the 2-
dimensional magnetic correlations is actually quasielastic. In La2−xBaxCuO4

with x = 0.0125, although the bulk of the intensity was an elastic compo-
nent whose intensity dropped quickly from 1.5 to 35 K, a weaker inelastic
component within 0.15 ≤ ℏω ≤ 0.8 survived to above 160 K [154].)

Figure 27: Neutron scattering intensity maps focusing on the temperature-
dependence of the steeply-dispersing magnetic excitations and the optic
phonons. Data are plotted along energy transfer ℏω and (H, 0.5, 3) direc-
tions, averaged within 2 ≤ L ≤ 4 and 0.4 ≤ K ≤ 0.6. Data taken at Ei = 40
meV.

We now turn to the inelastic neutron scattering data. Figure 27 shows
that the magnetic excitations are commensurate, dispersing steeply out from
K = 0.5 and H = 0.5 or 1.5 wavevectors. Intensity is plotted against ℏω and
H with K = 0.5. (As for L, the excitations at half-integer H and K have
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a broad, sinusoidal L-dependence, as shown below, so data were averaged
near L = 3 to focus on wavevectors where the magnetic excitation intensity
was maximum and to choose an L-range with a reasonably large ℏω-range.)
Various optic phonon modes dispersing horizontally can also be seen, with
intensity increasing, as expected, with temperature and |Q|. Another view
of the magnetic excitations can be seen in Fig. 28, which shows data taken
with a higher incident energy (Ei = 120 meV, rather than Ei = 40 meV for
Fig. 28) to probe a greater range of ℏω and Q. The magnetic excitations are
seen to disperse steeply and remain near half-integer H and K up to at least
100 meV, though they are expected to eventually disperse outwards toward
Brillouin zone boundaries. It is remarkable that the commensurate magnetic
excitations seen in Figures 27 and 28 resemble those in the weakly hole-
doped La-214 compound La1.965Ba0.035CuO4 [146], since cuprates hole-doped
to the point of inducing superconductivity typically have incommensurate
low-energy magnetic excitations [11]. There may be exceptions; underdoped,
superconducting HgBa2CuO4+δ may be another example of a superconduct-
ing hole-doped cuprate with commensurate magnetic excitations. However,
the dispersion in underdoped HgBa2CuO4+δ is much different from that seen
in our data, with a gap below ℏω ≈ 30 meV and a clear dispersion above
∼60 meV [155], rather than the lack of a gap and much steeper dispersion
seen in our data.

Figure 29 shows the neutron scattering intensity in the (H,K, 3) plane at
various temperatures and energy transfers. At ℏω = 4 meV, slash-like fea-
tures from spurious scattering are, unfortunately, present, and may possibly
arise from multiple scattering in which Bragg scattering within the sample is
followed by incoherent scattering within surrounding materials. For other ℏω,
the main features are the magnetic excitations at (0.5, 0.5, 3) and (1.5, 0.5, 3),
and the optic phonon features seen at 20 and 24 meV. No incommensurate
magnetic scattering intensity is apparent. There is no sign of a low-energy
gap in the magnetic excitations; (H,K, 3) intensity maps for ℏω < 4 meV
(not shown) show a peak down to 2.5 meV, below which possible signals
become overpowered by elastic scattering intensity.

In Fig. 30, we show the L-dependence of the magnetic excitations at
(0.5, 0.5, L) and (1.5, 0.5, L). To see the L-dependence of the magnetic exci-
tations more clearly, the right column plots intensity along (0.5, 0.5, L) and
(1.5, 0.5, L) at the same energy transfers used for the intensity maps on the
left. At (0.5, 0.5, L) and (1.5, 0.5, L), we see a broad hump along L, roughly
centered near L = 3 (except at ℏω = 20 meV, where there is a large contribu-
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Figure 28: Neutron scattering intensity maps for Ei = 120 meV and T = 4
K, highlighting the steepness of the magnetic excitations at the magnetic
wavevectors QAF . Data averaged within 0.4 ≤ K ≤ 0.6 and 0 ≤ L ≤ 10.

tion to the spectral weight from an optic phonon) and having a minimum near
L = 0. This L-dependence of the magnetic excitations is due to the bilayer
magnetic structure factor, as seen in bilayer cuprates such as YBa2Cu3O6+δ

[156] and La1.85Sr0.15CaCu2O6+δ [149].
To quantitatively estimate the intensity of the (0.5, 0.5, 3) spectral weight

and see changes with temperature and energy transfer, we fit 2-dimensional
Gaussian functions of the Q components H and K having the form

p0 + p1H + p2K +
4A ln 2

πκHκK

e
−
(

(H−H0)
2

κ2
H

+
(K−K0)

2

κ2
K

)
ln 2

(19)

to data in the (H,K, 3) plane at certain energy transfers. The parameters p0,
p1, p2, A, H0, K0, κH , and κK were all allowed to vary freely in fitting. The
fitted integrated intensity A is plotted for various temperatures and energy
transfers in Figure 31(a). We see that there is a clear decrease in intensity
with increasing temperature for 8 ≤ ℏω ≤ 20 meV. This temperature depen-
dence does not appear consistent with that of the commensurate magnetic ex-
citations found in underdoped hole-doped cuprates such as La1.96Sr0.04CuO4

[145], La1.965Ba0.035CuO4 [146], or YBa2Cu3O6.33 [147], where the intensity
either increases or remains constant with heating in a similar energy and
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Figure 29: Neutron scattering intensity maps along H and K, averaged
within 2 ≤ L ≤ 4 and ∆(ℏω) = ±1 meV about the energy transfers listed
on the vertical axes. The peaks at (0.5, 0.5, 3) and (1.5, 0.5, 3) are magnetic
excitations.
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Figure 30: L-dependence of the magnetic excitations at (0.5, 0.5, L) and
(1.5, 0.5, L). The left column shows neutron scattering intensity maps in the
HL plane, averaged within 0.4 ≤ K ≤ 0.6 and within ∆(ℏω) = ±1 meV
around the energy transfers listed on the vertical axes. Data were taken at
T = 4 K and Ei = 40 meV. The right column shows the intensities of the
magnetic excitations along L, averaged within 0.4 ≤ K ≤ 0.6, 0.4 ≤ H ≤
0.6 for filled red markers and 1.4 ≤ H ≤ 1.6 for open black markers, and
∆(ℏω) = ±1 meV around the energy transfers listed on the vertical axes of
the left column.
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Figure 31: Parameters from fitting of 2-dimensional Gaussian functions to
the (0.5, 0.5, 3) magnetic excitations at various energy transfers and tem-
peratures, as detailed in the text. All fitted data subsets were first averaged
within 2 ≤ L ≤ 4 and ∆(ℏω) = ±0.5 meV. (a) Integrated intensities from
fits. (b) Reduced χ2 goodness-of-fit parameter for each fit. (c, d) Width
parameters κH and κK . Errors in the fitted parameters correspond to one
standard deviation.
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temperature range. The decrease in intensity from 4 to 55 K (TC ≈ 40-45
K) is reminiscent of the superconducting resonance, but there appears not
to be a spin gap, and the decrease with temperature is very broad and be-
low where we might expect the resonance to be (∼20 meV, based on trends
seen in other cuprates [141]). Unfortunately, we lack clear data to see if the
temperature-dependence in Fig. 31 continues to higher energy transfers.

Figure 31(b) shows the reduced χ2 goodness-of-fit parameter for each fit,
showing the satisfactory quality of the fitting. Figures 31(c) and (d) show the
width parameters κH and κK corresponding to full-width-at-half-maximum
values along the H and K directions, respectively. Little change in the width
of the (0.5, 0.5, 3) peak is seen between 4 and 55 K, but this peak seems to
broaden slightly below ∼10 meV for 200 K. The upward shift in κH compared
to the κK values is likely an artifact of mapping data into H > 0 by reflection
about H = 0.

5.5 Discussion

To summarize our results:

1. Our annealed La1.9Ca1.1Cu2O6+δ crystal is likely a bulk superconductor.
The transition temperature for samples annealed under similar condi-
tions is around ∼40-45 K, which is somewhat less than the TC = 53.5
K value found for the same nominal composition in Ref. [153]. Longer
annealing time seems to increase TC and sharpen the transition width.

2. Despite the bulk superconductivity, we observe commensurate mag-
netic excitations similar to those seen in non-superconducting, weakly
hole-doped cuprates in the related La-214 system.

3. The temperature-dependence of these magnetic excitations, though, is
inconsistent with those in the weakly hole-doped cuprates. While the
decrease of intensity upon heating across TC from 4 to 55 K is suggestive
of a resonance, we do not see a spin gap. More temperature-dependence
data is needed to clarify whether the change from 4 to 55 K is part of
a broader trend that also explains the even lower intensity at 200 K.

4. We also looked at the elastic (or quasielastic) scattering intensity from
(0.5, 0.5, L), representing 2-dimensional magnetic correlations. In unan-
nealed, non-superconducting La1.9Ca1.1Cu2O6+δ and weakly-doped La2−xBaxCuO4,
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the intensity dropped quickly with increasing temperature, whereas in
our annealed, superconducting La1.9Ca1.1Cu2O6+δ crystal, the intensity
remained strong to higher temperatures. In weakly-doped La2−xBaxCuO4,
the decrease in elastic intensity was accompanied by an increase in in-
elastic intensity at low energies [154], suggesting that the spins that
were ordered at low temperatures became more free to move (but still
having significant dynamic spin-spin correlations) at higher tempera-
tures. A similar shift from elastic to inelastic scattering intensity is
possible in our data, but our energy resolution was too broad to dis-
tinguish these two contributions.

5. Superstructure peaks are present which may indicate ordering due to
interstitial oxygen. In oxygen-doped La2CuO4+δ, there is evidence for
phase separation at low temperatures due to the mobility of interstitial
oxygen ions, so we may speculate that phase separation may be present
in La-2126 as well.

We do not yet have an explanation which ties together all of these find-
ings, but we can discuss possibilities. The main question is whether phase
separation of interstitial oxygen ions plays a role, as it does in the related
La-214 compounds La2CuO4+δ [12] and La2−xSrxCuO4+δ [157], though phase
separation can be suppressed in the La-214 system as in La2−xNdxCuO4+δ

and La2−xBixCuO4+δ [158–160]. The presence of superstructure peaks, as-
suming they indicate interstitial-oxygen-related order, suggest that phase
separation may be present in our crystal as in La2CuO4+δ. If so, we might
expect that the superconductivity arises from ordered, oxygen-rich regions,
while the magnetic behavior associated with weakly-doped cuprates would
arise from oxygen-poor regions. However, there are a number of issues that
would need explanation. First, La2CuO4.045 was shown to have, at ℏω = 2
meV, incommensurate peaks arising from superconducting regions as well as
a commensurate peak arising from non-superconducting regions [12]. How-
ever, we see no sign of incommensurate magnetic excitations in our data. The
incommensurate magnetic excitations may simply be too diffuse or be too
close to the commensurate excitations to be distinguishable, but there would
remain the question of how to explain the atypical temperature-dependence
of the commensurate excitations.

A second possibility is that there is a single phase, with additional oxy-
gen resulting in additional doping. Though this is not the behavior seen in
La2CuO4+δ, as mentioned above certain dopants appear to suppress phase
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separation, and we might imagine that La1.9Ca1.1Cu2O6+δ is structurally dif-
ferent enough to also suppress phase separation. A single phase picture would
provide a natural explanation for the variation in TC found under different
annealing treatments for the same nominal composition.

Either way, we would still have to reconcile the presence of commensu-
rate magnetic excitations with superconductivity. Although an hourglass
dispersion has been seen in the magnetic excitations of superconducting
La-214, YBCO, and BSCCO compounds [11], exceptions do exist, such as
for underdoped HgBa2CuO4+δ [155], though the magnetic excitations in an-
nealed La1.9Ca1.1Cu2O6+δ appear much different from those in underdoped
HgBa2CuO4+δ. We do not yet have an explanation for the temperature-
dependence of the magnetic excitations. The temperature-dependence may
be associated with superconductivity, but many superconducting hole-doped
cuprates have a temperature-dependence in the form of a resonance peak
(broad or sharp) and a spin gap, and we do not see such clear features. Data
for more temperatures (especially around TC), at higher energy transfers at
(0.5, 0.5, 3), or at better momentum- or energy-resolution may clarify many
of these issues.

5.6 Summary

A single crystal of La1.9Ca1.1Cu2O6+δ made superconducting by high-pressure
annealing in the presence of oxygen was measured by inelastic neutron scat-
tering, and the magnetic excitations were found to be commensurate, unlike
the incommensurate excitations seen in most other superconducting hole-
doped cuprates. The temperature dependence of the intensity of these exci-
tations consists of a decrease in intensity with temperature above 8 meV for
T = 4, 55, and 200 K; this decrease is much different from the temperature-
dependence of the magnetic excitations in weakly hole-doped cuprates. Fur-
ther research is needed to clarify the relationship between magnetic excita-
tions and superconductivity in La2−xCa1+xCu2O6+δ, especially the possible
role of phase separation involving interstitial oxygen.
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6 Phonon coupling to dynamic short-range

polar order in the relaxor ferroelectric

Pb(Mg1/3Nb2/3)0.68Ti0.32O3

In this Section, I present our neutron scattering research on the relaxor fer-
roelectric 68% PbMg1/3Nb2/3O3-32% PbTiO3. The first subsection is an
overview of relaxor ferroelectrics as they pertain to this research. The rest
of this section is mostly reprinted from Ref. [161]. Copyright is held by the
American Physical Society. The coauthors include myself, Zhijun Xu of U.
C. Berkeley, Barry Winn of Oak Ridge National Laboratory, Chris Stock of
the University of Edinburgh, Peter Gehring at the National Institute of Stan-
dards and Technology, Robert Birgeneau of U. C. Berkeley, and Guangyong
Xu of Brookhaven National Laboratory.

6.1 Overview of relaxor ferroelectrics and short-range
order

Relaxor ferroelectrics have been studied due to interest in their potential
dielectric and piezoelectric applications [16, 162, 163], and due to interest
in how the properties of dielectric and ferroelectric materials change in the
presence of charge or electric dipole disorder. In this subsection I will give a
brief overview of relaxor ferroelectric properties and the system (1−x)PMN-
xPT (Pb(Mg1/3Nb2/3)1−xTixO3) which exhibits these properties for a range
of compositions.

A conventional ferroelectric crystal is a crystal that has a net electric
dipole moment in the absence of applied electric field, whose dipole mo-
ment can be flipped by application of a sufficiently strong electric field [164].
In ferroelectric crystals, there is long-range “polar order”, i.e., the crystal
structure is such that the “natural” primitive unit cell has a nonzero electric
dipole moment [165]. Conventional ferroelectrics show a well-defined fer-
roelectric transition from a high-temperature unpolarized paraelectric state
into an ordered polarized state below a Curie temperature TC . Signals of
this transition can be seen in properties such as the real part of the dielectric
function, ϵ′(ω), which peaks sharply at TC for low frequencies [166]. Relaxor
ferroelectrics, on the other hand, typically show a broad peak in ϵ′(ω) as
a function of temperature at low frequencies, and, in contrast to conven-
tional ferroelectrics, the temperature of the peak’s maximum intensity does
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not correspond to a phase transition. Furthermore, at audio frequencies, the
temperature at which ϵ′(ω) is maximum is frequency-independent in conven-
tional ferroelectrics, whereas this temperature has a substantial “frequency
dispersion” in relaxors.

Relaxors are associated with a large degree of chemical disorder and in-
homogeneity, but it may be instructive to first look at simpler systems such
as homogeneous dielectric materials with dipole impurities. Dipole impuri-
ties can be introduced by certain element substitutions; for example, if the
larger K+ ion in KCl is replaced with the smaller Li+ ion, the Li+ can occupy
a number of off-center positions, producing a dipole moment. For ordinary
dielectric materials, the interaction between these dipole impurities results
in a dipolar glass state at low temperatures [166]. For highly polarizable
dielectric materials, impurity dipoles polarize surrounding regions creating
polar nanoregions (PNRs), and the effects are less trivial. For example, the
incipient ferroelectrics SrTiO3 and KTaO3, which are perovskites with the
formula ABO3 (see Fig. 32), are highly polarizable at low temperature due
to having a soft mode frequency that goes to zero as the temperature goes
to zero [166]. In doped incipient ferroelectrics such as K1−xLixTaO3, a di-
electric function ϵ′(ω) with frequency dispersion similar to that in relaxors
has been seen, except with the response being weaker and peaking at much
lower temperature [166]19.

One of the most-studied systems with relaxor behavior is (1 − x)PMN-
xPT. This system has a perovskite crystal structure with Pb2+ on the A-site.
The B-site is occupied by Mg2+, Nb5+, and Ti4+ which may be randomly or
partially ordered, with “chemically ordered regions” and disordered regions
having domain sizes that depend on composition and annealing conditions
[170]20. For pure PMN, a microstructure of chemically ordered and disordered

19A similar frequency dispersion is found in the magnetic susceptibility of spin glasses,
which are materials where the interactions between magnetic moments are frustrated due
to disorder [167].

20To be precise, in Pb(Mg1/3Nb2/3)O3 and similar compounds such as
Pb(Mg1/3Ta2/3)O3 (PMT), this partial ordering consists of every other unit cell
(in a sublattice of a NaCl-like structure) having the B-site occupied solely by Nb5+, while
the other unit cells have the B-site randomly occupied by Nb5+ and Mg2+ [170, 171].
Some samples have been made to consist almost entirely of partially-ordered domains,
such as Zr-doped PMT [171] subjected to a certain annealing treatment; even with
partial-ordering, the relaxor property of the frequency dispersion of ϵ′(ω) persists. In
contrast, Pb(Sc0.5Ta0.5)O3 (PST) can, with a certain annealing treatment, have complete
ordering on the B-site, in which case the frequency dispersion of ϵ′(ω) seen in disordered
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Figure 32: Unit cell for perovskite crystal structures with formulas ABO3.
Corner spheres are on the A-site, the center sphere is on the B-site, and the
small spheres on the faces are the oxygen atoms. Image generated by the
software VESTA [117].
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Figure 33: Schematic phase diagram of (1−x)Pb(Mg1/3Nb2/3)O3-xPbTiO3,
based off of phase diagrams generated from x-ray diffraction and dielectric
function measurements [168, 169]. “C”, “R”, “M”, and “T” stand for “cubic”,
“rhombohedral”, “monoclinic”, and “tetragonal” symmetries, respectively.
“C∗” is the low-x phase believed to be cubic but whose precise nature is the
subject of controversy.
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regions has been reported with ordered domains of size ∼2-3 nm [170, 173];
the microstructure cannot be altered by annealing treatments [170]. Doping
with Ti appears to shrink the size of chemically ordered regions [174]. De-
spite the complicated chemical order/disorder microstructure in (1−x)PMN-
xPT, this microstructure should not change in the temperature range of our
neutron scattering experiments in this Section since the ions are immobile
in this range [170]. Thus, changes in short-range order shown in neutron
scattering experiments below, say, 1000 ◦C can be attributed to correlated
displacements of ions from their equilibrium positions, as explained below.

A rough schematic diagram for (1 − x)PMN-xPT is shown in Fig. 33.
The material has the same pseudocubic crystal structure throughout, with
distortions from the high-temperature cubic symmetry into other symme-
tries in various regions of the phase diagram. The precise symmetry in many
regions of the phase diagram has been the subject of controversy. For the
morphotropic phase boundary region labeled by “M”21, several monoclinic
and orthorhombic phases have been proposed, and the phase observed may
be dependent on whether and how electric field is applied [176]. Though
the piezoelectric coefficient d33 maximizes in this region [14], the same max-
imization of piezoelectric properties at a morphotropic phase boundary has
been observed in Pb(Zr1−xTix)O3 [177, 178], which does not exhibit relaxor
properties such as the frequency dispersion of ϵ′(ω). Though there seems to
be a connection between having high piezoelectric coefficients and having a
morphotropic phase boundary region with lower symmetry phase(s), there
is the continuing question of why relaxor systems such as (1 − x)PMN-xPT
have such exceptionally high piezoelectric coefficients [179].

Another example of the structural complexity of the relaxors is the “skin
effect”: For the “C∗” region, experiments with less penetrating structural
probes such as lower-energy (e.g., 10.7 keV) X-rays observe a rhombohedral
phase while more penetrating probes such as neutrons or higher-energy (e.g.,
67 keV) X-rays show a cubic phase [15]. This cubic phase has been the
subject of much study and is sometimes called “phase X” [15]. The boundary
between a clear rhombohedral bulk phase and an apparently cubic phase
may be within 0.2 ≤ x ≤ 0.27 [180]. For zero field, the crystal structure

PST is no longer present [172].
21A morphotropic phase boundary is a phase boundary crossed by changes in composi-

tion or pressure [175]. In this case the phase boundary is not a simple boundary between
two phases but a transition region with lower-symmetry phases whose precise nature is
still the subject of research.
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can be described by the same cubic space group at all temperatures, but
with evidence for increasing displacements of Pb ions from their equilibrium
positions upon cooling [176]. For x > 0, there are signs of a structural
phase transition between the high-temperature cubic and “C∗” phases, such
as broadening of a Bragg peak or an increase in lattice strain [15]. For x = 0,
a ferroelectric transition around TC = 217 K can be seen, but only if cooled
through TC in the present of a sufficiently large dc electric field [181].

In the low x, low temperature region, the system exhibits relaxor prop-
erties that disappear after we increase x beyond the morphotropic phase
boundary region. One example is the frequency dispersion of ϵ′(ω) [182],
but there is also short-range polar order measured by X-ray and neutron
scattering that is unique to the relaxor region of the phase diagram [183].
Short-range order refers to static or quasi-static correlations in the positions
of nuclei that decay as the distance between nuclei goes to infinity, as opposed
to long-range order, in which correlations are nonzero for displacements cor-
responding to a lattice vector even at large distances, and zero for non-lattice
vector displacements. Neutron and X-ray scattering can measure these short-
range correlations, which take the form of “diffuse scattering”, i.e., intensity
at wavevectors surrounding reciprocal lattice vectors22.

Numerous experiments on the relaxors have shown evidence of short-range
order below a certain temperature, often explained in terms of “polar nano-
regions” (PNRs). PNRs are small regions polarized in random directions
that were first proposed to explain a deviation from linearity in the optical
index of refraction vs. temperature at the “Burn’s temperature” Td ≈ 620 K
in PMN [18, 184]. Neutron diffuse scattering has shown an onset of short-
range order below Td, and also weaker short-range order that persists up
to at least 900 K and is probably due to the chemical ordering previously
discussed [185]. Because the short-range order that appears below Td is
assumed to be related to the PNRs, it is referred to as “short-range polar
order”23. Neutron scattering measurements with high energy resolution have

22Since the Bragg peak is expected to already have some width due to the resolution
of the instrument, the Bragg peak is often fitted with a Gaussian function so that the
remaining intensity above the background can be determined to be the diffuse scattering.
Another source for confusion is that, for X-rays, “diffuse scattering” can refer to “thermal
diffuse scattering”, which is intensity arising from phonons.

23To be more precise, any short-range order arising from displacements of ions from their
equilibrium crystallographic positions can be decomposed, for each wavevector q away
from the Brillouin zone center, into displacements of the center-of-mass and displacements
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been able to show that the diffuse scattering is not entirely elastic, i.e., that
there are correlations between different times for the ionic shifts contributing
to the short-range polar order [17]. Thus, we say that the short-range polar
order is “dynamic” rather than static.

The short-range order associated with relaxors appears to depend on
the presence of strong random electric fields due to the random substitu-
tion of ions of different valences on a crystallographic site. Evidence for
this conclusion comes from a comparison of the neutron diffuse scattering
from four different perovskite compounds, specifically, K1−xLixTaO3 and
KTa1−xNbxO3 with same-valence substitution, and Pb(Mg1/3Nb2/3)O3 and
(Na1/2Bi1/2)TiO3 with different-valence substitution [188]. A similar conclu-
sion was reached when comparing the diffuse scattering from (1 − x)PMN-
xPT and the same-valence substituted Pb(Zr1−xTix)O3 [189]. Although there
have been numerous theoretical studies on the role of random fields in various
systems, there is still not a good understanding of how these theories relate
to relaxor properties [176].

Studying the relationship between the short-range polar order and the
lattice vibrations can give insight into structural properties. One example
is the relationship between elastic constants and acoustic phonon velocities
along certain directions. Ideally, if the behavior of the acoustic phonon prop-
erties could be better understood, then one might understand how the in-
homogeneity in the material affects elastic or piezoelectric properties. Thus,
there have been a number of studies focusing on the relationship between the
phonons and the short-range polar order [19, 190]. Some quantitative models
for coupling between two phonon modes and between short-range-order (as
seen by diffuse scattering) and a phonon mode have been used. In Ref. [190],
phonon spectra of PMN obtained in different Brillouin zones were compared
and fitted to models of these two types of coupling. The phonon-phonon
coupling model assumed that the lattice vibrations at a certain wavevector
had a lineshape (neutron scattering intensity as a function of energy transfer)
corresponding to the response of two coupled, damped harmonic oscillators

of atoms relative to each other. This decomposition is analogous to decomposing phonon
polarization vectors at q ̸= 0 into those of the acoustic and optic modes at q = 0 (e.g., as
done in Ref. [186]), where the acoustic mode components correspond to the center-of-mass
shift component and the “short-range polar order” arises from components analogous to
the optic mode components. It should be noted, however, that a center-of-mass shift
component has been observed in the diffuse scattering of PMN in addition to the center-
of-mass preserving component [187].
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driven at a certain frequency. The diffuse scattering-phonon coupling model
assumed the lineshape had a functional form derived from a formalism for
crystals with orientational disorder [191]. The authors in Ref. [190] found
that there was little evidence of phonon-phonon coupling, whereas changes
in both acoustic phonon lineshapes and diffuse scattering intensity between
different Brillouin zones indicated strong diffuse scattering-phonon coupling.
Evidence for diffuse scattering-phonon coupling was also found in the simi-
lar relaxor 0.955Pb(Zn1/3Nb2/3)O3-0.045PbTiO3, where changes in both the
diffuse scattering and acoustic phonons were seen under electric-field-cooled
conditions as compared to zero-field-cooled conditions [19].

Below, we extend the study of the relationship between short-range polar
order and phonon properties on another relaxor, 0.68PMN-0.32PT, com-
paring changes in diffuse scattering under field-cooled and zero-field-cooled
conditions. Compared to the similar study with applied electric field [19],
there are a couple essential differences. First, field was applied along a dif-
ferent direction, [001], such that the field was unlikely to simply shift the
size of ferroelectric domains polarized along different directions. In contrast,
the field in Ref. [19] was aligned along [111], and a corresponding shift in
diffuse scattering components was seen in that study rather than the sim-
ple suppression seen in our data below. Second, we focused on phonons at
wavevectors along a different high-symmetry direction, specifically, along the
⟨100⟩ directions rather than the ⟨110⟩ directions. The diffuse scattering in
lead-based relaxors such as (1 − x)PMN-xPT is anisotropic, extend much
further along the ⟨110⟩ directions than the ⟨100⟩ directions in a butterfly-
like pattern [17]. Rather than focusing on the butterfly wings of the diffuse
scattering, we look at diffuse scattering and phonons along the ⟨100⟩ to have
a more complete view of the relation between the phonons and diffuse scat-
tering. We see evidence for a coupling between the short-range polar order
and transverse acoustic and optic phonons, with notable differences from the
similar phonon-diffuse scattering coupling previously investigated [19], and
we describe our work in detail below.
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6.2 Abstract

We report neutron inelastic scattering experiments on single crystal PbMg1/3Nb2/3O3

doped with 32% PbTiO3, a relaxor ferroelectric that lies close to the mor-
photropic phase boundary. When cooled under an electric field E ∥ [001] into
tetragonal and monoclinic phases, the scattering cross section from transverse
acoustic (TA) phonons polarized parallel to E weakens and shifts to higher
energy relative to that under zero-field-cooled conditions. Likewise, the scat-
tering cross section from transverse optic (TO) phonons polarized parallel
to E weakens for energy transfers 4 ≤ ℏω ≤ 9 meV. However, TA and TO
phonons polarized perpendicular to E show no change. This anisotropic field
response is similar to that of the diffuse scattering cross section, which, as
previously reported, is suppressed when polarized parallel to E, but not when
polarized perpendicular to E. Our findings suggest that the lattice dynam-
ics and dynamic short-range polar correlations that give rise to the diffuse
scattering are coupled.

6.3 Introduction

Relaxor ferroelectrics have great potential for applications due to their piezo-
electric and dielectric properties [16, 162, 163], but there is much that is not
understood about how their properties arise on a microscopic level [15]. The
composition of many relaxors is related to simple perovskites with the ABO3

formula, but with one cation site randomly filled with two or more cations of
different valences, resulting in strong, disordered electric fields. For the re-
laxor PbMg1/3Nb2/3O3 (PMN), the B4+ site is occupied by Mg2+ and Nb5+.
The variation in valence can be reduced by doping with an ion of intermedi-
ate valence, e.g., Ti4+ in the case of PMN doped with x fraction of PbTiO3

((1 − x)PMN-xPT). The resulting (1 − x)PMN-xPT phase diagram shows
four basic regions [168, 178, 192]: a cubic paraelectric phase at high temper-
ature for all x; a region with relaxor behavior for low x with either cubic or
rhombohedral symmetry; a tetragonal, conventional ferroelectric region for
high x; and a morphotropic phase boundary (MPB) region between the re-
laxor and tetragonal regions. The piezoelectric coefficients d33 are very large
in the MPB region and abruptly drop for higher x [14, 16, 193, 194]; under-
standing this behavior and exploiting the large piezoelectricity provide much
of the motivation for exploring relaxor ferroelectrics. These (1 − x)PMN-
xPT solid solutions with small x exhibit clear relaxor behavior characterized
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by large dielectric constants which have a broad maximum with respect to
temperature and are highly frequency-dispersive within this range. These re-
laxor behaviors are widely believed to be associated with polar nano-regions
(PNR) or other short-range polar order, as shown by numerous X-ray and
neutron diffuse scattering studies [17, 187, 195–205].

We have previously characterized two distinct components of the diffuse
scattering in (1 − x)PMN-xPT, which we label T1 and T2 [206] as shown
in Fig. 34(a). These labels are intended to refer to the related phonons
where a T1 mode is a transversely polarized phonon propagating along ⟨100⟩
and a T2 mode is a transversely polarized phonon propagating along ⟨110⟩.
For example, near (100), a TA1 phonon mode would refer to the transverse
acoustic phonon mode propagating along the [010] or [001] directions with
polarization along [100], while near (110), a TA2 phonon mode would refer
to the transverse acoustic phonon mode propagating along [11̄0] with [110]
polarization.

The two diffuse scattering components can be distinguished by their
anisotropic responses when field-cooled (FC), i.e., after applying electric
field above the ferroelectric transition temperature TC and then cooling be-
low TC . With a field applied along [111], a redistribution of T2-diffuse
scattering intensity between two differently-oriented components polarized
along [110] and [11̄0] has been observed in the structurally similar perovskite
Pb(Zn1/3Nb2/3)1−xTixO3 ((1 − x)PZN-xPT) [207–209] and in PMN [210].
This situation has been interpreted in terms of a domain effect, in which
applying a [111] field creates a single [111]-polarized ferroelectric domain
(as opposed to the eight possible ⟨111⟩-polarized domains present in the
zero-field cooled state) that favors certain orientations of polar nanoregions
(PNR), resulting in the redistribution of diffuse scattering intensities along
certain ⟨110⟩ directions [209]. An electric field along [001], on the other
hand, does not seem to significantly affect the T2-diffuse scattering in the
H0L plane [211]. A [001] field does, however, affect the T1-diffuse scatter-
ing, but the T1-diffuse scattering does not show a redistribution of scattering
intensity under an external field. Instead, a suppression of [001]-polarized T1-
diffuse scattering occurs under [001]-field cooling, while the [100]-polarized
T1-diffuse scattering remains unaffected, as has been shown in (1 − x)PZN-
xPT [206, 212]. This behavior is not due to a domain effect; otherwise, we
would expect the intensity and other characteristics of the T1-diffuse scat-
tering near [001] under zero-field-cooling (ZFC) to be in between those near
[001] and [100] under FC conditions. Thus, the changes induced by a [001]
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field should be due to changes within domains rather than changes in the
sizes of domains, in contrast to applying a [111] field.

Ultimately, we would like to know how the local structures that give
rise to the diffuse scattering affect bulk properties. When these local struc-
tures are intriniscally altered by, say, application of electric field, changes in
the bulk structure would reveal connections between bulk and local struc-
tures. Phonons provide important measures of the dynamic properties of the
bulk lattice, and their couplings to the diffuse scattering are therefore one of
the key issues to pursue in understanding relaxor properties. For example,
transverse acoustic phonons propagating along ⟨110⟩ (TA2-phonons) are ex-
pected to couple with T2-diffuse scattering modes [190]. Evidence for this
diffuse-TA2 phonon coupling has been shown with the help of an external
[111] electric field, which breaks the pseudo-cubic symmetry and reveals a
clear difference between TA2 phonons measured near (220) and (22̄0) [19].
It would be interesting to see if there is a similar coupling between phonons
and diffuse scattering along the T1 directions under a [001] field, given that
the effect of a [001] field is not a domain effect like that of a [111] field, but
coupling between the T1-diffuse modes and the TA1 or TO1 phonon modes
has not yet been thoroughly studied.

In this Section we report neutron scattering experiments on 0.68PMN-
0.32PT with a field applied along [001]. When cooled below TC ≈ 430
K [211], in addition to the expected suppression of T1-diffuse scattering
measured near (001), we also see a clear change in the intensities of the
TA1 phonons near (001), whereas the TA1 phonons near (100) are unaf-
fected. These changes illustrate that there may be a TA1-phonon/T1-diffuse
mode coupling, evocative of the TA2-phonon/T2-diffuse mode coupling pre-
viously seen in PZN-4.5%PT [19]. This coupling appears to be limited to
large-wavelength phonons. In addition, we observed a suppression of spectral
weight for the transverse optic phonons in the T1 direction (TO1 phonons)
within 4 to 9 meV near (002), but no change was seen near (200). The
changes in the TA1 and TO1 phonons were present at 400 K but much less
pronounced at 200 K.

6.4 Experimental Details

We purchased a 0.68PMN-0.32PT single crystal from TRS Ceramics with
dimensions 10 × 10 × 2 mm3 and large [001] faces. The (001) surfaces were
coated with gold to ensure a uniform equipotential surface during the appli-

98



cation of a field E ∥ [001]. Field was only applied during field cooling, and
only along [001]. Another 0.68PMN-0.32PT crystal from the same source
was measured to have a cubic-tetragonal transition at TC ≈ 430 K and a
tetragonal-monoclinic transition near 355 K, both measured on cooling [211].
Neutron inelastic scattering experiments were performed on the HYSPEC
time-of-flight spectrometer at the Spallation Neutron Source at Oak Ridge
National Laboratory [152]. The software package Mantid was used in the
processing of the data [213]. The incident energy Ei was set to 20 meV. The
crystal symmetry was pseudocubic with lattice parameter a = 4.00 Å. All
neutron scattering momentum transfers Q are reported in terms of reciprocal
lattice units (r.l.u.), and energy transfers ℏω are reported in meV. Measure-
ments were performed in the H0L scattering plane. Fields of 0.5-8.0 kV/cm
were used. The T1-diffuse scattering at (001) changed significantly with a
field of 0.5 kV/cm, and had almost no additional change with higher field,
indicating that 0.5 kV/cm was sufficient to alter the T1-polarized short-range
order. For pseudocolor plots, the data were smoothed. Error bars represent
statistical error and correspond to 1 standard deviation from the observed
value.

6.5 Data and Analysis

In Fig. 34(b), the temperature dependence of the T1-diffuse scattering
near (001) is shown with neutron scattering intensity measured at wavevec-
tor Q = (−0.125, 0, 1) for FC and ZFC conditions. For temperatures up
through 400 K a clear suppression of intensity is seen with applied field, but
this difference disappears above the ferroelectric transition between 400 and
450 K. In Figures 34(c) and 34(d) we show that the suppression of T1-diffuse
scattering under FC conditions is direction-dependent, being absent for [100]-
polarized diffuse scattering measured near (100) (Fig. 34(c)) but present for
[001]-polarized diffuse scattering near (001) (Fig. 34(d)). These data were
taken at 200 K as transverse scans across the Bragg peaks. The direction de-
pendence of the suppression of T1-diffuse scattering under [001]-field cooling
is consistent with previous reports on the related (1 − x)PZN-xPT system
[206, 212].

Fig. 35 shows the dispersions of the TA1 phonons near (100) and (001)
under FC and ZFC conditions, in which a change in intensity under field can
be seen near (001) but not (100). These are pseudocolor plots of intensity
vs. energy and momentum transfer in slices across (100) and (001) at 400
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Figure 34: (a) Schematic diagram of the H0L plane in reciprocal space.
The blue and green arrows indicate the T1 and T2 directions, respectively.
(b) Temperature dependence of T1-diffuse neutron scattering, shown via in-
tensity at wavevector Q = (−0.125, 0, 1) and energy transfer ℏω = 0 meV
plotted as a function of temperature. The intensity was integrated within
0.95 ≤ L ≤ 1.05 r.l.u., −0.1375 ≤ H ≤ −0.1125 r.l.u., and −0.5 ≤ ℏω ≤ 0.5
meV. (c,d) Field-dependence of diffuse scattering near (100) and (001), shown
from elastic neutron scattering intensity plotted along [10L] and [H01] at 200
K for zero-field-cooled (ZFC) and field-cooled (FC) conditions. Data were in-
tegrated within ±0.5 meV for ℏω, and ±0.05 r.l.u. for the H and L directions
for (c) and (d), respectively.
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Figure 35: Pseudocolor plots of transverse acoustic phonons near (100)
(left) and (001) (right), for ZFC (top) and FC (bottom) conditions. Neutron
scattering intensity (indicated by color, in arbitrary units) is plotted against
energy and momentum transfer. The intensities were averaged within ±0.05
r.l.u. along H for (10L) and L for (H01). These data were taken at 400 K.
White areas represent lack of data.
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Figure 36: Pseudocolor plots of transverse acoustic phonons in the H0L
plane near (100) (left) and (001) (right), for ZFC (top) and FC (bottom)
conditions, illustrating the suppression of phonon spectral weight with field
near (001) but not (100). Neutron scattering intensity (indicated by color
in arbitrary units) is plotted against energy and momentum transfer. These
data were taken at 400 K and averaged within 1.5 ≤ ℏω < 2.5 meV. White
areas represent a lack of data.
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K. The TA1 phonons disperse out from the Bragg peaks and have maxima
around roughly 5-6 meV. The width of the phonons with respect to energy is
evident. The effect of field can be seen more clearly in Fig. 36, which shows
the phonon intensities near (100) and (001) in a similar pseudocolor plot,
but in the H0L plane with ℏω fixed at 2 meV. There is a clear decrease in
intensity with field near (001), but no clear change near (100).

For a clearer view of how the phonon dispersion is affected by field, in Fig.
37 we show intensity plotted as a function of ℏω for momenta at (−q,0,1)
and (1,0,q) for various q values, taken at 400 K. We can see that there is
little change near (100) for all q, but near (001) a clear change is seen, with
both a suppression of intensity and an increase in energy transfer for q = 0.1
(and possibly also q = 0.2). These data suggest that the electric field effect
is strongest for low q. We note that we have not seen a clear field effect
on longitudinal acoustic (LA) phonons measured along [100] near (100) and
along [001] near (001), or on TA2 phonons measured along [1̄01] near (101),
suggesting that the [001]-field primarily affects T1-phonons. This situation
is similar to how T1-diffuse scattering intensities respond to [001] fields, with
T1-diffuse scattering suppressed near Bragg peaks with wavevector G ∥ [001]
but unaffected for G ∥ [100] [206, 212], and similar to the lack of effect on
the (H0L) zone T2-diffuse scattering by a [001] field [211].

The transverse optic modes near (200) and (002) at 400 K are shown in
Fig. 38. (Faint spectral weight from these modes were also seen near (100)
and (001) but were too weak to clearly discern.) Each panel consists of a
pseudocolor plot of the scattering intensity, with energy transfer plotted on
the vertical axes and momentum transfer in the transverse direction across
the Bragg peaks plotted on the horizontal axes. The dispersion exhibits the
“waterfall effect” seen in other (1− x)PMN-xPT and (1− x)PZN-xPT com-
positions [214–221], where, at small q, the TO1 phonon softens, approaches
the TA1 mode energies, and becomes highly damped. Unfortunately, this
effect made it difficult to measure the TA1 modes at small q near (200) or
(002), and we could not discern changes with field.

Some suppression of spectral weight under FC conditions can be seen in
Fig. 39, which shows pseudocolor plots of constant-energy slices at ℏω = 6
meV and 400 K. Specifically, a slight decrease can be seen near (002) with
field-cooling, but no change is clear near (200). For a clearer view of the
spectral weight suppression, Fig. 40 shows constant-energy cuts made along
the transverse directions across the (200) and (002) Bragg peaks. In each
panel, scattering intensity is plotted against momentum transfer for data
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Figure 37: Constant-Q cuts of transverse acoustic phonon lineshapes, with
neutron scattering intensity plotted against energy transfer ℏω. Data were
taken at 400 K. The data were averaged over ±0.05 r.l.u. in both the H- and
L-directions. The Brillouin zones in which the data were taken are displayed
at the top of each column of subplots. ZFC data are represented by black
circles, and FC data are represented by red triangles. The plotted lines are
the result of fitting each data set to the sum of a Gaussian function for elastic
scattering and Voigt functions for the acoustic phonons.

104



Figure 38: Pseudocolor plots illustrating the transverse optic modes near
(200) (right) and (002) (left) for ZFC (top) and FC (bottom) conditions,
with neutron scattering intensity plotted as color (in arbitrary units) as a
function of energy and momentum transfer. The data were integrated within
±0.1 r.l.u. along H for (20L) and L for (H02). White areas represent lack
of data.
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Figure 39: H0L slices at 400 K and 5.5 ≤ ℏω ≤ 6.5 meV, focusing on
the TO phonons near (200) and (002). These are pseudocolor plots, with
intensity plotted as color (in arbitrary units), and momentum transfer along
(2, 0, L) and (H, 0, 2) delimited on the axes. White areas represent lack of
data.

taken under ZFC and FC conditions. We see that there is a consistent sup-
pression of spectral weight near (002) but not near (200). This suppression
can be seen from 4 to 9 meV; we note that the difference disappears outside
of this range. As for the TO1 phonon energy, it is difficult to observe changes
in the TO1 dispersions due to their steepness and to the phonons becoming
highly damped at small q. For comparison, we note that in conventional
ferroelectrics there have been examples of optic modes being affected by field
[222, 223], and the effect is only predicted to be large for soft modes close to
zero energy in the vicinity of a structural phase transition [224].

To illustrate the effect of temperature, in Fig. 41 we show representive
data of the TA1 and TO1 modes at 200 K to contrast with the 400 K data
in Figures 37 and 40, respectively. In Fig. 41(a), we show a constant-Q cut
showing the TA1 mode at (−0.1, 0, 1). In Fig. 41(b), we show a constant-
ℏω cut at 8 meV showing the TO1 mode. In both plots, we see a similar
suppression of intensity near (001) and (002). We also saw a similar lack of
change near (200) (not plotted), but near (100) a spurious feature prevented
us from determining if there was a change in TA1 phonon spectral weight.
From these data, we can see that the field effect at 200 K seems to be less
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Figure 40: Constant-energy cuts across the transverse optic modes along
(20L) (right) and (H02) (left) for ℏω = 4, 6, 8, and 9 meV, integrated over
1.9 ≤ H ≤ 2.1 for (20L) and 1.9 ≤ L ≤ 2.1 for (H02), and within an energy
range of ±0.5 meV. For each subplot, neutron scattering intensity is plotted
against momentum transfer. All data were taken at 400 K.

107



0 2 4 6 8 10
ħω (meV)

0

2

4

6

8

10

in
te
n
si
ty
 (
a
rb
. 
u
n
it
s)

(-0.1, 0, 1), 200 K

ZFC

FC

−0.4−0.2 0.0 0.2 0.4
(H,0,2) (r.l. .)

0
1
2
3
4
5
6
7
8

in
te
n
si
ty
 (
a
rb
. 
 
n
it
s)

ħω = 8 meV

ZFC

FC

(a) (b)

Figure 41: Neutron scattering scans at 200 K showing less change between
ZFC and FC conditions near (001) and (002) than in the 400 K data in
Figures 37 and 40. (a) Constant-Q scan at (−0.1, 0, 1), with intensity plotted
against energy transfer. Data were integrated within ±0.05 r.l.u. in the H and
L directions. (b) Constant-ℏω scan at ℏω = 8 meV, with intensity plotted
against momentum transfer. Data were integrated within 7.5 ≤ ℏω ≤ 8.5
meV and 1.9 ≤ L ≤ 2.1 r.l.u.

pronounced than that at 400 K, at least for the acoustic phonon mode.

6.6 Discussion

The electric field effects observed in our measurements can be summarized
as (i) there is no [001] field effect on the longitudinal acoustic (LA) modes,
or on the transverse acoustic modes propagating along the ⟨110⟩ (TA2) di-
rections; (ii) for TA1 phonons polarized along ⟨001⟩, we observed, after field-
cooling, a reduction of intensity and increase of phonon energy near Bragg
peak wavevectors G ∥ [001], but no field effect was observed for TA1 modes
near G ∥ [100]. For diffuse scattering, a similar pattern in response to field-
cooling along [001] has been seen, with intensity suppression for G ∥ [001],
but not for G ∥ [100] [206, 212]. A much smaller effect on low energy TO
modes is also observed following the same rule, i.e., a reduction of intensity
near the bottom of the TO mode measured for G ∥ [001], but no effect for
G ∥ [100]. These results imply that a coupling exists between the diffuse
scattering along ⟨001⟩ (the T1-diffuse scattering) and the TA1 and/or TO1

phonon modes along the same directions.
Previous work has shown a strong coupling between the diffuse scattering

along the ⟨110⟩ directions (the T2-diffuse scattering) and the TA2 phonon
modes in these lead-based relaxor materials [19]. The diffuse-phonon cou-
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pling along the ⟨001⟩ (T1) and ⟨110⟩ (T2) directions share some common
features. For example, when the diffuse scattering is suppressed by the ex-
ternal field, we always see a hardening of the corresponding TA phonon mode,
suggesting that interaction between the PNR and the phonons tends to drive
the phonons softer, for both the T1 and T2 modes. This tendency suggests
that short-range polar order is likely related to lattice instabilities in these
relaxor compounds.

On the other hand, the T1 and T2 modes differ in many aspects too:
(i) For the case of the T2 modes, the field effect on the PNR (and thus

on the T2-diffuse scattering) is indirect. An external field along [111] helps
establish a single domain ferroelectric phase with [111] polarization. The
change in the population of each domain induces a redistribution of PNR with
different polarizations, resulting in the redistribution of T2-diffuse scattering
intensities in reciprocal space. For example, under a [111] field there is an
enhancement of the T2-diffuse scattering near the (220) Bragg peak, but a
reduction of the T2-diffuse scattering near the (2̄20) Bragg peak. The TA2

phonon near (220) softens, while the phonon near (2̄20) hardens. On the
other hand, in zero field, all ⟨111⟩ domains are present to an equal degree.
Measurements in zero field of the TA2 phonons near (220) or (2̄20) average
over both hardened and softened phonons, and the role of the [111] field is
merely to obtain results for a single domain.

However, the [001] field effects on the T1-diffuse scattering and T1-
phonons are not domain related. This can be demonstrated by comparing
the ZFC and FC results. Under FC conditions, one only sees changes (rela-
tive to the ZFC results) for G ∥ [001], but no change for G ∥ [100]. If these
changes were due to domain effects, one would have expected the ZFC results
to lie in between (in intensity, energy, etc.) the FC results measured for G ∥
[100] and [001]. This is not the case. Therefore, the effect of the [001] field
is more intrinsic, with the field directly affecting the short-range order and
consequently the related phonon modes.

(ii) While there is no evidence of diffuse-TO coupling for the T2 modes
[19], in our sample there appears to be a weak diffuse-TO coupling for G ∥
⟨001⟩ (TO1 modes).

(iii) The diffuse-phonon coupling for the T2 modes is strong throughout
the entire Brillouin zone, but the coupling for the T1 modes is only present
for a small range of q values (∼0.1 to 0.2 r.l.u.) away from G. This anisotropy
of the diffuse-TA coupling revealed by our electric field measurements is also
consistent with previous reports [225].
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In order to understand these results, we consider the origin of the diffuse
scattering and short-range orders in relaxors. The local random electric
field generated by the B-site cations are believed to play important roles
in Pb-based relaxor systems [176, 226–230]. A direct link between the diffuse
scattering in these relaxors and the random field has been demonstrated by
comparing two isostructures with and without random B-site valences [189].
The random field in the system prevents long-range order from developing
and induces short-range orders that also grow with cooling.

The diffuse scattering intensities are not entirely static, and have a strong
dynamic component [206, 231, 232], which is consistent with our results.
Indeed, in our work, the coupling between the T1-diffuse scattering and the
TA1 phonon appeared weaker at 200 K than 400 K, where the dynamic
component has also been shown to decrease with cooling [231, 232] below TC .
The existence of these dynamic/quasi-elastic components has been explained
by theoretical work [233, 234], and is essential for the coupling between the
diffuse scattering and phonons.

The weak coupling of the T1-diffuse scattering to the TO1 mode can be
understood from the fact that the short-range orders consist of a combination
of acoustic (strain) and optic (polar) types of atomic shifts [206, 208]. The
polar component of the short-range order can couple to the TO mode, and is
also essential for the short-range order to respond to an external field. The
coupling will likely diminish quickly when the TO phonon energy increases
and moves further away from the quasi-elastic component of the diffuse scat-
tering, as is the case in our measurements. A more detailed understanding
of the competing interactions on a microscopic level, such as the role of the
Pb-O bond, whose covalent nature is said to be responsible for ferroelectricity
in PbTiO3[235], would be desired, but is beyond the scope of this paper.

The anisotropy of the diffuse-phonon coupling between the T1 and T2 di-
rections is more intriguing. The T2-diffuse scattering is significantly stronger
than the T1-diffuse scattering, extends to a larger q-range in reciprocal space,
and interacts with TA phonons along almost the entire branch. Overall, we
could consider a picture where each PNR is actually a “core” of a region of
short-range correlated ⟨110⟩ atomic shifts, contributing to the broader T2-
diffuse scattering; whereas the polar/strain field surrounding the core extends
to a much greater range, and contributes to the narrower T1-diffuse scatter-
ing. (These core regions, being the PNRs, should not be confused with the
virtually temperature-independent chemical disorder/short-range order that
persists up to at least 900 K [185]; the PNRs are local polar structures that

110



Table 2: C44 and (C11−C12)/2 elastic constant data from neutron scattering
experiments in units of 1011N/m2. 0.68PMN-0.32PT values calculated from
data taken at 400 K; all other values calculated from data at 300 K.

Material C44 (C11 − C12)/2

PMN [225] 0.53(3) 0.48(6)
0.68PMN-0.32PT 0.56(5) 0.23(4)
0.955PZN-0.045PT [19] 0.26(4)
PbTiO3 [245] 0.72(2) 0.63(1)

appear at the Burn’s temperature Td and grow with cooling.) The atomic
shifts within the PNRs would be significantly larger than those in the sur-
rounding region, leading to a much stronger T2-diffuse scattering than the
weaker T1-diffuse scattering. The core of the short-range order, the PNRs,
result from the local strong random field and cannot be directly suppressed
by an external field [19, 208, 209]. However, the weaker polar/strain field
around the core is less robust and can be partially modified by external field,
showing the intrinsic field effect on the T1-diffuse scattering and its coupling
to TA1 and TO1 phonon modes discussed in this paper.

An analog to this situation has recently been considered [236, 237] where
strong but dilute random fields are inserted into a system with a weak con-
tinous random field. Theoretical work involving a magnetic system with a
random field [237] suggested that a large correlation length or even a weak
long-range order could be achieved. If we map the PNRs to the strong ran-
dom field in the magnetic system, the large spin correlation length proposed
by the theoretical work can be related to the weak polar/strain field sur-
rounding the PNRs which gives the T1-diffuse scattering. Although not an
exact analog, this picture does provide a crude description of the origin of the
two types of diffuse scattering. For a better understanding of the source of
these diffuse scattering components and their coupling to lattice dynamics,
more detailed experimental work is required. Though numerous models have
been proposed by various groups attempting to describe the diffuse scatter-
ing and short-range orders in these relaxor systems [198, 204, 238–244], our
results simply suggest that there is a clear anisotropy in the diffuse scatter-
ing, their field dependence, and their coupling to the related phonon modes
measured along ⟨100⟩ and ⟨101⟩ directions.
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We can compare elastic constants derived from the TA1 and TA2 phonon
energies in our data with values reported for similar materials to get insight
into the tendency for lattice instability in the T1 and T2 directions. Our
values and those for related compounds in the literature are displayed in
Table 2. From our data, we obtained the elastic constant quantities C44 =
0.56(5) and (C11 − C12)/2 = 0.23(4) in units of 1011 N/m2 based on the
TA1 and TA2 phonons measured near (001) and (101) at T = 400 K. The
value of C44 is slightly larger than in PMN but smaller than in PbTiO3 [225].
(C11 − C12)/2 = 0.23(4) shows a bigger change, being significantly reduced
from its value in PMN, suggesting an increased lattice instability when the
system approaches the morphotropic phase boundary. In fact, a similar value
of (C11 − C12)/2 = 0.26(4) can be obtained from phonon data on PZN-
4.5%PT [19].

The diffuse-phonon coupling discussed in this paper can also affect how
one determines the elastic constants. We calculated the phonon velocities
from our FC data rather than our ZFC data since we believe the FC velocities
more closely resemble the velocities expected for q → 0. First, the diffuse-
phonon coupling is expected to diminish as q → 0 [186]. Second, since the
diffuse-phonon coupling tends to reduce the phonon energy (as discussed in
this paper and Refs. [19, 225]), at non-zero q the elastic constants should be
calculated from data taken after this coupling effect is removed, such as after
diffuse scattering is suppressed by field. For ZFC conditions, the value for
C44 can be about 15% smaller than in FC conditions. This difference is in
fact an artifact of calculating the phonon velocity using (reduced) phonon
energies at non-zero q (we used data taken at q = 0.1 and q = 0.1 ×

√
2

r.l.u. for the calculation in the T1 and T2 directions, respectively). If one
could obtain the phonon velocity using smaller q values near q = 0 where
the diffuse-phonon coupling diminishes, the difference between ZFC and FC
data should become negligible.

6.7 Summary

We have observed, when comparing field-cooling and zero-field-cooling con-
ditions for different Brillouin zones with a field along [001], a change in the
lattice dynamics of 0.68PMN-0.32PT that correlates with changes in diffuse
scattering. Specifically, under field cooling we see a reduction of intensity and
an increase of phonon energy for the TA1 mode measured near (001) and
propagating along [100] (⟨001⟩-polarized), but no change for TA1 phonons
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near (100) and propagating along [001] (⟨100⟩-polarized). This field effect
is only clearly seen for wavevectors around 0.1 to 0.2 r.l.u. away from the
Bragg peak. Meanwhile, the T1-diffuse scattering near (001) is suppressed
under field-cooling, but is unaffected near (100). A similar effect is seen for
the TO1 mode, which is slightly suppressed near (002) from 4 to 9 meV, but
unaffected near (200). No clear field effect has been seen for the longitudinal
modes near (001) or (100), or for the TA2 mode near (101). The similari-
ties in the effect of field on the T1-diffuse scattering near (001) and (100),
the TA1 phonons near (001) and (100), and the TO1 phonons near (002)
and (200) suggest the presence of diffuse-TA and diffuse-TO mode coupling
which resembles the mode coupling observed in the T2 directions in related
relaxor materials.
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7 Conclusions

This dissertation has covered research on four disparate systems, the pro-
posed topological superconductor CuxBi2Se3 (Sec. 3), the iron-based su-
perconductor family Fe1+yTe1−xSex (Sec. 4), the cuprate superconductor
La1.9Ca1.1Cu2O6+δ (Sec. 5), and the relaxor ferroelectric Pb(Mg1/3Nb2/3)0.68Ti0.32O3

(0.68PMN-0.32PT) (Sec. 6). One thing these materials all have in common is
deviation from perfect crystalline order. Although disorder and inhomogene-
ity is often neglected as a first approximation in understanding the properties
of materials, it may be helpful to review these systems to remind ourselves
of the many ways disorder and inhomogeneity can be present.

In CuxBi2Se3, our materials synthesis experiments highlight conditions
beneficial for producing samples with large superconductivity, and hint that
a metastable impurity phase may be responsible for the superconductivity.
Unfortunately, we do not yet have a clearer picture of where the supercon-
ductivity arises, and plausible alternative viewpoints exist, such as that sug-
gesting that Cu-intercalated Bi2Se3 is simply very sensitive to factors such
as mechanical stress that may cause the material to lose the ability to super-
conduct [246]. Nevertheless, one should be mindful of the possibility that a
secondary phase may be present and responsible for a property such as su-
perconductivity, as in the iron-based superconductor KxFe2−ySe2 [106–109].

CuxBi2Se3 and KxFe2−ySe2 also present examples of the importance of
time in materials synthesis, and how inhomogeneity and disorder are affected
by it. A high-temperature phase can sometimes be preserved by quickly cool-
ing from that phase before the material has a chance to equilibrate. This
is the case for the superconducting phase in KxFe2−ySe2 [104]. The relaxor
ferroelectric Pb(Sc0.5Ti0.5)O3 provides another example, with ordering of Sc
and Ti present under long annealing temperatures, and disorder present if
the system is cooled quickly from high temperatures [172]24. A third exam-
ple is the La2CuO4+δ system, where interstitial oxygen atoms are mobile at
300 K but frozen at lower temperatures; the superconducting transition tem-
perature and volume fraction both change depending on how fast one cools
from 300 to <50 K [134]. In our neutron scattering experiments on the sim-
ilar compound La1.9Ca1.1Cu2O6+δ, we saw superstructural peaks suggestive

24On the other hand, the relaxor Pb(Mg1/3Nb2/3)O3 (and presumably Ti-doped variants
such as the material we studied in Section 6) do not change their ordering tendencies under
different annealing conditions, possibly due to having an order-disorder transition that is
well below temperatures at which ions are mobile on a reasonable time-scale [170].
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of ordering induced by interstitial oxygen atoms, but a better understanding
of the possibility of phase separation in this system is needed.

Many of these materials have multiple types of disorder and inhomogene-
ity. For example, in relaxor ferroelectrics such as 0.68PMN-0.32PT, the “B”
site (in the perovskite formula ABO3) is, to some degree, randomly occupied
by Mg, Nb, and Ti atoms. However, there are some nanoscale regions which
have partial ordering on the B-site, and other regions with disorder [170].
In addition to this chemical disorder, polar short-range order sets in below
a certain temperature, as seen from neutron diffuse scattering [185]. The
cuprates provide more examples of multiple types of disorder and inhomo-
geneity. Most cuprates have some form of chemical disorder, with possible
effects on the superconducting transition temperature [247] or on the energy
width of the neutron scattering “resonance” feature [140]. In addition, elec-
tronic inhomogeneity may be present in the form of charge or spin stripes
[21]. Also, as mentioned above, phase segregation involving interstitial oxy-
gen is present in La2CuO4+δ, and we speculate that it could be present in
La1.9Ca1.1Cu2O6+δ.

Vibrational properties can be affected in many ways by deviations from
perfect crystalline order. In Section 4, I presented a case that, in Fe1+yTe1−xSex,
the anomalous visibility of a phonon branch for certain wavevectors may be
due to disorder. In this case, the disorder would result in depolarization of
phonon modes. Similarly, the lattice vibrations of 0.68PMN-0.32PT appear
to be coupled to short-range polar order, as shown in Section 6. Application
of electric field appeared to suppress short-range order polarized in certain
directions, which in turn affected phonon intensities and energies.

Overall, in each of these systems, our research addressed an important
issue in understanding the material’s properties. In CuxBi2Se3, our mate-
rials synthesis experiments highlighted conditions beneficial for producing
samples with large superconducting volume fractions, and suggested that a
metastable impurity phase may be responsible for the superconductivity. In
neutron scattering experiments on Fe1+y−zNizTe1−xSex, we further character-
ized an anomalous phonon mode visible at wavevectors where the expected
phonons should not be visible, and proposed that disorder may explain the
visibility of this mode. In La1.9Ca1.1Cu2O6+δ, we conducted inelastic neutron
scattering experiments on an annealed, superconducting single crystal; sur-
prisingly, the magnetic excitations were commensurate, unlike those seen in
hole-doped superconducting cuprates. Judging from the similar compound
La2CuO4+δ, there could be superstructural ordering and phase separation
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involving interstitial oxygen in oxygen-doped La1.9Ca1.1Cu2O6+δ. Lastly, in
Pb(Mg1/3Nb2/3)0.68Ti0.32O3, we conducted neutron scattering experiments in-
volving applied electric field and compared data taken under field-cooled and
zero-field-cooled conditions. We interpreted anisotropic changes in diffuse
scattering and transversly polarized phonon characteristics as indicating a
coupling between these phonons and short-range polar order. As different
as these four systems may be, they each show a potential example of the
role of disorder and inhomogeneity, whether in the form of secondary phases,
chemical disorder, or short-range order, in the properties of materials.
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Clemens Ulrich, Lucia Capogna, Alexandre Ivanov, Louis-Pierre Reg-
nault, Bernhard Keimer, and Philippe Bourges. Inelastic neutron scat-
tering study of spin excitations in the superconducting state of high
temperature superconductors. Comptes Rendus Physique, 8(7):745–
762, September 2007. ISSN 1631-0705. doi: 10.1016/j.crhy.2007.07.
003. URL http://www.sciencedirect.com/science/article/pii/

S163107050700165X.

[144] Y. Sidis, P. Bourges, H. F. Fong, B. Keimer, L. P. Regnault, J. Bossy,
A. Ivanov, B. Hennion, P. Gautier-Picard, G. Collin, D. L. Millius, and
I. A. Aksay. Quantum Impurities and the Neutron Resonance Peak in
YBa2Cu3O7: Ni versus Zn. Phys. Rev. Lett., 84(25):5900–5903, June
2000. doi: 10.1103/PhysRevLett.84.5900. URL http://link.aps.

org/doi/10.1103/PhysRevLett.84.5900.

[145] B. Keimer, N. Belk, R. J. Birgeneau, A. Cassanho, C. Y. Chen,
M. Greven, M. A. Kastner, A. Aharony, Y. Endoh, R. W. Erwin, and
G. Shirane. Magnetic excitations in pure, lightly doped, and weakly
metallic La2CuO4. Phys. Rev. B, 46(21):14034–14053, December 1992.
doi: 10.1103/PhysRevB.46.14034. URL http://link.aps.org/doi/

10.1103/PhysRevB.46.14034.

[146] J. J. Wagman, D. Parshall, M. B. Stone, A. T. Savici, Y. Zhao, H. A.
Dabkowska, and B. D. Gaulin. Quasi-two-dimensional spin and phonon
excitations in La1.965Ba0.035CuO4. Phys. Rev. B, 91(22):224404, June
2015. doi: 10.1103/PhysRevB.91.224404. URL http://link.aps.

org/doi/10.1103/PhysRevB.91.224404.

139

http://www.nature.com/nphys/journal/v5/n12/full/nphys1426.html
http://www.nature.com/nphys/journal/v5/n12/full/nphys1426.html
http://link.aps.org/doi/10.1103/PhysRevLett.93.147002
http://link.aps.org/doi/10.1103/PhysRevLett.93.147002
http://www.sciencedirect.com/science/article/pii/S163107050700165X
http://www.sciencedirect.com/science/article/pii/S163107050700165X
http://link.aps.org/doi/10.1103/PhysRevLett.84.5900
http://link.aps.org/doi/10.1103/PhysRevLett.84.5900
http://link.aps.org/doi/10.1103/PhysRevB.46.14034
http://link.aps.org/doi/10.1103/PhysRevB.46.14034
http://link.aps.org/doi/10.1103/PhysRevB.91.224404
http://link.aps.org/doi/10.1103/PhysRevB.91.224404


[147] Zahra Yamani, W. J. L. Buyers, F. Wang, Y.-J. Kim, J.-H. Chung,
S. Chang, P. M. Gehring, G. Gasparovic, C. Stock, C. L. Broholm,
J. C. Baglo, Ruixing Liang, D. A. Bonn, and W. N. Hardy. Separation
of magnetic and superconducting behavior in YBa2Cu3O6.33 (tc = 8.4
k). Phys. Rev. B, 91(13):134427, April 2015. doi: 10.1103/PhysRevB.
91.134427. URL http://link.aps.org/doi/10.1103/PhysRevB.91.

134427.

[148] Kyoichi Kinoshita, Hiroyuki Shibata, and Tomoaki Yamada. High-
pressure synthesis of superconducting La2−xCa1+xCu2O6−x/2+δ. Phys-
ica C: Superconductivity, 171(5–6):523–527, November 1990. ISSN
0921-4534. doi: 10.1016/0921-4534(90)90267-I. URL http://www.

sciencedirect.com/science/article/pii/092145349090267I.
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