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Abstract of the Dissertation

Energy Technology Allocation for Distributed Energy

Resources: A Technology-Policy Framework

by
Sreekanth Mallikarjun
Doctor of Philosophy
in
Technology, Policy and Innovation
Stony Brook University

2014

Distributed energy resources (DER) are emerging rapidly. New engineering technologies,
materials, and designs improve the performance and extend the range of locations for DER. In
contrast, constructing new or modernizing existing high voltage transmission lines for
centralized generation are expensive and challenging. In addition, customer demand for
reliability has increased and concerns about climate change have created a pull for swift
renewable energy penetration. In this context, DER policy makers, developers, and users are
interested in determining which energy technologies to use to accommodate different end-use

energy demands.

We present a two-stage multi-objective strategic technology-policy framework for determining
the optimal energy technology allocation for DER. The framework simultaneously considers

economic, technical, and environmental objectives. The first stage utilizes a Data Envelopment



Analysis model for each end-use to evaluate the performance of each energy technology based
on the three objectives. The second stage incorporates factor efficiencies determined in the first
stage, capacity limitations, dispatchability, and renewable penetration for each technology, and
demand for each end-use into a bottleneck multi-criteria decision model which provides the
Pareto-optimal energy resource allocation. We conduct several case studies to understand the
roles of various distributed energy technologies in different scenarios. We construct some policy

implications based on the model results of set of case studies.
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Chapter 1

Introduction

Distributed energy resources (DER) consist of small-scale energy generation and energy storage
units located at or near the load site. DER can be operated in a controlled, coordinated way either
while connected to the central electricity grid or in an islanded mode to supply energy to
consumers [1] [2]. DER are typically less than 30MW in power capacity [3] [4]. However, this is
not consistent in the literature. Cardell and Tabors [5] define that DER have a power capacity up
to 1MW, whereas Sharma and Bartels [6] define the capacity up to 200MW. Some noticeable
DER examples in the U.S. include: the Transamerica Pyramid building in California, the Cornell

campus in New York, and the Food and Drug Administration’s research facility in Maryland.

According to the International Energy Agency [7], DER are emerging rapidly for multiple
reasons. New engineering technologies, materials, and designs improve the performance and

extend the range of locations for DER. Constructing new or modernizing existing high voltage



transmission lines for centralized generation are expensive and challenging. Customer demand
for reliability has increased. Concerns for climate change have created a pull for swift renewable

energy penetration.

DER systems offer many benefits [8] [9]. First, DER systems enable cogeneration® and
trigeneration®, and avoid high voltage and long distance transmission losses, thus increasing
overall efficiency [10] [11]. Second, DER expand the use of renewable sources and siting is
easier as DER avoid the need of new high voltage transmission capacity [12] [13]. Third, DER
can be built swiftly and capacity can be added easily based on the incremental demands of
energy [14]. Finally, DER systems are capable of providing reliable and sustainable energy to

consumers [15] [16].

DER provide a multitude of services to utilities and consumers [17] that include standby or
primary generation, storage, peak shaving®, peak sharing®, base-load generation®, combined
heating and power (CHP), or combined cooling, heating and power (CCHP) [3] [4]. Additional
impetus was added to encourage DER because of climate change, manmade disasters (such as
accidents or military attacks), and natural disasters (such as heat waves that increase energy

loads or tropical and extra-tropical cyclones that down transmission lines) [18].

There are several energy generation and storage technologies that can be implemented into DER
architecture and there are various end-uses that consume energy [19]. As DER adoption grows, a

single energy technology such as diesel reciprocating engines and natural gas turbines can be

! Cogeneration or combined heat and power (CHP) refers to simultaneously generation of electric and useful thermal
energy.

% Trigeneration or combined cooling, heat and power (CCHP) refers to the simultaneously generation of electricity
and useful thermal energy for heating or cooling.

® Peak shaving is the process of avoiding the purchase of energy from a local utility grid during the peak hours due
to high energy tariffs.

* Peak sharing is the process of distributing energy loads among various energy sources during the peak hours.

® Base load generation is the process of supplying a minimum amount of energy constantly at all times.
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over utilized by the consumers due to economic advantages [3] [7]. In such cases, the
consequences lead to externalities such as pollution and dependence on fossil fuels [20] [21] [16]
[22]. Thus, to enhance the system efficiency, rate of return, and ease the environmental impact
simultaneously, it is necessary to establish a balanced strategic framework of optimal energy

technologies and specific end-use allocation for DER adopters [23].

U.S. energy policy must look at DER energy technology allocation as a sub-system of the overall
energy — economic — technical — environmental system rather than as an isolated system for the
nation’s future energy planning and sustainability [24] [25]. This leads to the research question —
What is an appropriate technology-policy framework that optimally allocates various energy
technologies among different end-uses in a distributed energy resources system? A technology-
policy framework for a specific circumstance formulates a set of objectives for desired outcomes
in that situation [26]. It will be used to inform decisions and set effective policies regarding the

technologies relevant to that situation [26].

To address this question, we develop a two-stage multi-objective strategic framework for
determining the optimal energy technology allocation for DER. The framework simultaneously
considers economic, technical, and environmental objectives. The framework takes into account
the needs of both the DER users and regulators. The proposed framework can be used for DER

design decision-making and for the development of DER regulatory policy.



Chapter 2

Background

DER is a disruptive innovation, meaning that DER has potential to change the energy market by
applying a different set of values (such as energy efficiency, renewable energy, power quality
and reliability) [3] [27]. However, it may offer poor economic justification for early adopters [3]
[27]. As commercialization continues, these technologies will be characterized by lower costs
and improved performance [28]. Research and development in energy technologies such as solar
photovoltaic, fuel cells and wind turbines in particular are dramatically changing the economic
calculus in remote locations that lack a supply of cheap gas or where the transmission constraints
limit power flows [4]. In addition, increasingly sophisticated automation and controls of the
energy management systems allow DER to operate much more cost-effectively than mega-scale
utilities [29] [30]. Thus, the DER paradigm becomes more acceptable to users and more

economically feasible [31].



As a consequence, extensive research has been done in the context of DER systems planning and
management [32]. Researchers in the past have proposed a variety of approaches based on
analytical optimization techniques, mathematical programming, evolutionary programming,
multi-criteria decision analysis, heuristic models, and genetic algorithms to optimize, design, or
operate of DER systems. Researchers such as Pohekar and Ramachandran [33], Figueria et al.
[34], Loken [35], Alarcon-Rodriguez et al. [36], Connolly et al. [37], and Fadaee and Radzi [38]
review, study, and discuss the literature regarding DER. In particular, Loken [35] concludes that
there is no one methodology that is generally better suited than others for energy planning
problems. On the whole, these reviews broadly classify the DER systems modeling literature into

two categories — single-objective and multi-objective models.

2.1.Single-Objective DER research

Most of the single-objective methods optimize technical parameters such as DER power sizing
and siting in particular scenarios [36]. Celli et al. [39] identify which sizes and locations are
beneficial for DER system operation. Harrison and Wallace [40] present an Optimal Power Flow
(OPF) approach to obtain the maximum DER capacity in predefined locations. Harrison et al.
[41] upgrade the OPF to optimize both DER locations and size, using a hybrid genetic algorithm
and OPF approach, where the genetic algorithm is used to solve the combinatorial problem, and
the OPF solves the capacity allocation problem. Keane and O’Malley [42] explore a similar
problem, and propose a linear programming technique to find the maximum capacity that can be
installed using a rigid connection. Ooka and Komamura [43] propose an optimal design method
that uses a genetic algorithm for managing a building’s energy system using the grid electricity

and other conventional recourses such as electric or gas heat pumps, boilers, etc. The method



provides efficient equipment capacity and operation planning for cooling, heating, and power
operations in a large building. More recently, Voll et al. [44] propose a methodology that
optimizes the structure and capacities of the DER supply systems such that the optimum
operational efficiency is achieved. Ashouri et al. [45] present a design framework for the optimal
selection and sizing of a smart building system. Their model uses mixed integer linear
programming techniques to compute and compare various configurations and operating

strategies for a building’s energy system.

Furthermore, researchers such as Kim et al. [46], Wang and Nehrir [47], Wang et al. [48], and
Soroudi et al. [49] propose various single-objective approaches to minimize power losses in DER
systems. Niknam et al. [50] propose a stochastic model for optimal energy management in a
typical grid-connected micro grid. Menon et al. [51] study the optimal design of multi-node
micro grids integrating heat pumps and cogeneration units by considering optimal predictive
control strategies. Zhou et al. [52] provide a generic energy systems engineering framework for

the optimal design of DER systems in a hotel.

In addition, most of the single-objective models in the literature minimize cost parameters of
DER systems [53]. For cost minimization single-objective DER planning approaches, cost is
mainly examined from three perspectives [36]. The models are formulated either from a DER
developer’s perspective [54], a DER user’s perspective wWho invests in DER [55] [56], or a DER
operator’s perspective who tends to minimize the cost of network reinforcements [57]. Wright et
al. [58] describe exploratory analysis that examines the economics of on-site generation systems
on local electricity networks. Kalantar et al. [59] accomplish optimal sizing and economic

analysis of the wind turbine, solar photovoltaic, and battery hybrid system using a genetic



algorithm for minimizing the annualized cost of the system. Fumo et al. [60] present a
mathematical analysis to demonstrate that CHP systems increase the site energy consumption

and therefore fail to yield economical savings.

The optimization of energy systems focusing on economic objectives for designing energy
systems in the residential and commercial sectors dominates the majority of the cost optimization
research. For instance, Van Schinjndel et al. [61] develop a mathematical model to evaluate the
economic benefit of a newly installed DER system at a hospital using simulation and
optimization. Cardona et al. [62] use a single-objective linear programming method for energy
cost saving at airports. Ziher et al. [63] use a similar approach for analyzing the trigeneration
system in a hospital. Arcuri etal. [64] and Casisi et al.[65] propose similar mixed integer
programming models to optimize the operating cost for a distributed cogeneration system with a
local district heating network. Houwing et al. [66] apply a comprehensive framework to address
uncertainties in cost that influence the design and operation of a residential DER system that
consists of micro-CHP technologies. Lozano etal. [67] present a mixed integer linear
programming model to optimize the cost of combined cooling, heat and power systems with
thermal storage for commercial users. Wakui et al. [68] use an optimization approach based on
mixed integer linear programming to investigate a suitable operational strategy of solid oxide

fuel cell cogeneration systems to save energy costs in a housing complex.

More notably, Ernest Orlando Lawrence Berkeley National Laboratory developed an economic
model (known as DER-CAM) for a consumer to adopt DER. The model uses the general
algebraic modeling system optimization software to minimize the cost of operating on-site

generation [69]. The primary focus of the model is economic [70]. However, Marnay et al.



(2013) imply that DER-CAM can have an objective function focusing on cost, CO, emission, or

a weighted combination of both [71] [72].

Few researchers primarily focus on the environmental aspects of DER systems [73]. Strachan
and Farrell [22] systematically analyze emissions from DER energy technologies and conclude
that there is a need for a rigorous regulatory framework for DER CHP technologies. Pehnt [74]
investigates the environmental impact of micro cogeneration DER systems by carrying out a
detailed life cycle assessment. Allison et al. [75] advocate technology-forcing regulation which
would require the reduction of emissions from the DER units. Mancarella et al. [21] formulate a
comprehensive emission assessment framework for distributed cogeneration systems. Chicco and
Mancarella [76] [77] in their two papers, perform an in-depth assessment of greenhouse gas
emissions from cogeneration and trigeneration DER systems. They contend that possible
emission reduction benefits in DER systems arise only from the interaction of energy
technologies through combined production processes, optimal composition of energy

technologies, and the development of new energy generation technologies.

Due to the rise in climate change concerns, the environmental impact from energy systems
cannot be ignored [78] [79] [80]. Thus, the DER allocation problem becomes more challenging
when attempting to minimize both the cost and environmental impact objectives simultaneously.
[81]. DER modeling becomes even more complex when technical objectives such as power
quality and reliability are considered as well. The difficulty arises as economic, technical, and

environmental objectives often conflict with one another [82] [81].

Based on the previously presented DER literature, the single-objective models usually optimize

one objective — generally cost — while treating other objectives as constraints, or the objectives



are aggregated into a single-objective function through a weighted sum method that is optimized.
The major drawback of the weighted-sum approach is the difficulty of determining appropriate
values for the weights [36]. Furthermore, it is imprecise to obtain quantitative weights to
evaluate the energy systems based on conflicting objectives such as economic, technical, and
environmental functions [81] [43] [39]. In addition, weighted-sum solutions are sensitive to the
set of parameters considered and inconsistencies in any of the specified weights will lead to
biased and sometimes misleading results [36]. For this reason, few researchers aggregate various
attributes into a single monetary parameter; this approach lacks accuracy and does not capture
the true nature of multi-objective optimization [83]. While exemplifying cases, Alarcon et al.
[36] state that when attributes cannot be converted to cost accurately or when a larger number of

objectives are analyzed, a multi-objective approach becomes essential.

2.2.Multi-Objective DER research

Haesen et al. [82] discuss the drawbacks of single-objective formulations and identify the
advantages of multi-objective approaches. Celli et al. [84] contend that multi-objective
approaches allow a better simulation of reality and assist the decision-making process.
Moreover, multi-objective DER planning methods provide valuable information about the
correlations between the benefits and impacts of DER systems [84]. From a high-level
standpoint, a multi-objective analysis of DER planning can provide an insight about incentives
and policies to encourage DER developments such that the benefits and impacts are balanced
[36]. However in the DER literature, in most of the multi-objective models, the objectives are
either weighted into a single objective or each objective is solved separately and one solution is

chosen.



Heretofore, in multi-objective approaches, objectives are formulated from the DER users’ or the
operators’ perspectives [85]. Researchers employed multi-objective techniques to optimize
various aspects of DER systems. DER multi-objective models are broadly used for three
purposes— 1) economic planning and operation optimization for a single DER technology, 2)
technical design of DER power systems from both utility and DER operator standpoints, and 3)

environmental impact optimization of DER systems.

Most of the multi-objective research primarily focuses on economics while considering other
attributes. Tsay [86] presents a multi-objective approach based on evolutionary programming to
solve the economical operation problem of cogeneration systems under emission constraints.
Celli et al. [39] present a multi-objective technique to minimize different costs of embedded
generation in distributed networks. They investigate the cost of network upgradation, cost of
power losses, cost of energy not supplied, and cost of power quality. Aki et al. [87] use a multi-
objective model of cost reduction and CO, emission mitigation of fuel cells. Wang et al. [48]
employ a genetic multi-objective algorithm to assist designers in green building design while
considering both economical and environmental criteria. Zangeneh and Jadid [88] present a
multi-objective optimization approach to generate a Pareto set of DER unit locations and sizes by
minimizing three cost functions — total cost of installation and operation, cost of energy losses,
and cost of energy not served. Ghopal and Khan [89] implement a multi-objective optimization
procedure to find optimal design values by minimizing two objective functions — energy cost and

material cost.

More recently, Celli at al. [90] propose a multi-objective genetic algorithm that simultaneously
considers cost and CO, emission to solve the optimal placement of different types of DER.

Mavrotas et al. [91] present an integrated modeling and optimization framework to minimize

10



cost and maximize demand satisfaction for the CHP system planning in large service sector
consumers. Sayyaadi et al. [92] present an economic model to minimize the total levelized cost
of a DER system. The objective functions are based on thermodynamic and thermoeconomic
analysis. Gebreslassie et al. [93] propose a multi-objective formulation that accounts for
minimizing cost and environmental impact at the DER design stage. Sayyaadi [94] performs a
multi-objective optimization for designing a benchmark cogeneration system by considering
economic, exergetic, and environmental criteria. Kavvadias and Maroulis [95] develop a multi-
objective optimization method for the design of trigeneration plants based on economic,
energetic, and environmental criteria. Ren et al. [81] develop a multi-objective linear
optimization model to determine the optimal operating strategy of a district DER system while
combining the pure minimization of energy cost with the pure minimization of CO, emissions.
They perform a tradeoff analysis between the independent environmental and economic
optimizations. Soroudi et al. [49] present a long-term two-stage heuristic planning model for
distributed energy network expansion. The multi-objective model determines the optimal
schemes of investments, sizing, and placement of DER over the planning period. Similarly,
Carvalho et al. [96] apply a multi-objective mixed integer linear programming model to a DER
trigeneration system. They consider annual cost and CO; emissions to obtain a set of solutions

presenting optimal tradeoffs between the economic and environmental objectives.

Much of the multi-objective research primarily focuses on technical and design aspects of DER
technologies or systems along with other functions. Haesen et al. [82] propose a multi-objective
evolutionary algorithm to optimize the long-term planning of DER placement, sizing, and
tradeoffs. They use bi-objective plots to examine correlations or conflicts between multiple

objectives. Haesen et al. [97] use iterative mixed integer quadratic programming for planning

11



time-variant DER. The authors identify that some objectives such as voltage sags and losses
cannot be formulated as a mathematical function of DER type, location, and size. Harrison et al.
[98] develop a multi-objective Optimal Power Flow model and combine it with genetic
algorithms to maximize the DER capacity in existing and future networks. They also simulate
and identify compromise solutions that would benefit all DER stakeholders. Harrison et al. [99]
state that DER capacity maximization will produce an increase in line losses, and cost
minimization of network investments conflicts with capacity maximization and line loss
minimization. Becerra-L6opez and Golding [100] promote a multi-objective model to optimize
capacity expansion of regional power generation systems. Tang and Tang [101] use Analytical
Hierarchy Process (AHP) [102] to perform a weighted-sum of four objectives (investment cost,
energy losses, voltage quality, and supply reliability) to optimize DER locations and sizes.
Alarcon-Rodriguez et al. [103] present a flexible multi-objective planning framework for the
integration of stochastic and controllable DER in the distribution grid. Later, this was extended
by Haesen et al. [104] to compare network reinforcement of DER systems as an alternative

planning option. They also examine the effects of different energy tariff schemes.

Recently, Abdollahi and Meratizaman [105] perform a multi-objective genetic algorithm
optimization for designing a distributed CCHP system and find a set of Pareto-optimal solutions.
Rubio-Maya et al. [106] develop a nonlinear design optimization model for the selection and
sizing of energy technologies in a poly-generation design. Fazlollahi et al. [107] explain an
energy system optimization model that optimizes the configuration and the operating conditions
of an energy system and parametrically optimize CO, emissions as a second objective function.
Later, Fazlollahi et al. [108] present a multi-objective optimization model for the sizing and

operation optimization of district heating systems with heat storage tanks. The model includes

12



process design and energy integration techniques for optimizing the temperature intervals, the

volume, and the operation strategy of thermal storage tanks.

Society's desire for less polluting energy sources conflicts with the users’ inclination towards an
affordable and reliable energy supply. Few researchers principally focus on environmental
aspects of DER systems along with other functions. Pelet et al. [109] use a multi-objective
evolutionary algorithm to study the optimization of the design parameters of an integrated energy
system for a remote community. They argue that separating and ranking the two objectives (total
cost and CO, emissions) enables more informed design decisions. Furthermore, they recognize
the conflict between cost and environmental benefits and conclude that clean energy
technologies are more expensive. Alarcon-Rodriguez et al. [110] propose a multi-criteria
evaluation technique to explicitly formulate an environmental objective along with a flexible
treatment of other relevant constraints. Moura et al. [111] propose a multi-objective method to
maximize the renewable energy contribution to the peak load, while minimizing the combined
intermittence, at minimum cost. Their model considers the contribution of the large-scale
demand-side management and demand response technologies. Fesanghary et al. [112] present a
multi-objective optimization model based on the harmonic search algorithm to design low-

emissions and energy-efficient residential buildings with DER systems.

2.3.Remarks on DER research

Through the widespread literature search, we draw some implications about DER systems
modeling research. It is evident that nearly all of DER systems modeling research (except [69])
originates from European and Asian nations and do not explicitly deal with the U.S. energy

policy. No research investigates a wide range of energy technologies simultaneously —
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conventional (e.g. engines, boilers), new (e.g. different types of fuel cells, geothermal pumps),
renewable (e.g. solar, wind), storage (e.g. batteries, pumped storage), CHP, and CCHP. The
competitiveness and selection of DER energy technologies is not examined by developing a
technology-policy framework. DER system planning and modeling is mostly done from a user
or operator perspective. DER system planning is not formulated with respect to specific energy
end-use demands of a consumer and the allowable controllability of those demands. A small
number of researchers study economic, technical, and environmental aspects together. However,
they handle them either by weighting, aggregating into a single parameter, or solving

independently and analyzing a tradeoff relation among them.

This research fills this gap by introducing an innovative school of thought that aims to find a
Pareto-optimal energy resource to end-use allocation in a DER system. We develop a hybrid
multi-objective two-stage DER technology-policy framework. Unlike previous models, this
model considers economic, technical, and environmental objectives simultaneously without the

need of weights and thus eliminates the subjectivity that would otherwise arise.

In addition, the model is useful to understand the competiveness of different energy technologies
in optimally supplying energy to particular end-uses. Furthermore, the model regards
controllable or sheddable loads® for various end-uses by considering the minimum power
dispatchability required for particular energy end-uses. On the whole, the proposed framework
can be useful for DER design decision-making, for the development of DER regulatory policy,
and for the determination of incentives and taxes to promote or oppose certain DER technologies

for the welfare of both users and society.

® Load shedding is the process of disconnecting the energy supply to certain uses when the energy demand becomes
higher than the supply capacity.
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Chapter 3

DER Technology-Policy Framework

There are several types of DER technologies available ranging from conventional combustion
engines to advanced fuel cells. DER technologies are capable of performing different tasks such
as generating, supplying, and storing electric energy, thermal energy, or a combination of both
(CHP and CCHP). El-Khattam et al. [113] and Chicco and Mancarella [114] provide detailed
reviews of DER technologies and outline possible structures, characteristics, components, energy
flows, and interactions of DER systems. On the other hand, there are various energy end-uses of
a consumer that demand energy. Figure 1 shows a possible DER architecture with various fuels,

energy technologies, and end-uses.
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Figure 1. Fuels, energy technologies, end-uses

3.1.Rationale

Every unit (kWh) of energy transfer from each energy technology resource to an end-use has a
corresponding system efficiency [115]. The system efficiency is a combination of fuel to output
efficiency (or energy technology efficiency) of an energy resource and end-use device efficiency
[116]. Tables 1 and 2 tabulate all energy technology efficiencies and end-use devices
efficiencies, respectively. A dash implies that the related energy technology does not produce
that energy form. For example, a gas heater does not produce electrical energy and hence there is
no corresponding effective electrical efficiency. A CHP or CCHP energy technology has two

efficiencies as they produce both electric and thermal energy. Thus, in such cases the total fuel to
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total output efficiency is the sum of effective electrical output and effective thermal output
efficiencies [117]. Grid electricity efficiency is the product of the local utility power plant
efficiency and transmission and distribution efficiency (~0.94). Storage device efficiency is the
product of grid electricity and storage technology efficiency. The advantage of a storage
technology is that its reliability is comparatively higher than the grid electricity alone. We collect
efficiencies data for energy technologies and end-uses from multiple sources [3] [116] [117]

[118] [119] [120].
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Energy Technology Efficiencies

Fuel to Effective Effective

Energy Technology Total Electrical | Thermal
Cutput Output COutput

Grid electricity 030 030

Grid electricity with battery storage 0.24 0.24

Grid electricity with pumped water storage .23 0.23

Grid electricity with compressed air storage 020 020

Grid electricity with hydrogen storage .11 0.11

Diesel engine electricity 042 042

Diesel engine CHP 077 042 0.35
Diesel engine CCHP 077 042 0.35
Biodiesel engine electricity .39 0.39 -
Biodiesel engine CHP 069 0.39 0.30
Biodiesel engine CCHP 069 0.39 0.30
Gas engine electricity .39 0.39 -
Gas engine CHP 074 0.39 0.35
Gas engine CCHPE 074 0.39 0.35
Gas turbine electricity 0.37 0.37 -
Gas turkine CHP 0.72 0.37 0.35
Gas turbine CCHP 0.72 0.37 0.35
Gas microturbine electricity 0.27 0.27 -
Gas microturbine CHP (.68 0.27 0.41
Gas microturbine CCHP (.68 0.27 0.41
Biomass-direct electricity .35 0.35 -
Biomass-direct CHF 0. 70 0.35 0.35
Biomass-direct CCHP 0. 70 0.35 0.35
Polymer electrolyte membrane fuel cells elect .35 0.35

Polymer electrolyte membrane fuel cells CHP 072 0.35 0.37
Phosphoric acid fuel cells electricity 042 042 -
Phosphoric acid fuel cells CHP 081 0.33 048
Molten carbonated fuel cells electricity .55 0.55

Malten carbronated fuel cells CHP (.62 0.43 0.19
Solid oxide fuel cells electricity 060 060

Solid oxide fuel cells CHP 077 0.43 0.34
Wind turbine- onshore electricity (.48 0.48

Solar photovoltaic-thin film electricity .15 0.15

Solar photovoltaic- crystalline electricity 018 0.18
Parabolic trough solar thermal electricity 018 0.18

Central receiver solar thermal electricity (.28 028 -
Solar thermal collector water heater 0.69 - 0.69
Solar thermal collector furnace 0.61 - 0.61
Solar thermal collector with adsorption chiller 061 - 0.61
Fuel cil water heater 0.B0 - 0.20
Gas water heater (.90 - 0.90
Qil-fired furnace [ boiler 0.7B - 078
Gas-fired furnace [ boiler 081 - 0Bl
Biomass fired boiler 0.75 - 0.75
Geothermal pump 0B85 - 0.B5
Geothermal pump with desuperheater 0.B6 - 086

Table 1. Energy Technology Efficiencies
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End-Use Efficiency Notes

Water Pumping 0.61 Motor and pump efficiency, frictional and line loses are neglected as they vary by buildings
Water Heating 1.00  Electric heating element has efficiency of 1

Water Heating by CHP/CCHP 0.98  Hot water is the transfer medium for heating and has a typical 2% insulation loss

Space Heating 1.00  Electric heating element has efficiency of 1

Space Heating by CHP/CCHP 0.95 Hot water is the transfer medium and has a typical 5% convection and radiation losses
Ventilation 0.90  Electric motor and duct blower efficiency

Space Cooling 0.61  Central air conditioning compressor efficiency

Space Cooling by CCHP 0.95 Adsorption chiller efficiency, chiiled water is the transfer medium for cooling

Refrigeration 0.41  Reciprocating compressor mechanical efficiency

Lighting 0.22  Fluorescent lamps efficiency

Electrical and Electronic Equipment  0.72  Average and appoximate efficiency of common appliances /equipment

Table 2. End-Use Efficiencies

System efficiency implies efficiency of energy (kWh) conversion from the fuel to the end-use
[121]. For example, the fuel to electric energy output efficiency of a diesel reciprocating engine
is about 0.42 and the end-use device efficiency of an electric motor pump which is used for water
pumping is 0.61. The net system efficiency of every kwWh of energy of diesel electricity used for
water pumping is 0.42*0.61 = 0.26. In case of CHP and CCHP systems, the system efficiency is
the product of the respective effective electric output efficiency (for electric energy end-uses) or
effective thermal output efficiency (for thermal energy end-uses) and the end-use efficiency. For
energy technologies with thermal output only, the system efficiency equals the energy
technology alone. Table 3 shows the estimated system efficiencies for all the energy technology
and end-use combinations. A dash implies that the respective combination is not feasible. High
system efficiency leads to a lesser waste of energy and thus, a relatively lesser operating cost and
environmental impact [122] [123]. Fuel to output efficiency data is used to proportionate the
costs. The system efficiency data is used to calculate the emissions released by each technology

and end-use combination.
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1 | Grid electricity 018 030 030 027 018 027 007 022
2 |Grid electricity with battery storage 01l 024 024 022 015 022 005 017
3 |Grid electricity with purnped water storage 014 023 023 020 074 020 005 078
4 1Grid electricity with compressed air storage 012 020 020 013 012 01 o004 014
5 | Grid electricity with hudrogen storage 0os  om o1 oos 008 009 Q002 008
6 |Diezel engine electricity 026 042 042 038 026 038 009 030
7 |Diezel engine CHF 026 034 033 038 0241 038 003 0320
8 |Diezel engine CCHP 026 034 033 038 033 038 003 0320
9 |Biodiezel engine electricity 024 033 039 035 024 035 009 028
10 | Biodiesel engine CHF 024 030 029 035 018 035 009 028
1 |Biodiesel engine CCHF 024 030 029 035 023 035 009 028
12 | Gaz engine electricity 024 039 033 035 024 035 009 028
13 |Gas engine CHF 024 034 033 035 021 035 003 028
14 1Gas engine CCHP 024 034 033 035 033 035 003 0238
15 | Gas turbine electricity 023 037 037 033 023 033 008 027
& | Gas turbine CHFP 023 034 033 033 021 033 008 027
17 | Gas turbine CCHF 023 034 0323 033 033 033 008 027
13 | Gas microturbine electricity e 027 0279 024 016 024 006 013
19 |Gas ricroturbine CHF 016 040 039 024 025 024 006 019
20 | Gas micraturbine CCHP 01 040 033 024 033 024 006 013
21 |Biormnass-direct electricity 021 035 035 032 021 032 008 025
22 |Biormass-direct CHF 021 034 033 032 021 032 008 025
23 |Biornass-direct CCHP 021 034 033 032 033 032 008 028
24 |Polurner electrolute membrane fuel cells electricity 021 03 03% 032 021 032 0028 025
25 |Palumer electrolute membrane fuel cells CHF 021 036 03% 032 023 032 008 025
26 |Phosphoric acid Fuel cells electricity 026 042 042 038 026 0383 003 030
27 |Phozphoric acid Fuel cells CHP 020 047 046 030 023 030 007 024
28 |holten carbonated Fuel cells electricity 034 055 055 050 034 0560 0712 040
29 |kAalten carbonated Fuel cells CHP 026 079 013 0323 01 033 0039 03
0 | Salid oxide fuel cells electriciby 037 060 0OBO0 054 037 054 013 043
31| Salid oxide fuel cells CHF 026 033 032 039 021 039 003 03
32 |"ind turbine- onshore electricity 023 048 042 043 023 043 0N 035
33 | Salar phatosvaltaic-thin Filr electricity ooy o1 01 014 003 094 0030 0T
3 | Salar photovaltaic- cruestalline electricibg omnn o ow| 01 01 om0 004 03
35 |Parabalic trough ol ar thermal electricity om0 01w 01w 0M 06 004 013
36 | Central receiver solar thermnal electricity 017 028 023 025 017 025 008 020

37 | Solar thermal collector water heater - 059 - - - - - -

38 | Solar thermal collectar Furnace - - 061 - - - - -

39 | Salar thermal callectar with adsorption chiller - - 0.61 - 0.52 - - -

A0 |Fuel ail water heater - 0.20 - - - - - -

41 | Gaz water heater - 0.90 - - - - - -

42 | Dil-Fired furnace ! bailer - - 078 - - - - -

43 | G as-fired Furnace ! boiler - - a1 - - - - -

44 |Biomass fired boiler - 075 075 - - - - -

45 | Geothermal purnp - - 0.86 - 0.86 - - -

4B | Geothermal purnp with desuperbeater - 0.86 - - - - - -

Table 3. System Efficiencies
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3.2. Metrics

The DER technologies must be compared and evaluated relative to each other to select the
optimal technology for specific energy uses [122] [9] [113]. Thus, we evaluate the performance
of each DER technology relative to an empirical production possibility frontier determined by all
the DER technologies for a particular end-use under appropriate assumptions. We evaluate each
energy technology and end-use combination using three objectives simultaneously — economic,

technical, and environmental.

For the economic objective, we consider levelized cost (LC). LC (cents per kWh) is the constant
unit cost per every kWh of energy that is supplied. LC summarizes the overall cost of the energy
technology throughout its life [24]. LC accounts for turnkey, operating and maintenance (O&M),
fuel, and financial costs throughout the life of the equipment. We consider LC in 2013 dollars
with a 20 year economic life/duty cycle of a consistent 500kW power capacity for all
technologies (except grid electricity), with a 40% tax rate, 30% debt, 1% degradation, 25% fuel
escalation, and 8% interest rate. We obtain other necessary LC components such as turnkey
costs, O&M costs, and capacity factors from Borbely and Kreider [3]. We assume a diesel price
of $3.75 per gallon and a natural gas price of $8.00 per MMBtu (1 MMBtu = 293.3 kWh). We do
not include government incentives or credits and operator profits. We adjust the LC for CHP and
CCHP technologies proportional to the total electric and thermal energy that is output by the
technology [124] [117]. The LC data is available through several sources such as [69], [125],

[24], and [126].

For the technical objective, we consider the reliability factor (RF). RF (ratio) is a combined

measure of the availability of a fuel source and the technical or mechanical reliability of the

21



technology to supply every kWh of energy for an end-use. Power reliability problems range from
the occasional voltage variations (brown-out) to complete power loss (black-out) due to overload
or external disturbances to the power system. RF for renewable technologies depends on the
season and climate conditions [127]. For example, the RF of solar energy technology used for
space heating (which usually has demand in cold weather) is higher than the RF of solar energy
technology used for space cooling (which usually has demand in warm weather). We estimate
the RF of different energy resources by compiling the performance and reliability data such as
fuel sources availability (for solar, wind, biomass, etc.) from 2012 Renewable Energy Data Book
[127], and typical technical failures for technologies (for grid, gas turbines, etc.) from multiple
sources [119] [128]. The RF data varies by region due to local utility grid and weather
conditions. The National Renewable Energy Laboratory (NREL) [127] and the National Energy
Technologies Laboratory (NETL) [129] furnish data on the reliability of energy output by

renewable energy technologies for different regions across the US.

For the environmental objective, we consider three emissions (EM) — Carbon, Nitrogen, and
Sulfur. Carbon (C) emission is a major greenhouse gas (GHG) [130]. The U.S. Environment
and Protection Agency (EPA) emphasizes policies to reduce the carbon footprint from energy
generation as it is more accessible to monitor and control from power generating stations than
from millions of vehicles [131]. Nitrogen (N) and Sulfur (S) emissions contribute to rainfall
acidity [132]. The Clean Air Act requires the EPA to set national air quality standards for six
pollutants — carbon, nitrogen, sulfur, particulate matter, ozone, and lead [133]. This study does
not include coal and oil power generating plants as they are not feasible for distributed energy

generation [9]. Thus, we do not consider particulate matter, lead, and ozone pollutants as they are
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of significant concern only for large scale coal and oil power plants [28]. We do not consider

indirect emissions that are released during the design, manufacturing, or construction stages.

We obtain the composition and enthalpy values (higher heating value) of the fuels from an
engineering handbook and compute EM (grams per kWh) using stoichiometry equations,
relevant system efficiencies, and other principles of combustion such as exergy [134] [135] [130]
[119]. For example, Diesel fuel has 87% Carbon (C) content and the calorific value (higher
heating value) is 43,820 kJ/kg (or 12.17 kWh/kg) [134]. The C emission for every kWh produced
during the combustion process is 71.48g of C/kWh. To find the net C emission at the end-use,
the calculated C emission is divided by the system efficiency of each combination. For example,
the quantity of C emitted for water pumping using diesel electricity is (71.48 g of C/kWh)/ 0.26
= 274.95 g of C/kWh. In the same fashion, we calculate the N and S emissions. Antipova et al.
[136] propose to optimize the energy system with a reduced number of environmental objectives
that fully describe the system’s performance but eliminate redundant criteria from the analysis.
Thus, in order to remove the redundancy of objectives, we aggregate the three pollutants into one
quantity (EM). We compute the EM for CHP and CCHP technologies proportional to the useful
electric and thermal energy that is output by the technology using the effective system
efficiencies data [76] [117]. EM data for the grid electricity is obtained from the local utility

reports and varies by the region or the locality.

The LC, RF, and EM data for all the energy technology and end-use combinations is shown in
chapter 5 (actual values in tables 5a, 5b, 5c, 5d, 5e, 5f, 5g, and 5h) for a particular scenario. Note
that the emphasis of this dissertation lies in presenting and demonstrating the novel DER
framework. Energy decision makers seek solutions that satisfy multiple objectives that are often

conflicting [137]. Particularly balancing energy costs and environmental attributes pose a major
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dilemma in energy decision analysis [138] . In order to achieve the desired levels of these
objectives, it is often important to allocate the energy resources efficiently [139]. This is the
fundamental idea behind incorporating the three objectives discussed previously into a non-
parametric production frontier methodology. We obtain the three factor efficiency scores for
each energy technology and end-use combination from this process. This constitutes the first

stage of the framework. Figure 2 summarizes the description of the three objectives.

Availability Performance

Reliability Factor
(%)

Figure 2. The Three Objectives

We incorporate the factor efficiency scores obtained from the first stage into a multi-criteria
methodology. In particular, the factor efficiency scores appear as coefficients of the decision
variables in a set of constraints designed to produce solutions that simultaneously consider the
objectives in a balanced fashion by eliminating the subjectivity of weights [140]. In addition,
supplementary operational criteria and constraints are incorporated in the multi-criteria
methodology to obtain the optimal energy resource to end-use allocation. This constitutes the

second stage of the framework.
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Chapter 4

Methodology

In an energy planning models review paper, Loken [35] justifies that researchers should use
more than one methodology, either in combination to make use of the strengths of both
methodologies, or in parallel to attain a perceptible decision basis for an energy decision maker.
Thus, we develop a hybrid two-method two-stage framework to study DER technology
competitiveness and allocation while accounting for the three objectives simultaneously. This

chapter describes the methodology of the framework comprehensively.

4.1.Energy Technologies and End-Uses

Table 4 shows the energy technology (t) and end-use (u) matrix. There are 46 (T) technologies
and 8 (U) end-uses. The cells represent allowable energy capacities in kWh (Cy) for the
particular energy technology (t) and end-use (u) combination. The “M” signifies a big M value,

meaning that there is a high capacity limit for the corresponding combination. The big M can be
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substituted with a limit value (kWh) in case there is an actual capacity restriction, such as land
available for wind or solar technologies, fuel supply limitations, or biomass availability, etc.
Zero implies that the respective energy technology (t) cannot be used for the corresponding end-
use (u). For example, geothermal pump technology cannot be used for water pumping, and the
solar thermal collector resource captures thermal energy from the sun rays that can be used for
space heating and water heating only. We consider the energy technologies that are
commercially available and are not in the development or the demonstration phase [3]. We
consider the energy end-uses that are most common for a typical commercial user [141]. Energy
technologies and end-uses can be added or removed according to the user, resource availability,

etc. This makes the framework adaptable to any DER situation.
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Table 4. Energy Technologies and End-Uses

27




Grid electricity (t=1) is the energy available from the local utility grid. There are four storage
technologies (t=2,3,4,5) that can be used in conjunction with grid supply in order to increase
reliability and/or to store energy during the off-peak hours to lower energy consumption costs

[126]. These together will allow a DER system to be grid-integrated.

There are ten Combined Heat and Power (CHP) technologies (t=7,10,12,16,19,22,25,27,29,31)
and six Combined Cooling, Heating and Power (CCHP) technologies (t=8,11,14,17,20,23). CHP
or CCHP are not specific energy technologies but are applications to energy technologies that
increase the useful energy output and improve efficiency. In a CHP technology, when electric
energy is generated, thermal energy (or heat) produced during the generation process is captured
and used for space heating and water heating (u=2, 3). In CCHP, the heat captured is used for
either space heating (on cold days) or for space cooling (on warm days) while being used
constantly for water heating [142] [143]. Thus, CHP and CCHP technologies provide thermal
energy (versus electric energy) for heating and cooling (u=2, 3, 5) [144]. In most cases, CCHP is
not suitable for commercial refrigeration (u=6) as it requires heavy cooling loads which cannot
be fulfilled with CCHP [145]. CCHP uses an adsorption chiller that utilizes thermal energy to
cool the water [146]. Chilled water acts as a transfer medium for space cooling, whereas
commercial refrigeration typically requires compressors with ammonia or Freon refrigerants to

achieve high cooling power [147].

Energy technologies (t=37 to 46) such as heaters, furnaces, thermal collectors, and heat pumps
provide only thermal energy for heating and cooling end-uses (u=2, 3, 5). Thus, they tend to

have the lowest costs among all the technologies.
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4.2.First Stage of the Framework

In the first stage of the framework, we use unoriented Data Envelopment Analysis (DEA) to
compute factor efficiencies of each energy technology (t = 1,..., T) for each end-use (u = 1,...,
U). DEA is a linear programming based non-parametric methodology that measures the
efficiency of each technology relative to an empirical production possibility frontier determined
by all technologies under appropriate assumptions regarding model orientation and returns to

scale. [148].

Typically, DEA models are either input oriented or output oriented [149]. An input oriented
model reduces inputs as much as possible while maintaining output levels. An output oriented
model increases outputs as much as possible while maintaining input levels. In addition, DEA
models can be unoriented [150]. An unoriented DEA model can be used to measure efficiency in
situations in which analysts seek to simultaneously reduce input quantities and increase output

quantities.

The production possibility frontier’s function depends on the type of returns to scale assumption
the DEA model follows. See figure 3 for a simple one-input, one-output depiction. DEA models
can be constant return to scale (CRS), non-decreasing returns to scale, non-increasing returns to
scale, or variable returns to scale (VRS). In CRS models, technologies are able to linearly scale
inputs and outputs without decreasing or increasing the technology’s efficiency. In non-
decreasing returns to scale models, proportionate increases in all of the inputs result in more than
proportionate increases in its outputs, while in non-increasing returns to scale models,

proportionate increases in inputs result in less than proportionate increases in outputs [151]. VRS
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models are a combination of both non-decreasing and non-increasing returns to scale models. For

thorough review of DEA, the reader can refer to Sexton [152] and Sexton and Silkman [153].

A
CRS efficient frontier

Outpu ZEAN
f/....r“"f ') &

A5 X VRS efficient frontier

" & energy technology

A

Input

Figure 3. DEA CRS and VRS Frontiers

DEA converts a specific level of each input into a specific level of each output. DEA is
applicable in situations where the inputs and outputs are in different units and cannot be
precisely converted to a common scale, as is the case here. LC (cents/kWh) is the input and RF
(ratio) and EM (grams/kWh) are the outputs for the technologies. We use the unoriented DEA
model as DER decision makers seek to decrease the input and increase the outputs concurrently
[99]. EM is a reverse quantity output [154] i.e., though it is an output, less quantity is desired. To
achieve meaningful results, the proposed DEA model follows the constant returns to scale (CRS)
assumption. This assumption is justified as the inputs and outputs are constant values expressed

per KWh of energy production.

We perform the DEA model for each end-use separately. The DEA model for an energy

technology k in an end-use u is formulated as follows:
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Min g, or Maxd,, Eq.1
subject to

T
tz=1: ﬂ“ktu (LC)tu = gku (LC)ku Eq 2

T
> (RN 20, (RF g

)
> 4w (EM), <&, (EM),,

1 Eq.4
Eu 6, =2 Eq.5
A 20 fort=1,...,T Eq.6
& by =0 Eq.7
Where,

e Jxu IS the weight placed on the energy technology t for an end-use u by the energy
technology k.
e & IS the relative efficiency of the energy technology k for end-use u.

e Oy, is the approximate inverse efficiency of the energy technology k for end-use u.

Equation 1 minimizes the relative efficiency of the energy technology k or equivalently
maximizes its approximate inverse efficiency. Equation 2 ensures the hypothetical target energy
technology consumes no more of the input (LC) than the energy technology k. Equation 3
ensures the hypothetical target energy technology produces at least as much of the output (RF) as
does the energy technology k. Equation 4 ensures the hypothetical target energy technology
produces no more of the reverse quantity output (EM) than the energy technology k. Equation 5
is a first-order linear approximation of &* 6y, =1 [155]. Equations 6 and 7 ensure that the

decision variables are non-negative.
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The three factor efficiencies for energy technology k for end-use u are given by:

T
Zﬂ’ktu (Lc)tu
I:lku ==
(LC),, Eq.8
(RF),
szu = T :
A (RF)
ZJ; kt ki Eq. 9
T
Z ﬂ’ktu (EM)tu
=1

F =t ——
3 (EM),, Eq.10

Equations 8, 9, and 10 estimate the factor efficiency scores for the three objectives LC, RF, and
EM, respectively. At optimality: Fi < e, Foxu < 1/6k, and Faw < e As shown in equation 8,
the factor efficiency score for LC (for energy technology k and end-use u) is the ratio of its
efficient target value to its actual value. As shown in equation 9, the factor efficiency score for
RF (for energy technology k and end-use u) is the ratio of its actual value to its efficient target
value. As shown in equation 10, the factor efficiency score for EM (for energy technology k and
end-use u) is the ratio of its efficient target value to its actual value. The key idea in this stage is
that the DER decision maker desires to choose energy technology k if it scores high factor
efficiencies, and reject if it scores low factor efficiencies. We embody this concept in the second
stage of the framework by incorporating the factor efficiencies scores into a multi-criteria

decision methodology.
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4.3.Second Stage of the Framework

In the second stage, we use Goal Programming (GP) to obtain the optimal energy resource and
end-use allocation while accounting for additional constraints. GP is a commonly used multi-
criteria decision methodology that is capable of handling multiple objectives (goals) within the
general framework of linear programming [156] [157]. However, GP requires target values and
unit penalty weights associated with each goal. It is difficult to specify these values consistently

as the objectives are contradictory and thus pose a problem of subjectivity [158] [159] [140].

We mitigate this issue in the proposed framework by incorporating the factor efficiencies scores
estimated by the DEA models into the GP-bottleneck model. We employ the GP-bottleneck
model proposed by Lewis [140]. The GP-bottleneck model includes constraints on the energy
resources capacity restraints (Cy) and constraints that ensure that the optimal energy technology
to end-use allocation (Qg) will not be less than the given end-use demands (D,) in a DER

system.

We apply the GP-bottleneck methodology for all energy technologies (t = 1,..., T) and end-uses

(u=1,..., U). The GP-bottleneck model is formulated as follows:
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Min B Eq.11
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T U 1
- Qtu <B
Fua Eq.12
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)
> Q,=Db, foru=1,.,U

t=1 Eq.16
Q.20 fort=1,..,Tandu=1,..,U Eq.17
B>0 Eq.18
Where,

e B is the bottleneck variable
e Qu is the energy allocation in kwWh for energy technology t and end-use u.
e Cy, isthe allowable energy capacity in kWh for energy technology t and end-use u.

e Dy isthe energy demand in kwh for end-use u.

Equation 11 is the objective function that minimizes the bottleneck variable (B). Equations 12,
13, and 14 ensure that all three objectives are considered simultaneously when selecting the
energy technology allocation. This ensures that no one objective dominates the others. Equation
15 ensures that the allocated energy capacity (Qy) is no more than the allowable energy capacity
(Cw) for respective energy technology (t) and end-use (u). Equation 16 guarantees that the
allocated energy capacity (Qy) for an end-use is at least as much as the energy demand (D) for

that end-use. Equations 17 and 18 ensure that the decision variables are non-negative.
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CHP technologies produce two forms of energy. Electric energy is used for end-uses (u=1, 4, 5,
6, 7, 8) and thermal energy is used for end-uses (u=2,3). Thus, we embody this principle by

integrating additional constraints for CHP technologies t =7, 10, 13, 16, 19, 22, 25, 27, 29, 31.

Qi =h(Qy +Q +Qis + Qs +Qy + Q) EQ.19
Qi =W Q3 Eg. 20

h; is the heat to power ratio for the CHP or CCHP energy technology t [117]. For illustration, say
a CHP energy technology produces 30 units (kWhg) of electricity, and as a result 45 units (kWhy)
of thermal energy is captured and supplied. Thus the heat to power ratio (h;) of this CHP
technology is computed as 45/30=1.5 (unitless) [117]. w; is the residual heat ratio that is
available for water heating (u=2) through the CHP energy technology t [117]. The values of h;
and w; vary for different CHP technologies. The data for h; and w; is provided in the catalog of

CHP technologies document prepared by the EPA [117].

Equation 19 ensures that the thermal energy available for space heating (u=3) through the CHP
energy technology t is equal to h; times the cumulative electric energy produced for other end-
uses (u=1, 4, 5, 6, 7, 8). After the captured heat passes through a heat exchanger for space
heating (u=3), the residual heat that exits the heat exchanger is used for water heating (u=2).
Thus, equation 20 ensures that the thermal energy available for water heating (u=2) through a
CHP technology t is equal to w; times the thermal energy available for space heating end-use

(u=3). In case of CHP technologies, space cooling end-use (u=5) is satisfied with electric energy.

Similarly, CCHP technologies produce two forms of energy. Electric energy is used for end-uses

(u=1,4,6,7,8) and thermal energy is used for end-uses (u=2,3,5). In the case of CCHP
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technologies, space cooling (u=5) is satisfied with thermal energy. Thus, we embody this

principle by integrating additional constraints for CCHP technologies t =8, 11, 14, 17, 20, 23.

Qt3 = Qt5 = ht (Qtl + Qt4 + Qt6 + Qt7 + QtB) Eq.21
QtZ = WtQtS = WtQtS Eq.22

In CCHP technologies, the heat captured h; is used for either space heating during cold days or
for space cooling during warm days (u=3, 5). Space heating and space cooling end-uses are
mutually exclusive (HVAC systems). Thus, equation 21 ensures that the thermal energy
available for either space heating or space cooling (u=3, 5) through the CCHP energy technology
t is equal to h; times the cumulative electric energy produced for other end-uses (u=1, 4, 6, 7, 8).
The residual heat w; that exits either from the heat exchanger (in case of space heating) or
adsorption chiller (in case of space cooling) is used for water heating (u=2). Hence, equation 22
ensures that the thermal energy available for water heating (u=2) through a CCHP technology t is

equal to w; times the thermal energy available for space heating or space cooling (u=3, 5).

Finally, the constraints for geothermal pump technology are:

Qus3 =0Qus5  EQ.23
Qus2 =WQys5 Eq.24

Geothermal pump technology (t=45) is used for space heating during winter and space cooling
during summer. « is the heating (at 32°F) to cooling (at 77°F) ratio for geothermal pump
technology [160]. A ground loop geothermal heat pump with an approximate cooling capacity of

100 units will result in an approximate 74 units of heating capacity, thus o is = 0.74 (unitless)
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[161]. w is the percent of thermal energy available for water heating (u=2) through geothermal

pump technology in conjunction with the desuperheater technology (t=46) [162].

Thus, equation 23 ensures that the energy available for space heating (u=3) through the
geothermal energy technology (t=45) is equal to o times the energy available for space cooling
(u=5). Equation 24 ensures that the thermal energy available for water heating (u=2) through the
geothermal energy technology (t=46) is equal to w times the thermal energy available for space

heating (u=3).

Various end-uses have different levels of significance and requirements [163]. Thus, end-uses
have various minimum energy requirements or dispatchability [164]. Dispatchability is a
minimum end-use energy demand that should be available all the time. The minimum
dispatchability differs for various end-uses [165]. An end-use u with a low minimum
dispatchability reflects that there is a high portion of the energy demand of end-use u that can be
rescheduled by load shedding or load controlling [166] [1]. End-uses such as water pumping and
water heating tend to have low minimum dispatchability and critical end-uses such as space
heating and refrigeration tend to have high minimum dispatchability [1]. The inclusion of
dispatchability enhances the optimal allocation framework by interacting the dispatchability of

various end-uses’ energy demands with the dispatchability of energy technologies [167].

Minimum dispatchability (d,) for an end use u is the percent of total energy demand D, for end-
use u, thus 0<dy<1. The following constraint accounts for minimum dispatchability (d,) for each

end-use.

T
ZPtQtu ZduDu for u :la---,U Eq25
t=1
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P; signifies whether the energy technology t is dispatchable (P;=1) or not dispatchable (P;=0).
Equation 25 ensures that the target allocated dispatchable energy capacity for each end-use u is

at least as much as the minimum dispatchable demand for respective end-use u.

U.S. energy policy promotes renewable energy generation and targets that the renewable energy
penetration should be about 29% in New York by 2015 and 33% in California by 2020 [24].
DER systems are one of the potential ways to increase renewable energy penetration swiftly
[111] [9] [7]. Thus, we embody a “minimum renewable energy penetration” policy variable into
the framework. The policy variable enables decision makers to examine the alteration of energy
technology selection, optimal energy allocation, costs, and emissions by changing its value. This
allows the regulatory bodies to determine policies that can encourage (or restrict) the DER
developers, users, and operators to consider certain renewable energy technologies depending on

the end-uses, related energy demands, and dispatchability.

Minimum renewable penetration (r) is the percent of total energy demand D, for all end-uses
u=1,...,U, thus 0<r<l1. The following constraint accounts for cumulative minimum renewable
penetration (r) for total energy demand by all end-uses.

ii RQ, > ri D, Eq.26

t=1 u=1 u=1

R; signifies whether the energy technology t is a renewable source (R; =1) or non-renewable
source (R¢=0). Equation 26 ensures that the target allocated renewable energy capacity for all the
end-uses u is at least as much as the cumulative minimum renewable energy demand for all end-

uses.
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Dispatchability and renewable energy penetration constraints accommodate DER end-use
demand requirements and U.S. energy policy attempts to increase the penetration of renewable
energy. However, renewable energy technologies (R=1) with the exception of biodiesel,
biomass, and geothermal (heat pump) are not dispatchable (P=0) [9]. This means that they are
not capable of generating energy according to the end-user demand fluctuation. Thus,
dispatchability and renewable penetration constraints often conflict. Figure 4 gives the schematic

of the two-stage framework.

Each energy Each energy Energy demand for
technology end-use each end-use
(t) {u) (Du)
Economic Factor Efficiencies Optimal allocation
Objective (LCtu) (Quu)
Production frontier Fitu Multi criteria
Technical methodology > methodology
Objective (RFtw) . STAGE 1 Fatu STAGE 2 Total cost
” Unoriented > Goal Programming (GP) —>
Environmental Data Envelopment Analysis Fatu with bottleneck function Total emissions
Objective (EMw) (DEA) Y
Capacity Minimum Minimum
restraint for dispatchability renewable
each energy for each penetration
resource end-use desired
(Cr) (du) {r)

Figure 4. The Two-Stage DER Technology-Policy Framework
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Chapter 5

Demonstration of the Framework

We first apply the first stage DEA model to find factor efficiencies of energy technologies. We
carry forward the first stage results to the second stage. The second stage consists of a goal
programming model which considers various energy consumer inputs and finds the Pareto-

optimal energy technology and end-use allocation for that user.

5.1.Data and Results for the First Stage

In the first stage of the framework, we begin by calculating the efficiency scores of each energy
technology within an end-use by applying the unoriented DEA model for each end-use
individually. Next, we determine the factor efficiency scores by using actual and target levels of
LC, RF, and EM for all energy technologies within all end-uses. Tables 5a to 5h show the
technology efficiency scores, actual values, target values, and factor efficiencies for all the

energy technologies used for all the end-uses.
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For water pumping end-use u=1

Efficiency Economic Objective Technical Objective Environment Objective
Enerey Technology i | Scores LC (cents KWh) . RF (ratio) . EM (zrams kWh) .
- - et B4 Actual Target Factor Effcency Actual Target Factor Effcency Actual Target Factor Efficency

~ Score(Fni ~ Score (Fani ~ Score (Fan)
Grid electricity 1 1 036 144 1650 4919 0.5568 93.00 10000 08300 33765 18800 05568
(rid electricity with battery storage 2 1 045 155 2671 1208 0.4524 538.00 100.00 0.9800 41986 18936 04524
(id electricity with pumped water storage 303 047 153 2261 1036 0.4670 59.00 10000 08300 45020 21026 04670
(id electricity with compressed air storage 4 4 042 158 2481 1036 0.4176 §7.00 100.00 0.5700 51946 21635 04176
Grid electricity with hydrogen generation 5 5 057 143 1421 805 0.5667 39.00 100.00 0.9300 96472 23288 0.2415
Diesel engine electricity 6 6 063 137 1048 664 0.6333 85.00 100.00 0.8500 19854 18907 06333
Diesel engine CHP 7 7 087 113 626 546 0.8727 B5.00 95.82 0.8871 17912 15632 08727
Diesel engine CCHP B 8 083 117 735 6ll 0.8304 B5.00 99.42 08550 17912 14874  0.8304
Biodiesel-B100 engine electricity § § 069 131 1107 769 0.6947 84.00 100.00 0.8400 21745 15107 06547
Biodiesel B100 engine CHP 10 10 083 107 679 6.29 0.5268 B4.00 9015 0.9318 13450 12465 03288
Biodiesel-B100 engine CCHP 11 11 083 111 791 708 0.8845 8400 92.86 0.5046 13450 12031 08845
(ras engine electricity 12 12 071 129 1048 746 0.7114 88.00 100.00 0.8800 21913 16300 07114
(as engine CHP 13 13 088 102 605 581 05763 B8.00 90.08 0.9768 13283 12969 05763
(ras engine CCHP 14 14 08¢ 106 710 671 05441 B3.00 9291 0.9471 13283 12542 05442
(ras turbine electricity 15 15 071 1253 1055 745 0.7060 50.00 100.00 0.5000 24107 17021 07060
(5as turbine CHP 16 16 100 100 542 542 1.0000 80.00 90.00 1.0000 136.08 13608 1.0000
(as turbine CCHP 17 17 057 103 645 64 0.9678 50.00 9280 0.9688 13608 13171 03678
(as microturbine electricity 18 18 061 139 1156 7.00 0.6056 8800 10000 08800 33036 20007  0.6056
(Gas microturbine CHP 19 19 100 100 453 493 1.0000 88.00 83.00 1.0000 14443 14448 10000
(ras microturbine CCHP 0 20 088 102 53% 527 059781 BB.00 8933 0.9786 14448 14132 05781
Biomass-direct electricity 1 2 061 138 1231 748 0.6088 80.00 100.00 0.8000 15887 15758  (0.6088
Biomass-direct CHP 1 12 083 111 666 532 0.8835 B0.00 8B.84 0.9005 14238 12664 08835
Biomass-direct CCHP 13 23 086 114 766 660 0.8616 8000 9107 08784 14238 12167  (0.8616
Polymer electrolyte membrane fuel cells electneity 24 24 064 136 1675 1073 06407 96.00 10000 09600 25327 16227 046407
Polymer electrolyte membrane ful cells CHP 25 15 054 106 911 853 09354 96.00 100.00 0.9600 13543 12667 03354
Phosphonc acid fuel cells electricity 6 26 071 128 1668 1178 0.7060 86.00 100.00 0.9600 21105 14800 07060
Phosphoric acid fuel cells CHP 7 17 100 100 761 761 1.0000 96.00 96.00 1.0000 12038 12038  1.0000
Malten catbonated fuel cells electricity 18 28 079 121 1775 1409 0.7938 96.00 10000 08600 16117 12793 07938
Molten carbonated fuel cells CHP 9 19 083 117 1370 1143 0.8347 596.00 100.00 0.9600 15727 13127 08347
Salid oxide fuel cells electricity 30 30 083 117 1881 1552 0.8251 538.00 100.00 0.9800 14774 12180 08251
Solid oxide fuel cells CHP 31 31 085 105 1162 1084 0.5436 58.00 100.00 0.9800 12663 118974 08456
Wind turbine- onshore electricity 327 32 100 100 1569 1569 1.0000 36.00 3600 1.0000 0.00 000 1.0000
Solar photovoltzic-thin film electricity 35 33 060 140 2366 1408 0.5852 2300 3231 0.7118 0.00 000 1.0000
Solar photovolfaic- crystalline electricity 3¢ 34 063 137 2548 1610 0.6319 1700 3654 0.7309 0.00 000 1.0000
Parabolic trough solar themal electricity 35 35 064 136 2678 1717 0.6413 2900 3940 0.7360 0.00 000 1.0000
Central receiver solar themal electricity 36 36 086 114 2187 1R&Y 0.8596 38.00 4333 0.8769 0.00 000 1.0000

Table 5a. First Stage Results for Water Pumping End-Use
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For water heating end-use u=2

. Economic Objective Technical Objective Environment Objective
Efficiency Scores ;
Energy Technology ; k - LC (cents kWh) RF (ratia) EM {grams kWh)

i 84 Actual Target FaFtor Actual  Target FaFtor Actual  Target FaFtor

- cieney = Hficlency " Efficiency

Grid electricity 1 1 042 158 1630 651 04130 9300 14703 05300 21017 BB.OE 04190
Grid electricity with battery storage 2 2 034 166 2671 905 03389 9800 16279 09800 24726 8378 03389
Grid electricity with pumped water storage 3 3 035 165 2261 782 03458 9900 16376 09900 128023 96591 03458
Grid electricity with compressed air storage 4 4 032 168 2481 789 03181 9700 16314 045700 30024 9552 03181
Grid electricity with hydrogen generation 5 5 047 153 1421 673 04736 9900 15111 08900 25721 9418 03169
Diesel engine electricity b b 053 147 1048 556 05307 8500 12489 08500 18583 7784 04189
Diesel engine CHP 7 7 084 116 522 439 08409 8500 9852 08627 9105 6141 06744
Diesel engine CCHP B B 076 124 613 468 07638 8500 105.08 08500 9105 6549 07192
Biodiesel-B100 engine electrcity g g 053 147 1107 592 05348 8400 12307 08400 13535 7138 05348
Biodiesel-B100 engine CHP 10 10 087 113 528 460 08689 8400 9493 08849 6387 5555 0.8699
Biodiesel-B100 engine CCHP 1 11 08 117 6le 514 0B348 8400 9787 08383 6387 5332 08348
Gas engine electricity 12 12 055 145 1048 577 05509 8800 12753 0.8800 14262 7856 05509
(Gas engine CHP 13 13 085 115 543 467 08509 8800 10112 08800 7272 6lBR 08509
Gas engine CCHP 14 14 082 118 638 520 08164 B8O0 10416 08800 7272 5936 (.8164
Gas turbine electricity 15 15 055 145 1055 581 05506 9000 13044 08000 15006 8130 05418
(Gas turbine CHP 16 16 088 112 513 450 08774 5000 10103 08000 7852 6257 0.8019
(Gas turbine CCHP 17 17 082 118 610 498 08162 9000 10654 08000 7852 6408 08162
(Gas microturbine electnicity 18 18 051 149 115 585 05064 8800 13144 0BBOD 20563 8182 03934
(Gas microturbine CHP 19 19 068 132 757 516 06825 8300 11554 08800 13354 7126 05411
(Gas microturbine CCHP 20 0 065 135 817 530 06484 BB00 11854 0BBO0 13354 7413 05551
Biomass-direct electricity 1 21 040 154 1231 569 04626 8000 12300 08000 16113 7453 04626
Biomass-direct CHP 22 22 072 128 666 476 07159 8000 10273 08000 8685 6217 07159
Biomass-direct CCHP 23 23 069 131 766 526 06874 8000 10501 0OBOOD 8685 5970 06874
Paolymer electrolyte membrane fuel cells electricity =~ 24 24 048 152 1675 BO0S 04803 9600 14589 09600 15764 7571 04803
Palymer electrolyte membrane fuel cells CHP 5 5 093 107 49 459 09257 9600 10313 09600 8911 6428 07213
Phosphoric acid fuel cells electricity 26 26 051 145 1668 856 05130 9600 14275 08600 13137 6733 05130
Phosphoric acid fuel cells CHP 7 7 064 136 1107 710 06417 9600 13039 09600 10681 6854 06417
Molten carbonated fuel cells electricity 28 28 056 144 1775 9BB 05565 9600 13857 09600 10032 5583 05565
Maolten carbonated fuel cells CHP 29 29 100 100 605 605 10000 9600 9600 10000 4239 4239 1.0000
Solid oxide fuel cells electncity 30 30 057 143 1881 1077 05725 9800 13950 059800 9196 5264 05715
Solid oxide fuel cells CHP il 31 08 118 919 753 08131 9800 11573 09800 6108 5003 08191
Wind turbine- onshore electricity 32 32 053 147 1569 832 05303 3600 5291 06804 000 000  1.0000
Solar photoveltaic-thin film electricity 33 33 027 173 2386 627 02652 2300 3850 05764 000 000 10000
Solar photovoltaic- crystalline electricity 34 34 028 171 2548 728 02857 2700 4629 05833 000 000 10000
Parabolic trough solar themmal electricity 35 35 029 171 2678 779 02910 2900 4956 05851 000 000  1.0000
Central receiver solar thermal electricity 36 36 043 157 2157 940 04277 3800 5875 06360 000 000 10000
Solar thermal collector water heater 37 37 100 100 629 629 10000 4000 4000 10000 00D 000 10000
Fuel ofl water heater 40 38 087 113 545 476 08741 9500 10696 09500 10242 6666  0.6509
(Gas water heater 41 39 100 100 432 432 10000 9700 9700 10000 6046 6046 1.0000
Biomass fired botler 44 4 088 111 471 420 08512 8500 9425 08019 7369 5874 09971
Geothemmal pump with desuperheater 46 41 0585 101 721 713 08887 9800 9911 0S8R 4009 3964 09887

Table 5b. First Stage Results for Water Heating End-Use
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For space heating end-use u=3

Efficiency Economic Objective Technical Objective Environment Obyective
Eretey Techuoogy f Scores LC (centzkWh) . RF (ratio) . EM (grams kWh) .
e o Acul | Tamel Factor Efficiency Actml | Tamet Factor Efficiency Actl | Taret Factor Efficiency
3 Score (F1t3) 3 Score (Fd) 3 Score (Fm)

Grid electricity 1104 15 1650 686 04159 93.00 | 100.00 0.9300 21681 5016 04158
Girid electricity with battery storage 1103116 2671 88 0.3106 98.00 | 100.00 0.9800 10 Ble 0.3106
Grid electricity with pumped water storage 3 3034166 2261 771 0.3411 99.00 | 100.00 0.9500 289.08 | 98.62 0.3411
Girid electricity with compressed air storage 44 031 169 2481 T80 0.3062 97.00 | 100.00 0.9700 333.55 | 10215 0.3062
Grid electricity with hydrogen gensration 5 5 047155 1421 668 0.4659 99.00 | 100.00 0.9500 61345 10383 0.1676
Diesel engine electricity b 6 053 147 1048 552 0.5267 85.00 | 100.00 0.8500 18169 8584 0.4478
Diesel engine CHP 77 084116 522 430 0.835% 85.00 | 98.95 0.8590 9105 | 6782 0.7448
Diesel engine CCHP 8 8 077123 613 @ 469 0.7662 85.00 | 100.00 0.8500 9105 | 69.77 0.7662
Biodieszl-B100 engin electricity 99 053147 1107 583 05271 84.00 | 100.00 0.8400 13963 | 73.60 05271
Biodiesel-B100 engine CHP 1010 086 114 528 456 0.8632 8400 8548 0.8797 63.87 = 55.13 0.8632
Biodieszl-B100 engine CCHP 1111 081 119 616 498 0.8092 84.00 | 100.00 0.8400 6387 | 5168 0.8092
(Gas engine electricity 1212 055 145 1048 580 05539 88.00 | 100.00 0.8800 47113 Bl4s 05539
(a3 engine CHP 1313 086 114 543 466 0.8574 88.00 | 100.00 0.8800 7170 | 6235 0.8574
(ras engine CCHP 1414 080 120 638 5.12 0.8025 88.00 | 100.00 0.8800 7271 | 5836 0.8025
(as turbine electricity 1515 055 145 1055 | 5485 0.5544 90.00 | 100.00 0.9000 15479 | 8581 0.5544
(as turbine CHP 16 16 087 113 513 448 0.8750 50.00 | 100.00 0.9000 7852 | 68.70 0.8750
Gas tutbine CCHP 1717 082 118 610 49 0.8176 50.00 | 100.00 0.9000 7851 | 64.20 0.8176
(ras microturbing electricity 18 18 050 150/ 1156 | 581 0.5025 88.00 | 100.00 0.8800 2212 9033 04258
(Gas microtutbine CHP 1919 068 132 757 | 513 06779 88.00 | 100.00 0.8800 13354 7805 05972
(Gas microfutbine CCHP 020 064 136 817 | 526 0.6440 88.00 | 100.00 0.8800 13354 BL7 0.6125
Biomass-direct electricity 212 046 154 1231 568 04817 80.00 | 100.00 0.8000 166.22  76.74 04617
Biomass-direct CHP 22072128 666 478 0.7188 80.00 | 100.00 0.8000 8685 | 6143 0.7188
Biomass-dirsct CCHP 35067 133 786 | 516 06739 80.00 | 100.00 0.8000 8085 = 5853 06739
Polymer electrolyte membrane fuel cells electrivity 24 24 045 155 1675 | 754 04500 9.00 | 100.00 0.9600 16262 73.19 04500
Polymer electrolyte membrane fuel cells CHP 535 052 108 4% 457 0.9206 96.00 | 100.00 0.9600 8133 | 7103 0.8133
Phosphotic acid fuel cells electricity 26 26 047 153 1e68 77 0.4861 96.00 | 100.00 0.9600 135352 87 0.4661
Phosphotic acid fuel cells CHP 717 061 138 1107 | 676 06111 96.00 | 100.00 0.9600 10681 8527 06111
Molten carbonated fuel cells electricity 2828 047 153 1175 | 828 0.4664 96.00 | 100.00 0.9600 10348 4827 0.4664
Molten carbonated fusl cells CHP 2929 093 107 .05 561 0.9266 96.00 | 100.00 0.9600 4230 3928 0.9266
Solid oxide fuel cells electricity 30 30 046 154 1881 867 04611 98.00 | 100.00 0.9800 3486 4375 0.4611
Solid oxide fuel cells CHP 31307416 %18 679 0.7391 98.00 | 100.00 0.9800 BL0E 4514 0.7361
Wind turbine- onshore electricity 3131 064 136 1568 1011 0.6443 36.00 | 4880 0.7378 000 | 0.00 1.0000
Solar photovoltaic-thin film elsctricity 33 33 034 166 2366 | 793 0.3354 2000 | 3829 0.5224 000 | 0.00 1.0000
Solar photovoltaic- erystaline elsctricity 343403 164 548 418 0.3601 B0 4% 0.5195 000 | 000 1.0000
Parabolic trough solar thermal electricity 3535 037 163 2678 | 982 0.3666 500 | a3 0.5278 000 | 000 1.0000
Central receiver solar thermal electricity 36 36 053 147 2197 1158 05277 28.00 | 5595 0.5005 000 | 0.00 1.0000
Solar thermal collector 38 37 1001100 601 6.01 1.0000 2900 | 2900 1.0000 000 | 000 1.0000
Oil-fired fornace | boiler 4238 087 113 545 474 0.8650 95.00 | 100.00 0.9500 10505 7364 0.7011
Gas-fired furnace | boiler 43 3% 100 100 432 @ 43 1.0000 98.00 | 98.00 1.0000 6717 6717 1.0000
Biomaes fired boiler 4240 085 111 47 417 0.8861 85.00 | 94.68 0.8978 7369 | 6450 0.8807
Geothermal sround closad loop heat pump 4541 100 1000 581 381 1.0000 98.00 | 98.00 1.0000 333 A5 1.0000

Table 5c. First Stage Results for Space Heating End-Use
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For ventilation end-use u=4

Efficence Scores Economic Objective Technical Objective Environment Objective
Enery Techmdlogy r " : L (cents-'km;) RF (ratio) F EM (grams-‘k“?)
g4 B Acta  Targst a;tor Actual ~ Target a;tor Actual  Target a;tor
Efficiency Efficiency Efficiency
Crid electricity 036 144 1650 919 05368 9300 13422 05300 22885 12742 (05368

045 153 2671 1204 04509 98.00 15181 0.9800 28606 129.00 0.4309
047 13 2261 1056 04670 9300 15L76 09300 30504 14251 04670
047 153 2481 1036 04176 97.00 15349 09700 35208 147.05 04176
057 143 142 805 05667 99.00 14180 05300 65386 15781 0.2415

Grid electricity with battery storage

Crid electricity with pumped water storage
Crid electricity with compressed air storage
Crid electricity with hydrogen generation

R e =TT, R S FE R NI
[ e Y- R I B S FE R N i

Dizsel engine electricify 0.63 137 1048 664 06333 8500 11617 08500 20234 12815 0.6333
Dizsel engine CHP 087 L13 626 546 08727 8300 95482 Q.4871 12141 10585 0.8727
Dizsel engine CCHP 083 L7 735 611 08304 8500 9342 08550 12141 100.81 (0.8304
Biodiese-B100 engtne electricity 065 131 I1L07  7.69 06547 BA0D 109.64 08400 14738 10239 (0.6347
Biodiesel-B100 engine CHP 10 0% 107 679 623 05268 8400 9015 05318 9L16 8449 09288
Biodiesel-B100 engine CCHP 1 1 08 11 731 708 0.4 8400 9286 05046 9116 8L (.8345
Gas engine eleetricity 2 071 13 1048 746 07114 BRO0 11340 08800 15530 11048 (07114
Gas engine CHP B 13 0% 102 605 381 05763 8300 008 09768 %003 §780 09783
Gas engine CCHP Woowo 0% 106 710 671 05M2  8B00 5291 05471 %003 8501 09442
Gas furbine electricify 15 15 07m 123 1055 745 07060 90.00 1l646 0.5000 16335 11536 0.7080
Gas furbine CHP 16 16 .00 100 542 542 10000 90.00 90.00 LOOOO %223 9223 1.0000
Gas tubine CCHP 7m0y 103 645 624 05678 S0.00 9250 05688 9223 8307 0.9678
Gas microfurbing lectricity 18 18 061 133 1136 700 06056 BR.00 12271 08800 22391 13560 (0.606
(as microfurbine CHP 1 19 .00 100 4% 45 10000 83.00 8B.00 LOOOO 9793 97 1.0000
(as microfurbine CCHP 0 00 0% L0z 539 527 05781 8800 8353 09786 9793 3578 (.9781
Blomass-direct electricity A 10 061 133 1231 745 06088 8000 11130 08000 17545 10681 (0.6088
Blomass-direct CHF 212 08 L1l 666 592 08885 8000 3BB4 09005 9650 8583 (0.88%5
Biomass-direct CCHP phi A 086 114 766 660 08616 B0.00 SLOY 08784 9650 ER14 0.8616
Polymer electrolyte membrane fuel cells electricity 24 4 064 136 1675 1073 0.6407 9600 13049 09600 17166 109.98 0.6407
Polymer electrolyte membrang fus! cells CHP & n 0% 106 511 833 05334 %600 10221 05600 9L79 8586 0.53%
Phosphoric acid firl cells electricity % % 071 138 1668 IL7B 07060 9600 12423 05600 14305 10093 (0.7060
Phosphoric acid fue! cells CHP 77 L0 100 761 761 L0000 9600 9600 10000  BLSY 8159 1.0000
Molten carbonated fuel cells electricity 28 2 07 12 1175 1409 07938 9600 11580 09600 10924 8671 0.7933
Molten carbonated fuel cells CHP P B8 08 17 1370 1143 08347 9600 11187 05600 10655 8357 0.8347
Solid oxids fuel czlls electricity 0 08 L7 18R 1552 08251 9800 11534 05800 10013 8261 (0.8251
Solid oxide fuel cells CHP A3 08 105 I1LE2 1099 05436 9300 10333 09800 3583 BLIG (.94
Wind furbine- onshore electricity 3 32 L0 100 1569 156% L0000 3600 3600 L0000  0.00 000 @ 1.0000
Salar photovoltaic-thin flm electricity 3B 3 060 140 2366 1408 05952 2300 3231 07118 0.00 000  1.0000
Solar photovaltaic- crystalling electrcity ¥ 00¥ 06 Ly B4 1610 06319 2700 3654 07303 000 000 L0DKO
Parabolic trough solar thermal elsciricity I 03B 064 13 %678 1717 06413 .00 3940 07360 000 000 10000
Central receiver solar thermal electricity 36 B 086 114 2157 188% 0.83% 3800 4333 08763 0.00 000  1.0000

Table 5d. First Stage Results for Ventilation End-Use
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For space coaling end-use u=3

. Economic Objective Technical Objective Environment Objective
Efficiency Scores :
Energy Technology { I : LC (centskWh) RF (ratio) EM (grams/kWh)

gt B+  Acwal Target Fa;tor Actoal  Targst Fa;tor Actwal  Target Fa;tor

Efficiency Efficiency Efficiency

Grid electricity 1 1 049 151 1630 816 04947 5300 140.00 09300 33765 167.00 0.4947
Grid electricity with batfery storage 2 2 036 164 2671 953 03569 98.00 161.03 05800 422.06 150.61 0.3569
Grid electricity with pumped water sforage 3 3041 155 2261 921 04073  99.00 15768 09900 450.20 18337 0.4073
Grid electricity with compressed air storage 4 4 037 16 2481 520 03708 5700 138.03 059700 51946 19261 0.3708
Grid electricity with hydrogen generation ] ] 057 143 1421 805 05667 99.00 14190 0.9900 96472 23298 0.415
Diesel engine electricity b b 063 137 1048 661 06310 8300 11637 08500 29854 18837 0.6310
Diesel engine CHP 7 7 087 113 626 545 08708 8500 9599 08335 17912 15597 0.B708
Diesel engine CCHP 8 8 050 110 613 5350 08970 800 9376 05066 11502 10317 0.8970
Biodiesel-B100 engine electricity E E 061 133 1107 6.80 06145 8400 11633 02400 21745 13363 0.6145
Biodiesel-BL00 enginz CHP 10 10 08 116 679 570 08383 8400 9750 08615 13450 11238 0.83%3
Biodizsel-B100 engine CCHP 1 1 050 110 616 552 0.2363 2400 9271 05060 3636 7741 0.8963
(Gas enging electricity 12 12066 134 1048 687 06553 83.00 11833 0.8800 22913 15015 0.6553
(as engine CHP 13 13 052 108 605 554 05153 88.00 9545 05219 13283 121.5% 0.9153
(Gas engine CCHP 14 4 0% 110 638 576 05032 8300 9%.52 05113 3529 T.04 05032
(as furbine electricify 15 15 066 134 1055 697 0.6609 90.00 120.52 05000 241.07 158.32 0.6609
(as furbine CHP 16 16 098 102 542 529 05762 9000 9214 09768 13608 13235 0.9782
Gas furbine CCHP 17 7 0% 107 610 570 05347 3000 987 05387 8733 8leE 05347
(Gas microfurbine electricify 1 13 060 140 1156 6593 06038 83.00 1228 03800 330.36 19947 0.6033
(Gas microfurbine CHP 13 19 100 100 4% 4539 10000 8300 &8B.00 10000 14443 14448 10000
Gas microfurbine CCHP 20 0 079 11 817 642 07857 8300 10685 08800 9277 7230 07857
Biomass-direct electricify pil A 05 145 1231 676 05488  80.00 11605 03000 25887 14207 0.5483
Biomass-direct CHP 2 2 08 118 666 547 08226 80.00 9419 08494 14233 11713 0.8226
Biomass-direct CCHP PE] B 077 113 766 530 07704 80.00 9837 08133 9142 7043 07704
Polymer electrolyte membrane fuel cells electici 24 24 051 149 1675 850 05075 9600 143.28 (05600 253.27 12853 0.5075
Polymer electrolvte membrane firel cells CHP 15 Lo 077 13 311 701 07695 96.00 11813 09600 13543 10421 0.7695
Phospharic acid fuel cells electricity 16 6 051 149 1668 854 05122 95.00 142.83 05600 211.05 108.0% 0.5122
Phospharic acid fuel cells CHP ) 7038 115 761 631 08549 9600 10393 05600 12038 10292 0.8549
Molten carbonated fuel cells electricity 28 28 049 151 1775 876 04932 95.00 14465 05600 16117 7950 0.4832
Molten carbonated fuel cells CHP P % 055 14 1370 811 0.5%24 900 13513 09600 157.27 9316 0.5
Solid oxide fuel cells electricify 30 0 048 152 1381 505 04810 9800 14886 09800 14774 7106 04810
Solid oxide firel cells CHP il 31 067 133 1162 782 06731 9300 130.03 05300 12663 B854  0.6731
Wind turbine- onshore elecricity 3 32052 148 1569 &2 05230 /00 5317 06770 000 000 10000
Solar photovoltaic-thin film electricity 3 302 174 2366 617 02609 2300 40.00 05750 000 0.00 10000
Solar photovoltaic- crystalline electricify 4 ¥ o028 172 2548 716 02811 2700 4641 05813 000 000 10000
Parabolic trough solar thermal electricity 3 3029 171 2678 767 02864 29.00 4970 05836 000 0.00 10000
Central receiver solar thermal electricity 36 042 158 2137 526 04214 3800 55593 06335 000 0.00 10000
Solar thermal collector 33 37 100 100 787 787 L0000 5L00 5LO0 L0000 000 000 @ 1.0000
Geothermal ground closed loop heat pump 45 3 100 100 585 585 10000 9500 95.00 10000 2333 2333 L0000

Table 5e. First Stage Results for Space Cooling End-Use
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For refrigeration end-use u=6

Edfciency ot Economic Objective Technical Objective Environment Objective
Exergy Technology f r ’ IC (cents-kl\'};) RF (ratio) F EM (grams-kl\'};)
et O Actual  Targst aFtor Actudl  Targst acltor Actudl ~ Targst aclmr
Efficincy Efficiency Efficiency
Grd electricity 056 144 1650 519 03568 93.00 13422 09300 50236 27871 0.3568

045 13 2671 1n04 04309 9B.00 15181 09800 62793 28317 04309
047 153 2261 1056 04670 95.00 15176 0.9300 66%.81 31232 04670
042 158 2481 1036 04176 97.00 15349 0.9700 77286 32078 (0.4176
0.57 143 421 805 03667 99.00 14130 09900 143331 346.62 0.2415

Grid electricity with battery storage

Grd electricity with pumped water storage
Crid electricity with compressed air storage
Grid electricity with hydrogen generation

L e B — T R S
[T R I LT L IR =S T IR TR

Diesel engine electricity 063 137 1048 664 06333 8300 11617 08500 44417 28123 0.6333
Diesel engine CHP 087 113 62 546 08717 8500 9382 0837 26630 23057 0.8TM7
Diesel engine CCHP 083 117 735 611 08304 8500 9342 0350 26650 22130 0.8304
Biodiesel-B100 engine electricity 063 131 IL07  7.6%  0.6947 8400 10964 08400 32352 22476 0.6%47
Biodiesel-B100 engine CHP 10 10 0% 107 679 629 09268 3400 9015 059318 20010 18546 0.9268
Biodiesel-B100 engine CCHP 1 1 08 111 781 708 0855 3400 9286 059046 20010 17399 0.2345
(as engine electricity 12 2071 125 1048 746 07114 8300 11340 0.0800 34050 24251 07114
Gas engine CHP 13 13 0% 102 605 551 09763 8300 90.08 09769 19763 19295 0.9763
Gas engine CCHP 14 4 0% 106 710 671 0542 8B00 9291 Q5471 19763 1B6.60 0.9442
(as furbing electricity 15 507 123 1055 745 07060 90.00 11646 05000 33857 25324 0.7060
Gas turbine CHP 16 16 100 100 542 542 L0000 50.00 90.00 10000 20247 20247 10000
Gas furbine CCHP 17 708 103 645 64 09678 90.00 9230 09688 20247 19595 0.9678
(as microfurbine electricity 1 13 061 133 1156 700 06036 3B.00 12271 0.800 48151 29766 0.6056
(as microfurbine CHP 1 19 .00 100 4% 4% L0000 8300 8300 L0OOD 21456 21436 10000
Gas microturbine CCHP 20 0 0% 102 53 527 09781 8300 8393 09786 21489 21025 0.9781
Biomass-direct electricity pil 21 081 13 1231 749 06088 80.00 11130 0.8000 38514 23446 0.6038
Biomass-direct CHP 2 2 085 111 666 552 08835 80.00 B3B4 05005 21183 18841 0.8835
Biomass-direct CCHP 23 3 086 114 766 660 08616 8000 9107 08784 21183 18251 0.8616
Polymer electrolyte membrane fuel cells electricty 24 24 064 136 1675 1073 0.6407 9600 13049 05600 37681 24142 0.6407
Polvmer electrolyte membrane fuel cells CHP 55 5 0% 106 311 83 0934 9600 10221 05600 20149 18346 0.9334
Phosphoric acid fuel cells electricify 26 % 071 123 1668 1.7 07060 9600 12423 05600 31401 22168 0.7060
Phosphoric acid fuel cells CHP 2 7100 100 761 761 LO0ODO 9600 96.00 10000 17910 17310 1.0000
Maolten carbonated fuel cells electricity 2 2 07 12 1775 1409 07938 9600 11580 05600 23979 19034 07938
Malten carbonated el cells CHP pi % 083 117 1370 1143 08347 9600 11187 05600 23359 19530 0.8347
Satid oxide fuel cells electricity 0 0 08 117 1881 1552 08251 9300 11514 0.59800 21981 18136 0.8251
Solid oxide fuel cells CHP Bl 31 0% 105 1162 1039 059436  9B.00 10333 059800 18840 17815 0.5436
Wind turbine- onshore electricity LY 32 100 100 1569 1569 L0000 3600 3600 10000 000 000 10000
Salar photoveltaic-thin film electricity 3 3060 140 2366 1408 0592 2300 3231 Q118 000 000  1.00OO
Solar photovoltaic- crystalline elsctricity Ll o060 13 2548 1610 06319 2700 3694 07309 000 000 10000
Parabolic trough solar thermal electricity 35 I 084 136 2678 1717 06413 2900 3940 07360 000 0.00 @ 1.0000
Central receiver solar thermal electricify 36 36 08 114 215 1883 04536 3800 4333 04765 000 000 10000

Table 5f. First Stage Results for Refrigeration End-Use
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Forlighting end-use u=7

. Economic Objective Technical Objective Environment Objective
Efficiency Scores ;
Enengy Techacogy r i : LC (centskWh) RF (rafio) EM (grams &Wh)

£t B Acmal Target Facltor Actdl  Target Fa;tor Target Fac;or

Efficiency Efficiency Efficiency

Grid electricity 1 1 036 144 1650 319 05588 93.00 13422 05300 13706 T73TI 0 0.5588
Crid electricity with batfery storage 2 2 045 135 2671 1204 04509 9800 15181 09800 164721 74279  0.4509
Grid electricity with pumped water storage 3 3 0.47 133 2261 1056 04670 99.00 15176 09900 1757.02 82058 04670
Crid electricity with compressed air storage 4 4 042 1% uB1 1036 04176 97.00 15349 09700 202733 84671 04176
Grid electricity with hydrogen generation 3 5 0.57 143 1421 805 05667 99.00 14130 0.9%00 3765.04 909.25 Q.415
Diesel engine electricity b b 063 137 1048 664 06333 8500 11617 08300 116513 73788 0.6333
Diesel engine CHP 7 7 0.87 113 626 546 08727 8500 9582 08871 699.08 610.08 08727
Digsel engine CCHP B 8 083 117 735 611 08304 8500 9342 08330 699.08 S80S0 0.8304
Biodiesel-B100 engine electricity E § 069 131 1L07 769  0.6947 8400 10964 08400 B4B.65 589.57 0.5947
Biodiesel-B100 engine CHP 10 0 0% 107 67 629 05268 B400 9005 09313 324591 48645 0.9288
Biodiesel-B100 engine CCHP 1 1 08 111 750  7.08 03345 8400 9286 050d6 52451 46853 0.8943
(as engine electricity 1 1 01 123 1048 746 07114 3800 11340 0300 B%424 63614 Q7114
(s engine CHP 13 13038 102 605 551 09783 8800 9008 09769 51842 50615 0.9763
Gas engine CCHP 14 4 0% L06 710 671 05442 3R00 9281 03471 51842 4BS49  0.5442
(s furbing electricity 13 15071 1% 1055 745 Q7080 90.00 1l646 05000  940.84 664.28  0.7080
(as furbing CHP 16 16 L0000 L0 542 542 10000 90.00 90.00 L0000 53110 53110 1.0000
Gas turbine CCHP 17 7 0% 103 645 624 03678 9000 9250 05688  53LI0 514001 09678
Gas microfurbing electricity 18 1§ 06l L33 1156 7.00 06056 8800 12271 0.B800 128931 TBO.BL  0.6036
Gaz microfurbing CHP 15 19 100 100 4% 4% 10000 88.00 8B00 L0000 @ 363.83 56388 10000
Gas microfurbing CCHP 20 00088 L0253 527 09781 8B00 8353 09786 36388 55153 0.9781
Biomass-diract electncity il a0 060 13 123 743 06083 8000 11130 08000 101023 61503 0.5088
Biomass-direct CHP 2 2 08 111 666 592 08835 80.00 3BB4 05005 55a60 49424 0.8393
Biomass-direct CCHP 4 3 086 L4 766 660 08616 B0.00 SLO7 0874 33566 47874 0.8616
Polymer electrolyte membrane el cells electricity X W 0 13 1675 1073 06407 9600 13049 09600 98843 63330 0.6407
Polymer electrolyte membrane fel cells CHP 5 5 0% L0651l B33 053 96.00 10221 03600 52854 43437 0934
Phosphoric acid fuel cells electricity i % 071 1% 1668 1178 07080 9500 12423 09600 82369 58150 0.7080
Phosphoric acid el cells CHP 2 7 100 L00 761 761 L0000 96.00 96.00 10000  463.81 469.81  1.0000
Molten carbonated frel cells electricity B 2B 079 12 1775 409 07938 9500 11580 05600 @ 629.00 49530 0.7933
Molten carbonated fuel cells CHP 5 % 08 L7 1370 1143 0837  96.00 11187 03600 61378 51230 0.8347
Solid oxide fiel cells electricity 30 00083 117 1881 1532 08251 9800 11514 05800 57638 47574 0.8251
Solid oxide fuel cells CHP i 31 08  L05 1162 1053 0.54%  98.00 10333 03800 49422 467327 09436
Wind turbine- onshore elecricify 3 32 100 100 1569 1569 10000 3600 3600 L0000 000 000  1.00OO
Solar photovoltaic-thin flm electricity 3 3060 140 2366 1408 03932 2300 3231 07118 000 000  1.0000
Solar phofovoltaic- crystallins electricity M #0008 L7 K48 1610 06319 2700 3654 07309 000 000 10000
Parabolic trough solar thermal electricity 3 I 06 13 78 1717 00413 2500 3340 07360 000 000  1.0000
Central recever solar thermal electriciy ¥ 003 086 LM 2197 1889 035% 3800 4333 08769 000 000 1000

Table 5g. First Stage Results for Lighting End-Use
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For electronics and electricals end-use u=48

. Economic Objective Technical Objective Environment Objective
ALY SO0 ™1 cens kW RE (t EM (grams EWh
Energy Technology t k (cents F:] ) - (grams F:]
g 8:  Actual Target aFtor Actual ~ Target at?tor Actual  Target a;tor
Efficiency Efficisncy Efficiency
Grid electricity 056 144 16850 919 03568 8300 13422 059300 286.06 15928  0.5568

045 13 2671 1204 04509 9800 15181 09800 357.58 15125 0.4509
047 153 2281 1056 04670 93.00 15176 05500 38142 17813 04670
0.42 138 2481 1036 04176  97.00 15343 05700 44010 18381 04176
057 143 1421 805 05667  93.00 14150 059500 81733 15738 0.2415

Grid electricity with battery storage

Grid electricity with pumped water storage
Grid electricity with compressed air storage
Grid electricity with hvdrogen generation

[N= - R L, T “NE X T R
[N= - R L, T “NE X T R

Disel engine electricity 063 137 1048 664 06333 8300 11617 0.8500 25293 16018 0.6333
Digsel engine CHP 087 113 626 546 08727 8300 9582 0.8871 Islie 13244 08777
Digsel engine CCHP 083 117 735 611 08304  B00 9942 08530 15176 12602 0.3304
Biodiesel-B100 engine electricity 069 131 1L07 769 06947 8400 109.64 0.8400 18423 127.99  0.6947
Biodiesel-B100 engine CHP 10 10 083 107 679 629 05268 8400 9015 059318 11395 10561 0.9268
Biodiesel-B100 engine CCHP 1 1 088 111 751 708 08945 8400 9236 05046 11395 10153 0.3945
Gas engine elecricity 12 12 071 125 1048 746 07114 8800 11340 0.8800 159412 13810 07114
Gas engine CHP 13 13 038 102 605 5591 05763  B8.00 90.08 05769 11254 10988 0.9763
Gas engine CCHP 1 1 054 106 710 671 05442  88.00 5251 05471 11254 106.26  0.5442
Gas furbine electricity 13 13 071 129 1055 745 07060  50.00 11646 05000 20424 14420 0.7060
Gas furbine CHP 16 16 .00 100 542 542 10000  50.00 50.00 10000 11529 11529 1.0000
(Gas turbine CCHP 17 17 057 103 645 624 05678  50.00 9290 09688 11529 11158 0.9678
(Gas microfurbine electricity 18 18 061 133 1156 7.00 06056  B88.00 12271 0.8800 279.83 188.50 0.6056
Gas microturbine CHP 13 13 100 100 459 4589 10000 8800 8800 10000 12241 12241 1.0000
Gas microfurbine CCHP 20 20 058 102 539 527 05781  BR.00 8993 0978 12241 11873 0.9781
Biomass-direct electricity 21 21 061 1335 1231 749 0.6088 80.00 11130 0.8000 21932 13351 0.6088
Biomass-direct CHP 2 2 089 111 666 592 08385  80.00 8334 05005 12062 107.29 0.38%5
Biomass-direct CCHP 23 23 086 114 766 660 03616  80.00 5L07 08784 120.62 103.93 0.3616
Polymer electrolyte membrane fuel cells electricity 24 M 064 13 1675 1073 06407 96.00 13045 09600 21457 13748  0.6407
Polymer electrolyte membrane fuel cells CHP 25 25 054 106 911 853 09354 96500 10221 059600 11474 10732 0.9354
Phosphoric acid fuel cells electricity 26 26 071 129 1668 1L78 07060 9600 12423 059600 178.81 12623  0.7060
Phosphoric acid fugl cells CHP 7 7 100 100 761 761 10000 5600 9600 1.0000 10189 101.39 1.0000
Molten carbonated fuel cells electricity 28 28 075 121 1275 1405 07938  96.00 11580 09600 136,55 108.3% 0.7938
Molten carbonated fiel cells CHP 25 25 083 117 1370 1143 08347 8600 11187 05600 13324 11121 0.3347
Solid oxide fuel cells electricity 30 30 083 117 1881 1552 08251 5800 11514 05800 12517 103238 03251
Solid oxids fuel cells CHP i i 085 105 1162 1039 0543  58.00 10333 059800 10729 10145 0.9436
Wind turbine- onshore electricity 32 32 100 100 1569 1565 10000 3600 36.00 10000  0.00 000 @ 1.0000
Solar photovaltaic-thin film electricity 33 33 060 140 2366 1408 03952 2300 3231 07118 000 000 1.0000
Solar photovoltaic- crystaline electricity i i 063 137 2548 1610 06313 27.00 3694 07309 000 0.00  1.0000
Parabolic trough solar thermal electricity 35 35 064 136 2678 1717 06413 2900 3940 07360 000 000  1.0000
Central receiver solar thermal electricify 36 36 086 114 2197 1883 0.85% 3800 4333 06769 000 000 1.0000

Table 5h. First Stage Results for Electronics and Electricals End-Use

The factor efficiency scores indicate the competitiveness for energy technologies and provide
policy implications. For illustration (refer to Table 2c), the use of biomass fired boiler

technology for space heating will become optimal if the LC is decreased by ¢0.54/kWh
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(11.39%), RF is improved by 9.68 (10.22%), and EM is reduced by 8.79gram/kWh (11.93%)
while the values for other technologies remain constant. To achieve the target values, LC can be
reduced through incentives, RF can be improved through engineering design, and EM can be
reduced through retrofitting devices such as carbon capture or sequester, catalysts, electrostatic

precipitators, etc.

5.2.Data and Results for the Second Stage

In the second stage, we find the optimal energy allocation of energy technologies for various
end-uses by applying the GP model. Table 6 gives the input data for the second stage. We find an
optimal energy allocation for a typical commercial DER adopter whose total energy demand is
about 100,000kWh for a defined demand period in the New York region [168]. We split the total
energy demand into various end-use demands using approximate end-use energy demand
percentages given for a commercial consumer in the Building Energy Data Book [141]. The
percentages tend to be nearly constant as the defined demand periods (usually one year) are
cyclical, hence the optimal allocation determined for a defined demand period can be generalized
[141]. The end-use energy demand percentages vary by type of users (e.g. hospital, university,
federal building, etc.) [141] [169]. This framework can be calibrated to any user by inputting
their total energy demand for a year and respective end-use energy demand percentages obtained
from the Building Energy Data Book. We assume minimum dispatchability and minimum
renewable penetration percentages based on the Building Energy Data Book and the Annual
Energy Outlook Report [141, 164]. Energy capacity is assumed as big M for all energy

technologies. Table 7 tabulates the optimal energy allocation and related results.
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Water Water Space o Space o o Electrical &
] ) ] Ventilation ] Refrigeration  Lighting )
Pumping  Heating Heating Cooling Electronics
Energy demand in kWh {Du) 5000 7000 14000 6000 13000 4000 26000 25000 100000
Percent of total energy demand 005 0.07 0.14 0.06 0.13 0.04 0.26 0.25 1
Minimum dispatchable (du) 0.5 0.6 1 0.9 0.8 1 0.3 0.95
Minimum renewable (r) 0.3

Table 6. Input Data for Second Stage
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Q ver [kwh] E = 2 z < 2
E I N s | = #
= o= == = o T (=] I
= = glz]l &l &l 5] o
11 1] 0| Grid electricity 1] 1] 1] 1] 1] 1] Ju] 1]
21 1] 0] Grid electricity with battery starage 1] 1] a a a0 a0 a a0
3] 1] 0| Girid electricity with pumped water storage a a a a 0 a 0 a
41 1] 0] Grid electricity with compressed air storage 1] 1] a a a0 a0 a a0
51 1] 0| Grid electricity with hydrogen storage a0 a0 a0 a0 0 a0 0 a0
El 1| 0]Diesel engine electricity ] ] o o ] a a a
71 1] 0] Dieszel engine CHF a0 a0 a a a0 a0 a a0
21 1] 0| Diesel engine CCTHR 0 0 a a 0 a0 0 a0
9] 1] 1|Bicdiesel engine electricity 0 0 1] 1] 0 a a a
01 1] 1] BEiodiesel engine CHF a0 a0 a a a0 a0 a a0
1] 1] 1|Bicdiesel engine CCHF 0 0 a a 0 a 0 a
121 1] 0] Gasengine electricity a0 a0 a a a0 a0 a a0
171 1] 0] Gasengine CHF 1] 1] 1] 1] 1] 0 0 0
4] 1] 0] Gas engine CCHF 0 0 0 0 1] 1] Ju] 1]
151 1] 0] Gas turbine electricity a0 a0 a a a0 a0 a a0
1] 1] 0]Gas turbine CHF 2500 1260 B200 1] 1] 4000 35 u]
17] 1] 0] Gas turbine CCHF 0 0 a a a0 a a a
18] 1] 0] Ga= microturbine electricity 0 0 1] 1] 0 a a a
18] 1] 0] Gas micraturbine CHF 0 0 a a a a 0 a
200 1] 0| Gas micraturbine CCHP 0 0 1] 1] a0 a a a
21] 1] 1| Biomass-direct electricity 0 0 a0 a0 0 a0 0 a0
22) 1] 1| Biomass-direct CHF 0 0 a a a0 a a a
23] 1] 1 |EBiomass-direct CCHF 0 0 1] 1] a0 a a a
241 1] 0| Folymer electrolyte membrane fuel cells electricity a a o 0 a 0 0 0
251 1] 0] Polymer electrolyte membrane fuel cells CHP a a a a 1] 0 0 a
28] 1] 0| Fhosphoric acid fuel cells electricity 1 1 1] 1] 0 a a a
27] 1] 0| Fhosphoric acid fuel cells CHF 0 0 a a 0 a 0 a
28] 1] 0| Molkten carbonated fuel cells electricity 1 1 1] 1] 0 a a a
23] 1] 0| Molten carbonated fuel cells CHF 0 0 1 1 1] ] a ]
200 1| 0| Solid oxide fuel cells electricity ] ] 1] 5400 ] 0 20704 23750
1) 1] 0] Solid oxide Fuel cells CHF 1] 1] 1] 1] a0 a a a
32] 0] 1 |wind turbine- onshore electricity 2500 a o &00 0 0 5200 1250
33] 01 1| Solar photovaltaic-thin film electricity a a I I 1 0 0 0
341 0] 1] Saolar photovaltaic- crystalline electricity 1] 1] a a a0 a0 a i
35] 0] 1 | Parabolic traugh solar thermal electricity a a ) ) a a 1 a
3E] O] 1| Central receiver solar thermal electricity 0 0 1] 1] 1] a a 0
3F) 01 1| Solar thermal colleckar water heater o Zann 1] 1] 1] ] a a0
32] 01 1| Solar thermal colleckar Furnace 0 a0 1] a a0 a a a
33] 01 1| Solar thermal collectar with adsorption chiller o a o 0 2600 0 0 0
400 1] O ]Fuslail water heater o ] n n 0 1] a0 1]
41] 1] 0] Gas water heater 1] 0 1] 1] a0 a a a
42] 1] 0| Qil-fired Furnace f boiler a0 0 a0 a0 1] a0 0 a0
43] 1] 0| Gas-fired furnace { boiler 1] 0 a a a0 a a a
441 1] 1 |Eiomass fired bailer 1] 0 1] 1] 1] a a a
5] 1] 1| Gecthermal closed ground loop pump o 0 vann 1] 10400 ] a a0
46] 1] 1| Gecthermal pump with desuperheater 0 2340 0 0 0 0 0 0
Total energy allocated [kKwWh] OO0 FO0O 4000 B000 43000 4000 ZE000 0 25000
Dispatchable energy percent 0.50 0.E0 1.00 030 0.g0 1.00 0.80 095
Total renewable energy percent 0355
Total energy levelized cost For demand period [$] 13268
Total emissions for demand period [ton] 17.20

Table 7. Optimal Energy Allocation Results
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5.3. Interpretation of the Results

The optimal energy allocation in this scenario consists of seven technologies (highlighted),
including one CHP technology. The electric energy from gas turbine with CHP technology
(dispatchable) is used for water pumping, refrigeration, and a small amount for lighting. The
dispatchable thermal energy that is captured through the cogeneration process is used for water

heating and space heating.

Energy demand for water heating is constantly fulfilled by the geothermal desuperheater
technology (dispatchable). In warm weather (>68°F), the geothermal pump functions as a reverse
heat pump and releases less energy for water heating [162]. However during warm weather, solar
energy is abundant and results in the dispatchability increase of the solar water heater, thus it can
be used to fulfill the additional water heating demand. In cold weather (<32°F), water heating
demand increases while the solar and the geothermal energy is inadequate to meet the demand.
Thus, the dispatchable heat from the gas turbine CHP process is used to satisfy the surplus

demand for water heating.

Energy demand for space heating increases in cold weather (<32°F) and geothermal pump
technology cannot fulfill the demand. Hence the heat from the gas turbine CHP process is used
to satisfy the surplus demand for space heating. Space heating is critical and hence all the energy

supplied is dispatchable.

Similarly, energy demand for space cooling is satisfied by both solar thermal and geothermal
pump technologies. In hot weather (>77°F), energy demand for space cooling increases and
geothermal pump technology cannot fulfill the excess demand. Although during hot days, solar

energy is abundant and the dispatchability of solar thermal collector with adsorption chiller

52



technology increases, thus it can be used to satisfy the additional energy demand for space

cooling.

Solid oxide fuel cell electricity is constantly used for pure electric needs— ventilation, lighting,
and electrical and electronic end-uses. Adding a CHP system to fuel cell technology is expensive
[170]. Due to high electric efficiency and low heat to power ratios, fuel cells are mostly suitable
for electric needs only [117] [119]. The optimal energy allocation from the framework seems to

reflect the same.

Wind power is suitable for energy demands that are capable of reducing the energy consumption
when necessary [171]. Wind turbine electricity is not dispatchable and is used to satisfy half of
water pumping demand, and a small portion of ventilation, lighting, and electrical and electronic

demands. These end-uses are pure electric needs that do not mandate 100% dispatchability [1].

There are no slacks in the energy capacities and dispatchable energy. However, there is a
positive slack of 5.5% for renewable energy penetration. The results suggest that the previously
discussed technologies should be considered by the DER developer in this scenario. The grid
electricity and storage technologies are not chosen for any end-use. The optimal energy
allocation can alter when the cost, reliability, emissions, capacities for energy technologies, end-
use energy demands, dispatchability of demands, or renewable penetration change. Table 8
shows the optimal energy percentages (both electric kwWhe and thermal kWht) that should be

planned through the selective energy technologies in this particular scenario.
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Selected Energy Technologies Energy %
49.9
18.2
14.7

9.6
2.8
2.6

2.3

Table 8. Optimal Energy Percentages

5.4.Sensitivity Analysis

The policy variable — minimum renewable energy penetration (r) enables decision makers to
examine the alteration of energy technology selection, optimal energy allocation, costs, and
emissions by changing its value. The policy variable aims to determine policies that can
encourage or discourage the DER stakeholders to consider certain renewable energy
technologies depending on the end-uses, related energy demands, and dispatchability. To
demonstrate this policy variable, we perform a sensitivity analysis by varying the renewable
percentage from 0 to 100% in increments of 10%, while keeping other variables constant. We
present the variation in the energy technology choice for the previously presented example.

Table 9 tabulates the results and figure 5 graphically shows the patterns.
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% 0 10 il 0 4 a0 bl 1 80 50 100

Biodiesel-B100 engine electricity 00 00 00 00 00 00 84 184 B4 B4 484
Biodiesel-B100 engine CHP 0.0 0.0 00 0.0 0 128 16l 16l 16.1 161 161
(a5 turbing CHP 147 147 147 147 83 00 00 00 00 00 00
Solid oxide fuel cells eledtricity 499 499 499 499 518 500 a0 300 00 100 00
Wind turbine-onshare electricity 96 96 96 96 46 96 96 1 1 96 96
Solar thermal water heater 28 28 28 28 18 28 28 28 28 28 28
solarthermal collector with adsorption chiller. 26 6 26 26 00 10 6 26 26 26 26
Geothermal ground loop heat pump 182 182 182 182 228 1 182 182 182 182 182
Geothermal desuperheater 23 23 23 23 18 27 23 23 23 23 23
Total Levelized Cost [5) 1358 1358 | 1558 | 1328 | 13500 | 13358 | 12535 1Ivel | 10987 10213 9439
Total Emissions (tons) 780 1780 | 1780 | 1730 1774 | 1766 | 1840 | 1383 1969 241 B
Actual r achieved (%) 355 3.5 355 355 a0 500 60.0 700 80.0 50,0 1000

Table 9. Energy Technologies and Percentages for Different r Percentages
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Figure 5. Energy Technologies trends
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In this scenario, the optimal renewable energy percentage is 35.5%. When r approaches 40%,
the natural gas turbine CHP energy declines steadily and the geothermal heat pump technology is
chosen to compensate the energy supply gap. Beyond r = 40%, the use of biodiesel energy
increases and fuel cells energy decreases as r % increases. In the group of energy technologies,
the biodiesel engine is the only electric energy technology that uses renewable fuel and is
dispatchable. Though biodiesel is a renewable fuel, the C emissions through energy generation
are higher when compared to natural gas that is used by fuel cells energy technology [172]. On
the other side, the cost of the biodiesel engine is less than that of fuel cells [173] . Thus, as r
increases, the total emissions increase and the cost decrease while satisfying the minimum
dispatchable energy demands. The highest cost and the lowest emissions happen at r =50%.

Figure 6 shows the cost and emissions variation with respect to r %.
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Figure 6. Changes in emissions and cost
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We carry out different case studies to see the changes in energy technologies and energy
capacities due to variation of other variables such as grid electric tariffs, local utility reliability,
fuel source of local central power plant, local weather conditions, end-use energy splits, and
respective dispatchability. The case studies are structured into categories — 1) different nature of
users in a same region, and 2) same nature of users in different regions. The former one helps us
understand the selection of energy technologies for different kinds of energy consumers and the
latter one reveals the impact of regional differences in the choice of technologies. The next two

chapters present the case studies
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Chapter 6

Application to Large Energy Users in Different Regions

This chapter presents the case studies of a single type large energy user located in different
regions in the US. The purpose of the case studies is to observe the variation in the selection of
energy technologies and corresponding energy capacities due to change in the weather conditions
and regional factors related to cost and energy availability. We choose university campuses with

existing DER setup as a type of large energy user in different regions in the US [174].

University campuses are considered as mini cities because of their size, population, activities,
buildings, and infrastructure network [175] . Universities are one of the major energy consumers
in society [176]. Universities tend to have large floor spaces for classrooms, lecture halls,
auditoriums, hallways, arenas, etc. that demand for large amounts of energy for heating, cooling,
ventilation, and lighting needs [177]. The pollution caused by universities through energy
generation and consumption could be reduced through a careful selection of energy technologies

[169] by using a systematic and strategic framework [175].
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We select four different regions in the US — Northeast, Midwest, South, and West which captures
the diverse weather conditions of the US. The university campuses in these regions are selected
upon availability of data from the respective institutions. We gather campus energy demands
data from respective university campus operations and maintenance websites and personal

communications. The following sub-sections present each case study.

6.1. South Region

The South region has a humid subtropical climate with hot summers and mild winters. The year-
round weather is relatively warm i.e. there are more warmer days than colder days in an year
[178]. For the South region, we study the University of Texas (UT) in Austin, Texas. Table 10
furnishes basic information of the campus along with the UT campus on-site primary energy

resources.

University of Texas

Location Austin, Texas
Campus Type Urban
Land Area 350 Acres
Number of Buildings 160
Floor Space 16,565,988 SqFt.
Number of Students 51145
Medical Center No
Local Utility Power Plant Fuel Source MNatural Gas
Local Utility Tariff 11.4 Cents/kWh

On-5ite DER Capacities

Electric 140 MW
Technology Matural Gas Turbines non-CHP
Heating 479,000 lbs of steam/hour
Technology MNatural Gas Boilers
Cooling 39,600 Tons
Technology Electric Chillers

Table 10. UT Campus Information
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UT uses three natural gas turbines to supply primary electric energy to the campus and six
natural gas boilers to supply primary heat energy for water heating and space heating [179]. The
campus uses electric energy from natural gas turbines and grid electricity for space cooling.
Table 11 shows the energy demands for various campus end-uses in 2012 [180]. We calibrate the
RF values of solar and wind, price of fuels, and local utility grid parameters for Austin, Texas

and apply the model. Table 12 shows optimal DER allocation for UT.

Water ~ Water Space . Space C Hlectrical &

_ _ ~ Ventilation _ Refrigeration  Lighting _

Pumping ~ Heating  Heating Cooling Electranics

Approximate energy demand inkWh (Du) 4491938 56806429 137,407,857 26,770,138 302,203,025 15925363 130,220,839 140,202,924
Approximate minimum dispatchable (du) 0.3 08 1 09 09 1 1 1

Table 11. UT Campus Approximate Energy Demands (in 2012)

) ) Electricals | Total

% Energy (kWh) W atér W a)FCT Spalcc Ventilation Spalcc Refrigeration| Lighting and  |Energy

pumping [ heating | heating cooling Blectromics| %
Natural gas microturbine electricity - - - - 29% - - - 11%
Solid oxide fuel cells electricity 30% - - 90% - 100% 100% 100% 38%
Wind turbine- onshore electricity 70% - - 10% - - - - 1%
Solar thermal collector water heater - 20% . . . - - - 1%
Solar thermal collector with adsorption chiller] - - - - 10% - - - 4%
Gas water heater - 7% . . . - - - 1%
Geothermal ground loop heat pump - - 100% - 61% - - - 39%
Geothermal pump with desuperheater - 73% - - - - - - 5%

Table 12. Energy Allocation Results from Model Framework for UT Campus

The optimal energy allocation consists of eight technologies. There are no CHP technologies
selected as the heating demands in Austin are relatively low. Solid oxide fuel cell electricity uses
natural gas and can be constantly used for all electric end-uses. Solid oxide fuel cells posses the
highest electric efficiency (60%) among all the energy technologies, making them ideal for

electric needs only [117] [119].

60



Austin is suitable for generating solar and wind energy [164] [181]. In warm weather, solar
energy is plentiful and thus solar water heaters can be used to fulfill the additional water heating
demand. Primarily, energy demand for water heating can be fulfilled by the geothermal
desuperheater technology. In cold weather (<32°F), water heating demand increases while the
solar and the geothermal energy is inadequate to meet the demand. However in Austin, the
average temperature in winter tends to stay above 40°F. Thus, only a small amount of
dispatchable heat from the gas water heater is selected to satisfy the surplus demand for water
heating in winter. Similarly, energy demand for space heating can be satisfied by the geothermal
pump technology alone as the average winter temperatures usually stay around 40°F in Austin

[178].

The energy demand for space cooling can be satisfied by both solar thermal and geothermal
pump technologies. In hot weather (>77°F), energy demand for space cooling increases and the
geothermal pump technology cannot fulfill the excess demand. During hot days in Austin, solar
energy is abundant and solar thermal collector with adsorption chiller technology can be used to
satisfy the additional energy demand for space cooling. The dispatchable electric energy from
gas micro turbine technology can be used for space cooling in case of excessive cooling loads
during the peak summer days when geothermal pumps are unable to keep up with the increased
demand. A small portion of wind turbine electricity is chosen to satisfy reschedulable water
pumping and ventilation demands. As the UT campus is located in the downtown, allocating land

area for large wind turbines is not feasible.
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6.2. Midwest Region

The Midwest region has a humid continental climate with harsh winters and severe humid
summers. The year-round weather consists of both extreme hot and cold temperatures. For the
Midwest region, we study the University of lowa (Ul) in lowa City, lowa. Table 13 furnishes

basic information of the campus along with the campus on-site primary energy resources.

The University of lowa

Location lowa City, lowa
Campus Type Urban
Land Area 1900 Acres
Number of Buildings 513
Floor Space 14,777,352 SqFt.
Number of Students 31065
Medical Center Yes
Local Utility Power Plant Fuel Source Coal
Local Utility Tariff 10.5 Cents/kWh

On-5ite DER Capacities

Electric 25 MW
Technology Coal/ Biomass Steam Turbines CHP
Heating 660,000 Ibs of steam/hour
Technology Coal/Biomass and Natural Gas Boilers
Cooling 45,950 Tons
Technology Electric Chillers and Steam Turbine

Table 13. Ul Campus Information

Ul uses three coal powered steam turbine generators and grid electricity to supply primary
electric energy to the campus. The Ul campus is located near the Quaker Oats® factory and
biomass is readily available in finite quantity from that facility for energy generation [182].
Thus, one of the three steam generators is retrofitted to use the available biomass as fuel. The

campus uses cogeneration heat from the coal powered steam turbines, two natural gas boilers,
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one coal boiler, and one biomass boiler to supply heat energy for water heating and space

heating. The campus uses electric energy from the steam turbines and grid electricity for space

cooling. Table 14 shows the energy demands for various campus end-uses in 2012. We calibrate

the RF values and cost of solar, wind, biomass, price of fuels, and local utility grid parameters

for lowa City, lowa and apply the model. Table 15 shows optimal DER allocation for UI.

Water
Pumping

Water
Heating

Space

Heating

Ventilation

Refrigeration

Cooling

Lighting

Flectrical &

Electronics

Approximate energy demand inkWh (Dv) 13,768,160 125,729,563 440,053,471 80,314,269 208,467,532

08,840,802 217,995,874 103,261,203

Approximate minimum dispatchable (du) (.78 095 0.95 087 1 095 1
Table 14. Ul Campus Approximate Energy Demands (in 2012)

] ] Electricals | Total

% Energy (kWh) " atn?r ! aFET Spalce Ventilation SpaIm% Refrigeration| Lighting and  |Energy
pumping | heating | heating cooling Flectromics | %
Natural gas turbine CCHP 78% 69% 66% 95% 43% 100% 19% 100% | 61%
Solid oxide fuel cells electricity 76% 13%
Wind turbine- onshore electricity 22% 5% 5% 1%
Biomass fired botler 5% 2%
Geothermal ground loop heat pump 29% 57% 20%
Geothermal pump with desuperheater 31% 3%

Table 15. Energy Allocation Results from Model Framework for Ul Campus

The optimal energy allocation consists of six technologies. There is a CCHP technology selected

as both heating and cooling demands in lowa City are relatively high. Heating, cooling and

electricity from natural gas CCHP turbine technology is selected for heating, cooling, and

electric energy demands, respectively. Solid oxide fuel cell electricity uses natural gas and is

used for lighting demand.
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lowa City is highly suitable for generating wind energy [183] and biomass energy [184]. Thus,
wind turbine electricity is selected to satisfy reschedulable water pumping, ventilation, and
lighting demands. Biomass is finitely available near lowa City (lowering the cost) due to various
food products industries that produce biomass as a waste product (e.g. Quaker Oats). Thus,
biomass boiler technology is selected for satisfying surplus heating demands in winter (<32°F)
whereas, primarily, heating can be fulfilled by geothermal pump technology and heat through
gas turbine CCHP technology. Similarly, energy demand for water heating can be satisfied by
geothermal desuperheater and residual heat from gas turbine CCHP technology. The energy
demand for space cooling can be satisfied by both geothermal pump and chilled water from gas

turbine CCHP technologies.

6.3.Northeast Region

The Northeast region has a combination of humid subtropical climate and humid continental
climate with warm humid summers and long cold wet winters. The year-round weather is
somewhat consists of a moderately sunny climate. For the Northeast region, we study Stony
Brook University (SB) in Stony Brook, New York. Table 16 furnishes basic information of the

campus along with the campus on-site primary energy resources.
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Stony Brook University

Location Stony Brook, New York
Campus Type Sub-Urban
Land Area 1394 Acres
Number of Buildings 162
Floor Space 12,127,398 SqFt.
Number of Students 24512
Medical Center Yes
Local Utility Power Plant Fuel Source Natural Gas
Local Utility Tariff 16.5 Cents/kWh

On-Site DER Capacities

Electric 45 MW
Technology Matural Gas Turbine CHP
Heating 360,000 |bs of steam/hour
Technology MNatural Gas and Fuel Qil Boilers
Cooling 45,950 Tons
Technology Steam Chillers and Electric

Table 16. SB Campus Information

SB uses a natural gas CHP turbine and grid electricity to supply primary electric energy to the
campus. The campus uses CHP heat from a natural gas turbine, and eight natural gas and fuel oil
boilers to supply heat energy for water heating and space heating [185]. The campus uses
cogeneration steam from the natural gas turbine, and electric energy from both the natural gas
turbine and grid electricity for space cooling. Table 17 shows the energy demands for various
campus end-uses in 2012. We calibrate the RF values and cost of solar and wind, price of fuels,
and local utility grid parameters for Stony Brook, New York and apply the model. Table 18

shows optimal DER allocation for SB.

Water Water Space . Space o o Electrical &

_ _ _ Ventilation  Refrigeration  Lighting _

Pumping  Heating  Heating Cooling Electronics

Approximate energy demand inkWh (Du) 2,564,341 94,250,000 282,750,000 42,739,023 213880422 34,151,218 136,704,872 102,573,654
Approximate minimum dispatchable (de] 0.7 09 1 0.95 095 1 1 1

Table 17. SB Campus Approximate Energy Demands (in 2012)
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Water | Water | Space . .| Space L o Electicals Tot
% Energy (kWh) ounping | heatng | heatng Ventilation cooling Refrigeration | Lighting | and  |Energy
Electronics| %
Natural gas turbine CHP 0% 4% 6% - - 100% 75% - 33.9%
Solid oxide fuel cells electricity - - - 95% 15% - 25% 100% | 23.0%
Wind turbine- onshore electricity 30% - : 5% : - - - 0.3%
Solar Water Heater - 10% : . . - - - 1.0%
Geothermal ground loop heat pump - - 54% : 85% - - - 36.7%
Geothermal pump with desuperheater| - 49% . . . : : : 5.0%

Table 18. Energy Allocation Results from Model Framework for SB Campus

The optimal energy allocation consists of six technologies. There is one CHP technology
selected as heating demand is relatively higher than cooling demand. The heat and electricity
from natural gas CHP turbine technology can be used for heating and electric energy demands,
respectively. Solid oxide fuel cell electricity can be used for pure electric needs such as

ventilation, lighting, and electrical equipment.

Long Island, New York is highly suitable for generating wind energy [186] and solar thermal
energy [187]. Thus, wind turbine electricity is selected to satisfy small portion of reschedulable
water pumping and ventilation demands. Water heating can be primarily fulfilled by thermal
energy from natural gas CHP turbine and geothermal desuperheater. Solar energy can be used for
the reschedulable portion of water heating. Geothermal pump technology in conjunction with
cogeneration heat from the gas turbine can be used to satisfy the heating needs. Geothermal
pump technology can be used to satisfy the regular cooling needs and Solid oxide fuel cell

electricity is used to satisfy the surplus cooling needs during the peak summer days.
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6.4.West Region

The West region has Mediterranean climate with mild dry summers and mild cold, rainy winters.
The year-round weather consists of moderately sunny and foggy climate. For the West region,
we study Stanford University (SF) in Stanford, California. Table 19 furnishes basic information

of the campus along with the campus on-site primary energy resources.

Stanford University

i Location Stanford, California
Campus Type Sub-Urban
Land Area 8180 Acres
Number of Buildings 700
Floor Space 15,235,357 SqFt.
Mumber of Students 15877
Medical Center Yes
Local Utility Power Plant Fuel Source Natural Gas
Local Utility Tariff 15.2 Cents/kWh

On-Site DER Capacities

Electric 42 MW
Technology Matural Gas Turbine CHP
Heating 320,000 Ibs of steam/hour
Technology Natural Gas and Fuel Qil Boilers
Caooling 24,100 Tons
Technology Electric Chillers and Steam

Table 19. SF Campus Information

SF uses a natural gas CHP turbine technology to supply primary electric energy to the campus.
The campus uses CHP heat from the natural gas turbine, and four natural gas and fuel oil boilers
to supply heat energy for water heating and space heating [188]. The campus uses cogeneration
steam and electric energy from the natural gas turbine for space cooling [189]. Table 20 shows

the energy demands for various campus end-uses in 2012. We calibrate the RF values and cost of
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solar and wind, price of fuels, and local utility grid parameters for Stanford, California and apply

the model. Table 21 shows optimal DER allocation for SF.

Water Water Space o Space o o Electrical &
] ] ] Ventilation ] Refrigeration  Lighting )
Pumping  Heating ~ Heating Cooling Electronics
Approximate energy demand inkWh (Dv) 1,446,145 43296429 52,917,857 28922503 176,654,940 19,281,935 125,332,579 110,871,128
Approximate minimum dispatchable (du) 0.9 0.9 1 1 1 1 1 1
Table 20. SF Campus Approximate Energy Demands (in 2012)
Electricals | Total
o Water | Water | Space . . | Space L L setcals | Lo
% Energy (kWh) ‘ ‘ . | Ventilation . |Reftigeration| Lighting [ and | Energy
- pumping | heating | heating cooling h =F , =
Electronics| %
Natural gas turbine electricity - 60% - - - 19.0%
Solid oxide fuel cells electricity 90% 100% 100% 100% 100% | 51.1%
Central receiver solar thermal electricity [  10% 0.03%
Gas Water Heater 53% 4.1%
Solar Water Heater 10% - 0.8%
Geothermal ground loop heat pump 100% 40% 22.1%
Geothermal pump with desupetheater 37% 2.8%

Table 21. Energy Allocation Results from Model Framework for SF Campus

The optimal energy allocation consists of seven technologies. There is no CHP technology
selected as heating demand is relatively lower than cooling demand. The electricity from natural
gas turbine technology can be used for cooling needs in summer. The high efficiency solid oxide
fuel cell technology can be used for pure electric needs — water pumping, ventilation,

refrigeration, lighting, and electronics.

Stanford, California is highly suitable for generating solar thermal energy [187]. Thus, solar
electricity is selected to satisfy a small portion of the reschedulable water pumping. Solar water
heater technology can be used for the reschedulable portion of water heating. Water heating can

be primarily fulfilled by both gas water heater and geothermal desuperheater technologies.
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Geothermal pump technology can fulfill the heating needs as the temperatures in California tend
to stay around 40°F in winter. Geothermal pump technology can satisfy the regular cooling needs

and gas turbine electricity can satisfy the surplus cooling needs during the peak summer days.
6.5.Summary

The aforementioned campuses use on-site generation while connected to the local utility grid.
They depend on the grid energy in case of interruptions in energy supply or shortage in energy
supply by the on-site DER. The results shown here are for on-site DER primary generation
while connected to the grid for back-up electric energy. Table 22 shows the summary of energy
technology allocations for the four universities. The table also shows the average weather

temperatures for the respective regions in 2012 to provide insight on regional climatic

conditions.

) Ul SB SF
Natural gas turbine electricity - - - 19%
Natural gas turbine CHP - - 34% -
Natural gas turbine CCHP - 61% - -
Natural gas microturbine electricity 11% - - -
Solid oxide fuel cells electricity 38% 13% 23% 51%
Wind turbine- onshore electricity 1% 1% 0.3% -
Solar thermal collector water heater 1% - 1% 1%
Solar thermal collector with adsorption chille 4% - - -
Central receiver solar thermal electricity - - - 0.03%
Biomass fired boiler - 2% - -
Gas water heater 1% - - 4%
Geothermal ground loop heat pump 39% 20% 37% 22%
Geothermal pump with desuperheater 5% 3% 5% 3%
Average summer high (°F) 97 87 84 80
Average winter low (°F) 41 14 27 38

Table 22. Model Framework Summary Results
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The model accounts for the local grid electricity and fuel prices. The selection of energy
technologies is based on the campus energy demands, minimum dispatachabilities of the energy
demands, and regional climatic conditions. The results of the case studies reveal several
appropriate energy technologies that are essential for future energy planning. The optimum
energy technology allocation must be encouraged when the campuses plan to change their on-
site energy infrastructure. The regional policy makers and developers are encouraged to promote
these technologies that obtained pareto-optimal solutions, offering the optimum combination of

levelized costs and environment emissions.

In general, natural gas turbines are selected for the majority of energy generation because of their
low cost and moderate emissions. CHP technologies are not selected for warmer climates as
heating requirements are low. In complement to natural gas turbines, fuel cells are favored for
electric needs in any climate as they are most efficient for electricity generation and have low
emissions. These results support the findings in a 2013 Energy Information Administration’s

distributed generation analysis report [190].

Geothermal heat pumps are preferred for base load heating and cooling in all climates as they are
renewable as well as dispatchable. But in extremely hot and cold climates, additional secondary
energy technologies (e.g. boilers, cogeneration heat, etc.) must be used in conjunction with
geothermal heat pumps to satisfy the excessive heating and cooling demands. Wind turbine
energy is favored in all climates and solar thermal energy generation is selected in warm and

sunny climates.
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Chapter 7

Application to Different Large Energy Users on Long Island

This chapter presents the case studies of different types of large energy users located in a same
region in the US. The purpose of the case studies in this chapter is to observe the variation in the
selection of energy technologies and corresponding energy capacities due to the types of energy

users in the same region. We consider Long Island, New York as the region.

Long Island, New York has warm, humid summers and cold, wet winters. Long Island climate is
a combination of humid subtropical and humid continental climates [191]. Long Island has a
moderately sunny climate throughout the year. Due to the coastal location, Long Island weather

temperatures are somewhat mild because of the Atlantic Ocean and Long Island Sound.

We study four types of large energy users — a medical center, an enclosed shopping mall, a hotel,

and an office building. These are energy intense buildings, meaning that their energy
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consumption is high when compared to residential or other buildings. Table 23 shows the
approximate annual energy use intensity (EUI) values (kWh/SF) of the selected building types

on Long Island [192] in 2012.

kWh/Square Feet Health Care Shopping Mall Lodging Office
Water Pumping 1.68 1.02 0.96 0.09
Water Heating 14.52 2.31 9.42 0.6
Space Heating 27.54 7.08 6.66 9.84
Ventilation 6 2.25 0.81 1.56
Space Cooling 5.58 3.72 1.47 2.67
Refrigeration 1.2 0.6 0.69 0.87
Lighting 12.03 8.58 7.29 6.93
Electricals and Electronics 6.93 4.53 2.49 5.31
Total 75.48 30.09 29.79 27.87

Table 23. Various Major Buildings Energy End-Use Intensities’

EUI represents a building’s energy use as a function of its space and end-uses [193]. The EUI is
expressed as energy demand per square foot of building space per calendar year. It is calculated
by dividing the total energy consumed by the building in one year by the total gross floor space
of the building in a particular region. Some buildings are more energy intense than the others
depending on their activities (e.g. medical centers). The EUI data is available from the Energy
Information Administration and the Buildings Data book databases [192] [194]. We use this data
and the corresponding building floor space data to estimate the energy demands for the various
selected buildings on Long Island. The following sections present each of the four case studies.
We calibrate the RF values and cost of solar and wind, price of fuels, and local utility grid

parameters for Suffolk County, Long Island, New York and apply the framework.

" The units in the original dataset were presented in thousand BTUs per SF. We converted the values into kWh per
SF to be consistent with the units that are used in this dissertation. 1BTU = 0.00027kWh
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7.1. Medical Center

The area of the Stony Brook University Medical Center (SBMC) in Stony Brook is

approximately 541,000 square feet [195]. Table 24 shows the energy demands for various SBMC

end-uses in 2012. Table 25 shows the optimal DER allocation for SBMC.

Water ~ Water  Space o S Electrical &

. . ~ Ventilation ~ Refrigeration ~ Lighting .

Pumping  Heating ~ Heating Caoling Electronics
Aoproximate energy demand in kWh (Du) ~ 908,880 7855300 14899,140 3246000 3018780 324600 6508230 3749130

Table 24. SBMC Approximate Energy Demands

) ) Electricals | Total
% Energy (kWh) " ah?r " atler SpaFe Ventilation SpaFe Refrigeration| Lighting | and  (Energy
pumping | heating | heating cooling ST

Natural gas turbine CHP 48% 85%  100% 100%  00% 0% | 74%
Solid oxide fuel cells electricity 100% 15% 0% | 3%
Gas Water Heater 43% 8%
Geothermal ground loop heat pump 15% 85% 13%
Greathermal pump with desuperheates %% 2%

Table 25. Energy Allocation Results from Model Framework for SBMC

The optimal energy allocation consists of five technologies. There is one CHP technology

selected as heating demand is relatively higher than the cooling demand. The heat and electricity

from natural gas CHP turbine technology can be used for heating and electric energy demands,

respectively. Solid oxide fuel cell electricity can be used for water pumping and electrical

equipment when needed. Geothermal pump technology in conjunction with cogeneration heat

from the gas turbine can be used to satisfy the space heating needs. In warm days, geothermal
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pump technology can be used to satisfy the regular cooling needs and solid oxide fuel cell
electricity is used to satisfy the surplus cooling needs during the peak summer days. Water
heating can be fulfilled by thermal energy from the combination of natural gas CHP turbine,

natural gas water heater, and geothermal desuperheater technologies.

7.2.Enclosed Shopping Mall

The area of the Smith Haven shopping mall (SHSM) in Lake Grove is approximately 1,082,000
square feet [196]. Space cooling, heating, and lighting tends to be a large portion of energy
demand in enclosed shopping malls [197]. Table 26 shows the energy demands for various

SHSM end-uses in 2012. Table 27 shows optimal DER allocation for SHSM.

Water ~ Water  Space o Space o Hectrical &
. . ~ Ventilation - Refrigeration ~ Lighting .
Pumping  Heating  Heating Cooling Flectronics

Approximate energy demand inkWh (Do) 1,103,640 2499420 7660560 2434500 4025040 1298400 9283560 4901460

Table 26. SHSM Approximate Energy Demands

Water | Water | Space |, . . | Space N By Tod

% Energy (kWh) , , . (Ventiation| * |Refrigeration| Lighting | and | Enerey
pumping | heating | heating cooling S

Natural gas turbine CHP 00% 5% 61% : : 00% 2% - | 3%
Solid oxids fuel cells electricity : : S % 1% : o 00% | 4%
(as Water Heater - 8% - - : - - - 1%
Geothermal ground loop heat pump | - S : 8% : : S it
Geothermal pump with desuperheater] - 3% - : : : : : %

Table 27. Energy Allocation Results from Model Framework for SHSM
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The optimal energy allocation consists of five technologies. The heat and electricity from natural
gas CHP turbine technology can be used for heating and electric energy demands, respectively.
Solid oxide fuel cell electricity can be used for electric needs — ventilation, lighting, and
electrical equipment. Geothermal pump technology in conjunction with cogeneration heat from
the gas turbine can be used to satisfy the space heating needs. Geothermal pump technology can
be used to satisfy the regular cooling needs and solid oxide fuel cell electricity is used to satisfy
the surplus cooling needs during the peak summer days. Water heating can be fulfilled by
thermal energy from natural gas CHP turbine, geothermal desuperheater, and natural gas water

heater technologies.

7.3.Lodging

The area of the Long Island Marriot hotel (LIMH) in Uniondale is approximately 164,036 square
feet [198]. Water heating, space heating, and lighting are major energy end-use demands in a
hotel [199]. Table 28 shows the energy demands for various LIMH end-uses in 2012. Table 29

shows optimal DER allocation for LIMH.

Water ~ Water  Space o Space o Hlectrical &
. . ~ Ventilation ~ Refrigeration  Lighting .
Pumping  Heating  Heating Cooling Electronics

Aoproximate energy demand inkWh (Do) 157475 154529 1092480 130869  LI33 13185 1195820 408450

Table 28. LIMH Approximate Energy Demands
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Water | Water | Space Space Bl | Tt

% Energy (kWh) , , . |Ventilation| *, |Refrigeration| Lighting | and | Energy
pumping | heatmg | heatmg cooling Bectone| %
Natural gas turbine CHP 00% 8% 8% : : 00%  U% 100% | 4%
Solid oxide fuel cells electrcty : : : 00%  15% : 76% : 2%
Gas Water Heater - 19% - - - - - - 25%
Geothermal ground loop heat pump | - : 17% : 85% : : : %%
Geothermal pump with desuperheate] - 1% : : : : : : 1%

Table 29. Energy Allocation Results from Model Framework for LIMH

The optimal energy allocation consists of five technologies. Natural gas microturbine CHP
technology can provide electricity and heat energy for heating and electric energy demands,
respectively. Solid oxide fuel cell electricity can be used for ventilation and lighting. Geothermal
pump technology in conjunction with cogeneration heat from the gas microturbine can be used to
satisfy the space heating needs. Geothermal pump technology can be used to satisfy the regular
cooling needs and solid oxide fuel cell electricity is used to satisfy the surplus cooling needs
during the peak summer days. The high water heating demand can be fulfilled by a combination
of heat from natural gas microturbine CHP, geothermal desuperheater, and natural gas water

heater technologies.

7.4.Major Office Building

The area of the Canon One Park office building (CAOP) in Melville is approximately 700,000
square feet [200]. Space heating, ventilation, and space cooling are major energy end-use
demands in office buildings [201]. Table 30 shows the energy demands for various CAOP end-

uses in 2012. Table 31 shows optimal DER allocation for CAOP.
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Water ~ Water  Space o S Electrical &
. ,  Ventltion~~ ~ Refrigeration  Lignting .
Pumping ~ Heating  Heating Cooling Flectronics

Aoproximate energy demand in kWA (D] 63,000 420000 6,888,000 1092000 1869000 609000 4851000 3717000

Table 30. CAOP Approximate Energy Demands

Water | Water | Space Space Fean Tod

% Energy (kWh) , , . |Ventlation| . |Refrigeration| Lighting | and | Energy
pumping | heating | heating cooling ST
Sold oxide fuel cells electrcity % - SR (/I 00% 0%  100% | 5%
Gas Fumace : : 80% : : : : - | 8%
Geothermal ground loop heat pump | - S S 0% : : | 1%
Geothermal pump with desuperheated - 100% - : : : : - W

Table 31. Energy Allocation Results from Model Framework for CAOP

The optimal energy allocation consists of four energy technologies. Due to both the type of
building and the weather conditions, the space heating demand is high but water heating demand
is low when compared to the total energy use, thus, no CHP energy technologies are selected for
optimal allocation. The gas furnace technology that is highly efficient for generating thermal
energy is allocated for space heating. Solid oxide fuel cell electricity is selected for all electric
needs due to its high electric efficiency. Geothermal pump technology in conjunction with gas
furnace technology can be used to satisfy the spacing heating needs. Space cooling demand is
relatively less than the space heating demand, thus, geothermal pump technology alone can
fulfill the space cooling demand. Water heating demand in office buildings is minimal and

thermal energy from geothermal desuperheater is sufficient.
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7.5.Summary

In the previous chapter, technology allocation was presented for the same type of user in
different regions. When compared to the previous chapter, the technology selection remains the
same across the different types in a same region. The selection of the energy technologies is the
same for the medical center, enclosed shopping mall, and hotel. Figure 7 shows the summary of

energy technology allocations to meet the total energy demand for the four different users.

Medical Center: SBMC Enclosed Shopping Mall: SHSM

Lodging: LIMH Office Building: CAOP
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M Natural gas turbine CHP B Solid oxide fuel cells electricity
Gas Water Heater B Gas Furnace

® Geothermal ground loop heat pump Geothermal pump with desuperheater
Table 7. Summary of Energy Allocation Results

In general, natural gas turbines with cogeneration are suitable for Long Island large energy users
for energy generation because of their low cost and moderate emissions. Not surprisingly, natural
gas turbine technology is common for small scale or large scale energy generation on Long
Island. In complement to natural gas turbines, fuel cells are favored for electric needs as they are
most efficient for electricity generation and have low emissions. Geothermal heat pumps are
preferred for base load heating and cooling in all climates. However in the case of large heating
and cooling demands, additional secondary energy technologies such as gas furnaces and boilers
are selected to be used in conjunction with geothermal heat pumps in order to satisfy the
excessive heating and cooling demands. Wind turbine energy and solar thermal energy
generation were not selected for primary generation due to assumed minimum dispatchability of

100% for the user types and lack of land space available for the considered buildings.

The model accounts for the local grid electricity and fuel prices on Long Island, New York. The
selection of energy technologies is based on the different type of users’ energy demands and
regional climatic conditions. The results of the case studies reveal several appropriate energy
technologies that are essential for future energy planning. The optimum energy technology
allocation must be encouraged when the users plan to change their on-site energy infrastructure
by opting to DER. The regional policy makers and developers are encouraged to promote these
technologies that obtained pareto-optimal solutions, offering the optimum combination of

levelized costs and environment emissions.
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Chapter 8

Implications for Public Policy
8.1.Policy Significance of the Proposed Framework

Technology philosophers claim that technologies tend to break down in size as time lapses [202]
[203]. Technologies tend to atomize due to technological-push innovations by the inventors or
demand-pull by the market [204] [205]. Main-frame computers were succeeded by personal
computers. Similarly, landline and public telephones were taken over by cell phones on the
macro-level, and traditional cell phones are transformed into smart phones at the micro-level

[206].

In the US, the use of public transit systems was dominated by personal automobiles as the cost of
automobiles decreased and reliability increased. As automobiles became affordable, the adoption
of personal automobiles increased at a rapid pace. When Ford’s Model T emerged in the

automobile market in 1909, it attracted many middle-class Americans as it was affordable and
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convenient to operate [207]. These key attributes propelled the public’s choice of transportation
towards owning and operating personal automobiles rather than depending on public transit,

though it involved a relatively high turnkey cost.

In a similar way, as DER are becoming cheaper and easier to operate, they are capturing the
attention of the general public. Initially, DER were mainly used by critical energy users such as
military bases, space agencies, national laboratories, etc. [1]. DER systems are disruptive
innovation [3] and have a widespread potential. As small-scale energy technologies are
improving and becoming more accessible, large energy users such as universities, medical
centers, industries, businesses, etc. are transiting towards DER [208]. In addition, as small-scale
energy technologies become cheaper, efficient, and reliable, DER adoption increases [209].
More importantly, with events such as Superstorm Sandy in 2012, DER adoption increases more

swiftly [210].

Several decades after the inception of the first affordable automobile, the EPA highlighted the
significance of energy-inefficient automobiles. The US Congress enacted the Gas Guzzler Tax
provision in the Energy Tax Act of 1978 to discourage the production and purchase of energy
inefficient automobiles [211]. In the same fashion, though DER has several advantages as
discussed in chapter 1, when DER systems are not systematically regulated, they can include
more natural gas or diesel generators and can potentially shift the production of conventional
pollutants from central power plants to more populated areas. This complicates the problem of
controlling pollution from numerous DER locations. Environmental mitigation plans such as

carbon capture or sequestration will become impossible as well.
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Thus, it is critical to understand the significance of optimal DER systems and establish a
strategic technology-policy framework to design appropriate DER-related energy policies. This
act is necessary to control the societal and environmental harms that might arise due to energy-
inefficient DER systems caused by inappropriate selection of DER technologies. This research
aims to assist in the preparation of necessary energy policies regarding the use of DER. This
framework will help the federal, state, and local governments in regulating DER technologies for
the welfare of the society and the DER users in setting their own in-house energy policies for
energy management sustainability. For example, the framework provides direction to the DER
developers whether it is appropriate to partially or fully depend on the local electric grid,
integrate storage technologies, or have an optimum set of on-site energy generating technologies.
The framework captures the local resources factor through cost and capacity constraints. For
example, in the case of the University of lowa in chapter 6, the user site was close to abundant
biomass resources, thus lowering the cost of biomass due to surplus supply and negligible
transportation costs. As a result, the framework selected biomass as one of the suitable energy

resources available to satisfy the campus energy demand.

The strength of this research lies in the simultaneous consideration of all the available energy
technologies — grid supply, storage, conventional, advanced, cogeneration, trigeneration, and
renewable, and simultaneous consideration of cost, reliability, and emission factors. As DER
scales up in developed nations, this research offers several implications towards local, state, or

national level energy policies for the DER sector.

Firstly, this research can be used as a basis of a decision support system by the DER developers
for planning and designing on-site DER infrastructure. Secondly, the proposed framework can be

a useful tool for any large energy user that has the resources and desire to create its own local
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energy infrastructure and develop in-house energy policies. Thirdly, the proposed framework is
capable of pointing to ways in which regulatory policies can encourage large energy users to
adopt certain energy technologies. Part of the benefits of selective adoption of DER is the
creation of relationships between DER users and regional grid level energy suppliers for long
term energy planning. Such long term energy planning is beneficial in terms of coordinating
energy generation and avoiding long distance transmission losses that would otherwise result in

energy waste.

Finally, to convert the local optimum behavior to a global optimum behavior, extrinsic
motivation must be created through subsidies for the welfare of society [212]. Based on the
users’ energy requirements and their regional resources, this research suggests potential target
incentives and taxation policy design for implementing certain DER technologies. For example,
when an incentive is provided and the cost is reduced for a technology, it reaches the efficient
frontier in the first stage of the framework and becomes optimal. In this way, when users decide
to adopt DER, it benefits them and their region in terms of energy sustainability and driving

demand for certain technologies such as renewable technologies [213].

Moreover, in developing nations, this research can be used for developing DER systems in the
regions which do not have access to an electric grid. The framework suggests suitable
technologies that should be considered for particular scenarios. The proposed framework can be
used in such situations to plan DER for small towns or villages based on the local resources

available, geographic conditions, and the anticipated energy demand.
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8.2.Policy Recommendations

There are some specific policy remarks that can be drawn towards the DER technologies based
on the sensitivity analysis (chapter 5) and several case studies (chapter 6 and 7). The sensitivity
analysis evaluated the sensitivity of the technology selection to the different values of the
renewable percent penetration. The case studies evaluated the framework solutions to different
values of the parameters of the model’s objectives such as costs, energy demands, space
available, local electric grid factors, etc using real scenarios. Though the results depend on
particular scenario inputs, the results in general of the simulated scenarios provide some
interesting insights on the DER technologies. Table 32 highlights the selective technologies from
each simulated scenario. As the simulated analyses capture diverse DER applications and

regions, the results provide insights for policy implications in the DER context.

84



Typical Commercial Building
Sensitivity Analysis
University of Texas
Uniwersity of lowa

Stony Brook University
Stanford University

Stony Brook Medical Center
Smith Haven Shopping Mall
Cancn One Office building
Long Island Marriat

E electricity

Girid electrizity with battery storage
Girid electrizity with pumped water storage
Girid electricity with compressed air storage
Grid electricity with hydrogen storage
Oie=zel engine eleckricity

Die=el engine CHF

Oie=el engine CCHF

EBiodie=el B-100 engine electricity
EBiodie=el B-100 engine CHF
EBiodie=zel B-100 engine CCHF
Matural gas engine electricity

Matural gas engine CHF

Mlatural gas engine CCHF

Mlatural gas turbine electricity
Matural gas turbine CHF

Matural gas turbine CCHF

Matural gas microturbine electricity
Matural gas microturbine CHF
Matural gas microturbine CCHP
Eiomass-direct electricity
Biomass-direct CHP
Biomass-direct CCHP

FPaolymer electrolyte membrane fuel cells electricity
FPaolymer electrolyte membrane fuel cellz CHP

Phosphoric acid fuel cells electricity
Phosphioric: acid fuel cells CHF

Molten carbonated fuel cells electricity
Molten carbonated fuel cells CHP

Solid oride Fuel cells eleckricity

Solid aride fuel cells CHF

‘wind turbine- onshore electricity

Solar photoywaltaic-thin Flm electricity
Solar photoyaltaic- crystalline eleckricity
Farabolic trough solar thermal electricity
Central receiver =olar thermal electricity
Salar thermal collector water heater
Salar thermal collector Furnace

Solar thermal collector with ad=sorption chiller

Fuel ail [no.2] water heater

Mlatural gas water heater

Oil-fired Furnace { bailer

Matural gas-fired furnace  bailer

Eiomass fired bailer

Geothermal heat pump

| Geothermal heat pump with desuperheater

=
x X x x =
x X x
x = X x =

Table 32. Selective Technologies

85




Grid and Storage Technologies

The grid electricity in all the scenarios is generated using natural gas (coal in the case of lowa).
Importantly, central power plants do not incorporate cogeneration or trigeneration setups,
lowering their effective efficiency. However, grid electricity is optimum when the electricity is
generated from a hydropower plant, nuclear power plant, or any other large scale renewable
energy source. Thus, grid electricity should be encouraged if the energy is generated from large

scale renewable (e.g. hydro) or nuclear sources.

Storage technologies are developing and are not cost-effective at the current moment [214].
Additionally, the storage technologies require a significant amount of space due to their limited
power density. The energy storage technologies must therefore accomplish drastic cost
reductions and technological improvements in terms of energy storage efficiency [215]. Thus,
research and development of storage technologies is necessary in order to make them
competitive amongst the other energy technologies. However, ultimately the storage
technologies’ operating economics and environmental advantages depend on the local electric
grid tariff and fuel source. For example, the storage technologies will be crucial if the local

power source is hydroelectric or any other renewable source [216].

Diesel Fuel Technologies

Diesel fuel is a conventional fossil fuel and diesel energy technologies are mature [3] [217]. The
framework does not suggest the use of diesel technologies in any of the scenarios due to their
high environmental impact and cost of diesel fuel (including transportation and storage).
Compared to natural gas, diesel fuel has higher costs and emissions. In addition, diesel fuel (and

also bio diesel) is more necessary for the transportation sector than for local energy generation
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[218]. Thus, diesel fuel technologies must be discouraged as primary local energy generation;
standby generation for temporary back-up in case of emergencies is acceptable. Similarly, fuel

oil use for heating needs must be discouraged due to their high emissions and cost.

Natural Gas Technologies

Currently, natural gas is highly cost competitive due to its exploration through shale rock
fracking [219]. As a result, the framework widely selected natural gas as a suitable energy
technology, albeit through cogeneration or trigeneration due to enhanced efficiencies. Though
natural gas energy generation is mature and is economically sound [217], it is a fossil fuel and
involves some environmental impact (though lower than coal or diesel sources). Therefore, the
choice of technologies through which the natural gas is used is critical. For example, when
natural gas is combusted in a turbine, it generates heat in addition to electricity. The net
efficiency of the process increases when the heat is utilized via cogeneration [117]. Thus, natural
gas must be used wisely, and its use be encouraged in conjunction with a cogeneration or
trigeneration setup to maximize its usage efficiency (thereby lowering the environmental impact

of natural gas consumption).

Fuel cells use natural gas for energy production and are highly efficient as no moving parts are
involved [220]. As a result, the model widely selects natural gas as an appropriate energy
technology choice through fuel cell technology in all the scenarios. Although the levelized costs
of fuel cells are somewhat comparable to other technologies, fuel cell setup requires high turnkey
costs [221]. As fuels cells are currently expensive, they are selected only for critical electric
needs, not for heating through cogeneration. Thermal energy for heating can be produced

efficiently and at a low cost by using natural gas boilers or heaters, whereas capturing and using
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the heat from fuel cells through cogeneration is not economical due to the high cost [117]. Fuel
cells offer many benefits such as high reliability, negligible noise, compact size, and most
importantly their very efficient use of natural gas (or biogas) to provide electric energy [222].
They can be a potential direction to the future energy generation and can help us taper off our
dependence on natural gas. Fuel cell research and development programs are essential for
reducing capital costs by enabling mass production [221] [223]. Thus, fuel cell research should

be highly encouraged to lower fuel cell costs and increase their commercial appeal.

Natural gas boilers and heaters are highly efficient (~95%) when compared to electric heating.
The framework suggests natural gas boilers or heaters be used as a secondary energy source to
fulfill the additional heating demand during the peak wintertime months. Thus, natural gas is
suitable for secondary heating needs when heating needs cannot be fulfilled by primary energy
sources alone. The primary energy sources include cogeneration or trigeneration heat and

geothermal heat pumps.

Biofuel Technologies

Biofuels (biodiesel and biomass) are considered renewable and produce energy non-
intermittently [9]. As a result, biodiesel technologies gain interest when the renewable percent
increases and dispatchability of energy demand remains high, or when the biodiesel is readily
locally available. Though biofuels are considered renewable fuels by definition, their emissions
are relatively high when compared to natural gas [224]. The cost of biodiesel fuel and
maintenance of biodiesel combustion engines makes the technology not competitive in general
[225]. However, biofuels can become competitive when they are locally available due to local

production or as byproducts from local food or wood-based industries [226]. For example, the
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model selects biomass as an appropriate heating technology at the University of lowa, as
biomass is available near lowa City (lowering the cost) due to various food product industries
that produce biomass as a waste byproduct. Thus, biofuels must be encouraged only when they
are locally available for cost-wise competitive advantages. As biofuel emissions are comparable
to traditional fossil fuels, biofuel usage must be encouraged in conjunction with emissions
mitigating technologies such as scrubbers, catalysts, sequesters, etc. to ease the environmental
impact [227]. Biomass fuels tend to contain impurities that may pose complications when used in
turbines or engines for electric energy generation rather than boilers or heaters (e.g. biomass
fired boiler) for thermal energy generation [228] . This negatively impacts economic and
technical aspects of energy generation [229]. Thus, the use of biofuels must be carefully accessed

while selecting for electric needs versus for heating needs.

Wind Technologies

The framework suggests the use of wind turbine electricity for reschedulable energy demands.
Wind turbines, when compared to solar, have the benefit of economies of scale and relatively
less intermittent energy production (energy during nights is possible). However, a large space
with spacious surroundings is required for wind turbines. Thus, wind turbines must be strongly

encouraged when there is enough space and unobstructed wind flow.

Solar Technologies

Based on the framework results, the solar photovoltaic’s (PV) cost must be further reduced to
make them competitive with wind turbines for primary energy production on a large scale (e.g.
for a university) [230]. This remark does not include incremental solar PV application to

residential rooftops. Currently, solar PV technologies are used as an accessory source in
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universities for applications (e.g. lighting the bus stops, parking pay stations, and etc.), but not as
a significant source of energy (e.g. Cornell, Stony Brook, etc.). Based on the scenario results,
wind turbines seem to be more suitable than solar panels as a significant energy source [231].
Thus, solar PV must be encouraged for incremental energy generation for the residential sector

more than for the large energy users due to their limited economies of scale and limited power

supply.

On the other hand, solar thermal electricity technologies convert solar energy to steam that can
be used to produce energy through steam turbines at any time [232]. As a result, solar thermal
when compared to solar PV offers economies of scale and increased availability as they can
provide energy on a large scale and during the night [233]. Solar thermal electricity is chosen in
one scenario where there is abundant sunshine and space — Stanford University in California.
Thus, solar thermal must be considered an option for significant energy generation when there is

space available.

Solar energy is widely suggested for water heating. Solar water heating technology is cost
efficient and environmentally friendly when compared to conventional water heating
technologies [234]. Thus, solar energy must be encouraged for water heating due to its cost and
environmental advantages, but might be limited in extremely cold regions due to requiring

protection of the pipes and the tanks from freezing.

Solar energy is suggested as a secondary source for space cooling during peak summer days.
Solar energy is abundant in summer, especially during peak summer days, and can be used to

make chilled water for space cooling purposes. However, solar cooling is in the development
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stage and is not yet commercially successful due to large space requirements and high

maintenance [235]. There is a future research need in the solar cooling technologies area.

Geothermal Pump Technologies

Geothermal heat pumps are a sustainable energy technology as they use thermal energy from the
carth’s surface [236]. Therefore, they can be used as a primary source to meet heating needs in
winter and cooling needs in summer. Standby gas heaters or other secondary technologies can be
used for excess peak demands. Geothermal heat pump technology is highly suggested in all the
scenarios due to its constant availability, high reliability, negligible operating cost, and emissions
[237]. Currently, geothermal heat pumps are developing and involve high capital cost which is a
major issue, but the levelized cost throughout the life of the system is less than the conventional
heating and cooling systems, with environmental advantages. Thus, geothermal heat pumps must
be highly encouraged for primary heating and cooling needs and more research is needed for

further decrease in capital costs.

The aforementioned recommendations are for primary energy generation for large energy users
who wish to use DER. Table 33 summarizes the policy recommendations based on the simulated

analyses.
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Energy

Policy Implications

Resource
. Grid electricity should be highly encouraged if the energy is generated from

Grid and
large-scale renewable (e.g. hydro) or nuclear sources.

Storage Research and development is necessary for the storage technologies in order to
make them competitive amongst the other energy technologies.

. Must be discouraged for primary local energy generation.
Diesel and X ) .
. Standby generation for temporary back-up in case of emergencies can be

Fuel Oil permitted.
Fuel oil heating must be discouraged due to their high emissions and cost.
Gas turbines must be wisely encouraged in conjunction with a cogeneration or
trigeneration setup to maximize usage efficiency and lower environmental
impact of natural gas consumption.

Natural
Natural gas based fuel cells must be encouraged.

Gas Fuel cell research should be highly encouraged to lower their cost and make
them commercially appealing.

Natural gas is suitable for secondary heating needs when heating needs cannot be
fulfilled by the primary energy sources alone.

Must be encouraged only when they are locally available for cost-wise
competitive advantages.

Biofuels Must be encouraged in conjunction with emissions mi_tigating technologies such
as scrubbers, catalysts, sequesters, etc. to ease the environmental impact of
biofuel consumption.

Must be carefully accessed while selecting for electric needs versus heating
needs.

Wind Must be strongly encouraged when there is enough space and unobstructed wind
flow.

Solar PV must be encouraged for incremental energy generation for the
residential sector more than for large energy users due to limited economies of
scale and limited power supply.

Solar Solar thermal electricity must be considered to be a significant source of energy
when there is space available.
Solar energy must be encouraged for water heating due to cost and
environmental advantages, but might be limited in extremely cold regions due to
required protection of the pipes and the tanks from freezing.
Solar cooling needs additional research and development.

Geothermal Must be highly encouraged for primary heating and cooling needs.

More research is needed to further decrease capital costs.

Table 33. Summary of Policy Recommendations
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Chapter 9

Conclusion

This dissertation presents a novel two-stage strategic DER technology-policy framework for
determining the optimal energy technology allocation. The methodology simultaneously
considers economic, technical, and environmental objectives. The first stage utilizes a data
envelopment analysis model for each end-use to evaluate the performance of each technology
based on the three objectives. The second stage incorporates factor efficiencies determined by
the DEA models, capacity limitations, dispatchability, and renewable penetration for each
technology, and demand for each end-use into a bottleneck multi-criteria decision model which
provides the optimal energy resource allocation. This framework accommodates both the needs

of users and regulators.
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The proposed framework avoids the need to subjectively specify weights and targets associated
with the individual objectives. Moving forward, the model framework will enable DER
developers, users, and policy makers to better understand the competitiveness of individual DER
energy technologies for different end-uses. We anticipate these stakeholders will utilize the
framework to determine optimal energy technology allocation and to develop regulatory policy

driven by the model outputs.

Chapter 1 introduces the nature of DER, potential concerns, and the research question and its
significance. Chapter 2 presents the background literature, gaps in the literature, and the novelty
of this dissertation. Chapter 3 describes the systems theory of the DER, and sets up the metrics.
Chapter 4 sets up the research design and explains the mathematical model in detail. In chapter 5,
the functionality of the framework was demonstrated using a typical commercial building
scenario in the New York region. We discussed the results and performed sensitivity analysis by
varying the renewable percentage to observe the shift in energy technologies and change in costs

and emissions.

We performed eight case studies to demonstrate the utility and robustness of the framework. In
chapter 6, we performed four case studies where we treat the user type as a constant and
collected data from universities from four different regions in the US. The purpose of the chapter
is to understand the role of variation in the regions towards the selection of DER. In chapter 7,
we performed four case studies where we treat the region of the users as constant and collected
data for four different large energy users in the same region (Long Island). The purpose of the
chapter is to understand how the energy technology selection varies for each user type. Chapter 8

discusses the policy implications of this dissertation.
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9.1. Limitations and Future Work

This research does not intend to assist with tactical everyday energy usage; it is for assisting
decision making at the planning stage of DER systems. However, it can be further developed
into a dynamic tactical tool. Considering the static life cycle model used in this study and the
long life span of a typical building, dynamic modeling can provide more insight. The current
projections about variations in a building are extremely complex and cumbersome, and are
beyond the scope of this dissertation. Further research is required to accommodate building

characteristics into this framework [177].

Similarly, the proposed framework is a deterministic model and is not set to consider any
uncertainty in data. Examples of uncertainty in data include fluctuation in energy demand,
change in climatic conditions, change in costs, etc. The framework requires cumbersome data
forecasting and collection. The results of the model are sensitive to the input data. Thus, the
precision of the data is critical. The proposed framework can be advanced to a stochastic model
by incorporating simulation. This will allow the analyst to use a range of data points, for
example: range of summer temperatures, range of natural gas prices, etc. However, this will add
complexity to the existing framework and make it more data intense. This might limit the

model’s functionality for high-level energy policy planning applications.

In addition, the framework does not intend to perform life-cycle analysis of the energy
technologies. Perhaps the framework feeds on the results of such prior analysis. The framework
does not provide insights on the optimal power flow schemes between an on-site DER system
and the local electric grid. The framework assumes the possibility of DER setup in conjunction

with the local electric grid or in an islanded mode. The framework does not regard any
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challenges that might complicate the connection of on-site DER to the local electric grid. Such
challenges may include local utility policies, the age of the grid, voltage surges, and peak and

off-peak demand patterns.

In US transportation history, as more people acquired personal automobiles, public transit
demand declined and public transit faced economic challenges. The public transit systems
currently operate on heavy public subsidization [238]. Likewise, as DER evolves, the economics
of the aging regional electric grids may be strained and might require public subsidies to
function, and the users who depend on the regional grids may face increased costs. However,
dealing with this issue is out of the scope of this dissertation. Though the framework considers

local grid reliability as a criterion, local grid reliability issues are not addressed in this research.

All these issues together present a direction for future research.
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