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Abstract of the Dissertation 
 
 

Green Synthesis, Characterization, and Application of Metal based Nanomaterials 

 
by 

 
Crystal Shenandoa Lewis 

 

Doctor of Philosophy 

 
in 
 

Chemistry 
 

Stony Brook University 
 

2016 

 
Metal-based nanomaterials have attracted significant research interest due to their unique 

size-dependent optical, magnetic, electronic, thermal, mechanical, and chemical properties as 
compared with their bulk counterparts. These advantageous and tailorable properties render these 
materials as ideal candidates for catalysis, photovoltaics, and even biomedical applications. However, 
nanomaterials are typically synthesized via chemical or physical processes, which are continuing to 
rise in cost, complexity, and toxicity. As a result, ‘milder’ and more environmentally benign 
nanoscale synthetic methodologies, particularly U-tube double diffusion, molten salt, and 
hydrothermal techniques, have been utilized to mitigate for these drawbacks. Moreover, these 
efficient and facile techniques coupled with the unique attributes of nanomaterials will aid in a more 
practical translation from the lab scale to industry with potential applications spanning from 
electronics, energy, to medicine.  
 In this thesis, we will discuss the sustainable synthesis of crystalline elemental copper (Cu), 
nickel (Ni), magnetic spinel ferrites (MFe2O4 wherein M is Co, Ni, or Zn), rare earth ion doped-
calcium titanate (RE-CaTiO3), and hematite (α-Fe2O3) as well as our ability to tailor the size and/or 
morphology and hence tune their properties for potential applications in solar cells and biomedicine. 
Specifically, for the Cu and Ni nanowires (NWs), the diameters have been dictated by the various 
template diameters used in the U-tube double diffusion technique. Subsequently, their photocatalytic 
properties were observed when coupled with TiO2 NPs. For MFe2O4, RE-CaTiO3, and α-Fe2O3 
nanostructures, the hydrothermal method was employed wherein various parameters such as reaction 
temperature, concentration, and addition of surfactant were varied to influence their morphology 
and/or composition. For example, as the reaction temperature was increased, ultrasmall MFe2O4 
particles transformed from amorphous to crystalline species, and these were subsequently 
investigated for their magnetic properties as well as for their potential as photocatalysts. Regarding 
RE-CaTiO3, a comparison and correlation between their preparative synthetic techniques (i.e. 
hydrothermal and molten salt) and photoluminescent properties were explored. Moreover, quantum 
dots (QDs) were coupled onto RE-CaTiO3 to observe possible charge transfer effects. Lastly for α-
Fe2O3, microglial uptake of NPs, activation, and possible cytotoxic effects were all probed. 
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PC  Polycarbonate 
T1  Positive contrast agent 
KCl  Potassium chloride  
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QDs  Quantum Dots 
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RhB  Rhodamine B 
SEM  Scanning Electron microscope 
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Chapter 1 - Introduction: The field of nanotechnology 
 
1.1 What is Nano?  

 

Nano is a unit prefix, typically used in the metric system, meaning one billionth or 10-9. 

According to the U.S. National Nanotechnology Initiative (NNI), nanotechnology refers to any 

science, engineering and technology conducted at the nanoscale. The NNI further defines the 

nanoscale as being between 1-100 nanometers (nm). As a result, nanoscale materials, more 

commonly known as nanomaterials, possess at least one feature (i.e. length, width or height) 

within the 1-100 nm size regime.1 Nanomaterials have gained widespread attention due to the 

unique properties derived from their small size by comparison with their respective bulk-sized 

structures. Hence, nanotechnology is the application of nanomaterials to technological advances.  

Another way to tailor nanoscale properties is through their shape (see Figure 1.1). As a 

result, the morphology can be categorized by their dimensionality. For example, nanoparticles 

and nanorhombohedra are termed as zero-dimensional (0D) materials wherein all dimensions (x, 

y, z) are confined to the nanoscale range. As for one-dimensional (1D) materials, where at least 

one dimension resides within the nanoscale size regime, examples include carbon nanotubes 

(NTs) and DNA strands (see Figure 1.2). Two-dimensional (2D) structures such as nanoplates 

and nanofilms possess two dimensions in the nanoscale range (i.e. Lx, Ly). Lastly, three-

dimensional (3D) motifs, an inherently more complicated material, are rather composed of either 

0D nanoparticle arrays, 1D NW arrays, or porous materials, to name a few, hierarchically 

arranged and organized within more complex structural configurations (see Figure 1.2).  

The chemical composition of these nanomaterials can also be utilized to influence their 

properties for various applications. In particular, metal-based nanostructures, such as titanium 

dioxide (TiO2) and silver (Ag), are commonly found in cosmetics, providing UV protection, and 
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deodorants, allowing for longer deodorizing effects, respectively. As nanomaterial incorporation 

within commercial products continues to increase, so does the inherent need for efficient and 

environmentally safe synthetic nanomaterials as well as methods for producing them.  

In this thesis, we intend to synthesize 0D and 1D metal-based nanomaterials using 

reasonably cost effective and relatively mild synthetic techniques. Moreover, correlations 

between their size, morphology, and composition with respect to their properties will be 

observed for potential applications in solar cells and biomedical applications. Specifically, for 

elemental Cu and Ni, we explore how synthesis under ambient conditions affects their overall 

photocatalytic properties. As for metal ferrite nanostructures, we investigate how size affects 

their overall magnetic properties. Lastly, for metal oxides such as calcium titanate (CaTiO3) and 

iron oxide (Fe2O3), we will probe their potential applicability by analyzing for charge transfer 

effects within heterostructured nanocomposites as well as for possible cytotoxic effects or the 

lack thereof within microglia cells, respectively.  
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Figure 1.1: Dimensions of natural (left) and man-made (right) materials with respect to the 
nanoscale. Image adapted from the Encyclopedia Britannica.  
 
 
 
 

 
Figure 1.2: Nanoscale dimensions associated with 0D gold (Au) nanoparticles (Image adapted 
from Liu et al. Sci. Rep., 2015, 5: pp. 7686), as-prepared 1D titania (TiO2) nanowires, 2D 
palladium hexagonal plates (Image adapted from Huang et al. Nature Nanotech. 2015, 6: pp. 28-
32), and as-prepared 3D TiO2 urchins. 
 
 



 4 

1.2 Nanotechnology History & Background  

 

The use of nanotechnology began as early as the fourth century with the Roman Lycurgus 

cup (see Figure 1.3A), made up of a dichroic material, specifically consisting of colloidal gold 

and silver. Interestingly, when it is lit from the outside, it takes on an opaque green color, but 

becomes translucent red when illuminated on the inside.2  

Between the fifth and sixteenth centuries, stained glassed windows, composed of 

nanoparticles, filled many European cathedrals. Nanowires (NWs) were employed as early as the 

thirteenth century in the Damascus saber (see Figure 1.3B), composed of carbon nanotubes and 

cementite NWs as noted by D. C. Meyer in 2006.3 Although nanomaterials have been present 

within technology from centuries past, their unique properties were not formally described until 

1959 by Richard Feynman in his lecture, “There’s Plenty of Room at the Bottom” at an 

American Physical Society meeting in California.4 It was this lecture that pioneered the quest for 

manipulating and controlling individual atoms, which then inspired inventions such as the 

scanning tunneling microscope (STM) in 1981 and the atomic force microscope (AFM) in 1986 

to visualize nanoscale materials. The development of these inventions triggered an increased 

interest in the field of nanotechnology.  

With structural characterization tools, such as AFM, continuing to evolve and with better 

control over nanomaterials’ features and the ability to achieve unique properties, a long-term 

vision was implemented by the NNI in 1999.5 This vision aimed to bridge the gap between 

fundamental knowledge concerning nanomaterials and the practical pursuit of novel 

nanotechnologies in order to further enhance existing applications.5, 6 This passion was also 

echoed by Former President Bill Clinton at an NNI meeting where he said, “Imagine the 

possibilities: materials with ten times the strength of steel and only a small fraction of the weight 
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-- shrinking all the information housed at the Library of Congress into a device the size of a 

sugar cube -- detecting cancerous tumors when they are only a few cells in size. Some of our 

research goals may take 20 or more years to achieve, but that is precisely why there is an 

important role for the federal government.”7   

Within the past 20 years or so, nanomaterials have been utilized for a wide array of 

applications including but not limited to: electronic devices, photocatalysts, and drug delivery 

carriers as well as personal care products, food packaging, and preservatives.1, 8, 9 Moreover, the 

dramatic increase in patents, publications, products and revenue, based on nanomaterials, has 

made it virtually impossible to truly quantify the contribution of nanotechnology to the 

commercial market. However, the advisory firm, Lux Research, made an attempt to 

quantitatively assess the estimated the global market for nano-enabled or nano-intermediate 

products and estimated it to be ~4.4 trillion by the year 2018.10, 11 As a result of the growth in 

industrial revenue, the 2017 Federal Budget now provides approximately 1.4 billion dollars to 

the NNI, thereby confirming the crucial role nanomaterials are expected to continue to play in 

our society.6 In light of this economic growth, the NNI’s vision for nanotechnology as the next 

industrial revolution is likely on track to being fulfilled, or so it would seem.7 
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Figure 1.3: The Lycurgus cup at the British museum lit from the outside (A) and the inside. A 
Damascus Saber (B) composed of carbon nanotubes and cementite nanowires (photo by Tina 
Fineberg for the New York Times).  
 

1.3 Green Synthesis Introduction 

As the market for nanotechnology continues to develop and increase, so do the 

chemical/physical production costs associated with synthesizing these materials. Moreover, the 

chemical synthesis method can produce toxic byproducts that may affect the function of 

technological devices (i.e. solar devices), as well as impact upon human health and the 

environment. In an effort to address these adverse effects, in the 1990s, the U.S. Environment 

Protection Agency (EPA) established the field of green chemistry as a legitimate scientific 

field.12, 13 In doing so, the EPA defined green chemistry as “the utilization of a set of principles 
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that reduces or eliminates the use or generation of hazardous substances in the design 

manufacture, and application of chemical products.”14, 15   

The 12 principles of green chemistry were developed in 1998 by Anastas and Warner and 

these ideas have aided in shaping the sustainable chemistry field.14 These 12 principles are listed 

as follows: (i) minimize waste generation, (ii) increase the amount of atoms that yield the desired 

product vs. the amount of atoms that are considered waste, (iii) employ less hazardous synthetic 

methods, (iv) design chemical products that maintain their function without toxic effects, (v) 

employ solvents with low overall toxicity profiles within chemical reactions, (vi) enhance the use 

of energy efficient processes (i.e. ambient conditions if possible), (vii) synthesize future fuels 

and chemicals with sources that mitigate the risk of depletion, (viii) reduce the use of derivatives 

such as blocking groups, (ix) carefully select catalytic reagents, (x) design toxic-free, degradable 

chemical products, (xi) use real-time analysis to track the formation of hazardous materials 

produced, (xii) and reduce potential accidents through the use of safer chemistry. Herein, we aim 

to highlight the implementation of a few of these principles to our work within the next few 

chapters.  

Since the publication and dissemination of these principles, green synthetic techniques 

have gained considerable attention as they have provided innovative alternatives for chemical 

and physical synthetic methods through the employment of cost-effective, environmentally 

friendly, and scalable techniques in the absence of either high energy or toxic chemical by-

products.1 The cost-effective nature of environmentally friendly synthetic techniques in addition 

to a proper control over nanomaterials’ unique properties will aid in a more realistic practical 

translation from the lab scale to commercial applications. In particular, potential applications 
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include but are not limited to electronics, photovoltaics, sensing, catalysis, biology as well as 

medicine.  

 When considering a green synthetic method of inorganic materials, for example, 3 

parameters must be examined: the type of capping agent, reducing agent, and solvent used. From 

this perspective, non-toxic capping agents (i.e. dextran), less hazardous reducing agents (i.e. 

sodium borohydride, NaBH4), and environmentally friendly solvents (i.e. water) can easily aid in 

reducing toxic waste generated from reactions while preserving their inherent efficacy.12 These 3 

parameters are key in controlling nanostructure shape and size, facilitating overall chemical 

consumption, and reducing energy input involved with their production.12 By incorporating these 

reaction variables, synthetic methods such as the U-tube double diffusion technique, the 

hydrothermal protocol, and molten salt methods can ultimately reduce the energy and 

temperature input significantly.  

 

1.4 Thesis Goals & Objectives  

The objective of my PhD thesis are to explore green, cost effective synthetic methods in 

an effort to tailor and control the chemical composition and morphology of various metal-based 

nanomaterials. These nanomaterials have been further characterized and studied for their 

individual properties such as energy transfer and cytotoxic effects for solar cell and biomedical 

applications, respectively. In light of this goal, my thesis is organized, according to the following 

themes: 

1. Nanomaterials Introduction (Chapter 1)  

• Applications 

• Metal-based nanomaterials for various applications 
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2. Utilizing economically advantageous synthetic methods leading to reproducible, 

uniform composition, and morphology (Chapter 2) 

• Green Synthesis Techniques  

• The chemical reduction of metal precursors in the presence of a 

reducing agent sodium borohydride (NaBH4) via the U-tube double 

diffusion technique (Chapter 3) 

• Modification of the traditional hydrothermal method to synthesize 

metal oxide nanomaterials (Chapter 4, 5, and 6) 

• Surfactant-assisted molten salt synthetic method to prepare metal 

oxides (Chapter 5) 

• Characterization techniques for metal-based nanomaterials 

3. Studies observing the formation mechanism of metal derived nanomaterials and their 

subsequent properties 

• Monitoring the nanostructure formation process as a function of time via 

TEM, SEM, XRD, and other structural characterization techniques 

• Exploring their properties and potential applications 

Specifically, in this thesis, elemental metals will be discussed along with both binary and 

ternary metal oxides. Typically, binary and ternary metal oxides possess the general formula of 

MxOy and AxByOz, respectively, wherein M represents a transition metal and O is oxygen.16 The 

ternary metal oxides, however, are more complex, because the AxByOz structure incorporates two 

different metals for A and B. Nonetheless, all of the previously mentioned metal-based structures 

may be synthesized using methodologies described in Chapter 2.   
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Metallic-based nanostructures are robust with stable, well-defined crystallographic 

structures, and exhibit either metallic, semiconducting or insulating characteristics. These 

advantages have led to applications wherein metal oxides are fabricated as components of either 

sensors, fuel cells, microelectronic circuits, or coatings against corrosion.17-19 Herein, we have 

explored the optical, magnetic, and biocompatible properties of metal-based nanostructures using 

green synthetic techniques. Specifically, we explain the synthesis, characterization, and potential 

application of elemental copper, nickel, hematite, ferrites/silicates, and calcium titanate 

nanostructures. Based upon this work, the following scientific questions were investigated: 

• As compared with bulk metals, how do nanomaterials synthesized under ambient 

conditions perform photocatalytically? 

• What is the correlation between the composition of metal ferrites and silicates 

with their magnetic properties? 

• What is the effect upon electron transfer within nanoscale heterostructures when 

preparing constituent metal oxide materials under different synthetic techniques? 

• Can hematite nanorhombohedra serve as potential drug delivery carriers and 

treatment vehicles within microglia cells? 

 

1.5 Applications of Metal-based Nanomaterials 

 

As previously mentioned, nanomaterials have attracted significant research interest due to 

their unique size-dependent optical, magnetic, electronic, thermal, mechanical, and chemical 

properties as compared with those of the corresponding bulk material. Specifically, as the size 

decreases, the surface area of the material increases with a large percentage of the total atoms as 

surface atoms.  
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In particular, metallic nanostructures exhibit unique optical and electronic properties as a 

result of their strong plasmonic resonance bands in the visible region, the delocalization of 

conduction electrons at the nanoscale, as well as an increasing binding energy with 

correspondingly decreasing size regimes.20, 21 As for magnetic and thermal properties, size-

dependent effects such as superparamagnetism and melting temperatures open the way for 

interesting materials such as nanoscale multiferroics and their possible applications for stable 

electronic devices. In the following section, nanomaterials’ properties and their potential 

applicability in photovoltaics, sensing, catalysis, biology, and medicine will be discussed in 

detail.  

 

1.5.1 Photovoltaics & Optical Applications 

 

 The conversion of solar energy into electric power through the mediation of photovoltaics 

(PV) has gained widespread attention for several reasons. First, power generation using fossil 

fuel sources leads to increased greenhouse gas emission and therefore can cause significant 

possible damage to the environment. Second, the continuous demand for power provides 

additional opportunities for the introduction of other alternative renewable techniques, 

particularly PV or solar devices, that capitalize upon the seasonal and even daily oscillations in 

solar irradiance.22, 23 There are approximately 120,000 terawatts of solar power irradiating the 

earth each day, but only approximately 15 terawatts are actually consumed.24 This suggests that 

in order to take advantage of the beneficence and widespread abundance of solar energy, it is 

necessary to exploit PV technology as a practical means of energy storage and release. However, 

for commercial implementation on a global scale, advances in device applications and materials 

are needed to decrease cost and to enhance energy conversion efficiency. In particular, a 

replacement for a material more efficient than bulk silicon for solar panels is needed. As a result, 
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nanochemistry and nanomaterials have created an opportunity and motivator for developing 

improved energy conversion devices using cost-effective fabrication techniques.   

Various nanomaterials have been utilized as constituent components for the production of 

photovoltaic and solar devices such as but not limited to quantum dots (QDs), plasmonic 

nanoparticles, and inorganic semiconductor/polymer nanocomposites.24-28 As for QD-based solar 

devices, it has been well understood that tuning the size of the QDs ultimately controls the nature 

of the absorption spectrum. Hence, in principle, an ensemble of QD sizes can be designed to 

cover the solar spectrum.29, 30 Moreover, with QDs, the possibility of multi-exciton generation 

(MEG) can potentially allow for the effective production of more than one electron-hole pair 

upon a given excitation, thereby allowing for possibly higher solar energy efficiencies and higher 

overall efficiencies surpassing 100%.31, 32 Hence, due to these favorable features, in this thesis, 

QDs have been chemically connected onto metal oxide materials in an effort to study, observe, 

and potentially optimize their charge transfer properties.  

1.5.2 Sensing and Catalysis 

  

 A sensor is a mechanistic device that produces measurable signals as a result of either 

physical, chemical, or biological stimuli or even combinations of stimuli.33 Nanomaterials may 

provide for enhanced sensor capabilities due to their high surface-to-volume ratio, which allows 

for improved chemical reactivity, because the shape and morphology can be finely tuned. 

Second, their high surface area allows for the ability to functionalize the surface with specific 

ligands for single-molecule sensitivity and specificity.34 As a result, many elemental metals such 

as Au, Pt, Pd, Cu, and Ni nanostructures have been utilized for non-enzymatic glucose sensing.35 

A catalyst denotes any substance that can enhance the rate of a reaction, particularly 

either photochemical, electrochemical, or organic reactions without itself being consumed in the 
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process.36, 37 Concerning catalysts, nanoscale materials provide for a series of catalytic 

advantages. First, nanoscale sizes offer a higher intrinsic surface area as well as the presence of 

active facets, particularly high-index facets, especially as compared with their bulk counterparts. 

This attribute can thereby enhance their catalytic activity and increase the overall reactant 

conversion.38 Second, increased surface area-to-volume ratios also yield large loading capacities, 

thereby resulting in surface modification of various metals and ligands. Third, nanomaterials 

display tunable size, shape, and surface features while maintaining their chemical composition 

(i.e. metallic-based systems), thereby enhancing the overall conversion efficiency of the reaction. 

As a result of these advantages, in terms of catalytic efficiency, nanomaterials are often being 

synthesized with greater precision via nanotechnology-enabled processes in terms of catalytic 

efficiency, and these structures have been subsequently used as functional components of fuel 

cells, solar devices, biosensors, and photocatalysts.  

The use of photocatalysts for the removal of highly toxic organic pollutants such as dyes, 

phenols, biphenyls, and so on has gained importance for ecological and environmental reasons. 

Specifically, once organic pollutants are released into the aquatic environment, various 

ecological issues become relevant including but not limited to clogging of sewage treatment 

systems as well as damage towards aquatic biota.39, 40 However, traditional methods (i.e. 

adsorption or coagulation) for organic species removal suffer from high operating costs as well 

as generating secondary pollutants. Indeed, phtocatalytic degradation processes provide for 

suitable and effective conditions for organic pollutant conversion into less toxic byproducts. 

Hence, within this thesis, elemental metal nanowires (i.e. Cu & Ni) have been explored for their 

photocatalytic properties when paired with TiO2 nanoparticles for the degradation of organic 

dyes.  
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1.5.3. Biology & Medicine  

 

 Nanomaterials have also become important to the field of biology and medicine, more 

commonly referred to as nanobiotechnology and nanomedicine, respectively. Similar to other 

applications, the nanomaterials’ characteristic high surface area-to-volume ratio results in 

potentially large loading capacities. Hence, the nanoparticles’ surface functionalization with 

different moieties, such as organic ligands, antibodies, DNA, and imaging agents, has become 

significant for the development of biosensors, cell targeting, imaging contrast enhancement, 

fluorescent labels, and drug delivery applications (Figure 1.4).41, 42  

For magnetic materials, the obvious application would be Magnetic Resonance Imaging 

(MRI), wherein materials may be utilized as either positive (T1) or negative (T2) contrast agents. 

As a result, many structures such as magnetic metal ferrites (MFe2O4), MnO, Fe3O4, and Gd-

derived nanostructures, have been probed for their contrast enhancement for MRI.43-46 Moreover, 

the versatility of nanomaterials allows for the option for the use of core shell materials and other 

types of motifs, thereby allowing for the ability to not only control size and morphology, and, but 

also more importantly, to enable the possibility of multiple modes of magenetic resonance 

imaging. Some examples of these materials are ZnO-coated CoFe2O4, QDs immobilized onto 

Fe3O4, and upconversion-based nanoparticles comprised of Fe3O4 and Au seeds.47-49  

From a medicinal standpoint, nanomaterials are commonly used as drug carriers, drug 

targets, and for wound healing. For infection control, as examples, engineered nanomaterials that 

facilitate wound healing as well as drug release can be composed of components of either natural 

polymers (i.e. chitosan and fibrin), synthetic polymers (i.e. PLGA and PLLA), metallic 

nanoparticles, or ceramic nanoparticles.50  
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Figure 1.4. Possible construct of an all-in-one nanoplatform for imaging, drug delivery and 
targeting. Image adapted from Ho et al. Nanoscale, 2010, 2: pp. 60-68. 
 

1.6 Toxicology 

In order for these nanoscale systems to be viable agents for imaging and medicine, it is 

imperative to understand the relationship between the nanomaterials’ physiochemical properties 

such as size, shape, and surface chemistry and their interaction within a cellular environment. 

This is a key consideration, as exposure to nanoparticles can potentially affect the cell’s health, 

natural cell cycle & proliferation, ROS production, as well as cellular skeletal organization. 51  

Briefly, membrane trafficking encompasses all processes involving foreign objects that 

seek to either enter or exit the cellular membrane.52 The internalization of these foreign materials 

within the plasma membrane is typically termed endocytosis. Depending upon the size, shape, 

and surface chemistry of the foreign materials, different uptake pathways may engulf the species. 

Typically, cellular uptake pathways fall under two categories: phagocytosis and pinocytosis 

(Figure 1.5). In the phagocytosis pathway, ingestion of microparticles measuring <0.5 μm is 

common, whereas smaller particles (i.e. <0.2 μm) are ingested through the pinocytosis route.53, 54 
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The pinocytosis pathway is further subdivided to include macro pinocytosis, clathrin-mediated 

endocytosis, caveolin-mediated endocytosis, and clathrin/caveolin-mediated endocytosis.51, 55  

Clathrin-mediated endocytosis (CME), one of the most common forms of endocytosis, 

facilitates the internalization of materials of ~120 nm and below. These internalization processes 

include signal transduction and nutrient uptake, to name a few.56 Unlike phagocytosis and macro 

pinocytosis, the CME process involves a triskelion-shaped protein, i.e. clathrin, that is composed 

of three heavy chains (~190 kDa) and three light chains (~25 kDa).57-59 In particular, this 

mechanism proceeds within the sequence of the following steps: binding/recruitment, 

invagination, maturation, and scission (Figure 1.6).60, 61  

During the binding and recruitment phases, the cargo-specific receptors (i.e. the 

epidermal growth factor (EGF) receptor) are bound to adaptor protein complexes (AP2, for 

example), subsequently capture the cargo (i.e. hormones, metabolites, nanoparticles, and etc), 

and thereafter become activated when the clathrin proteins begin to polymerize.62 During the 

invagination step, the clathrin-coated pit (CCP) begins to internalize, in a process promoted by 

BAR (Bin/Amphiphysin/Rvs) domain proteins, as the clathrin proteins continue to polymerize in 

hexagons and pentagons to form a clathrin-coated vesicle (CCV). As the CCVs form, a range of 

proteins, such as actin and myosin, aid in stabilizing these vesicles.63 After that, in the scission 

step, dynamin, a guanosine triphosphate hydrolase (GTPase) protein, separates the endocytotic 

vesicle from the plasma membrane.61 Once the foreign materials have become engulfed, their 

effects within the cells can be analyzed using proliferation assays aimed at measuring lactate 

dehydrogenase (LDH) in addition to the production of reactive oxygen species (ROS), nitric 

oxide (NO) release, as well as inflammatory responses.64, 65 Within this thesis, therefore, the 

effects of iron oxide engulfment within microglia cells will be further discussed in Chapter 6. 
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Figure 1.5. A schematic of various cellular uptake pathways associated with foreign particle 
incorporation. These pathways are the ‘gatekeepers’ within a mammalian cell and their relative 
success are primarily dominated by the particles’ size. Image adapted from Zhu et al. Acc. Chem. 

Res., 2013, 46 (3): pp. 622–631.  
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Figure 1.6. Schematic illustration of the clathrin-mediated endocytosis process. Image used by 
permission from MBInfo: www.mechanobio.info; Mechanobiology Institute, National University 
of Singapore.  
 

 

1.7 Overview of Current Work 

 

 In an effort to better exploit nanomaterials’ properties, we have utilized economically 

feasible synthetic techniques to further address their possible applications within solar and 

biomedicine fields. By addressing each hypothetical question, posed earlier in the Introduction, 

we improve the likelihood that these materials may be more readily translatable from the lab to 

the industry. Specifically in this thesis, we will systematically discuss the ‘green’ synthesis of 

crystalline elemental copper (Cu), and nickel (Ni), magnetic spinel ferrites (MFe2O4, wherein M 

is Co, Ni or Zn), hematite (α-Fe2O3), and rare earth ion-doped-calcium titanate (RE-CaTiO3) 

using U-tube double diffusion, hydrothermal, and molten salt methods, respectively. In addition 

to tailoring the size and/or morphology, the possibility of using these nanomaterials for potential 

applications in solar cells and biomedicine was also probed. Highlights are listed below. 
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1.7.1 Synthesis, Characterization and Formation Mechanism of Crystalline Cu and Ni 

Metallic Nanowires under Ambient and Surfactantless Conditions (Chapter 3) 

 
Crystalline elemental Cu and Ni nanowires have been successfully synthesized through a 

simplistic, malleable, and solution-based protocol involving the utilization of a U-tube double 

diffusion apparatus under ambient conditions. The nanowires prepared within the 50 and 200 nm 

template membrane pore channels maintain diameters ranging from ~90−230 nm with lengths 

attaining the micrometer scale. To mitigate for the unwanted but very facile oxidation of these 

nanomaterials to their oxide analogues, our synthesis mechanism relies on a carefully calibrated 

reaction between the corresponding metal precursor solution and an aqueous reducing agent 

solution, thereby resulting in the production of pure, monodisperse metallic nanostructures. 

These as-prepared nanowires were subsequently characterized from an applications’ perspective 

so as to investigate their optical and photocatalytic properties.66 

 
Figure 1.7. Schematic of the U-tube double diffusion technique for the synthesis of Cu and Ni 
NWs. Image reprinted with permission from Reference 66. Copyright 2014 American Chemical 
Society.  
 

1.7.2 Correlating Composition and Morphology-Dependent Effects with Magnetic and Pair 

Distribution Function Measurements in a Family of Ferrite Nanoparticles and Nanowires 

(Chapter 4) 

 

The magnetic spinel ferrites, MFe2O4 (wherein “M” = a divalent metal ion such as but not 

limited to Mg, Co, Zn, and Ni), represent a unique class of magnetic materials in which the 

rational introduction of different “M”s can yield correspondingly unique and interesting 
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magnetic behaviors. Herein we present a generalized hydrothermal method for the synthesis of 

single-crystalline ferrite nanoparticles and nanowires with M = Mg, Fe, Co, Ni, and Zn, 

respectively, which can be systematically and efficaciously produced simply by changing the 

metal precursor. Our protocol can moreover lead to reproducible size and morphology control by 

judicious selection of various surfactants and temperatures.  

As such, nanostructures composed of M=Co, Ni, Zn particularly, have been probed for 

their effects of both (i) morphology and (ii) chemical composition upon the magnetic properties 

of these nanomaterials using complementary SQUID magnetometry. The structure of the 

samples was confirmed by atomic pair distribution function analysis of X-ray and electron 

powder diffraction data as a function of both particle size and morphology. These materials 

retain the bulk spinel structure to the smallest size (i.e., 3 nm). 

 

1.7.3 Probing Charge Transfer in a Novel Class of Luminescent Perovskite-based 

Heterostructures Composed of Quantum Dots Bound to RE-activated CaTiO3 Phosphors 

(Chapter 5) 

 
Novel semiconducting heterostructures were successfully synthesized using green 

solution-based techniques, composed of cadmium selenide (CdSe) quantum dots (QDs) attached 

onto the surfaces of novel high surface area, porous rare-earth-ion doped alkaline earth titanate 

micron-scale spherical motifs, i.e. both Eu-doped and Pr-doped CaTiO3, composed of 

constituent, component nanoparticles. These unique metal oxide perovskite building blocks were 

created using a multi-pronged synthetic strategy involving molten salt and hydrothermal 

protocols. Subsequently, optical characterization of these heterostructures indicated a clear 

behavioral dependence of charge transfer in these systems upon a number of parameters such as 

the nature of the dopant, the reaction temperature, and particle size. Specifically, 2.7 nm 
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diameter ligand-functionalized CdSe QDs were anchored onto sub-micron sized CaTiO3-based 

spherical assemblies prepared by molten salt protocols.  

We found that both the Pr- and Eu-doped CaTiO3 displayed pronounced PL emissions, 

with maximum intensities observed using optimized lanthanide concentrations of 0.2 mol% and 

6 mol%, respectively. Analogous experiments were performed on Eu-doped BaTiO3 and SrTiO3 

motifs, but CaTiO3 still proved to be the most effective host material amongst the three 

perovskite systems tested. Moreover, the ligand-capped CdSe QD-doped CaTiO3 

heterostructures exhibited effective charge transfer between the two individual constituent 

nanoscale components, an assertion corroborated by the corresponding quenching of their 

measured PL signals.67 

 

       
Figure 1.8. Schematic illustration of QD coupled onto RE-doped CaTiO3 in order to observe 
their charge transfer properties. Image reproduced from Reference 67 with permission from The 

Royal Society of Chemistry. 
 

1.7.4 Absence of Cytotoxicity towards Microglia of Iron Oxide (α-Fe2O3) 

Nanorhombohedra (Chapter 6) 

 

Understanding the nature of interactions between nanomaterials, such as commercially 

ubiquitous hematite (α-Fe2O3) nanorhombohedra (N-Rhomb) and biological systems is of critical 
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importance for gaining insight into the practical applicability of nanomaterials. Microglia 

represent the first line of defense in the central nervous system (CNS) during severe injury or 

disease such as Parkinson's and Alzheimer's disease as illustrative examples.  

To analyze the potential cytotoxic effect of N-Rhomb exposure in the presence of 

microglia, we have synthesized Rhodamine B (RhB)-labeled α-Fe2O3 N-Rhomb, with lengths of 

47 ± 10 nm and widths of 35 ± 8 nm. Internalization of RhB-labeled α-Fe2O3 N-Rhomb by 

microglia in the mouse brain was observed, and a dose-dependent increase in the cellular iron 

content as probed by cellular fluorescence was detected in cultured microglia after nanoparticle 

exposure. The cells maintained clear functional viability, exhibiting little to no cytotoxic effects 

after 24 and 48 hours at acceptable physiological concentrations.  

Importantly, the nanoparticle exposure did not induce microglial cells to produce either 

tumor necrosis factor alpha (TNFα) or interleukin 1-beta (IL1β), two pro-inflammatory 

cytokines, nor did exposure stimulate the production of nitrites and reactive oxygen species 

(ROS), which are common indicators for the onset of inflammation. Finally, we propose that 

under the conditions of our experiments, i.e. in the presence of RhB labeled-α-Fe2O3 N-Rhomb 

maintaining concentrations of up to 100 μg mL−1 after 48 hours of incubation, the in vitro and in 

vivo internalization of RhB-labeled α-Fe2O3 N-Rhomb are likely to be clathrin-dependent, which 

represents a conventional mechanistic uptake route for most cells. Given the crucial role that 

microglia play in many neurological disorders, understanding potential cytotoxic effects of these 

nanostructures is of fundamental importance if they are to be used in a therapeutic setting.68 
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Figure 1.9. Evaluation of iron oxide cytotoxicity towards microglia cells. Image reproduced 
from Reference 68 with permission from The Royal Society of Chemistry. 
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Chapter 2 – Synthesis & Characterization Techniques of Metal-based 

Nanomaterials 
 
2.1 Environmentally-friendly synthetic techniques  

 There are countless techniques for generating nanomaterials, and these methods generally 

fall under two categories, i.e. bottom-up and top-down approaches (see Figure 2.1).1 In the top-

down approach, bulk or macroscale materials undergo reductive chemical, electrical, or thermal 

processes in order to facilitate nanoscale production. A few examples of the ‘top-down’ method 

include lithography, laser ablation, and vapor condensation. By contrast, in ‘bottom-up’ 

approaches, nanostructures can be synthesized from either atomic or molecular ‘building blocks’, 

thereby allowing the precursor particles to grow in size. As such, this approach requires a deep 

understanding of molecular structures and assemblies, and necessitates a broad multidisciplinary 

approach.  

 Bottom-up synthetic methods include sol-gel, precipitation, self-assembly, and chemical 

vapor deposition protocols, to name a few. Common drawbacks for the top-down synthesis are 

the reliance upon expensive equipment, low throughput processes, and production of materials 

with surface defects. Hence, the bottom-up approach has gained significant interest, because its 

synthetic techniques tend to be relatively simplistic and inexpensive, and are more likely to 

produce defect-free materials.  

 Recently, the relatively sustainable environmentally friendly production of nanomaterials 

has become a matter of great importance for commercial and industrial applications. As such, 

emphasis has been placed on creating ‘greener’ methods using less hazardous chemicals and 

either reducing or completely removing toxic by-products created while synthesizing these 

materials. In pursuit of this goal, bottom up approaches such as wet chemical and solution-based 

syntheses have become popular synthetic methodologies.  
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 As previously mentioned, the bottom up approach does not require a specialized 

apparatus, but rather inexpensive equipment with flexible protocols, employing a variety of 

chemicals such as precursors, solvents, reducing agents, oxidizing agents, and surfactants to 

achieve the desired end product. Similarly, manipulating various reaction parameters such as 

time, temperature, pH, and concentration can also allow for greater control over the resulting 

materials. From an applications’ perspective, these synthetic routes give rise to not only effective 

control of the composition, size, and morphology of the nanoparticles, but also reproducible 

synthesis of high quality, uniform, and monodisperse nanostructures. Hence, our work focuses on 

green, solution-based bottom-up, synthetic approaches for metal-based nanomaterials (see Figure 

2.2), and their properties for potential applications. More specifically, this thesis will discuss 

techniques such as wet-solution, solvothermal/hydrothermal, molten salt, template-mediated 

growth, and electrospinning synthetic protocols.  
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Figure 2.1: Scheme of complementary “top-down” and “bottom-up” approaches for fabrication 
of micro- and nano-structures. For the bottom-up strategies: examples include (1) host–guest 
chemistry, (2) covalent immobilization onto substrate, (3) electrostatic layer-by-layer deposition, 
(4) self-assembly. For the top-down strategies: examples consist of (1) ink jet printing, (2) 
capillary assembly, (3) photolithography, (4) nanoimprinting lithography. Image adapted from 
Curri et al. Phys. Chem. Chem. Phys. 2010, 12: pp. 11197-11207. 
 

2.1.1 Wet Chemical Technique 

 Wet chemical or solution-based synthetic routes are relatively simple one-pot syntheses 

for the production of high-quality nanostructures. This method is particularly advantageous by 

comparison with the solid-state approach, as the liquid phase provides a versatile means for 

controlling the structural, compositional, and morphological features of the resulting 

nanomaterials.2  However, this method also has limitations for the preparation of nanomaterials at 

the industrial stage, due to the possibility of long reaction times as well as uncontrolled 

nucleation and growth.3   
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To overcome these limitations, various parameters such as the choice of a stabilizer, 

stabilizer-to-precursor ratios, temperature, and reaction time must be implemented and rationally 

controlled in order to achieve uniform shape, size, and dispersion stability.4  For this technique, 

stabilizers may behave as either a solvent or a reducing agent. As a result, common solvents such 

as dimethyl formamide (DMF), ethylene glycol (EG), benzyl-alcohol, and methyl isobutyl ketone 

(MIBK), can be employed for various metal-based nanostructures.5-10 Currently, many of these 

solvent-mediated syntheses are assisted by microwave irradiation for enhanced nanostructure 

control.11 As a result of their tunable features, many metal-based nanomaterials have been 

produced, including CdSe quantum dots (QDs), CdS QDs, TiO2 nanotubes, Fe2O3 nanoparticles, 

and metal-doped MnO2 nanoflowers.12-15    

 

2.1.2 Solvothermal/Hydrothermal Technique 

 Solvo- and hydrothermal syntheses are techniques that utilize high temperature and 

pressure to induce crystallization in a sealed vessel (i.e. an autoclave or calorimeter-type 

apparatus). Specifically, with this method, as the temperature increases above the solvent’s 

boiling point, the solvent remains in the liquid phase under pressure. This reaction would not be 

feasible under normal conditions, especially at low temperatures between 100- 200 °C. In most 

cases, the synthesis is carried out in an oven, though recently, microwave-assisted heating has 

become more common for relatively short reactions. The main difference between the 

solvothermal and hydrothermal methodologies of materials, however, is the type of solvent 

utilized for their synthesis. The solvothermal method incorporates organic solvents (i.e. non-

aqueous solvents), whereas the hydrothermal method is limited to aqueous solution, particularly 

water.  
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 Both synthetic techniques involve control over a wide array of experimental parameters to 

yield the desired product such as but not limited to reaction temperature, reaction time, pH, 

solvent/solvent (v/v) ratios, and various forms of surfactant. By alternating among these 

parameters, certain advantages such as phase purity, high crystallinity, narrow size distributions, 

high yield, and overall homogeneity in morphological features may be achieved. The 

hydrothermal/solvothermal synthetic technique is not only facile and cost-effective but also 

reproducible, as it yields large amounts of highly pure and crystalline materials. However, 

disadvantages associated with this technique includes the need for expensive autoclaves as well 

as the practical difficulty associated with observing in-situ growth processes without using 

sophisticated synchrotron techniques, such as can be found at the National Synchrotron Light 

Source II (NSLS II), for instance.16 Nonetheless, this technique has resulted in the synthesis of 

carbonaceous species; elemental metals (i.e. Cu, Te, Au); metal oxides (i.e. SiO2, Fe2O3, SrTiO3, 

Co3O4); and carbon-based materials (i.e. graphene) as various morphological motifs by varying 

the aforementioned reaction parameters.17-23  

 

2.1.3 Molten Salt Synthesis 

 The molten salt synthesis (MSS) is a relatively simple technique involving the use of 

molten salts as the reaction medium and metal precursors to synthesize complex metal oxides. 

This method may be easily scaled up to produce large quantities of synthetic material. 

Specifically, the molten salts are typically mixed with metal precursors (on occasion in the 

presence of a surfactant), and ground into a uniform mixture with the aid of a mortar and pestle. 

The mixture is then transferred into either an alumina or ceramic crucible and heated in a furnace 

at or above the melting temperature of the eutectic salt. At this temperature, the salt liquefies, 

providing a medium for the reaction to occur between the precursor ions as the product particles 
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begin to form. Similar to the hydro/solvothermal methods, parameters may be adjusted and tuned 

to yield significant changes, such as morphology, in the overall product.  

 The most critical parameter for the MSS method is the salt medium, which dictates the 

overall reaction temperature, degree of homogeneity, particle size/shape, and the degree of 

agglomeration.24 Chlorides and sulfides are typically used as molten salt media, as they are stable, 

readily available, and easily removed with water. Sodium chloride (NaCl), potassium chloride 

(KCl), and potassium nitrate (KNO3) as well as their salt mixtures including NaCl/KCl and 

NaOH/KOH represent very commonly used examples.24-27 In the MSS technique, the salt must be 

added in excess ~80-120 wt % to adequately fill in the spaces between the reactant particles to 

coat the reactant’s surface.28 Upon heating, product formation takes place in two stages.  

First, the reactants dissolve in the molten salt medium, and the product initially forms. 

Soon thereafter, the reactant seed nuclei are consumed, leading to particle growth through 

Ostwald ripening.29 One of the primary advantages of this method is its high throughput of 

materials produced, which can provide for highly scalable technique to potentially address the 

demands of industry. However, even with all of the experimental parameters optimized, it is 

sufficiently challenging to synthesize uniform and monodisperse nanomaterials.30 Nonetheless, 

due to the method’s versatility, this synthesis has been adapted to facilitate the preparation of 

many metal-based nanostructures. For example, BiFeO3, BaTiO3, CaTiO3, NiFe2O4, SrTiO3, 

SrRuO3 SnO2, and SrAl2O4, LiMn2O4 of various shapes and sizes have been prepared using the 

MSS method for diverse applications.25, 31-36  

 

2.1.4 Template-based Synthesis: U-tube Double Diffusion Technique 

 Nanomaterials are also commonly synthesized using electrochemical deposition and 

chemical vapor deposition (CVD). These methods provide another avenue for the mass 
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production of nanostructures, particularly particles and wires. To mediate for these reactions at a 

practical level often requires the use of anodic alumina oxide (AAO) membranes to typically 

assist in nanowire fabrication. The templates are chemically inactive; however, the membrane 

must first undergo the anodization process to develop well-organized pores at their surfaces for 

the electrochemical process.  

However, there are a few drawbacks to the CVD technique, namely the creation of 

hazardous by-products (i.e. CO, HF and etc) in the CVD reaction, and moreover, these protocols 

require the use of volatile CVD precursors at high temperatures.37 Furthermore, they also involve 

expensive equipment such as UHV chambers equipped with MBE sputtering, which can cost 

around $800,000 a piece, for example.37  

 A more feasible approach towards developing novel NWs is commonly known as the U-

tube double diffusion technique, which involves the use of templates containing pore sizes of well 

defined shapes and dimensions with demonstrated size control over the resulting product 

dimensions and desired morphology. Specifically, the U-tube double diffusion apparatus consists 

of a spatially confining template membrane placed between two glass half-cells. Upon 

introduction of solution-based precursors within each half-cell, the mixing mild precursors 

nucleate within the channels to initiate localized crystal growth. As the reaction undergoes 

nucleation within the template pores, the generation of 1D materials takes place with little if any 

toxic by-products produced. 

Two common forms of template materials are typically used for the formation of 1D 

nanowires and nanotubes, namely track-etched polycarbonate (PC) and AAO membranes, 

respectively. In particular, when the interactions between the metal precursor molecules in 

solution are greater than those between the solution and the surrounding pore walls, nucleation 

takes place within the pores through a homogeneous-type process, subsequently leading to 
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nanowire formation. This is typically the case within PC membranes, depending upon the nature 

of the precursor interaction. On the other hand, when interactions between the precursor 

molecules in solution are weaker than the corresponding interactions with the adjoining pore 

walls, the nucleation takes place via a heterogeneous process, resulting in the formation of 

nanotubes.38 Unlike the CVD technique, the U-tube double diffusion technique represents a 

reasonably facile and relatively mild method, typically performed under ambient conditions 

without the use of toxic precursors. 

 It is noteworthy that such a methodology does not require either high temperatures, 

powered instrumentation, or the use of particularly toxic reagents/byproducts. As such, this 

strategy provides a cost effective, flexible, and generalizable approach for the synthesis of metal-

based nanowires under ambient conditions, wherein the diameters of these nanowires may be 

reliably controlled by the template pore size dimension itself. Specifically, classes of elemental 

metals, binary metals, metal oxides, and semiconductors such as Pt, Pd, Ru, Au, Cu, Ni, Pd9Au, 

PdAu, ZnO, CdS, and Tb doped CePO4 have been synthesized using this technique.39-42 The 

major disadvantage of the template-based methodology is in its intrinsically low yield of the 

desired product as compared to with other green synthetic techniques.  

 

2.1.5 Electrostatic spinning (Electrospinning) 

 
 Electrospinning is a facile, cost effective, and reproducible technique wherein electrical 

charge draws polymer solutions into what is commonly known as a Taylor cone for instance, and 

ultimately results in the formation of a threadlike motif onto a substrate. This method can easily 

be applied to the fabrication of 1D nanofibers (NFs).43 This particular method was first developed 

in 1934 to prepare continuous fibers for the textile industry. Since then, it has gained interest due 

to the versatility of the approach and its ability to produce an array of different materials such as 

elemental metal, metal oxide, polymers, and composites within a 1D motif.  Similar to the 
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hydrothermal method, adjusting various experimental parameters yields fibers with diameters 

ranging from tens of nanometers to several micrometers. These reaction variables may be divided 

into classes such as solution parameters, technical parameters, and temperature conditions.44 

 Specifically, solution parameters may be further sub-divided into the following categories, 

such as concentration, viscosity, and molecular weight (i.e. polymers). These variables control the 

general morphology and uniformity of these fibers as opposed to inducing the formation of bead-

like structures within the fibers. Technical parameters such as the voltage, flow rate, the collector, 

as well as the distance between the syringe tip and the collector are also important. Typically, 

longer distances between the tip and the collector give rise to thinner fibers.45  

 A general electrospinning setup consists of four essential components: a high voltage 

power supply, a syringe/capillary tube with a metallic needle, a syringe pump, and a ground 

collector or substrate. In the electrospinning process, the syringe is filled with a viscous polymer 

solution, the voltage is applied, and initially, elongated droplets begin to form. As the voltage 

increases, the electrostatic forces overcome the surface tension of the solution to form a Taylor 

cone. The product is then collected at the opposite end of the grounded receiving substrate.   

 These electrospun fibers yield highly porous features, large surface area, and good 

permeability, thereby becoming of interest for potential applications such as filter materials for 

environmental applications; wound dressing and drug delivery for biomedical purposes; as well 

as textile materials.46-51 Moreover, due to the versatile nature of the electrospinning technique, 

many polymer-based and metal-derived nanofibers such as carbon nanotube hybrids, PVA, TiO2, 

In2O3, MFe2O4, and ZnS, respectively, have been produced by this means.52-57 However, this 

technique’s ability to synthesize large amounts of materials in its conventional form remains 

inadequate in terms of transitioning from the laboratory phase to industry scale. To bridge this 
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divide, scientists have established different types of electrospinning approaches such as multi-

needle and needle-less electrospinning techniques.58, 59  

   
Figure 2.2: Schematic of various experimental synthetic techniques for nanoscale synthesis such 
as (A) electrospinning, (B) template-mediated growth, (C) wet solution methods, (D) 
solvo/hydrothermal protocols, and (E) molten salt methods. Image adapted from Tiano et al. 
Chem. Commun., 2010, 46, 8093-8130 
 

2.1.6 Synthetic Technique Conclusions 

In the previous sections, a list of reasonable environmentally suitable techniques was 

provided for nanomaterial synthesis. However, it is clear that each methodology has its own 

advantages and disadvantages and must be carefully chosen based on the applications that the 

nanostructures would serve. For instance, for creating uniform anisotropic structures for use in 

nanoelectronics, either electrospinning or template-based methods tend to better. On the other 
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hand, for industrial applications such as energy storage and catalysts, a larger amount of material 

is often necessary. As such, methodologies such as solution gelation (sol-gel), molten-salt, and 

hydro/solvothermal reactions would better facilitate the production of large quantities.   

Hence, the cost-effective capability of these techniques in congruence with nanomaterials’ 

unique physical properties that have rendered nanoscale materials as potentially useful for 

applications, including electronics, photovoltaics, sensing, catalysis, biology, as well as 

medicine.53, 60, 61 Hence in this thesis, we intend to highlight green synthetic techniques, 

particularly the U-tube double diffusion, hydrothermal, and molten salt techniques in order to 

synthesize these metal-based materials, and subsequently study their properties for their potential 

in solar cell and biomedical applications.  

 

2.2 Characterization Techniques 

 

2.2.1 Overall Objectives Related to Structural Characterization 

 

 The characterization of nanomaterials is typically conducted using photons, electrons, 

neutrons, and ions to name a few of the most common probes. Specifically, the probing source 

(i.e. light) used to analyze nanostructures often varies in frequency, ranging from gamma to 

infrared rays. From these characterization techniques, information can be obtained regarding the 

structural, chemical or physical characteristics of the nanomaterial in question.  

 Though some characterization techniques may use a similar source, additional and diverse 

information can also be obtained. For instance, with X-ray diffraction and X-ray photoelectron 

spectroscopy, one technique confirms information about the crystal structure whereas XPS can be 

used to give insights into electronic effects as well as the oxidation states of the material. In this 

thesis, techniques such as X-ray diffraction, X-ray photoelectron spectroscopy, pair distribution 

function analysis, electron microscopy, Brunauer-Emmett-Teller surface area analysis, and 
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SQUID measurements will be employed to confirm the composition, homogeneity, morphology, 

surface area, and magnetic properties of as-prepared nanomaterials, respectively. 

 

 

 

2.2.2 X-ray Analysis – Techniques to Identify Composition of Nanostructures 

 

 X-rays are high-energy electromagnetic waves with short wavelengths of ~ 1 Å, close to 

that of an atom. Utilizing these X-rays has enabled scientists to probe crystalline materials at the 

atomic scale. As a result, materials can be characterized based on their fingerprint X-ray patterns, 

thereby confirming their crystal structure and size. Generally, data are acquired as the X-rays 

interact with the sample, causing scattering effects (i.e. constructive interference) of either 

electrons, transmitted X-rays, or scattered X-rays depending on the instrument (i.e. XRD, XPS, 

and etc) being used.   

2.2.2.1 X-Ray Diffraction 

X-ray diffraction (XRD) is one of many tools that utilize scattered X-rays, particularly 

coherent X-rays, to provide definitive structural information as well as data on the interatomic 

distances of nanomaterials. The XRD setup consists of four components: an X-ray source, 

incident beam optics, a sample stage, and the detector. The X-ray source may be composed of 

either Cu, Cr, Mo, Fe, or Co as an example. In a typical XRD measurement, the X-ray source 

bombards the Cu target, thereby producing X-rays with electrons emanating from a hot filament 

typically composed of Tungsten. The X-rays are then ionized by the incident beam optic, which 

are composed of divergent/scattering slits, which can influence the peak intensities and 

resolution. 

Once the X-rays strike the sample, coherent scattering of X-rays occurs and its 

extent/intensity is collected and recorded in the detector for further processing. The diffraction 

data are typically presented as scattered intensity versus the Bragg angle results. It is important to 
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note that in order to elucidate the crystal structure, the X-ray wavelength must be of the same 

order of magnitude as the interatomic distances of the material that is being characterized. For 

instance, the Rigaku Ultima III uses a Cu X-ray tube, which gives rise to a wavelength of ~1.54 

Å, an efficient length for characterizing inorganic materials. 

A conventional XRD spectrum is a plot of the signals detected (Intensity) versus the 

diffraction angle (2θ). Once the diffraction patterns are obtained, their peak positions and peak 

widths provide for relevant information about distances between crystalline planes and the 

crystallite size, respectively. Specifically, Bragg’s Law governs the behavior of diffraction 

patterns through the following Bragg equation 2.1: 

nλ = 2dsinθ        (2.1) 

 Here, d is the lattice spacing, θ is the angle between the incident X-ray and scattering 

plane, ‘n’ is an integer, and λ is the wavelength of the incident X-ray. First, the orientation of 

crystalline planes is defined in terms of a notation called Miller Indices (hkl). According to 

Bragg’s theory, the diffraction from a set of planes separated by an equal distance is only possible 

at certain specific angles. Specifically, only outgoing diffracted X-rays that are in phase will 

contribute to waves of constructive interference. Bragg’s Law is geometrically explained in 

Figure 2.3. In the diffraction characterization tool, the incident X-ray beams, 1 and 2, impinge at 

an angle θ onto a set of planes (hkl). The spaces between each plane are characterized by the d-

spacing (d) between them and the two angles from incoming and outgoing X-rays captured in the 

2sinθ term. 

 To prepare a typical sample for XRD analysis, a fixed quantity of as-prepared 

nanomaterial was dispersed in ethanol, sonicated for ~1 min, and then air-dried upon deposition 

onto the sample holder. Diffraction patterns of the metal-based nanomaterials were subsequently 

obtained using a Rigaku Miniflex diffractometer, operating in the Bragg configuration using Cu 
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Kα radiation (1.54 Å) and 2θ lattice parameters ranging from 20 to 80° at a scanning rate of 

1.0°/min. 

 
Figure 2.3:  Schematic illustration of X-ray interactions with a crystalline material (A). 
Diffraction scattering of X-Rays in both undoped and doped atomic planes (B).  Image adapted 
with permissions from Liu et al. Chem. Soc. Rev. 2015, 44(6): pp. 1479-1508. 
 

2.2.2.2 X-Ray Photoelectron spectroscopy 

X-Ray photoelectron spectroscopy (XPS) is a surface sensitive technique used to analyze 

various sample characteristics such as the elemental composition, empirical formula, as well as 

chemical and electronic states. As a result, this method is routinely used to analyze the nature of 

inorganic compounds, semiconductors, metal alloys, and polymers among others. The desired 

sample is typically measured under a vacuum and exposed to a monochromatic X-ray source.  
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The incident X-rays eject core level electrons from the sample atoms, and the energy 

emitted from those electrons possess a binding energy (i.e. 1s, 2s, 2p, 3d peaks) characteristic of 

that specific element. The electron energy specific to the elements constituting the sample itself is 

then detected and determined as a function of the velocity, and the number of electrons is 

quantified, yielding a spectrum representing the surface composition (Figure 2.7). A survey 

spectrum of all of the elements present within the sample is commonly taken first, and then 

particular subsets of specific elemental surveys may be obtained within a certain binding energy 

region.  

 

2.2.3 Pair Distribution Function Analysis  

 

 Atomic pair distribution function analysis (PDF) is another sensitive technique using a 

model free Fourier transform of X-rays or neutron diffracting data to ascertain the probability of 

finding two atoms within a certain interatomic distance, r.62 Hence, this technique may be used 

for analyzing amorphous, partially crystalline, and crystalline materials. This analysis may also 

be used to study local disorder and the presence of inhomogeneities within crystalline magneto-

resistive manganites, for instance.63 Moreover, this technique is also sensitive to materials at the 

nanoscale as opposed to other conventional crystallographic methods dependent upon materials 

with long-range structural coherence. Specifically, the PDF can be obtained from powder 

diffraction data through a sinusoidal Fourier transform of the normalized scattering intensity, 

S(Q), using the PDFgetX3 program64:  

                                                                     (2.2) 

Herein, G(r) gives the probability of finding a pair of atoms separated by a distance of r, 

Q is the magnitude of the momentum transfer on scattering, and , and S(Q) is the 

properly corrected and normalized powder diffraction intensity measured from 0 Å to 20 Å for 



 42

Qmin  to Qmax,  respectively.65 In order to calibrate the sample-to-detector distance and to 

determine the Qdamp and Qbroad, nickel is also measured as the standard material.66, 67 Specifically, 

Qdamp  represents the PDF Gaussian dampening due to limited Q-resolution, whereas Qbroad  is the 

peak broadening due to increased noise at high Q.67 Once the refined values for Qdamp and Qbroad 

are acquired, these refined values, namely 0.0407 Å-1 and 0.0185 Å-1, respectively, are then fixed 

and the subsequent model fits the PDF data of the diffracted samples (Figure 2.4). 

 

 

Figure 2.4: Example of PDFgui capabilities: displaying a fit on as-prepared Co ferrites  

 

 

2.2.4 Microscopy – Techniques to Identify Morphological Features 

 

 Microscopy involves the use of microscopes to view and analyze objects that are too 

small to be seen with the naked eye. As a result, there are four classes of microscopy: i.e. optical, 

electron, fluorescence, and scanning probe microscopy. Optical or light microscopy involves 

passing visible light through the sample and reflecting the specimen through a single or multiple 
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objective lenses and capturing images with a charge-coupled device (CCD) camera. Typically, 

this microscope is used to magnify structural features of cells, for instance, for up to 1,000 times 

and to resolve details as small as 200 nm.  

 There are three requirements that must be fulfilled to sufficiently view the specimen for 

optical imaging. First, a bright light source must be focused onto a sample using lenses in a 

condenser. Second, the specimen must be properly prepared for microscope imaging. Third, the 

ability to focus on the cellular species, for instance, involves the use of objective lenses and 

eyepieces.  

2.2.4.1 Transmission Electron Microscopy  

 The electron microscope uses beams of electrons as the source of illumination in order to 

create an image of a specimen. They are two forms of electron microscopes: transmission and 

scanning electron microscopes. In principle, the transmission electron microscope (TEM) is 

similar to the light microscope, but as opposed to glass lenses, it uses beams of electrons instead 

of beams of light and magnetic coils to focus the beam. This beam then passes through the 

sample at a high voltage, and subsequently comes into contact with a projective lenses used to 

generate an image (Figure 2.5).  

Based upon the electronic interactions with the sample, 2 types of TEM images can be 

collected, namely either a ‘bright-field’ or a ‘dark-field’ image. Typically, in a bright-field image, 

unscattered electrons are collected, thereby resulting in a ‘darker’ image. By contrast, for dark-

field images, scattered electrons are acquired, thereby yielding ‘brighter’ images (Figure 2.7). 

These particular bright-field or dark-field images can be ascribed to the quantitatively fewer (i.e. 

unscattered) electrons, reaching the image plane, versus the higher amount of scattered electrons, 

attaining the image plane, respectively.  
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With this imaging technique, cellular specimens must be stained with electron-dense 

heavy metals (i.e. uranium and lead) to introduce contrast as well as to locally absorb or scatter 

electrons. Inorganic samples such as either metals or metal oxides have no need for staining. For 

TEM viewing, the sample is typically placed onto a grid (i.e. Cu), transferred to a specimen 

holder under a vacuum. As previously mentioned, the electron beams pass through the sample 

where the image is then collected by the CCD camera. With the TEM, features as small as 50 nm 

or lower can be routinely imaged.  

TEM also has additional capabilities allowing one to observe materials at higher 

magnifications for the detection of individual atoms within a sample. This type of microscopy is 

known as high-resolution TEM (HRTEM), wherein useful information, such as the atomic lattice 

parameter and the overall growth direction of an as-prepared sample, may be obtained. From an 

HRTEM perspective, the increased spatial resolution of sample features as small as ~ 2 nm can be 

visualized.  
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Figure 2.5: TEM schematic of transmission electron microscopy (TEM) instrument. Image 

adapted from www.ammrf.org.au. 

 

 

2.2.4.2 Scanning Electron Microscopy 

 Similar to TEM, scanning electron microscopy (SEM) also utilizes electrons to form an 

image. In the presence of an accelerated voltage, the electrons undergo electron-sample 

interactions where the energy is emitted by the sample surface atoms. This energy is evolved in a 

variety of ways such as secondary electrons, backscattered electrons, photons, and heat. 

Secondary and backscattered electrons are commonly used for sample imaging. Specifically, 

secondary electrons are formed when the incident beam electrons collide with the sample surface 

electrons, removing them from their shell and re-emitting them at a relatively weak energy (~100 
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V). Hence, the detector must be in close proximity in order to collect the electrons and develop 

the SEM image (Figure 2.7).  

Since the distance between the electrons and the detector is paramount for imaging, there 

are two types of detectors: the secondary electron detector and the back-scattering detector. The 

secondary electron detector collects electrons originating from elastic scattering by typically 

heavy atoms. This imaging mode gives insight into the composition as well as the sample’s 

surface topography. Specifically, materials possessing heavier atoms yield greater contrast as 

compared with materials composed of lighter atoms. As for the sample’s surface topography, 

depressions in the sample provide for fewer electrons and hence a ‘darker’ contrast, whereas 

protrusions in the sample allow for more electrons to be scattered off and therefore detected, 

hence providing for a ‘brighter’ image contrast.  

As for the back-scattered imaging mode, the incident beam of electrons collides with the 

nucleus of the sample and then reflects back to the detector at high energies. Since these back-

scattered electrons are more readily produced in sample with high density, this imaging mode is 

typically used to discern the sample’s density. Unlike the TEM, larger amounts of a desired 

sample can be analyzed at any given time. Another difference is that these samples are transferred 

onto a silicon (Si) wafer rather than a metal grid. 

  

2.2.4.3 Confocal Microscopy   

Confocal microscopy has radically transformed the field of biomedical research, as this 

instrumentation can eliminate unnecessary background typically noted with conventional high-

resolution optical microscopy, often caused by out-of-focus light and scattering effects.68 The 

confocal microscope can also improve upon spatial resolution as compared with other optical 

techniques (i.e. wide-field fluorescence microscopy). In addition to the resolution issue, specimen 
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preparation is also vital as cells, either fixed or living, must be labeled with fluorescent probes for 

confocal imaging.  

 To collect confocal images, first, coherent light is introduced by the laser excitation 

source wherein the light passes through a light source pinhole. Subsequently, the light is reflected 

by dichromatic mirrors and ultimately scanned across the specimen. As the specimen is being 

scanned, secondary fluorescent light is emitted from the specimen through the dichromatic 

mirror, and later focused through the detector pinhole for imaging (Figure 2.6).  

In terms of spatial resolution, conventional EM microscopes can achieve a depth of field 

of ~2-3 micrometers, whereas fluorescence microscopy, particularly confocal microscopy, can 

achieve higher spatial resolution. Specifically, the latter technique enables one to image thinner 

optical sections of as small as ~0.75 micrometers, thereby enhancing the detail within the image.  

It is for this reason that confocal microscopy can be used to view, quantify, and probe 

fluorescence primarily within subcellular constituents. As a result of the enhanced detail possible, 

many biological studies have utilized this instrument to investigate the structure and physiology 

of living cells in the presence of quantum dots and fluorescent-labeled nanocrystals, as examples 

of typical fluorophors.69 For example, by overlaying fluorescent labels specific to the nucleus and 

the cellular constituents, fluorescent-labeled nanoparticles may be used to observe the exact 

location of nanoparticles engulfed within cells.  
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Figure 2.6: Schematic of a typical confocal microscope. Image adapted from www. 
Microscopyu.com. 
 
 
2.2.5 Electron Microscopy – Accessory Techniques for Structural Composition 

2.2.5.1 Selected Area Electron Diffraction 

 The ability to conduct Selected Area Electron Diffraction (SAED) is typically found 

within most TEM scopes. To create an SAED pattern, the desired area is focused and a strip of 

metal (i.e. SAED aperture) is placed in position to block the beam. Only a small fraction of 

electrons will pass through and these undergo scattering at particular angles, thereby forming a 

diffraction pattern. This technique is typically used to identify and differentiate polycrystalline 

from single crystalline materials in addition to crystalline versus amorphous materials, as well as 

to examine crystalline defects (Figure 2.7).  

 

2.2.5.2 Energy Dispersive X-ray Spectroscopy  

 Energy dispersive X-ray spectroscopy (EDX) is a technique used to probe the elemental 

composition of a particular sample. A typical EDX spectrum can be collected, as the accelerating 
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voltage produces beams of electrons that interact and collide with an electron in the sample’s 

inner shell (i.e. the K shell), thereby creating a vacancy. The incident beam loses energy upon 

collision, while the sample’s outer shell (the L3 shell, for instance) fills the vacancy, thereby 

emitting a X-ray energy that is characteristic of the sample’s atomic number. When the X-ray is 

detected with EDX, it leads to a K α peak indicative of the element present in the sample. As a 

result, depending on where the vacancy occurs within the sample, certain peaks associated with 

each element are produced.  

 The families of peaks are Kα, Kβ, Lα, Lβ1, Lβ2, Mα, and Mβ, and each element may display 

these peaks at different signature positions if at all.  Specifically, under a normal accelerating 

voltage, light elements (i.e. silicon) emit X-rays of the K-series only; intermediate-sized elements 

(i.e. copper) may give rise to either the L-series alone or a blend of K and L peaks; and heavy 

elements emit either M-peaks alone or a mixture of the L and M series. Hence, this technique 

provides for a reliable tool to distinguish and differentiate among the various elements emanating 

from the material.  

 New technologies such as EDX mapping and EDX line scans provide for other methods to 

yield complementary elemental information. EDX mapping is commonly used to detect elemental 

distribution throughout the sample. This becomes important especially for doped samples (i.e. 

rare earth ions) as well as for covalently functionalized constituents (i.e. heterostructures), 

wherein spatial resolution and elemental distribution may yield further insight into certain 

applications (Figure 2.7). In effect, the EDX line scan is preferred for core shell materials, as it 

can be used to determine elemental distributions along a line. All of these EDX features allow for 

information about the atomic composition of the desired material to be determined either from an 

overall spectrum, spatial locations, or distributions along a scanned line.  
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2.2.5.3 Electron Energy Loss Spectroscopy  

 Electron Energy Loss Spectroscopy (EELS) is a complementary technique to EDX, as 

they both may be used to identify the elemental composition of a given constituent. However, 

unlike EDX spectroscopy, this method measures the change in kinetic energy (i.e. inelastic 

scattering) after electron interaction with the sample. The energy distributions of inelastic 

scattered electrons provide important information about the local environment such as structural 

features, chemical bonding, electronic properties, and surface effects emanating from the sample 

(Figure 2.7).70 In particular, the EELS techniques can highlight either structural features for core 

shell materials or the presence of an oxide on a sample’s surface.   

The EELS system tends to be associated with a scanning-transmission electron 

microscope (STEM), wherein the field emission source and electromagnetic lenses focus as-

generated electrons that scan across the sample, forming a ‘dark field’ image.71 In effect, a given 

material is exposed to beam of electrons, and depending on the nature of the material, electrons 

scatter inelastically and are detected through a single-prism spectrometer, according to its specific 

and characteristic set of kinetic energies. In particular, the measured kinetic energy of the 

electrons is calculated as the incident energy, E0, minus any energy loss, E, incurred upon 

interaction with the sample.71  

 



 51

   
Figure 2.7: Electron interactions with either crystalline or nanoscale materials. Image adapted 
with permissions from Wu et al. Nano Energy 2015, 13: pp. 626-650. 
 
 
 

2.2.6 Optical Spectroscopic Techniques 

 

 Optical spectroscopy is the measurement of light interaction with a sample. The 

electromagnetic spectrum is not limited to visible light but rather is composed of a range 

spanning from long wavelength radio waves to short ultraviolet (UV) light. Generally, a sample 

responds to illumination in one of two ways: by absorbing some of the energy from the light or 

by emitting the light at a different wavelength. Depending upon either the wavelength or mode 

used to probe the sample, these responses may be termed absorbance spectroscopy, particularly 

UV-visible (UV Vis) and infrared (IR), or fluorescence spectroscopy (i.e. photoluminescence 

(PL)).  

 

2.2.6.1. UV-Visible Spectroscopy 

 In absorbance spectroscopy, samples may be illuminated with either UV/Vis or infrared 

waves using an UV/Vis spectrometer and a Fourier transform Infrared (FT-IR) instrument, 
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respectively. As for the UV-Vis spectrometer (190-900 nm), its primary function is to determine 

the maximum absorption (λmax) wavelength of a particular material, most often in an aqueous 

solution. Typically, the instrument is composed of a light source, monochromator, sample holder, 

and a light detector (Figure 2.8). The radiation source is typically a tungsten filament (300-800 

nm), while the monochromator utilizes diffraction gratings in order to select for a particular 

wavelength of light. Briefly, the wavelength of light higher in energy than the sample’s band gap 

(λmax) can promote the sample electron from the valence band to the conduction band. The 

detector measures the intensity of light transmitted through the sample. What is observed on the 

instrumental readout is a graph defined as absorbance vs. wavelength, wherein the absorbance 

may be described using the Beer-Lambert equation: 

A= εbc                     (2.3)  

wherein the measured absorbance shares a direct correlation with the concentration (c) of the 

sample, assuming that the path length (b) and molar absorptivity (ε) are known.  

 
Figure 2.8: Schematic illustration of a UV-Visible spectrophotometer. Image adapted from 

www.chemwiki.ucdavis.edu 
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2.2.6.1.1 Photocatalytic experiments 

 As previously mentioned in Chapter 1, photocatalysts are of great importance in the 

removal of organic dyes within the aquatic environment. Methyl orange (MO) and methylene 

blue (MB) are commonly known anionic and cationic dyes, typically used in textile, printing, and 

research facilities.72 As a result, in an effort to reduce adsorbent costs and to resolve disposal 

issues, many metal oxides have been used as platforms with which to degrade these organic dyes 

into less toxic molecular byproducts.  

 Though UV-Visible spectroscopy is typically used to confirm the band gap of a paticular 

material, this optical technique can also be used to monitor changes in absorbance, characteristic 

of the degradation of organic dyes (i.e. methyl orange) over a given amount of time (i.e. minutes). 

More specifically, the initial dye concentration is denoted as C0, whereas the concentration of the 

dye at a given time, t, is represented as Ct. Initially, the photocatalytic degradation graph plots 

concentration vs. time.  However, in order to understand the nature of the rate behaviors taking 

place, the natural logarithms (ln) of the concentration values are often plotted against time, and 

fits are made to denote whether the reaction is first-order by means of fitting to the following 

equation 2.4:  

ln(C0/Ct) = kt         (2.4) 

wherein ‘k’ represents the reaction rate constant and ‘t’ represent the reaction time.  

 

2.2.6.1.2 Photodegradation Pathways of Organic Dyes  

 The photodegradation of MB initially starts as TiO- sites cleave the C-S=C group within 

MB, thereby forming a sulfoxide (See Figure 2.9).73 Upon irradiation, TiO2 may also aid in 

catalyzing the oxidation process in water, as observed by the following reaction 2.5: 

(H2O ⇔ H+ + OH- ) + h+  → H+ + OH°     (2.5) 
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 The as-generated  sulfoxide group can then undergo an electrophilic attack by OH° 

radicals, thereby producing a sulfone moiety and also allowing for de-coupling of the two 

benzene rings.73  

       
Figure 2.9. Schematic illustration of TiO interaction with MB transformed to the sulfoxide form. Image 
adapted with permissions from Houas et al. Appl. Catal. B: Environ. 2001, 31: pp. 145-157. 
 

 As for a possible photodegradation pathway for the MO dye, either UV or Visible light 

irradiation should enhance the generation of electron-hole pairs within TiO2. These electrons then 

can reduce the oxygen to oxygen radicals and finally to hydroxyl radicals. It is possible that the 

hydroxyl radicals facilitate decomposition of MO by attacking the azo group (i.e. R-N=N-R), 

thereby forming two less toxic molecules (Figure 2.10).74, 75 
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Figure 2.10. Schematic of the proposed photodegradative process of MO dye under either UV or 
Visible light irradiation. Image adapted with permission from Ref. 74. Copyright (2011) The 
Royal Society of Chemistry. 

 
 

2.2.6.2. IR Spectroscopy 

Another absorbance spectroscopic technique is IR spectroscopy (range of 0.78-1,000 μm), 

which also measures either the molecular absorption or transmission of a sample and creates its 

molecular fingerprint spectrum of the sample. This technique is useful for observing and 

identifying unknown samples, and various organic molecules, as well as determining relative 

amounts of each component. Specifically, FT-IR spectroscopy uses a Fourier transform to 

convert the data to the resulting spectrum.76 Specifically, the FT-IR utilizes an IR source to 

identify what frequencies are absorbed by the sample, and the intensity of various sample 

frequencies are recorded, corresponding to peaks in the spectrum. Hence, being able to 

understand the nature of the different characteristic frequencies, particularly their stretching, and 

bending modes, can confirm the chemical composition of nanomaterials, and moreover, the 

presence of surfactants or various functional groups may also be identified. This tool is 
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particularly useful for identifying the binding of fluorescent moieties (i.e. Rhodamine B) onto 

nanostructures so as to confirm either the success or the failure of the binding process. More 

specifically, it may also confirm whether either covalent or non-covalent bonding has occurred 

between the two entities.  

 

2.2.6.3 Photoluminescence Spectroscopy 

 Photoluminescence (PL) spectroscopy is a useful approach for probing the electronic 

properties of semiconducting nanomaterials. If the sample is excited by a high-energy light 

source whose energy is greater than its band gap, the electrons are promoted to the conduction 

band. During the electron-hole pair recombination, the material emits a photon. This emission is 

observed by the PL instrument, and is associated with not only characteristic features of the 

sample but also the radiative recombination processes that occur. Hence, by its very nature, PL 

spectroscopy can be used to determine the levels of defects, band gaps, and impurities present 

within these semiconductors.  For example, the presence surface defects can cause shifts within 

the PL emission spectra, especially in the case of QDs, for instance. As for the band gap of 

semiconductors,77 the following equation 2.6 may be utilized to describe its behavior: 

  E = hc/λ          (2.6) 

 Within this equation, h is Planck’s constant, c represents the speed of light, and λ denotes 

the wavelength of the semiconductor. In addition, the measured PL spectroscopic data also 

highlight PL quenching effects with respect to semiconductor combinations (i.e. QD-RE-CaTiO3 

heterostructures), a key indicator for efficient charge transfer as well as non-radiative transitions 

(Figure 2.11). Specifically, efficient charge transfer typically means electrons transferred from 

the host (i.e. RE-CaTiO3) to the sensitizer (i.e. QDs), and vice versa.78 Whereas a non-radiative 

transition refers to a process that does not necessarily involve light, it usually denotes a scenario 
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wherein the excess energy is dissipated in the form of interactions with phonons (i.e. lattice 

vibrations of a solid).79 Nonetheless, PL spectra ultimately provide for useful information as to 

the reliability and stability of LEDs and possible applications for PV devices.80  

 
Figure 2.11: Example of a PL spectrum and associated quenching effects. Image adapted with 
permission from The Royal Chemistry Society.  
 

 

2.2.7 Surface Area Characterization Method 

 

2.2.7.1. Brunauer-Emmett-Teller Analysis 

 

 Brunauer-Emmett-Teller (BET) is a technique that involves physical adsorption of gases 

such as nitrogen, argon, carbon dioxide, and so forth, onto the material’s surface to measure 

either the surface area or porosity of the desired material. The specific surface area is determined, 

based upon the theory proposed by Stephen Brunauer, Paul Hugh Emmett and Edward Teller.81 

Specifically, they posited that the volume of gas needed to form a monolayer on the surface of the 

sample, size, and number of adsorbed gas molecules can all be accounted for within the following 

equation: 

          (2.7) 
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wherein p and pO are the equilibrium and saturation pressure, respectively, of the adsorbate (i.e. 

N2) at the adsorption temperature. While v represents the volume of gas adsorbed, vm is the gas 

adsorbed as a monolayer and c is the BET constant. This method allows for a general standard for 

surface area comparisons to be made between synthesized materials and materials published in 

literature. However, the BET method assumes not only that the gas adsorption occurs by 

multilayer formation as opposed to monolayer formation but also that there is an infinite number 

of adsorbed layers that can form when the surface is free.82 Therefore, though this method is a 

great tool for comparison among samples, it is still unclear whether the absolute surface area 

numbers are indeed meaningful.  

Nevertheless, in a typical BET analytical procedure, the physical adsorption of Nitrogen 

(N2) gas at the sample surface takes place, as the amount of gas adsorbed is calculated during a 

multi-point measurement cycle. The calculation typically follows a modified Langmuir equation, 

wherein a homogeneous surface is assumed, connecting the relative pressure to the resulting BET 

value.  Typically, the desired sample (i.e. ~100-200 mg) is transferred into a glass vial and heat-

treated at 250°C to remove any surface species. Once placed in the BET chamber, a multi-point 

measurement cycle can be executed.  

 

2.2.8 Magnetic Techniques 

 

2.2.8.1. Superconducting Quantum Interference Device Analysis 

 

 Magnetic nanoparticles denote a class of materials that can be influenced by the presence 

of a magnetic field. Within this class are subclasses of magnetic materials possessing 

diamagnetic, paramagnetic, antiferromagnetic, ferromagnetic, and superparamagnetic properties. 

These magnetic nanomaterials typically consist of elements such as iron, nickel, cobalt, and 

manganese, as well as their respective metal-derived compounds. To determine the subtle 

magnetic properties of nanomaterials, superconducting quantum interference devices (SQUID) 
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are typically used with a specified magnetometer. With this device, information on the 

magnetization (M) as a function of applied field (H) can be used to distinguish among the types 

of magnetic behavior displayed. For example, a ferromagnetic material displays hysteresis (i.e. an 

S curve), whereas superparamagnetic materials lack this particular feature. With these traits, more 

information may be drawn, such as coercivity (Hc), saturation magnetization (Ms), and magnetic 

remnance (Mr) from the M versus H plot, which yield an indication of the type of magnets 

present (Figure 2.12).  

 For example, diamagnetic materials, particularly aluminum (Al) or copper (Cu), possess a 

very weak magnetic dipole moment. Paramagnetic materials, including Cu doped with iron (Fe), 

yield a moderate net magnetic dipole moments with their spins oriented in the direction of the 

applied magnetic field. Antiferromagnetic materials also have moderate magnetic dipoles 

oriented anti-parallel to one another; however, they also display a magnetic temperature transition 

from antiferromagnetism to paramagnetism known as the Néel temperature (TN). Ferromagnetic 

materials, such as Fe3O4 or Ni, for instance, produce a large permanent magnetic dipole with a 

Curie temperature (TC) and these dipoles are oriented parallel to each other.83 The TC represents 

the temperature wherein the material loses its permanent magnetic properties and is substituted 

for induced magnetism (i.e. paramagnetism).  Superparamagnetism is typically observed in 

ferromagnetic materials at the nanoscale.83, 84 Specifically, at this size, the magnetic ions within 

the nanoparticles are ‘fastened’ and coupled together, giving rise to a large magnetic dipole 

moment and high saturation magnetization but zero coercivity.  

The SQUID magnetometer may also be utilized to plot magnetization as a function of 

temperature through zero field-cooled (ZFC) and field-cooled (FC) magnetization curves wherein 

the blocking temperature (TB) of the sample and the magnetic anisotropy may also be determined. 
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Specifically, TB is defined as the transition temperature from a slow magnetic moment relaxation 

to a rapid relaxation within a specified measurement time.  

To observe the magnetic characteristics of our as-prepared metal oxides using the SQUID 

instrument, the materials were collected in powder form, which were subsequently encapsulated 

in paraffin wax within a gelatin capsule and then placed into a plastic straw in order to allow for 

immersion into the magnetometer. Magnetization measurements were then taken with a Quantum 

Design Magnetic Property Measurement System (MPMS) at fields of up to 5 T and temperatures 

between 2 and 300 K.   

    
Figure 2.12: Effects of parameters such as composition, size, shape, and architecture upon 
magnetic properties of nanomaterials. Image adapted from Kolhatkar et al. Int. J. Mol. Sci. 2013, 
14(8): pp. 15977-16009. 
 

2.2.9 Cell Culture Assays 

2.2.9.1 Enzyme Linked Immuno-Absorbent Assay  

 The enzyme-linked immuno-absorbent assay (ELISA) or enzyme immunoassay (EIA) is a 

plate-based technique for the detection and quantification of antibodies, hormones, peptides or 

proteins based on specificity and selectivity. Typically, this procedure is performed in either a 96 

or 384 well plate wherein the plate is coated with detection enzymes or other tags that bind onto 
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primary antibodies via a direct or indirect immobilization. Specifically, the ELISA has three types 

of assays: the sandwich assay, the competitive assays, and the antigen down assays. Among these 

assays, the sandwich assay is most commonly used due to its detection sensitivity and robust 

specificity (Figure 2.13).85 This particular assay utilizes two antibodies, i.e. the capture and 

detection antibodies, which bind at different locations of the antigen or ligand. Specifically, the 

capture antibody coats the plate, the antigen binds to the capture antibody, and the detection 

antibody latches onto the antigen at another site, thereby creating a sandwich effect with the 

antigen in the middle. Subsequently, the detection antibody’s affinity for the antigen is the 

primary determinant in terms of quantifying the presence of the antigen.  

Moreover, the detection antibodies are typically tagged with reporters (i.e. fluorophores, 

enzymes, and etc) in order to quantify the extent of binding as it is believed that the higher the 

concentration of the antigen, the higher the concentration of the detection antibody. This analysis 

is performed using the ELISA reader. Due to the versatility of the sandwich assay, it has gained 

widespread attention for detection capabilities within diverse fields such as infectious diseases, 

allergen detection, plant pathogens, and biomarkers, to name a few.  

   
Figure 2.13: Various types of ELISA Assays. Image adapted from www.abnova.com 
 
 

2.2.9.2 Lactate Dehydrogenase Assay 

 

To analyze cellular growth inhibition or cell death (i.e. apoptosis), proliferation assays are 

utilized. Typically, proliferation assays such as MTT, MTS, and ATP-based assays are used for 
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primary screening. Lactate dehydrogenase (LDH) is an enzyme that is present in all cell types. It 

is rapidly released when the membranes become ruptured, a feature observed in dead cells. 

Hence, the LDH cytotoxicity protocol is an effective way to monitor the difference between 

viable and non-viable cells.  

In this assay, LDH reacts with nicotinamide adenine dinucleotide (NAD+) and reduces 

this to NADH/H+, thereby catalyzing the conversion of pyruvate to lactate (Figure 2.14). 

Simultaneously, the as-generated hydrogen ions (H+) react with a yellow-colored tetrazolium salt, 

added to the assay medium, which converts this into a water-soluble red pigment (formazan). The 

absorbance values of the cell medium were analyzed using the ELISA reader and the percentage 

cytotoxicity for each concentration was subsequently calculated using the following equation: 

Cytotoxicity (%) = (experimental reading - low control reading) / (high control reading - low 

control reading) x 100%  (Equation 2.10).  

 

              
Figure 2.14: LDH Assay process. Image modified from Kannan et al. Anal. 

Chem., 2015, 87 (18): pp. 9288–9293 
 
 
2.2.9.3 Nitric Oxide Assay 

 
 Nitric oxide (NO) is a free radical, produced by NO synthases, with a short residence time 

within biological systems (i.e. less than 1 second in the circulatory system). These NO synthases 

(NOSs) can be found in 3 forms: endothelial (eNOSs), neuronal (nNOSs), and inducible (iNOSs) 

each with different functions. Ultimately, the production of NO plays an important role in 
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regulating homeostasis within the nervous, cardiovascular, and immune systems.86 More 

specifically, under normal conditions, NO is essential for the regulation of blood flow and blood 

pressure, for instance. It is well known that NO remains unstable and readily reacts with oxygen 

(O2), thereby forming a variety of nitric oxides such as nitrogen dioxide (NO2), dinitrogen 

trioxide (N2O3), and nitrite (NO2
-). However, when NO is overexpressed, it leads to tumor growth 

and proliferation.87 As a result, fluorescent assays have been utilized to observe NO production 

within cells.  

 Typically, the Griess reaction is used for NO assay detection within physiological fluids; 

however, the sensitivity limit is only 2-3 μM.88 In an attempt to enhance the sensitivity, 

fluorimetric methods, involving the use of aromatic diamino compound, 2, 3-diaminonaphthalene 

(DAN), are often used as an indicator for NO formation. Specifically, the NO derived agent, 

N2O3, can be produced by either an acid catalyzed reaction or in the presence of O2. The N2O3 

then reacts with the DAN molecule to yield a fluorescent 2, 3, naphthotriazole (NAT), as shown 

in Figure 2.15.88  This assay achieves sensitivities of ~10-30 nM of NAT, and can therefore be 

used to quantify the level of NO production. 
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Figure 2.15: Detection of NO using diamino (DAN). The dinitrogen trioxide (N2O3), generated 
from either the autoxidation of NO or the acidification of nitrite (NO2

-), reacts with DAN to 
produce a fluorescent naphthotriazole (NAT) dye that can be detected spectroscopically. Image 
adapted from Tarpey et al. Am. J. Physiol. Regul. Integr. Comp. Physiol. 2004, 286(3): pp. R431 
– R444.  
 

 

 

 

2.2.9.4 -  2’, 7’-Dichlorofluorescein Diacetate Assay 

 

 Reactive oxygen (RO) species, such as but not limited to peroxide, oxide anion, and 

hydroxyl radicals, have been known to cause DNA and RNA damage as well as oxidize proteins 

within cells.89 As a result, the generation of RO species has been considered to be a known 

marker for the progression of diseases, such as but not limited to diabetes, cancer, and 

neurodegenerative diseases, to name a few.90 Currently, there are several analytical fluorescent 

probes used to detect RO species; an example is dihydrorhodamine. However, the most widely 

used assay for RO detection is the 2’, 7’-Dichlorofluorescein Diacetate Assay or otherwise 

commonly known as the DCFDA Assay. Initially the DCFDA is engulfed within the cells where 

it is then metabolized by esterases. In the presence of RO species, DCFDA is oxidized to DCF, a 
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fluorescent marker.88 The fluorescence is measured to gain quantitative information regarding the 

existence of RO species. 

  

2.3 Synthesis & Characterization used in this Thesis 

 
2.3.1 U-tube Double Diffusion Synthesis of Cu and Ni nanowires  

 

Polycarbonate (PC) membranes, maintaining pore size diameters of 50 nm and 200 nm, 

respectively, were immersed in distilled water and subsequently ultrasonicated to ensure removal 

of air bubbles either within or on the top of the surfaces of the membranes. The PC membrane 

was then placed between the two half-cells of a custom-made glass U-tube apparatus. To 

synthesize Cu NWs, a solution of freshly prepared 0.05 M NaBH4 under basic conditions (i.e. 

0.05 M, sodium hydroxide, NaOH) was filled in one arm of the U-tube, and a corresponding 

solution of 0.05 M CuCl2 was inserted into the other arm, simultaneously, in order to induce Cu 

nanowire growth. With Cu, we expended most of our efforts on testing the effects of using 

different reaction variables using the smaller 50 nm templates, as these gave uniformly better 

results. 

As for the analogous Ni NWs, corresponding solutions of 0.05 M NaBH4 and 0.1M nickel 

chloride (NiCl2) were prepared in ethanol (since most nickel nanomaterials are prepared in this 

solvent) and placed in the arms of the U-tubes using 50 nm template membranes to generate 

corresponding ~50 nm diameter nanowires.91 With Ni, we probed the effect of varying template 

pore size. Hence, as for the larger nanowires prepared from 200 nm template membrane pores, 

solutions of 0.05 M NiCl2 and 0.05 M NaBH4 in ethanol were used to initiate the nanowire 

growth reaction.  

The differences in reagent concentrations in these experiments were determined by the 

diffusion rates of each precursor within the PC template membrane pores themselves. The U-tube 
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was subsequently left undisturbed for 2 hours at room temperature. After the U-tube was 

dismantled, the template membrane was collected, placed onto a smoothing stone, and lubricated 

with mineral oil in order to ensure the physical removal of the bulk metal residual backing (i.e. a 

silver hue for Ni nanowires and a corresponding bronze color for Cu nanowires) on the external 

template surface. An image of a typical metal backing associated with Cu nanowires is shown in 

Figure 2.16.  

 Once the excess reaction residue was eliminated, the template was then dissolved in 

dichloromethane for an hour, washed, and centrifuged several times for further purification. After 

processing, both types of metallic NWs were stored in oleylamine in order to prevent oxidation 

and isolated using a solution containing a 3: 1 ratio of toluene and ethanol for further structural 

characterization. Residual salt was removed from the Ni NWs using a solution containing a 1:1 

ratio of deionized water and ethanol. 

 

 
Figure 2.16: Schematic illustration of the U-tube double diffusion technique for generating as-
prepared elemental Cu and Ni nanowires 
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2.3.2 Metal ferrite nanoparticles and nanowires using the Hydrothermal Method 

 

 MFe2O4 (where ‘M’ = Co, Ni, and Zn) nanoparticles were prepared by using a 

hydrothermal method, appropriately modified from previous work by Wang et al. which had 

focused on the synthesis of MnFe2O4 nanorods.92 Briefly, 0.02 M of the desired metal precursor 

(CoCl2, NiSO4, and ZnF2 depending on the desired ferrite composition) was dissolved in 15 mL 

of distilled water in a beaker and then stirred at ~300 rpm for 15 minutes. Subsequently, 0.02 M 

of FeCl3 was also added to the beaker and dissolved in solution under continuous stirring. It is 

important to note that the molarities of the metal precursor solutions were calculated using the 

volume of the final solution, namely 18.3 mL, in order to fill up  ~80% of the 23 mL autoclave 

(Figure 2.17). Finally, 2.3 mL of 4.4 M NaOH and 1 mL of aminotriethoxysilane (APTES) were 

injected into the mixture, and vigorously stirred for 30 minutes using a micro (flea) type stir bar 

at ~300 rpm to reduce the metals and to control the ferrites’ size regime and morphology, 

respectively.  Additionally, as per our prior experience with ferrite-based systems, we note that 

the role of the NaOH is to assist in the solubility of the metal precursors, thereby inducing the 

formation of metal ions, which can subsequently stabilize the linear silicate chains of APTES 

through electrostatic interactions.93 This is important, because the selective adsorption of metal 

ions coupled with favorable interactions between the APTES and metal ions can collectively and 

synergistically impact upon the resulting nucleation process and hence, the subsequent observed 

morphology.  

 After stirring, the solution was transferred to a 23 mL Teflon-lined stainless steel 

autoclave (Parr Instruments) and subsequently sealed. In a typical synthesis, the autoclave was 

placed in an oven and heated to 220 °C for 6 - 12 hours, and then allowed to cool naturally to 

room temperature. The product was subsequently washed for four times with aliquots (i.e. 1 

aliquot is ~10 mL) of distilled water and once with an aliquot of ethanol. It was then isolated by 
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centrifugation, decantation, and finally placed in a drying oven at ~80°C to remove residual 

solvent, thereby yielding ~150 mg of sample.  

 

 

Figure 2.17: Schematic of the hydrothermal synthesis and preparation of metal ferrite 

nanoparticles. 

 

2.3.3 RE:CaTiO3 spheres using the Hydrothermal & Molten Salt Methods 

 

2.3.3.1 (RE = Pr and Eu) doped CaTiO3  micron-scale spheres - Molten Salt Method 

 

To prepare RE-doped CaTiO3 using a molten salt method, we followed a typical 

synthesis, wherein calcium oxalate, titanium dioxide (bulk TiO2), sodium chloride (NaCl), and 

Triton X-100 were mixed together with an overall molar ratio of 1: 1: 20: 3, and ground for 30 

minutes. Various molar dopant percentages ‘x’ of either praseodymium chloride (PrCl3) (with ‘x’ 

= 0.05, 0.1, 0.2, and 0.5) or europium nitrate Eu(NO3)3 (with ‘x’= 2, 4, and 6) were subsequently 

added to the slurry solution and ground for 30 minutes. Afterwards, the mixture was then placed 

in a quartz crucible and inserted into the muffle furnace, where it was annealed at 820°C for 3.5 h 

and subsequently cooled to room temperature. The sample was then collected (~200 mg), washed 

three times in distilled water and once in ethanol (EtOH), and finally desiccated overnight at 

80°C in a drying oven.  
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As for comparable Eu-doped SrTiO3 and BaTiO3 perovskites, a previously used molten 

salt method was employed.34 Briefly, strontium or barium oxalate, bulk TiO2, NaCl, and NP-9 

were mixed together with overall molar ratios of 1: 1: 20: 3, respectively. An optimal 6 mol % of 

Eu was added to the reaction mixture, ground for 30 minutes, and placed within the crucible. 

Subsequently, the crucible was transferred into the muffle furnace at 820 °C for 3.5 hours. After 

heat treatment, the sample was washed 3x in distilled water, once more in ethanol, and ultimately 

placed in a drying oven at 80 °C. 

 

2.3.3.2 RE-doped CaTiO3 porous micron-scale spheres – Hydrothermal Method 

 With respect to the hydrothermal method, the (RE = Pr and Eu) doped CaTiO3 were 

prepared by placing 10 pieces of titanium (Ti) foil as the Ti precursor within a 125 mL Teflon 

holder. 1 M sodium hydroxide (NaOH) was subsequently added to the Teflon cup followed by 

the addition of 0.25 M calcium chloride (CaCl2) to the mixture with stirring for 10 minutes. As an 

additional oxidizing agent, 7.83 mL of hydrogen peroxide (H2O2) was inserted with subsequent 

stirring for 10 more minutes. Subsequently, dopant molar percentages of either PrCl3 (i.e. ‘x’ = 

0.2) or Eu(NO3)3 (i.e. ‘x’ = 6) respectively, denoting optimal concentrations from the 

photoluminescence perspective, were added in the reaction mixture, and stirred for 15 minutes. 

The Teflon cup containing the reagents was then transferred into the metal autoclave and heated 

to 180°C for 10 hours. Once the reaction was complete, the sample was collected and washed 

twice with not only distilled water but also 2% hydrochloric acid (HCl) to remove calcium oxide 

impurities, as well as once in EtOH. The sample was subsequently dried overnight at 80°C.  

 

2.3.4 Quantum Dot (QD) Synthesis using the Wet-solution Technique 

 The synthesis preparation of CdSe QDs was modified from an existing literature 

protocol.94 Briefly, 0.2 mmol of CdO and 0.8 mmol of stearic acid were added to a three-necked 
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round bottom flask, then degassed, and ultimately heated at 150°C under an Ar atmosphere. Once 

the contents were dissolved, 3.88 g each of trioctylphosphine oxide (TOPO) and hexadecylamine 

(HDA) were added to the flask and heated to 320°C. Separately, a precursor selenium (Se) 

solution was prepared in an air-sensitive glovebox environment wherein the Se was dissolved in 

tributylphosphine (TBP) and dioctylamine (DOA). Once the solution mixture had attained 320°C 

within the flask, the Se precursor was injected therein, and QD growth was allowed to proceed 

for 15 seconds at 270°C. After growth was achieved, the mixture was later cooled to room 

temperature, then washed with either methanol (MeOH) or acetone, and ultimately stored in 

hexane.  

 

2.3.5 Iron Oxide Nanorhombohedra (NRhomb) using the Hydrothermal Method 

 For the synthesis of average-sized (i.e. ~75 nm) α-Fe2O3 N-Rhomb, a reaction protocol 

from the prior literature was used.95 Initially, a 0.04 M solution of cetyltrimethylammonium 

bromide (CTAB) was freshly prepared by adding in 1.458 g to 80 mL of distilled water. The 

solution was subsequently allowed to stir at 200 rpm for about an hour. After the CTAB was fully 

mixed in, a solution of 0.01 M of iron chloride (FeCl3) was prepared by adding in 0.162 g of 

FeCl3 to the CTAB solution followed by stirring for an additional 30 minutes. The solution 

mixture was subsequently transferred into a 100 mL volumetric flask; distilled water was then 

added, and the resulting solution was thoroughly shaken and mixed. 18.4 mL of the solution was 

later placed in a 23 mL Teflon autoclave and oven-heated to 120°C for 12 hours (Figure 2.18).95  

 The net result of this hydrothermal process enabled the hydrolysis of the iron chloride 

precursor and subsequent transformation to the desired Fe2O3. A slightly modified reaction 

protocol was employed for the production of smaller sized (i.e. ~47 nm) α-Fe2O3 N-Rhomb. 
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Specifically, the concentrations of both CTAB (0.02 M) and FeCl3 (5 mM) were reduced by half, 

and the procedure described above was followed.  

 

Figure 2.18: Diagram of the synthesis of iron oxide nanorhombohedra using the hydrothermal 

method. 

 

 

2.3.6 Chemical Modification of α-Fe2O3 NRhomb- RhB -functionalized 47 nm α-Fe2O3 

NRhomb 

 

As a first, preparative step towards coating our iron oxide nanoparticles with Rhodamine, 

the surfaces of our ‘smaller-sized’ nanostructures were first chemically modified with amine-

terminated groups, the source of which was derived from aminopropyl triethoxy silane (APTES) 

as described by a prior methodology.96 Briefly, 0.1 g of Fe2O3 NRhomb and 70 mL of dimethyl 

sulfoxide (DMSO) were added to a 150 mL Schlenk-line flask. The flask was then de-gassed with 

pure nitrogen (N2), stirred, and heated at 85°C for 26 hours. The product was subsequently 

washed in DMSO and heated at 120°C for 22 hours in order to thermally ‘cure’ it, a process 

which both stabilizes and strengthens the crosslinking APTES network onto the Fe2O3 

nanostructures. The product was then collected and the APTES bound Fe2O3 NRhomb, with the 

desired pendant amine groups exposed, were used for subsequent conjugation with the 

Rhodamine B (RhB) dye.   

 Hence, to functionalize our rhombohedra with the labeled dye, 1 mg of RhB (95%, 

Aldrich) was dispersed in 10 ml DMSO and the exposed carboxyl groups of the RhB dye were 



 72

activated using 35 mg of 1,3-dicyclohexyl-carbodiimide (DCC), a biochemically inspired 

coupling agent. Subsequently, ~1.6 mg of amine-terminated, APTES modified Fe2O3 was added 

to the reaction mixture. The solution was allowed to stir for 24 hours at room temperature under 

dark conditions, thereby yielding the desired covalent amide bond linkages between the RhB 

molecules and the APTES-functionalized Fe2O3 NRhomb. The product was subsequently washed 

in water for 3 times and later dispersed in a cell culture medium at a final concentration of 1 

mg/mL. 

 

2.4 Detailed Structural Characterization Methods 

 

2.4.1 X-ray Characterization 

 

2.4.1.1 XRD 

 

The crystallographic purity of as-prepared nanomaterials were confirmed using powder 

XRD. To prepare a typical sample for analysis, a fixed quantity of material was dispersed in 

ethanol and sonicated for ~1 min, prior to further air-drying upon deposition onto the sample 

holder. Diffraction patterns were subsequently obtained using a Rigaku Ultima III diffractometer 

or Scintag diffractometer, operating in the Bragg configuration using Cu Kα radiation (1.54 Å) 

and as a function of varying 2θ from 20 to 80° at a scanning rate of 1.0°/min for nanomaterials. 

 

2.4.1.2 XPS for Co Ferrite Nanowires  

 

XPS samples were prepared by initially dispersing the nanowire sample in a small amount 

of ethanol and then depositing multiple small aliquots onto a Si wafer (measuring 1 cm × 1 cm) 

followed by air drying, so as to ensure complete coverage. Samples were then transferred into the 

vacuum chamber of a home-built XPS surface analysis system, furnished with a model SPECS 

Phoibos 100 electron energy analyzer for electron detection. Once the sample was placed into the 

chamber, the chamber itself was evacuated to a base pressure of ~2·10-10 torr. A set of XPS 
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spectra were collected using an Al Kα X-ray source (hυ = 1486.6 eV) (model XR 50). For data 

analysis, the C 1s peak was set at a position of 284.5 eV97 in order to subsequently calibrate the 

relative positions of the Fe 2p, Co 2p, and Si 2p peaks, respectively. To further analyze the nature 

of these peaks, the Shirley background was subsequently subtracted, and curve fitting was 

performed using the XPS PEAK 4.1 software. The software was able to automatically determine 

accurate positions for the Fe 2p, Co 2p, and Si 2p peaks upon curve fitting. Finally, the processed 

data were plotted using the Origin 6.0 software. 

 
2.4.2 Electron Microscopy 

 

2.4.2.1 SEM 

 

The morphology and size of the nanostructures were probed using a field emission SEM 

(FE-SEM Leo 1550) and analytical high-resolution SEM (JEOL 7600) instruments, operating at 

an accelerating voltage of 15 kV. Both were equipped with EDX capabilities. To prepare these 

samples for characterization, fixed amounts were dispersed in ethanol and sonicated for ~1 min, 

prior to their deposition onto the surfaces of silicon (Si) wafers.  

 

2.4.2.2 TEM 

 

 Low magnification TEM data were generated at an accelerating voltage of 120 kV on the 

JEOL JEM-1400 instrument, outfitted with a 2048 x 2048 Gatan CCD digital camera. High-

resolution TEM images coupled with SAED patterns were acquired at an accelerating voltage of 

300 kV on a JEOL JEM-3000F and an accelerating voltage of 200 kV on a JEOL JEM-2100F 

microscope using a Gatan imaging filter (GIF). As prepared metal-based samples had been 

prepared for analysis by dispersion in ethanol followed by sonication. Subsequently, the solution 

was deposited drop-wise onto a 300 mesh Cu grid.  
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2.4.2.3 Confocal Microscopy: Quantification of Cell Fluorescence 

 MacGreen microglia were plated onto 24-well plates containing coverslips at a density of 

15,000 cells/ml. Approximately 24 hours after plating, microglia were treated with 1 μg/mL, 10 

μg/mL, and 100 μg/mL solutions of both bare RhB and RhB-labeled α-Fe2O3 NRhomb. After 24 

hours, coverslips were fixed in 4% Paraformaldehyde (PFA) and mounted onto slides using 4’,6-

diamidino-2-phenylindole (DAPI) fluoromount. Five Z-Stack images were taken per cover slip at 

63X magnification at a digital resolution of 1024 x 1024 with a Zeiss confocal microscope using 

LSM 510 Meta software. The fluorescence of each cell per image was quantified using ImageJ 

software. The corrected total cell fluorescence (CTCF) was calculated with the formula: CTCF = 

integrated density of cell – area of cell X mean gray area of a background sample. For 

experiments in which the mechanism of nanoparticle uptake was studied, MacGreen microglia 

were pre-treated with Chlorpromazine (CPZ) (Sigma- Aldrich) with a final concentration of 30 

μM, approximately two hours before RhB-labeled α-Fe2O3 N-Rhomb exposure. 

 
2.4.3 Optical Characterization  

 

2.4.3.1 UV-Visible spectroscopy 

 

 To observe the nanomaterials optical properties, UV-visible spectra were obtained at high 

resolution with a UV1 UV-visible spectrophotometer (Thermo Scientific) using quartz cells 

possessing a 10 mm path length. Specifically, the metal-based nanostructures, quantum dots, and 

heterostructures were individually sonicated in either ethanol or methanol to yield a relatively 

clear (i.e. a reddish brown color for Cu NWs and a black hue for Ni NWs for those systems as 

examples), homogeneous mixture. The mixture was then added to the quartz cell and the 

subsequent UV-Visible spectra were recorded using ethanol or methanol as a blank. 

 

2.4.3.2 FTIR Spectroscopy 
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FTIR spectra were collected on a Nexus 670 instrument (ThermoNicolet) equipped with a 

Smart Orbit diamond ATR accessory, a KBr beam splitter, and a DTGS KBr detector. Initially, a 

background correction in air was performed in the spectral range studied. Subsequently, as-

prepared metal oxide samples were placed onto the crystal surface.  FTIR data were recorded 

(~67 scans) over the wavenumber range of 1000–4000 cm-1 and evaluated in terms of expected, 

characteristic absorption bands. Spectra were recorded using the Omnic software with a spatial 

resolution of 1 cm-1. 

 

2.4.3.3 Photoluminescence (PL) Spectroscopy for CdSe QD-RE-CaTiO3 

Samples for PL spectra were dispersed in methanol (MeOH) for MPA-capped CdSe QDs, 

CaTiO3: RE (RE = Eu and Pr), as well as for associated CdSe QD–CaTiO3: Re heterostructures. 

Fluorescence data of these uniform dispersions were subsequently acquired at room temperature 

using a FluoroMax-4 spectrofluorimeter (Jobin Yvon) at 15 s and 5 s integration times, using 

excitation wavelengths of 325 nm and 399 nm for CaTiO3: Pr and Eu, respectively. As for the 

mercaptopropionic acid (MPA)-capped QDs and the resulting CdSe QD - perovskite titanate: RE 

heterostructures, relevant optical data were obtained using an excitation wavelength of 375 nm. 

 
2.5 Photocatalytic Property Measurements 

2.5.1 Photocatalytic Degradation Experiments of Cu and Ni Nanowires  

(a) Cu NWs. The Cu NWs were immobilized onto oleic acid capped TiO2 NPs using a 

previously reported literature protocol with quantities of TiO2 approaching 30 weight %.98 As-

prepared TiO2 NPs were synthesized hydrothermally using an existing technique developed in 

our lab, and particle sample distributions measured 15 ± 7 nm.99  For each photodegradation 

experiment, 10 mg of the resulting Cu NW-TiO2 heterostructures, as-prepared TiO2 NPs, and a 
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bulk Cu sample were added to aqueous solutions of Methyl Orange dye (MO, 10 mg/L) in 

independent runs.98 Methyl Orange dye was preferentially chosen as a result of its resonance peak 

at ~450 nm, which is located near the corresponding absorption maximum of Cu NW-TiO2 

heterostructures. The mixture was subsequently stirred at room temperature and irradiated at 366 

nm (~3.4 eV) excitation, using an Entela UVGL-58 Mineralight UV lamp (operating at 115 V, 

~60 Hz, and 0.16 Amps). At 15 minute intervals, aliquots of the reaction mixture were removed, 

centrifuged, and isolated. Absorbance values were recorded in the absence of NPs at 450 nm 

using a UV1 UV-Visible spectrophotometer (Thermo Scientific).   

(b) Ni NWs. The Ni NWs were also attached onto our hydrothermally processed TiO2 NPs 

using the same literature protocol with TiO2 quantities approaching 30 weight %.98 For each 

independent photodegradation experiment, 10 mg of Ni NW-TiO2 heterostructures, as-prepared 

TiO2, and a bulk Ni sample were respectively added to aqueous solutions of Methylene Blue dye 

(MB, 50 mM).100 This dye was chosen due to its absorption profile in the visible region. The 

mixture was subsequently stirred in the dark for 30 min and then illuminated under ambient 

fluorescent white light conditions for an additional 2 hours. At 30 minute intervals, aliquots of the 

mixture were systematically removed and centrifuged, prior to recording of the absorbance at 664 

nm (1.87 eV), i.e. the dye maximum.  

 
2.5.2 Ultrasmall Ni and Zn Ferrite Photocatalysis 

First, a Beer's law plot of methylene blue was determined using aqueous solutions, 

ranging from 0.05 - 5 mg/L in concentration. For the photodegradation experiments, 25 mg of the 

desired ferrite nanoparticles have been added to a beaker containing 100 mL of a 5 mg/L aqueous 

solution of methylene blue, such that the ferrites maintain a concentration of 0.25 g/L. The 

solution was stirred magnetically at ~400 rpm in order to establish an absorption/desorption 

equilibrium between the dye and the nanoparticles. The solution was then irradiated at 366 nm 
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with an Entela UVGL-58 Mineralight UV lamp (115 V ~ 60 Hz, 0.16 Amps), placed at a distance 

of ~ 2 cm from the beaker. Aliquots were taken at hourly intervals, and then subjected to 

centrifugation at 7000 rpm in order to separate the nanoparticles from the dye. The supernatant 

was transferred to a quartz cell, and the optical absorbance was measured over the range of 200 - 

800 nm with a UV1 UV-Visible spectrophotometer (Thermo Scientific). The absorbance at 664 

nm was utilized to calculate the dye concentrations from a linear fit of the Beer's law plot. The 

final concentration over the initial concentration (C/C0) was plotted with respect to time to 

elucidate the reaction order.  

 

2.6 Cellular Preparations for Iron Oxide NRhomb 

2.6.1 Primary neonatal microglial cell cultures 

       Cerebral cortices from postnatal day 1 Macgreen mice, which express enhanced green 

fluorescent protein (eGFP) under the control of the microglia/macrophage-specific promoter 

CSF1 in the C57BL/6 background,101 were dissected, digested with trypsin (0.25% in HBSS) for 

15 minutes at 37oC, as well as mechanically dissociated and dismembered by trituration, as 

described previously.102 Mixed cortical cells were plated in Dulbecco’s modified eagle medium 

(DMEM), consisting of 10% FBS, 1% sodium pyruvate, and gentamycin on poly-D-lysine coated 

tissue culture plates. After 10 days, microglial cells were separated from the astrocytic monolayer 

by the addition of 12 mM lidocaine, and the isolated microglia were seeded onto 24 well plates at 

a density of 15,000 cells/mL. 

 

2.6.2 α-Fe2O3 N-Rhomb preparation for Cell Culture 

Due to the direct mutual attraction between nanostructures via either van der Waals forces 

or chemical bonding, some degree of aggregation is expected.103, 104 As a result, the α-Fe2O3 N-
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Rhomb stock solution (1 mg/mL) was prepared using a cell culture medium, containing fetal 

bovine serum. The solution was subsequently sonicated for 24 hours using a sonicator probe (220 

- 260 V, 7.5 A, Misonix Model XL2020) in order to break up the bulkier agglomerates of 

nanocrystals. 

 

2.7 Cytotoxic Analysis 

 
2.7.1 ELISA Assay   

 Conditioned medium, obtained from primary cell cultures respectively treated with 

1 μg/mL, 10 μg/mL, and 50 μg/mL of α-Fe2O3 N-Rhomb, was used for ELISA analysis. Levels 

of tumor necrosis factor alpha (TNFα) were determined using the eBiosciences quantitative 

sandwich enzyme immunoassay following the manufacturer’s protocol. Briefly, 96 well 

plates were coated with diluted Capture antibody and incubated overnight at 4°C. The 

plates were blocked for one hour at room temperature followed by a two-hour incubation 

period with either the standard or the sample. The wells were then incubated for 1 hr with a 

working detector solution followed by incubation with the substrate solution for 30 min. 

The reaction was stopped with 50 µL of 1N H2SO4. The absorbance of each well was read 

using a 450 nm wavelength light. 

 

2.7.2 LDH Cytotoxicity 

 An LDH Cytotoxicity Detection Kit (Roche Diagnostics Ltd) was used, according to the 

manufacturer’s instructions. Briefly, primary microglia were incubated for 24 or 48 hours with 

different concentrations of α-Fe2O3 N-Rhomb. Samples were run in triplicate to determine LDH 

release by microglia in the presence of α-Fe2O3 N-Rhomb. Untreated cells served as a ‘low 

control’, whereas detergent-lysed cells served as a ‘high control’ for LDH release. 100 μL of the 
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kit ‘reaction mixture’ was added to the wells. The plate was then maintained in the dark for 30 

minutes at room temperature, to allow for the tetrazolium salt, INT, in the presence of LDH, to 

become reduced to formazan. The reactions were terminated by addition of a ‘stop’ solution (1N 

HCl). Absorbance values of the formazan dye were measured at 490 nm using an ELISA plate 

reader. Cytotoxicity was calculated using the equation 2.10. 

 

2.7.3 The NO Assay 

 The production of NO was determined by the amount of nitrite accumulated in 

cultured supernatant with 2,3-diaminonaphthalene (DAN). Specifically, cells were seeded in 

96 well plates and exposed to the α-Fe2O3 N-Rhomb motifs for 24 h. The cultured 

supernatant was then collected and centrifuged in order to remove the N-Rhomb. In the 96 

well plates, 50 µL of the Griess reagent and 50 µL of the supernatant were mixed together, 

and the absorbance was subsequently measured at 540 nm using an ELISA reader. The 

nitrite concentration was calculated based on a sodium nitrite standardization curve.  

 

2.7.4. DCFDA Assay for the Detection of Reactive Oxygen Species 

 

 The production of reactive oxygen species (ROS) by microglia was measured using a 2’, 

7’-dichlorofluorescein diacetate (DCFDA) assay, as previously described.105 Non-fluorescent 

DCFDA is converted to 2’, 7’-dichlorofluorescein (DCF) in the presence of ROS. Briefly, 

microglia were plated onto a 96 well plate and incubated for 24 hours with different 

concentrations of N-Rhomb. After 24 hours, the media from the plates were aspirated off, and the 

cells were washed with 1x PBS followed by incubation with 25 μM DCFDA dissolved in 1x PBS 

for 30 minutes. The cells were then washed in 1x Phosphate Buffer Saline (PBS), and the amount 

of DCF present within the cells was quantified using a Fluoroskan Ascent Microplate Fluorimeter 
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(Thermo Scientific) equipped with a 485 nm excitation/ 530 nm emission filter pair. The 

fluorescence of treated samples was standardized, relative to untreated (i.e. negative) control 

cells. Cells incubated for 24 hours with 100 ng/mL lipopolysacharide (LPS) served as a positive 

control for the production of ROS and the subsequent oxidation of DCFDA to DCF. 

 

2.7.5 Animal Approval  

 All experiments had prior approval from the Institutional Animal Care and Use 

Committee (IACUC) as well as the Department of Laboratory Animal Research at Stony Brook 

University.  

 

2.7.6 Intrahippocampal RhB- labeled α-Fe2O3 N-Rhomb injection 

       Injections were performed bilaterally in the hippocampus. Mice were anesthetized with 

1.25% Avertin and injected with 100 µg/mL of RhB-labeled α-Fe2O3 N-Rhomb at stereotactic 

coordinates -2.5 mm from Bregma and -1.7 mm lateral using a Hamilton syringe (0.485 mm I.D., 

Hamilton, Reno, NV) connected to a motorized stereotaxic injector (Stoelting, Wood Dale, IL). 

Following surgery, animals were injected intraperitoneally (i.p.) with 0.03 mg/kg of 

buprenorphine (Bedford labs) and left on a heating pad until they were fully recovered from 

anesthesia. After 24 hours post-injection, mice were anesthetized and perfused with 4% PFA. The 

brains were collected, post-fixed, cryoprotected, and cut into 40μm-thick sections. The sections 

were then mounted with DAPI fluoromount, and photographed at a digital resolution of 1024 

x 1024 with a Zeiss confocal microscope using LSM 510 Meta software. 

 

2.7.7 Statistics 



 81

All statistics were performed using either Statview (v. 4.0) or GraphPad Prism 6 for 

Windows. Data are presented as mean ± SEM (i.e. standard error on the mean). One-way 

ANOVA was used to determine the level of significance between groups in the fluorescence 

quantification analysis, LDH test, and TNFα ELISA, respectively. A Bonferroni post-test was 

used to control for multiple comparisons. Data were considered to be statistically significant, 

when p < 0.05. 
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Chapter 3 -  Synthesis, Characterization, and Formation Mechanism of 

Crystalline Cu and Ni Metallic Nanowires under Ambient, Seedless, 

Surfactantless Conditions 

  

3.1 Introduction 

 

 The use of metal nanomaterials in catalysis research has grown rapidly, due to progress in 

material science. In particular, the reduced sizes of nanoparticles introduce unique characteristics 

such as varying the electronic structure of the metal nanoparticles, meaning that the Fermi level is 

increased, thereby causing lower reduction potentials at the surface.1 Moreover, the nanoparticle 

size also increases the amount of high-energy surface atoms, thereby leading to enhanced 

catalysis. In addition to these properties, certain metallic nanoparticles (i.e. Ag, Au, Cu, Pt) also 

display optical properties with small imaginary dielectric constants over a wide range of 

wavelengths in order to ultimately facilitate surface plasmon resonance (SPR) upon either UV, 

visible, or near infrared (NIR) irradiation.2 As a result of metal NPs’ unique electronic and optical 

properties, their applications range from biosensors, electronic devices, to catalysts for 

applications such as photoreactions or fuel cell reactions. 

Of these metals, copper (Cu) has been universally used in practical products, such as 

electrical devices, water pipes, roofing materials, and brass furnishings. Moreover, copper for 

electronics has made a huge impact upon technology, since it is an excellent conductor for heat 

and electricity. Cu-containing nanostructures have generated significant interest, due to the 

metal’s earth abundance, and have been extensively analyzed at the nanoscale in order to probe 

their potentially game-changing thermal and electrical conductivities.3, 4 Cu is also known to 

promote reactions when doped onto metal oxides, such as zinc oxide (ZnO), cerium oxide 

(CeO2), and iron oxide (Fe2O3) due to its strong metal-support interactions.5 These reactions 

include methanol production and water gas shift reactions, respectively.5-7 Moreover, the 
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incorporation of Cu, with other elemental metals such as platinum (Pt), can lead to the formation 

of highly active catalysts for the methanol oxidation reaction (MOR), a reaction used in direct 

methanol fuel cells (DMFCs). Specifically, PtCu can achieve an activity of ~1.26 mA/cm2, which 

far surpasses that of its commercial Pt-Ru counterparts by more than 2 fold.8 

As for 1D materials, currently films derived from Cu NWs produced from aqueous 

solution-based protocols have achieved respectable optoelectronic performance, characterized by 

a sheet resistance of 61 Ohm/cm2 and 67% transmittance.9 It was found that this device 

performance could be tuned by varying the concentration of the Cu NW ink. Corresponding films 

composed of electrospun Cu NWs have been shown to possess very low resistance and high 

transmittance, while maintaining mechanical flexibility.10 Not surprisingly, research has been 

initiated on Cu NWs for a variety of applications including but not limited to solar cells,11,12 

touch screens, and light-emitting diodes (LED).13,14-16 

Similarly, nickel (Ni) is commonly used for the production of stainless steel, due to the 

metal’s favorable resistance to high temperature and corrosion.17 It also has been used in the past 

as rechargeable batteries and as catalysts.18-20 Specifically, for rechargeable batteries, due to the 

low solubility product (Ksp = 10-35) of its hydroxide form, nickel oxide-based batteries are able to 

hold more energy and maintain stability under commercial cycle durability conditions, ranging 

from 500-1,000 cycles.21, 22 Ni NWs are also widely known for their electrical transport 

properties, and have been found to evince a similar but larger magnitude of temperature-

dependent resistivity as compared with bulk Ni. This observation may potentially be ascribed to 

the presence of either grain boundary scattering or defects within the crystal structure at the 

nanoscale.23 

 Recently, high-quality metal 1D nanostructures, such as nanowires or nanotubes, have 

been considered as novel systems for their potential applications in sensing, electronic, and 
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optical devices due to their high surface area-to-volume ratio.24 Many different approaches for the 

preparation of these coinage metal nanomaterials (such as Cu and Ni) include but are not limited 

to electrospinning, electrochemical deposition, UV photolithography, hydrothermal processes, 

liquid phase reduction, and CVD methods.3, 25-43 However, while these techniques can 

successfully generate these nanomaterials, a step forward synthetically speaking would be to 

possibly mitigate for the use of either specialized instrumentation (i.e. lithography), high energy 

processing (i.e. CVD), or the use of potentially toxic precursors (i.e. hydrazine in conventional 

wet chemistry protocols) in order to synthesize pure, monodisperse, and crystalline Cu or Ni 

nanostructures.  

 In other words, it would be desirable if these nanostructures could be produced in as little 

as a few hours under ambient temperature and pressure conditions, using only relatively mild 

precursors that would react completely without the need for any extraneous reagents or catalysts, 

thereby fulfilling green chemistry principles III, V, and VI (see Chapter 1). In this context, our 

lab has successfully adhered to these principles for the synthesis of various 1D NW materials 

using the U-tbue double diffusion technique, including metal oxides (i.e. ZnO, CuO, Fe2O3, 

BaCrO4, CaWO4, SrWO4, MnWO4, and BaWO4 as well as their doped analogues), metal sulfides 

(i.e. CdS, PbS, and CuS), metal fluorides (i.e. BaF2, CaF2, SrF2, KMnF3, and NH4MnF3), metal 

phosphates (i.e. Tb-doped CePO4), pure elemental metals (i.e. Au, Ag, Pt, and Pd), as well as 

homogeneous segmented binary materials (i.e. Pd/Au and Pd/Pt) using a reasonably simple 

protocol.44-53  

 Over the years, we have noted that such a methodology does not require either (1) high 

temperatures or high-energy inputs, (2) powered instrumentation, or (3) an association with 

particularly toxic reagents/byproducts. For metal nanowires (i.e. Cu and Ni, in particular), which 

(i) tend to oxidize relatively easily, (ii) are difficult to form as a purified motif, and (iii) are 
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therefore particularly sensitive to the reaction conditions used to create them, we note that the 

same solution-based template methodology can be applied with the use of commercially available 

and relatively inexpensive sodium borohydride (NaBH4) as the reducing agent, due to its standard 

potential value (-1.24 V), which is capable of readily reducing Cu2+ (0.34 V) and Ni2+ (-0.25 V) 

at room temperature.54 Such a strategy therefore provides for a relatively low cost, flexible, and 

generalizable approach for synthesizing these nanowires under ambient conditions. The size and 

morphology regime of these nanomaterials can be reliably varied and altered by controlling the 

template pore size and thickness from whence these nanowires are ultimately isolated. 

 In addition to synthesizing these nanowires, their photocalalytic capabilities will be 

explored in an attempt to answer whether elemental nanowires can enhance photocatalytic 

reactions at a greater rate than their bulk counterparts.  

 

 

3.2 Results & Discussion 

3.2.1. X-ray Diffraction.  

 The purity and crystallinity of our as-prepared NWs were characterized using XRD, as 

shown in Figure 3.1A and B for the Cu and Ni samples, respectively. All diffraction peaks 

present could be readily indexed to the JCPDS 04-0836 for face centered cubic (fcc) crystalline 

Cu; there are only additional 2 minute peaks, situated at 2θ values of 38° and 39°, respectively, 

consistent with the formation of copper (I) oxide (Cu2O), as described by JCPDS #33-0451. This 

impurity may be ascribed to the exposure of the NWs to oxygen during the 4-hour scanning time, 

a hypothesis which is also consistent with the prior literature in that it is well known that Cu 

readily oxidizes in air.55 

 With respect to the Ni NWs, most diffraction peaks could be ascribed to the JCPDS #04-

0850 for crystalline fcc Ni. We should also note that the actual amount of Ni NWs we obtained in 
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our synthetic protocols is not as quantitatively substantial as that of Cu NWs, perhaps due to the 

lower diffusion rate for Ni as compared with Cu. Hence, not surprisingly, higher background 

peaks and lower signal-to-noise ratios were observed in Figure 3.1B. It is important to note that 

no ‘expected’ impurity peaks, including nickel oxide, nickel hydroxide, and analogous metal 

oxides, were observed. Since Ni does not oxidize as easily as Cu (based on known oxidation 

potentials, i.e. E° = -0.34 V and + 0.25 V for Cu and Ni, respectively), since the oxidized form is 

relatively more stable for Cu, it is reasonable that these oxide peaks are not actually observed 

under these relatively mild reaction conditions. 

 

Figure 3.1. XRD patterns from (A) as-prepared Cu Nanowires (top curve in black) and the 
corresponding JCPDS standard for Cu (bottom curve in red); (B) as-prepared NWs (top curve in 
black) and the corresponding JCPDS standard for Ni (bottom curve in red). Reprinted with 
permission from Ref. 53. Copyright 2014 American Chemical Society.  
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3.2.2. Electron Microscopy.  

3.2.2.1 Cu NWs  

The size and morphology of the NW samples were observed using FE-SEM, TEM, and 

HR-TEM. Figure 3.2A, C, and inset to C highlight SEM and TEM images of the Cu NWs, 

respectively, prepared within the pores of a 50 nm polycarbonate template membrane. These 

images demonstrate the presence of crystalline nanorods with a roughened surface morphology 

throughout their entire length with an average diameter of 100 ± 13 nm. These TEM images are 

representative of an overall distribution of not only dispersed but also aggregated nanowire 

bundles. EDS analysis (Figure 3.2B) suggests that we formed elemental Cu, though some degree 

of oxygen and carbon was also noted, an observation which may originate from either the NW 

sample itself, the sampling environment, or the presence of some degree of oxidation, possibly 

ascribed to the nanowire surface species as well as to any residual polycarbonate template. The 

noticeable Si peak can be attributed to the underlying silicon wafer.  

 To further analyze Cu nanowires (lower left inset to Figure 3.2D), a single arbitrary 

nanowire structure was probed at the atomic scale using HR-TEM analysis. Based on the HR-

TEM results (Figure 3.2D), the measured interplanar distance of 0.203 nm was consistent with 

the (111) plane of the face-centered cubic (fcc) phase of crystalline Cu. Complementary SAED 

(Figure 2E) analysis shows that the diffraction patterns highlighting the 111, 200, 220, and 311 

planes, respectively, can be indexed to crystalline Cu and are in reasonable agreement with the 

complementary XRD data.  

 As for the analogous Cu NWs, prepared using complementary 200 nm templates, Figures 

3.3A and C illustrate representative SEM and TEM images of the Cu NWs. The images also 

demonstrate the presence of roughened NWs with an average diameter of 233 ± 19 nm and an 

average length of ~1.5 μm. Based on EDS analysis (Figure 3.3B), we note that Cu is certainly 
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present within the sample. Peaks corresponding to carbon and oxygen can be ascribed to residual 

impurities arising from the template, the sampling environment, and possibly some level of 

oxidation. The noticeable Si peak can be attributed to the underlying silicon wafer.  

 Based upon the HR-TEM results (Figure 3.3D), the Cu NWs (upper lefthand inset to 

Figure 3D) were found to be polycrystalline in nature, analogous to what we have noted for other 

types of nanowires in prior reports under similar reaction conditions.45, 49 Measured interplanar 

distances of 0.202 nm and 0.187 nm are consistent with the expected (111) and (200) planes, 

respectively. All of these data point to the formation of the fcc phase of crystalline Cu. 

Complementary SAED (Figure 3.3E) analysis shows that the diffraction patterns, possessing 

features associated with the 111, 200, 220, and 311 planes, respectively, can be indexed to 

crystalline Cu and are consistent with the complementary XRD data.  
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Figure 3.2. TEM and SEM images of isolated Cu NWs (A, C, higher magnification image as 
inset to (C)) prepared using template membranes possessing 50 nm pore diameters. EDS 
spectrum of as-prepared Cu NWs (B). The Si peak is associated with the silicon wafer. The 
higher magnification TEM image (D) denotes a localized area of a typical nanowire (lower 
resolution image in the lower lefthand inset to (D)). Selected area electron diffraction pattern with 
assigned diffraction spots is shown in (E). Reprinted with permission from Ref. 53. Copyright 
2014 American Chemical Society. 
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Figure 3.3. TEM and SEM images of isolated ~200 nm Cu NWs (A, C). EDS spectrum of as-
prepared Cu NWs (B). The Si peak is associated with the silicon wafer. The TEM image (upper 
lefthand inset in D) denotes the region where a higher resolution image (D) was obtained. 
Selected area electron diffraction pattern is presented in (E). Reprinted with permission from Ref. 
53. Copyright 2014 American Chemical Society. 
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3.2.2.2 Ni NWs  

The size and morphology of the NW samples were also observed using FE-SEM, TEM, 

and HR-TEM analysis. Figure 3.4A and C show SEM and TEM images of the Ni NWs, 

respectively, using a 50 nm polycarbonate template. These images are consistent with the 

presence of crystalline, homogeneous, and uniform nanorods throughout their entire length, 

possessing an average diameter of 92 ± 10 nm. The TEM images show both dispersed as well as 

aggregated nanowire bundles. The EDS analysis (Figure 3.4B) is indicative of the presence of 

elemental Ni as well as of some degree of oxygen and carbon present. The latter contamination 

may likewise be ascribed to the NW sample, the sampling environment, as well as the presence of 

oxidation emanating from the nanowire surface and/or from the residual polycarbonate template, 

respectively. The presence of the silicon (Si) peak can be attributed to the silicon wafer.  

 To further study typical Ni nanowires (lower righthand inset to Figure 3.4D), an arbitrary 

individual structure was analyzed at the atomic scale using HR-TEM. Based on the HR-TEM 

image (Figure 3.4D), the observed, measured interplanar distance of 0.201 nm was consistent 

with the (111) plane of the face-centered-cubic (fcc) phase of the crystalline Ni observed. 

Complementary SAED data (Figure 3.4E) underscore a diffraction pattern, composed of diffuse 

rings, which can be indexed to the 111, 200, and 220 planes, respectively, of polycrystalline Ni, a 

scenario in good agreement with prior XRD results.  

 As for the analogous Ni NWs, prepared using complementary 200 nm templates, Figures 

3.5A and C show representative SEM and TEM images of these nanostructures. These images 

demonstrate the formation of smooth NWs possessing average diameters of 225 ± 33 nm with 

average lengths of a micron. We note that some of the nanowires appeared to be noticeably bent 

and evince mechanical flexibility, an observation which has been ascribed to sample processing 

effects. Nonetheless, prior literature has shown that at room temperature, Ni NWs are often 
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elastic up to a threshold of 7.5% strain at different strain rates with a yield stress of 5.5 GPa,56 a 

value comparable with that of Nylon (~2-4 GPa).57 Based on EDS analysis (Figure 3.5B), we 

note that Ni is present within the sample. Peaks corresponding to carbon and oxygen likely can be 

ascribed to factors associated with the presence of residual template, an impure sampling 

environment, and possible oxidation effects. The apparent Si peak can be attributed to the 

underlying silicon wafer.  

 The NWs were also further probed at higher resolution. Specifically, based on HR-TEM 

results (Figure 3.5D), the Ni NWs (lower right inset to Figure 3.5D) were found to be crystalline 

in nature with a measured interplanar distance of 0.206 nm, data which are consistent with the 

presence of the (111) plane, corresponding to the fcc phase of crystalline Ni. Complementary 

SAED (Figure 3.5E) analysis suggests that the diffraction patterns associated with the 111, 200, 

and 220 planes, respectively, can be ascribed to crystalline Ni, and our results are also in 

reasonable agreement with the complementary XRD data.  
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Figure 3.4. TEM and SEM images of as-prepared Ni NWs (A and C) prepared using template 
membranes possessing 50 nm pore diameters. EDS spectrum of the isolated Ni NWs (B) with the 
Si peak correlated with the presence of the underlying silicon wafer. The TEM image (lower right 
inset to D) denotes the region where the higher resolution TEM image (D) was taken as well as 
the SAED pattern (E). Reprinted with permission from Ref. 53. Copyright 2014 American 
Chemical Society.  
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Figure 3.5. TEM and SEM images of as-prepared ~200 nm Ni NWs (A and C). EDS spectrum of the 
isolated Ni NWs (B) with the Si peak correlated with the presence of the underlying silicon wafer. 
The lower magnification image (lower righthand inset to D) denotes the nanowire where the HRTEM 
image (D) was taken as well as the SAED pattern (E). Reprinted with permission from Ref. 53. 
Copyright 2014 American Chemical Society. 
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3.2.3. UV-Visible Spectroscopy 

 Figure 3.6A and B feature UV-visible spectra of Cu and Ni NWs produced under ambient 

conditions. The absorption spectrum for Cu highlights a surface plasmon peak centered at ~594 

nm, which is somewhat red-shifted from what has been previously shown in the literature, but 

this observation may possibly be due to an increase in diameter and aspect ratio as well as to a 

higher degree of aggregation by comparison with conventional Cu nanoparticles previously 

studied.58-62 The absence of a peak near 370 nm, normally ascribed to Cu2O, indicates that there is 

no observable sign of widespread sample oxidation, although we cannot rule out the presence of 

localized oxidation upon air exposure, evident from the XRD data. Figure 3.6B highlights the 

presence of UV-visible absorption spectra of Ni NWs with an absorbance peak of ~387 nm, 

which is in good agreement with the literature.36, 63 
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Figure 3.6. UV-Visible absorption spectra of Cu NWs (A) and Ni NWs (B). Reprinted with 
permission from Ref. 53. Copyright 2014 American Chemical Society. 
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3.2.4. Electron Energy Loss Spectroscopy (EELS) Cross Sectional Analysis.  

 Cross-sectional line scans were collected on selected metal NWs in order to observe the 

thickness of the oxide layers on these nanomaterials. It is evident that we form a primary central 

‘core’ of elemental Cu and Ni NWs, respectively, with a very thin outer oxide ‘shell’. For the Cu 

NWs, based on spatially resolved EELS spectra (Figure 3.7A and B), it is apparent that the 

nanostructure surface has circumferentially oxidized with a thin outer oxide layer possessing a 

thickness of ~30 nm (based on full width at half-maximum measurements, FWHM). This 

observation may be due in part to exposure to air during processes associated with 

characterization, such as sample preparation and image acquisition. As for the Ni NWs, based on 

spatially resolved EELS spectra (Figure 3.8A and B), the corresponding thin outer oxide layer 

appears to be roughly ~20 nm in thickness, based on FWHM measurements, as evidenced by the 

magnitude and spatial breadth of the elemental oxygen signal on the nanowire perimeter. The 

intensity and uniformity of the Ni peak are consistent with a reasonably homogeneous elemental 

nickel nanostructure as a result of the room-temperature synthesis process. In effect, the oxygen 

peak distribution is strongest at the circumferential edges, consistent with the formation of a 

narrow outer surface oxide layer, measuring between 20-30 nm. Moreover, the oxygen signal 

diminishes in intensity within the interior of the wire structure itself.  
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Figure 3.7. Electron energy loss spectroscopy (EELS) cross-sectional analysis of an as-prepared 
copper nanowire. Signal intensities for copper and oxygen (B) correspond to the blue slice in the 
survey image, highlighted in (A). Reprinted with permission from Ref. 53. Copyright 2014 
American Chemical Society.  
 

 

 

 

Figure 3.8. Electron energy loss spectroscopy (EELS) cross-sectional analysis of an as-prepared 
nickel nanowire. Signal intensities for nickel and oxygen (B) correspond to the blue slice in the 
survey image highlighted in (A). Reprinted with permission from Ref. 53. Copyright 2014 
American Chemical Society.   
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3.2.5. Photocatalytic Degradation Results 

3.2.5.1 Cu NWs  

In Figure 3.9A, C0 represents the initial concentration of MO and C denotes the time-

dependent concentration, reflecting a time-dependent decoloration in this case, of MO, after UV 

irradiation. Under UV irradiation illumination (λex = 366 nm (3.4 eV)), electrons are excited from 

a filled valence band to an empty conduction band, thereby generating electron-hole pairs in wide 

band gap (i.e. 3.2 eV) TiO2 NPs. Hence, photodegradation occurs64 as a result of the interaction 

of dye molecules with reactive oxidizing species generated on the nanoparticulate metal oxide 

surface when either (i) the holes react with adsorbed OH- to produce hydroxyl radicals or (ii) 

electrons combine with adsorbed electron acceptors such as oxygen to create O2
-, for instance.65 

Not surprisingly, our TiO2 NPs evinced a ~50% reduction in MO dye absorption after 1 hour of 

reaction. 

 By contrast, the composite containing Cu NWs coupled with TiO2 gave rise to a sizeable 

~90% decrease in the absorption level of MO, after an hour of reaction. This observation may 

have potentially been due to a number of reasons. First, because the surface potential of Cu-TiO2 

composites is much less than that of pure TiO2 during UV illumination, the composite surface 

possesses abundant electronic traps (such as oxygen vacancies and Cu+2 species), which can 

intrinsically decrease the recombination rate of photoinduced charge carriers including electron-

hole pairs,66, 67 thereby leading to enhanced photocatalytic efficiency.68, 69 Second, the interfacial 

charge transfer from the photoexcited TiO2 to the proximal, coupled Cu generates reactive radical 

species such as  •OH.54, 70 Third, Cu2+ may reduce to Cu1+ in the presence of a photogenerated 

electron, which can subsequently react with H2O2 to create larger quantities of reactive and 

ultimately destructive surface radical species, including primarily •OH, all of which are ultimately 

responsible for the high oxidant activity that results in the organic dye compound degradation in 
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these photocatalytic reactions.66, 67, 70, 71 Fourth, the composite provides for a moderate specific 

surface area for more abundant reaction sites as compared with their elemental analogues.72 By 

contrast, bulk Cu exhibited relatively poor performance for the degradation of MO, approximately 

after an hour of reaction activity.  

 

3.2.5.2 Ni NWs  

In Figure 3.9B, C0 denotes the initial concentration of MB and C is the corresponding 

time-dependent concentration, manifested as a signal decrease associated with the decoloration of 

MB under ambient fluorescent white light exposure. Based upon the photodegradation results 

(Figure 3.9B), TiO2 NPs evinced a ~50% reduction in Methylene Blue absorption after 3 hours of 

reaction. This result is consistent with previous literature, as TiO2 is photoactive in the UV 

region.65, 73, 74 By comparison, use of the corresponding composites composed of Ni NWs 

associated with TiO2 led to a greater than 60% decrease in the absorption value of MB over 3 

hours as compared with bulk Ni.  

 This observed increased degradation activity is likely caused by the enhanced activity of 

more readily produced photogenerated electrons and corresponding hole pairs, a process which 

occurs relatively more quickly based on the reduced band gap of the Ni-TiO2 composite (2.28 

eV)73 as compared with bare, undoped TiO2 (3.2 eV)73 with the decrease in bandgap for the 

composite attributable to the ‘electron acceptor’ character of Ni.72 These photogenerated 

electrons can either assist in the reduction of the MB dye directly or react with either O2, OH-, or 

H2O to generate radicals (such as O2
•-) that are known to be powerful oxidizing agents.75 We 

should note that, based on existing literature, when Ni NPs were incorporated with TiO2, 

photodegradation results of ~50% were recorded; these data are comparable to what we have 

observed herein.   
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 We should note that the photodegradation ability of TiO2 in MO is relatively greater than 

and evinces different kinetic behavior as compared with TiO2 in the presence of MB (i.e. blue 

curves in Figure 3.9A and 9B, respectively). That experimental observation can mainly be 

attributed to differential adsorption efficiencies of MO and MB onto the surfaces of TiO2 NPs.74 

Specifically, MO, an anionic dye, preferentially and more efficiently adsorbs onto the TiO2 

surface through favorable electrostatic interactions as compared with MB, a cationic dye, thereby 

resulting in a more effective photocatalytic reaction of TiO2 NPs with MO as compared with MB. 

Moreover, both reactions (i.e. for Cu and Ni-incorporated TiO2 composites) were 

calculated to be first-order reactions, following the ln(C0/C) vs. irradiation time plots (Figure 3.10 

A and B, respectively), from whence we were able to derive associated reaction rate constants 

(Table 2.1). Specifically, the kinetics are governed by the equation ln(C0/C) = kt wherein C0 is the 

initial dye concentration and C represents the concentration of either (i) MB for Ni or of (ii) MO 

for Cu at a given reaction time ‘t’. The reaction rate constant, ‘k’, is derived from the slopes of 

the ‘best’ fit lines. From our analysis, we were able to calculate the first-order reaction rate 

constants for dye photodegradation reactions, involving Cu-TiO2 and Ni-TiO2 composites, to be 

0.0358 and 0.0077 min-1, respectively. Indeed, the rate constants were computed to be 3.6 x 10-2 

min-1 for Cu NW-TiO2 and 7.7 x 10-3 min-1 Ni NW-TiO2 heterostructures, respectively, suggestive 

of a faster degradation potential as compared with either bare TiO2 NPs or analogous 

heterostructures (i.e. 4.2 x 10-3 min-1 for Cu-TiO2 composites) previously reported.72 Overall, we 

note herein that when a metal nanowire (i.e. Cu & Ni) is bound in combination with TiO2, such a 

composite evinces greater photocatalytic performance and activity as compared with as-prepared 

TiO2 nanoparticles. 
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Figure 3.9. Photocatalytic activities of composites of (A) TiO2 coupled with Cu NWs for the 
degradation of Methyl Orange as well as of (B) TiO2 coupled with Ni NWs for Methylene Blue 
degradation. Analogous, comparative photodegradation data with control samples consisting of 
(i) bulk metal (i.e. Cu and Ni) and (ii) TiO2 NPs are also shown. Reprinted with permission from 
Ref. 53. Copyright 2014 American Chemical Society. 
 

 

 

  
Figure 3.10. First order linear fits of the (A) photodegradation of MO in the presence of Cu NW-
TiO2 NP heterostructures as well as of bare TiO2 NPs as a function of irradiation time. (B) 
Photodegradation of MB in the presence of Ni NW-TiO2 NP heterostructures as well as TiO2 NPs 
as a function of irradiation time. Supplemental Information image reprinted with permission from 
Ref. 53. Copyright 2014 American Chemical Society. 
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 Sample k (min-1) R2 

Data for First-

Order 

Reactions 

Cu-TiO2 heterostructures 
(Figure 3.10A) 

0.036 0.9878 

TiO2 NPs 
(Figure 3.10A) 

0.0158 0.9634 

Ni-TiO2 heterostructures 
(Figure 3.10B) 

0.0077 0.9716 

TiO2 NPs 
(Figure 3.10B) 

0.0043 0.9918 

Table 3.1. Table of calculated ‘k’ values for metal nanowire-metal oxide composite and 
corresponding control samples from the slopes of the logarithmic concentration versus irradiation 
time plots, assuming first-order kinetics. Supplemental information image reprinted with 
permission from Ref. 53. Copyright 2014 American Chemical Society. 
 
 

3.3. Reaction Parameters 

3.3.1. Metal NWs Summary  

 In order to induce Cu/Ni nanowire growth, a full summary of all reactions used to 

generate as-prepared Cu/Ni nanowires, including an accompanying description of the results of a 

systematic parameter variation, is described in Tables 2.2 & 2.3 and Figures 3.11 through 3.16 

inclusively. Specifically, reaction times were varied from 15 min to 4 hours, wherein it was found 

that the minimum time needed to produce homogeneous and smooth nanowires was ~2 hours. 

Shorter time periods yielded short, partially filled wires likely due to the finite diffusion rates of 

the precursor solutions within the template pores (Figure 3.11).  
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Copper Nanowires 

# Cu Conc. *  
Reducing 

Agent 
Solvent 

Template 

Pore Size 
Length Width 

Description 

of Results 

1 50 mM NaBH4 EtOH 
(A)50 nm 

1.6 ± 
0.27 μm 

65 ±  
12 nm 

Long 
partially 

filled wires 
(B)200 

nm 
0.9 ±  

0.2 μm 

184 ± 
25 nm 

Fragmented 
nanowires 

2 200 mM NaBH4 EtOH 50 nm  n/a n/a 
No wires 
produced 

3 50 mM 
NaBH4/ 

HCl 
EtOH : 
H2O** 

50 nm 
3.2 ±  

1.9 μm 
 

58 ±  
18 nm 

 

Longer and 
more filled 
nanowires 

4 50 mM 
NaBH4/ 

HCl 
H2O 50 nm  n/a n/a 

No wires 
produced 

5 

50 mM : 75 

mM (of 

reducing 

agent) 

NaBH4/ 

HCl 
H2O 50 nm  

 

1.5 ± 

0.92 μm 

 

 

92 ±  

15 nm 

 

Filled 

nanowires 

6 50 mM  
NaBH4/ 

NaOH 
H2O 50 nm  

2 ±  

0.76 μm 

85 ±  

27 nm 

Filled 

nanowires 

7 50 mM 
Hydrazin

e 
EtOH 50 nm  n/a n/a 

Template 
decom-
posed 

8 
Various 
concen-
trations 

Dimethyl-
amine-
borane 

EtOH 50 nm  n/a n/a  
No 

nanowires 
formed 

Table 3.2. Summary of reactions used to generate as-prepared Cu nanowires, subsequently 
isolated after systematic parameter variation. The results of sample # 5 and 6, highlighted in bold, 
consisted of solid, filled nanowires. Supplemental information table reprinted with permission 
from Ref. 53. Copyright 2014 American Chemical Society. 
 
*Note: All NWs were prepared using copper chloride (CuCl2) as the copper-containing precursor. 
The molar ratio of precursor to reducing agent was 1: 1, unless otherwise noted. **CuCl2 was 
dispersed in Ethanol as well as in NaBH4/HCl, solubilized in H2O.  
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 Figure 

3.11. SEM images of as-synthesized Cu NWs obtained using 50 mM NaBH4 and 50 mM CuCl2 

with 50 nm template pores. Results of sample #1A (See Table 2.2). Supplemental information 

image reprinted with permission from Ref. 53. Copyright 2014 American Chemical Society. 

 

 

 

3.3.2. Under Basic Conditions 

Unlike the case for Co nanoparticles, we observed that the Cu nanowires form upon 

reaction with NaBH4 instead of the boride, as confirmed by the absence of the boron Kα emission 

peak from EDS spectra for both the ~90 nm and the ~200 nm wires, respectively (Figures 3.2 & 

3.3). This observation may be possibly attributed to the more negative redox potential of Co.76 In 

addition to Cu’s evident reactivity with the reducing agent, we note that the role of the NaOH is 

to adjust the pH as well as to enhance the reduction process in water by generating metal 

hydroxides within the template pores.3, 4, 77 Consequently, we expect that the NW growth can be 

rationalized in terms of redox reactions, given in Equations (3.1) and (3.2) under basic conditions 

at room temperature.78, 79  

Cu2+ + 2 OH- → Cu(OH)2     (3.1) 

4 Cu(OH)2 + BH-
4  → 4 Cu + B(OH)-4+ 4 H2O   (3.2) 

 The use of NaOH to aid in the reduction of metals is not entirely new, as metal 

nanoparticles such as bimetallic Pt-Ni as well as elemental Co, Cu, Fe, and Ni have been prepared 

under these types of conditions.80 However, these reaction typically require the presence of 
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surfactants/polymers as well as consistent stirring.80, 81 As a result, our devised method reported 

herein requires neither surfactants nor stirring but rather a template and a minimum reaction 

duration of ~2 hours to prepare uniform nanorods. 

 

3.3.3. Under Acidic Conditions  

Additional experiments were conducted under acidic conditions. In a typical example, 50 

mM of HCl solution was prepared separately in water, and then added to the NaBH4 solution (in 

water) in one side arm with 50 mM CuCl2 precursor solution on the other half cell of the U-tube. 

HCl was used, because it is known to enhance the hydride generation associated with NaBH4, and 

as a result, may help to increase the rate of the reaction.82 Nanowire growth did in fact take place.  

From the XRD data, it was determined that elemental crystalline copper (Cu0) is present 

within the nanowires, as the observed peaks are in good agreement with the JCPDS #08-0836 

database standard. However, there are also additional peaks (2θ values of ~36° and ~62°) that 

correspond to the cuprous oxide (Cu2O), i.e. JCPDS #05-0667 database standard (Figure 3.12B). 

UV-visible analysis also confirmed the presence of Cu2O at a peak location of 378 nm,58 which is 

distinctive from the corresponding peak associated with Cu0 nanowires, analogously located at 

~607 nm (Figure 3.12D). The Cu0 nanowire peak is slightly red shifted from what has been 

previously found in the literature, but this observation may be potentially due to increased 

nanowire diameters, possible aggregation effects, as well as to the intrinsically higher aspect ratio 

of these nanowires.59, 83 The peak located in the 230-250 nm range may also be attributed to not 

only amorphous copper chloride but also the CuCl2 solution itself.  

 Due to the overwhelming presence of Cu2O, a second reduction step from previous 

literature,84 had to be incorporated in order to generate elemental Cu NWs. Based on HR-TEM 

data, after an additional reduction purification process, the nanowires displayed a d-spacing of 
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~2.23 Å, which is representative of elemental Cu (Figure 3.13B). Unfortunately, this process also 

yielded highly fragmented nanowires (lower left inset of Figure 3.13B).  

 

 

 

   
Figure 3.12. SEM image (A), XRD pattern (B), TEM image (C), and UV-visible spectra (D) of as-

prepared Cu NWs, synthesized under acidic conditions (i.e. 50 mM : 50 mM concentrations of CuCl2 

: NaBH4 in 50 mM HCl). Results of sample #6. Supplemental information image reprinted with 

permission from Ref. 53. Copyright 2014 American Chemical Society. 
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Figure 3.13. Results of sample #6 after the second reduction step. Before (A) and after (B) the 

reduction step, observed using HR-TEM analysis. Supplemental information image reprinted 

with permission from Ref. 53. Copyright 2014 American Chemical Society. 

 

3.3.4 Varying the Reducing Agent 

As mentioned previously, based upon the standard potentials of NaBH4 (E° = -1.24 V) 

with respect to Cu (E° = 0.34 V) and Ni (E° = -0.257 V), a spontaneous reduction reaction would 

occur under ambient conditions, as confirmed by the formation of as-prepared elemental 

nanowires. Nonetheless, other reducing agents have also been employed for our nanowire 

synthesis, such as hydrazine (N2H4, E° = -0.33 V) and dimethylamine borane ((CH3)2NH·BH3, 

DMAB). In a typical reaction, ethanolic solutions of hydrazine and CuCl2 were added 

simultaneously. Instantaneously, the solutions turned cloudy, and then, a darker hued impurity 

started to form. As a result, the reaction was stopped, the template was removed, and it was found 

that the hydrazine had been dissolving the template itself, thereby forming black copper particles, 

whereas the creamy residue likely represented the remnant template (Figure 3.14). Regarding 

DMAB, its reducing solution seemed to migrate and diffuse through the template pores slightly 

faster than the corresponding CuCl2 solution. This observation indicated that the local DMAB 

concentration was likely reduced to be less than 50 mM, which might conceivably have lowered 

the nanowire yield as a result. Not surprisingly, no crystalline nanowires were produced with 
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DMAB. From our study of the use of different reducing agents, we noted that NaBH4 is an 

excellent reducing agent of choice for our template-based co-precipitation method under ambient 

conditions.  

 

       
Figure 3.14. Image of as-prepared Cu NWs formed using a U-tube double diffusion device under 

ambient conditions. Nanowires were prepared using CuCl2 in EtOH and a reducing agent, i.e. 

hydrazine, dispersed in EtOH. Supplemental information image reprinted with permission from 

Ref. 53. Copyright 2014 American Chemical Society. 
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Nickel Nanowires 

 # 
Nickel 

Conc.* 

Reducing 

Agent 
Solvent 

Template 

Pore Size 

Average 

Length 

Average 

Width 

Description 

of Results 

A 25 mM NaBH4 EtOH 50 nm N/A N/A 
No wires 
produced 

B 50 mM NaBH4 EtOH 50 nm N/A N/A 
No wires 
produced 

C 75 mM NaBH4 EtOH 50 nm 
1.8 ± 0.7 

μm 
89 ± 10 

nm 
Filled 

nanowires 

D 
100 

mM 
NaBH4 EtOH 50 nm 

2.4 ± 1.1 

μm 

92 ± 10 

nm 

Filled 

nanowires 

E 25 mM NaBH4 EtOH 200 nm 
1.2 ± 0.7 

μm 
209 ± 17 

nm 
Hollow 

Nanotubes 

F 50 mM NaBH4 EtOH 200 nm 

 

4.7 ± 1.9 

μm 

 

215 ± 22 

nm 

Filled 

nanowires 

& some 

nanotubes 

G 75 mM NaBH4 EtOH 200 nm N/A N/A 
No wires 
produced 

H 100 mM NaBH4 EtOH 200 nm N/A N/A 
No wires 
produced 

Table 3.3. Summary of reactions used to generate as-prepared Ni nanowires, subsequently 

isolated after systematic parameter variation. Samples D and F, highlighted in bold, yielded the 

best results. Supplemental Information table reprinted with permission from Ref. 53. Copyright 

2014 American Chemical Society. 

 
*Note: All NWs were prepared using nickel chloride (NiCl2) as the nickel-containing precursor. 
The molar concentration of the sodium borohydride reducing agent precursor was maintained at 
50 mM, unless otherwise specified. 
 

3.3.5. Ni NWs   

In the context of reactions using templates possessing 50 nm pore sizes, with the reducing 

agent concentration set at a relatively constant concentration of 0.05 M, nickel precursor 

concentrations of 0.025 M and 0.05 M produced no Ni NWs, presumably due to a lack of a 

sufficient probability of necessary nucleation events within the template pores within a set time 

period. As a result, slightly higher, i.e. 0.075 M and 0.1 M, Ni concentrations were used and did 

in fact produce uniform, ~50 nm diameter wires (Figure 3.4). A reasonable reaction mechanism 
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to explain our observations is described as follows, in Equations (3.3) and (3.4), under basic 

conditions:  

   Ni2+ + 2 OH- → Ni(OH)2     (3.3) 

  4 Ni(OH)2 + BH-
4 → 4 Ni + B(OH)-

4 + 4 H2O    (3.4) 

 As for reactions within the larger 200 nm-diameter template pores giving rise to ~200 nm 

diameter wires (Figure 3.5), the previously mentioned Ni concentrations (i.e. 0.075 M (Figure 

3.15) and 0.1 M, respectively) were also tested, but these reaction conditions yielded either 

hollow nanotubes or essentially nothing of interest, i.e. no nanowires. As a result, the NaBH4 

concentration was maintained at 0.05 M, while the metal precursor concentration was 

systematically varied from 0.025 M to 0.1 M. We noted that as the reducing agent concentration 

was increased from 0.025 M (Figure 3.16) to 0.05 M, uniform filled wires were more likely to 

form. This observation may possibly be due to increasingly favorable intramolecular interactions 

between reagent molecules (i.e. homogeneous nucleation) versus less favorable intermolecular 

interactions with the pore walls (i.e. heterogeneous nucleation), as the reducing agent 

concentration increases.45 However, as the reducing agent concentration was increased even 

further (i.e. 0.075 and 0.1 M), no wires were produced in these larger sized template membranes, 

suggesting a narrow parameter window for reaction optimization. 
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Figure 3.15. SEM image (A) and EDS analysis (B) of as-synthesized Ni NWs obtained using 50 

mM NaBH4 and 75 mM of NiCl2 in ethanol (EtOH) with 50 nm template pores. Results of 

sample C. Supplemental Information image reprinted with permission from Ref. 53. Copyright 

2014 American Chemical Society. 

 

 

 

  
Figure 3.16. SEM image (A) and EDS analysis (B) of as-synthesized Ni NWs obtained using 50 

mM NaBH4 and 25 mM of NiCl2 in ethanol (EtOH) with 200 nm template pores. Results of 

sample E. Supplemental Information image reprinted with permission from Ref. 53. Copyright 

2014 American Chemical Society. 

  
 

3.4. Plausible Growth Mechanism 

 Plausible growth mechanisms for the metal nanowires and nanotubes are shown in Figure 

3.17. Based upon our previous work,48 we believe that the growth of the NWs within the PC 

templates follows a two-step process. In the first step, the precursor and the reducing agent 
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diffuse into the pore space and inevitably, the diffusion fronts intersect, resulting in the reduction 

of the metallic precursor and formation of metal seed nuclei. This initial rapid reduction followed 

by a nucleation process yields both a short polycrystalline NW segment within the template pore 

and a thin layer of metallic material on the outer surfaces of the template within the reducing 

agent half-cell. In fact, the formation of the metallic layer on the surface of the template facing 

towards and thereby exposed to the reducing agent half-cell can be observed visually within the 

initial stages of the reaction. In the case of Cu, we noted a red color, whereas for Ni, it was black 

in hue. In the second step, these isolated, disparate nucleation sites grow by extension throughout 

the porous template network. In a homogeneous nucleation scenario, as-formed metal nuclei 

preferentially self-assemble with each other into either filled wire-like or rod-like motifs, whereas 

in the analogous heterogeneous nucleation scenario, preferred confinement of growth along the 

pore walls themselves can therefore lead to the generation of primarily hollow tube-like motifs 

upon the elongation and self-assembly of the as-formed nuclei.  
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Figure 3.17. Plausible growth mechanism for Cu and Ni Nanowires (NWs) and Nanotubes (NTs) 

under room temperature conditions. Reprinted with permission from Ref. 53. Copyright 2014 

American Chemical Society. 

 

3.5 Conclusions  

Our lab has reported on a reliable, reproducible, and seedless growth under ambient 

conditions using a solution-based template methodology of difficult-to-isolate, crystalline, 

homogeneous elemental Cu and Ni nanowires with a plausible growth mechanism. Moreover, we 

have fulfilled some of the requirements of various green chemistry protocols, such as the use of 

relatively mild chemicals (i.e. metal chlorides & NaBH4), the incorporation of a non-hazardous 

and energy efficient synthetic technique (i.e. U-tube double diffusion), as well as the utilization of 

aqueous solvents (i.e. water). The porous polycarbonate templates we have used have enabled us 
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not only to control size but also to direct nanowire growth and morphology within the membrane 

channels. These nanowires have been extensively characterized using complementary optical 

spectroscopy, electron microscopy, as well as diffraction techniques. Moreover, the degree of 

oxidation of these nanowires was probed both qualitatively and quantitatively using both EDX 

and EELS.  

Additionally, parameters such as the reaction time, solvent, pH, and reducing agents were 

employed and confirmed that the reaction time must be at least 2 hours and that solvents such as 

water and ethanol may be used. As for pH, for Cu nanowires, under basic conditions, 

homogeneous nanowires formed. By contrast, under acidic conditions a second reduction step 

was needed to remove the presence of Cu2O within the nanowires. Lastly, by comparison with 

analogous reducing agents, DMAB and N2H4, NaBH4 remained the best for nanowire growth 

within the PC membrane. 

Moreover, an enhanced photocatalytic activity of metallic Cu and Ni nanowires 

(deliberately coupled with TiO2) was observed as compared with both bulk and commercial TiO2 

nanoparticulate control samples in the presence of two different and distinctive dyes, namely 

Methyl Orange and Methylene Blue, respectively. Both Cu-TiO2 and Ni-TiO2 composites, 

incorporating metallic NWs, gave rise to first order rate reactions for their respective dyes, 

implying comparable behavior with what had been previously observed in the literature. Overall, 

these functional improvements in performance could be primarily ascribed to active surface area 

and electronic enhancement effects associated with the composites as compared with TiO2 itself. 

 

3.6 Future Work 

3.6.1 Metal-catalyzed Organic Reactions 
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 Metal-mediated reactions have been recognized as powerful tools in several industrial 

processes such as phenol plymerization and Glaser-Hay alkyne coupling, to name a few.85 

Particularly, Cu-based catalysts remain rich in chemistry as it can easily act through one-electron 

or two-electron processes due to its different oxidation states (Cu, Cu+, Cu2+, and Cu3+).85 As a 

result, Cu catalysts enhance redox chemistry in a highly site-selective and stereoselective manner 

on either simple or complex molecules (i.e. hightly functionalized).86 Therefore, as an extension 

of our work, we plan to observe these as-synthesized Cu NWs as they catalyze various oxidation 

reactions such as benzylic oxidation, oxidation of hydrocarbons and alkanes to name a few. 

Moreover, these Cu NWs will also be applied to catalyze the metal-mediated amination reaction. 

3.6.2 Fuel Cell Application 

 As mentioned in the introduction, Cu has been extensively incorporated as catalysts for 

proton exchange membrane fuel cell (PEMFCs) reactions such as MOR and oxygen reduction 

reaction (ORR), due to its high catalytic activity and low cost.87, 88  Specifically, PEMFCs contain 

electrolyte that allows for protons to exchange from the anode (i.e. MOR reaction) to the cathode 

(i.e. ORR reaction) of the cell. These processes are further described in the following reaction 

equations (3.5-3.7): 

 

Anode:  H2 → 2H+ + 2e-                   E0 (V) = 0.00               (3.5)        

   Cathode: 1/2 O2 + 2H+ + 2e-→ 2 H2O      E0 (V) = 0.1.229          (3.6) 

 Overall: H2 + 1/2 O2 → H2O + Energy     E0 (V) = 0.1.229          (3.7) 

 

Though elements such as Cu have been immobilized onto Pt in order to enhance these 

reactions, most of these nanomaterials have been produced using high-energy protocols such as 

electrodeposition, high temperature wet solution methods, and heat treatments, to name a few.89-91 
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In using an ambient, surfactantless U-tube technique to produce Cu/Ni nanowires, the amount of 

expensive metals such as Pt can ultimately be reduced. The goal herein, is to utilize the U-tube 

method to synthesize M (M=Cu, Ni, Co, and Fe) NWs, and subsequently deposit Pt NPs to create 

heterostructured motifs and tested for their applications as catalysts for the ORR fuel cell 

reaction.92 Moreover, using the U-tube method may also aid in the generation of alloyed PtM 

NWs materials for these reactions as well. The goal here would be to investigate whether either a 

core shell configuration or an alloyed composition would generate the highest activity. Once the 

activities are observed, the aim would be to understand the underlying mechanistic interactions 

that are responsible for enhancing the activity.  

  Currently, alkaline fuel cells (AFCs) have also gained popularity they do not display the 

water management issues typically associated with the use of PEMFCs.93, 94 As a result, of 

alkaline electrolyte use, some major advantages include: 1) an increase in ORR activity, due to 

the kinetically favored and much faster reduction of oxygen to OH-  as compared with its acidic 

equivalent, 2) the circumvention of the corrosive acidic environment, and 3) the generation of 

comparable overall current densities to that of their acidic counterparts.94-96  

 In AFCs, electricity can be generated through two reactions: the ORR at the cathode and 

the hydrogen oxidation reaction (HOR) at the anode through the following equations 1 & 2. 

Overall: 2H2O + 2e- →  H2 + 4OH-                     (3.8)                                        

Anode:  H2 + 2OH- + 2e- → 2H2O                                                     (3.9)        

   Cathode:  O2 + 2H2O + 4e- →  4OH-                                                 (3.10) 

 

By analogy with PEMFCs, the use of AFCs broadens the scope to potentially more 

plentiful and less expensive metals that could be applied as catalysts. Metals such as Ni and Cu 

provide for cost effective and highly active catalysts to help replace expensive metals like Pt. 
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However, for the HOR reaction, Pt catalysts are generally not as good in alkaline electrolyte by 

comparison with their acidic counterparts. Specifically, Pt catalysts in alkaline media normally 

suffer from decreased kinetics with almost 2 orders of magnitude slower rates of reaction than in 

acid.95, 96  

Though Pt coupled with Ru, Au, Ag, and Cu have been tested for HOR, there has yet to 

be a systematic study utilizing only cost efficient metals such as Cu (as a reference), Ni, Co, and 

Fe NWs.97-100 Herein, the goal would be to again correlate the composition of either a core shell 

or alloyed motif of PtM NWs with their respective HOR activity in AFCs as well as to 

understand the underlying effects that influence their activities.  
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Chapter 4 - Correlating Size and Composition-Dependent Effects with 

Magnetic, Mössbauer, and PDF Measurements in a Family of Catalytically 

Active Ferrite Nanoparticles and Nanowires 
 
 
4.1 Introduction 

  
Nanomaterials denote structures with at least one feature size in the range between 1 and 

100 nm. As such, these structures have attracted significant research interest, due to their unique 

size-dependent optical, magnetic, electronic, thermal, and chemical properties as compared with 

those of the corresponding bulk. Specifically, one-dimensional (1D) nanomaterials, including but 

not limited to nanowires, nano-whiskers, and nanorods, have generated widespread attention, as 

they give rise to distinctive chemical and physical properties by comparison with their bulk 

counterparts.  

In particular, 1D nanomaterials can give rise to thermodynamic stability, physiochemical 

properties, and magnetic properties (i.e. hysteresis and Curie temperature) that are inherently 

dependent upon the nanowires’ length, diameter, inter-wire coupling, and chemical 

composition.1-3 Hence, due to these properties, magnetic 1D materials have been extensively 

probed for their potential use as viable components of spintronic devices, data storage media, and 

MRI contrast agents.4, 5 For example, ferromagnetic nanowires have recently been fabricated as 

building blocks for nanoscale magnetic logic junctions.6, 7 Hence, the flexibility and versatility of 

magnetic nanostructures are potentially of significant interest for various types of applications.  

Our lab has successfully synthesized a variety of magnetic materials such as various 

morphological manifestations of bismuth ferrite (Bi2Fe4O9 and BiFeO3), hematite (Fe2O3), 

yttrium manganese oxide (YMnO3), as well as a class of spinel ferrite (MFe2O4) nanoparticles 

using facile, generalizable, and relatively simplistic sol-gel template, molten salt, and 

hydrothermal syntheses, respectively.8-11 The resulting materials have been finely tuned for the 
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generation of a number of motifs, sizes, and shapes ranging from 1D nanowires, zero-

dimensional nanocubes, bulk sized materials (~100 nm nanoparticles), to ultra-small ~2 nm 

MFe2O4 particles, using controlled reaction parameters and thus finely tuning their magnetic 

properties.  

Of these magnetic materials, MFe2O4 (M= Co, Zn, Ni) nanostructures display 

superparamagnetic behavior coupled with high stability, which are particularly useful attributes 

for MRI and hyperthermia applications.4, 12, 13 In this thesis, the effects of chemical composition 

and size upon the magnetic properties of our as-prepared ferrites were probed using pair 

distribution function (PDF) analysis, electron microscopy, and SQUID magnetometry, 

respectively. Specifically, in terms of size, the structure maintained its spinel structure until it 

attained the ultra-small size regime (i.e. ~3 nm). Moreover, when the overall size decreased to 

ultra-small particles, superparamagnetic behavior was observed. Hence as an extension of this 

work, the focus of this thesis herein has been to confirm the overall structure of these Co-based 

ultrathin (i.e.~2 nm in diameter), superparamagnetic nanowires and to correlate their structure to 

that of the ultra-small, as-prepared Ni and Zn ferrite nanoparticles.   

Similarly, all ultra-small motifs (i.e. nanowires and particles) were prepared in the 

presence of 3-aminopropyltriethoxysilane (APTES) a molecule not typically used to control size. 

We consider that APTES may mimics the role and function of a surfactant. It is well known that 

the presence of surfactants can potentially alter the particle size of nanostructures by creating a 

barrier for mass transfer, modulating the surface energy and thus prevent nanoparticle 

agglomeration. However, our work has highlighted metal ion interactions between the APTES 

under basic environments as the primary reason for the resulting ultra-small particles. Hence, in 

an effort to further probe the synergistic effects that surfactant and base play on nanostructured 
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growth, a systematic study will be employed to confirm if indeed both entities aid in the overall 

morphology. 

 As a result, our contribution has been to use a generalized method for reproducibly 

synthesizing crystalline cobalt ferrite (CoFe2O4) nanowires of definable morphology and motif, 

while exhibiting chemical control over the metal ions within the spinel crystal structure. In so 

doing, we have attempted to correlate both morphology and chemical composition with the 

resulting magnetic properties of these nanowires by using SQUID magnetometry. Furthermore, 

we have also proposed a growth mechanism for the formation of these nanowire bundles by 

systematically varying the time, temperature, and surfactant used in the hydrothermal reaction in 

an effort to more precisely understand the role of each parameter in determining the resulting 1D 

anisotropic growth of these metal ferrite. Through these systematic variations, it is clear that the 

base (i.e. NaOH) as well as the surfactant/templating agent (i.e. APTES) play an inherent role in 

the growth of these nanowire bundles. 

 
 
4.2 Results & Disscusion  

 
4.2.1 Product Characterization 

 
TEM and HRTEM images of our crystalline ultra-small Zn (Zn2), Ni (Ni3), and Co (Co3) 

ferrites prepared in the presence of APTES at higher reaction temperatures (220°C) as opposed to 

the conventional temperature (190 °C) are shown in Figure 4.1A-C and Figure 4.1D-F, 

respectively (see Table 3.1). At the conventional temperature, all other ferrites such as Co1 

(~23.5 nm), Co2 (~14.9 nm), Ni1 (~87.3 nm), and Zn1 (~7.8 nm) were prepared in the absence of 

APTES as the surfactant.14 Nonetheless, on the basis of statistical measurements of several tens 

of nanoparticles, pertaining to each sample analyzed, the average diameters of our crystalline as-

prepared Zn and Ni, ferrites, i.e. the so-called “ultra-small nanoparticles”, were noted to be 3.1 ± 
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0.7 nm and 3.0 ± 0.6 nm, respectively. Upon extension of the reaction time to 6 hours, the 

presence of smooth nanowire bundles for the Co-based ferrite was observed, possessing an 

average length of 5 ± 0.25 μm and an overall width of 250 ± 23 nm. These bundles consist of 

individual nanowires characterized by widths of 2 ± 0.5 nm.   

Moreover, the crystallinity of our ultra-small nanoparticles and nanowires were further 

confirmed by HRTEM and SAED patterns (Figure 4.1D-F and respective insets). HRTEM 

images in particular revealed interlayer spacings, corresponding to the expected lattice parameters 

associated with the spinel cubic structure of Zn and Ni ferrites, respectively. Interplanar spacings 

were estimated to be ~0.253 nm and 0.249 nm, respectively, corresponding to the (211) planes. In 

addition, the associated SAED patterns shown in the insets could be indexed to the reflection of a 

pure, crystalline spinel cubic structure according to their respective JCPDS standards. 

Furthermore, we should note that the expected spinel crystal structure of these ultrathin NW and 

ultra-small nanoparticulate metal ferrite samples was confirmed by XRD, and these data are 

shown in the Figure 4.2.  
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Table 4.1. Reaction specifics, product characterization data, and surface area for MFe2O4 nanoparticles. All 
other ferrite reactions were conducted at 190°C for 12 hours without the presence of surfactant, unless 
explicitly specified under ‘Additional Notes’. APTES= 3-aminopropyltriethoxysilane 

'M' 
Sample 

# 

Product Characterization 

(morphology and size) 
Additional Notes 

Surface 

area 

(m2/g) 

Ni 3 
Particles; 

3.0 ± 0.6 nm 

NiSO4 precursor, 1 mL 
of APTES used; 

run at 220°C 
345.4 

Zn 2 
Particles 

3.1 ± 0.7 nm 

ZnCl2 precursor, 1 mL 
of APTES used; 

run at 220°C 
239.2 

Co 3 

 
Nanowires 

Avg. Length: 5 ± 0.25 μm 
Overall diam: 250 ± 23 nm 
Individual Wire diam.: 2 ± 

0.5 nm 

CoCl2 precursor, 1 mL 
of APTES used; 

run at 220°C 
52.79 

 

 
Figure 4.1. TEM images of nickel (A, Ni3), zinc (B, Zn2) and cobalt (C, Co3) metal ferrites prepared at 220˚C. 
High-resolution TEM images of single-crystalline nanostructures of nickel (D, sample Ni3), zinc (E, sample 
Zn2), and cobalt (F, Co3) metal ferrite samples. All scale bars for the low resolution TEM are either 40 nm (A 
and B) or 250 nm (C). Selected-area electron diffraction patterns (D-F insets) can be indexed to the cubic spinel 
structure ferrites. Images A-B and D-E reprinted with permission from Ref. 14. Copyright 2015 American 
Chemical Society. 
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Figure 4.2. XRD patterns of ultra-small nanostructures of (A) Ni (Ni3), (B) Zn (Zn2), and (C) Co 
(Co3) ferrite, respectively. The JCPDS standards (red line) used to index the ferrite are numbers 
74-2081, 821049, and 22-1086 for Ni, Zn, and Co ferrites, respectively. Supplementary images 
A-B reprinted with permissions from Ref. 14 Copyright 2015 American Chemical Society. 
 

 

4.2.2 Magnetic Measurements 

 In terms of the ultra-small nanoparticles, particularly the Zn2, the ZFC-FC curves of these 

samples are dominated by interparticle magnetic interactions, as evinced by the broad maxima of 

the ZFC curves and flattened ZF-curve below Tmax. Moreover, the 3 nm Zn ferrite posess MS 

values of ~7/5 emu/g and ~6.4 emu/g at 5 K and 300 K, respectively. As for the 3 nm Ni ferrite, 

the presence of a slight hysteresis was observed at 300 K with a small coercivity of 17 Oe. These 

ultra-small particles also evinced relatively low MS values (i.e. 12.1 emu g-1), as opposed to bulk 

NiFe2O4 (i.e. MS  = 55 emu/g).15 This observation overall may be potentially attributed to 

superparamagnetism at the nanoscale. 

It is important to note that for the Co NW bundles, the magnetization of the samples did 

not completely saturate, even in the presence of the largest applied magnetic field of 5 T. This 

effect is very pronounced for our ultrathin superparamagnetic silicate-coated Co ferrite 

nanowires, which also exhibit a large depression in their MS, i.e. ~3.6 emu/g, due to reduced 

interparticle dipole-dipole interactions (Figure 4.3E). Moreover, this is also a characteristic sign 
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of nanoscale magnetism, which can be attributed to spin canting at the nanowire surface,16 

meaning that the spins are not perfectly aligned. In addition to the low saturation magnetization, 

the low remnance Mr/Ms present at 5 K suggests the presence of the supporting silicate within the 

nanowires themselves. Previous studies have shown that larger sized SiO2-CoFe2O4 core-shell 

structures gave rise to a similar trend in both the saturation magnetization and the coercivity (Hc), 

an observation which was attributed to their small nanoparticle size of ~11 nm.17, 18  

Based upon previous ZFC-FC curves of these metal ferrite materials, particularly the Co 

series, it was observed that as the particle size decreased, the temperature at which the ZFC and 

FC curves diverged, i.e. the blocking temperature, TB,11 also diminished in magnitude. With the 

amorphous ultra-small 2.6 nm particles yielding a TB of ~45 K,14 by contrast, our ~2.0 nm 

crystalline individual NW bundles gave rise to a TB of ~15 K, above which superparamagnetic 

behavior is expected (Figure 4.3F).  
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Figure 4.3. M versus H curves (A, C, E) at 5 K and 300 K with ZFC-FC curves (B, D, F) with an 
applied field of 500 Oe for the Ni3, Zn2, and Co3 ferrites. Images A-D reprinted with 
permissions from Ref. 14 Copyright 2015 American Chemical Society. 
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Table 4.2. Magnetic characterization and surface area of Ni3, Zn2, and Co3. Magnetic 
characterization data were obtained from M versus H curves at 5 K and 300 K, along with ZFC-
FC curves at an applied field of 500 Oe. Note the unit (emu/g) is calculated for the total mass of 
the material.  

 

Name T (K) Hc (Oe) 
Ms 

(emu/g) 

MR 

(emu/g) 
Mr/Ms 

Tmax/TB 

(K) 

BET 

surface 

area 

(m2/g) 

Ni3 
5 

300 

160 

17 

40.8 

12.1 

8.69 

0.19 

0.21 

0.01 
29 345.4 

Zn2 
5 

300 
18.3 

- 
7.5 
6.4 

0.59 
- 

0.08 
- 

6 239.2 

Co3 
5 

300 
330 

- 
16.5 
2.7 

1.8 
- 

9.1 
- 

 
15 

 
52.79 

 

 

4.2.3. PDF Analysis on Magnetic Ferrite Nanoparticles. 

The premise of using the pair distribution function (PDF) is that materials are made of 

multiple elements, have large unit cells, and are often low dimensional or incommensurate 

structures.19 Increasingly also, they have aperiodic disorder with some aspect of the structure that 

is clearly different from the average crystal structure. In the case of nanoparticles, the very 

concept of a crystal is invalid, as the approximation of infinite periodicity is no longer a good 

one. Hence, the value added of a ‘total scattering’ experiment generating PDF data over a 

conventional powder diffraction analysis is the inclusion of diffuse scattering as well as Bragg 

peak intensities in the analysis, and the wide range of Q (the magnitude of the scattering vector) 

over which data are measured. ‘Total scattering’ data can be analyzed by fitting models directly 

in reciprocal-space.20  

Hence, in light of the extensive magnetization data collected and interpreted,14 we 

attempted to further understand and refine the crystal structure of the ferrite samples using PDF 
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analysis, which has already been previously applied to systems ranging from ultra-small CdSe 

quantum dots, with diameters of 2 nm to 4 nm, as well as to existing metal oxide systems, such as 

YMnO3 particles, measuring from 10 nm to ~467 nm.21, 22 However, though MgFe2O4 and 

CoFe2O4 have been analyzed in the past23-25 using PDF, the size regime of these specific particles 

was nominally 6 nm or higher, and these ferrite materials conserved their cubic spinel structure. 

Herein, we are currently the first to report on a PDF analysis of a range of variously-sized 

nanoparticulate metal oxide samples.  

For illustrative purposes, Co, Zn, and Ni ferrites with various size regimes were 

rigorously analyzed (Table 4.2 as well as Figures 4.6 and 4.7). The PDFs of all the ferrite 

nanoparticles are plotted in the r-range up to 40 Å in Figure 4.4. The PDF peaks for Co1, Co2, 

Ni1, and Ni2 samples are still strong at 40 Å where the end point is designated, indicating well-

ordered local structures in these materials. By contrast, the PDF peak intensities in Zn1, Zn2, and 

Ni3 samples diminish more quickly with increasing r values, indicating a smaller structural 

coherence for these samples. The PDFs with a high degree of structural coherence (i.e. Co1, Co2, 

Ni1, and Ni2) are very similar, suggesting these samples share the same structure with each other. 

However, apart from the reduced size of the particles, PDF patterns of Ni3, Zn1, and Zn2 are 

similar to the well-ordered Ni and cobalt PDFs, indicating that the underlying structure is the 

same.  

 In order to extract more quantitative structural information, we carried out PDF model 

fits, using the structural model for the cubic spinel space group  (No. 227), and calculated 

reasonable agreement values with the experimental Synchrotron Light Source XRD and electron 

microscopy diffraction data (Rw) as shown in Figure 4.5, with the fit results summarized in Table 

4.2. We should note that due to similar scattering potentials of the Co and Ni samples, the degrees 

of inversion (DOIs) were derived from previous Mössbauer experiments and were used in the 
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model fits.14 By an inspection of the fits, we observe a good agreement between the measured 

data and the simulated models for Co1, Co2, Ni1, and Ni2 with an Rw value of ~0.1. The 

structural features of these larger particles are well described by the cubic spinel model. As the 

particle size decreases, the fits become worse, being in the vicinity of Rw = 0.4 – 0.5. This 

indicates that there is some ‘unfit’ component in the signal which may originate from ligand 

effects, for example, of the small nanoparticles. In the ePDFs of Zn2 and Ni3, there is also a 

residual signal from the carbon grid that supported the nanoparticles, which was not completely 

subtracted during the background correction. Nonetheless, it is clear that the best-fit PDFs from 

the models explain the structure well, with calculated peaks lining up well with the measured 

PDF. We therefore trust the refinements quite well and the poor Rw can be attributed to signals 

from impurity components as opposed to a poor fit to the nanoparticle structures. The refined 

parameters show good agreement between the ultra-small and the larger nanoparticles.  

 The range of signal in the PDF, which indicates the range of structural coherence, is 

comparable to the physical size of the particles observed in the TEM. Both of these observations 

suggest that the degree of structural order in the ultra-small nanoparticles is actually rather small. 

In effect, they appear to be very small chunks of well-defined spinel material. Notably, all the 

samples, especially the Ni and Zn, exhibit a very high degree of inversion between the tetrahedral 

and octahedral sites. Initially, there appears to be no clear structural explanation for the different 

magnetic response of the ultra-small nanoparticles. As a result, to solve the crystal structure of 

these nanoparticles, the CoFe2O4 (Co3) nanowires were systematically probed by varying 

reaction time, temperature, surfactant, as well as control experiments in order to ascertain what 

other structures may be present within the material. 
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Figure 4.4. Measured PDFs for Co, Ni, and Zn ferrite nanoparticles of various sizes plotted in a 
r-range up to 40 Å. Image reprinted with permissions from Ref. 14. Copyright 2015 American 
Chemical Society. 
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Figure 4.5. PDF fits for as-prepared Co, Ni, and Zn ferrite NPs in an ‘r-range’ from 1 Å to 40 Å. 
The blue circles and red solid lines correspond to measured and simulated PDFs, respectively. 
The green solid lines offset below are the difference curves. Agreement factors, Rw, are displayed 
beside each model fit. Image reprinted with permissions from Ref. 14. Copyright 2015 American 
Chemical Society. 
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 Figure 4.6. A comparison between the calculated and measured PDF profiles of the Co1 
sample together with the contribution from each atomic pairs. The vertical dashed lines 
mark the peak positions. Supplementary image reprinted with permissions from Ref. 14. 
Copyright 2015 American Chemical Society. 
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Figure 4.7. A stack of PDFs of all samples in a r-range up to 10 Å with vertical dashed lines, 
indicating the specific atom pairs in the cubic spinel structure, as demonstrated by the Co1 
sample. Supplementary image reprinted with permissions from Ref. 14. Copyright 2015 
American Chemical Society. 
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4.2.4 Investigation of the Co Ferrite Nanowire Bundles 

4.2.4.1 X-ray Photoelectron Spectrscopy 

The Co NW bundles were further investigated using XPS in order to more 

accurately determine their precise chemical composition of crystalline and amorphous 

materials. Specifically, spectra were collected at binding energies associated with Fe 2p, 

Co 2p, and Si 2p transitions, respectively. The accumulated spectra were corrected for 

charge effects, normalized, and finally subjected to background subtraction. 

Deconvolution of these spectral features was achieved using the XPS PEAK 4.1 software. 

From the XPS spectra of CoFe2O4@MSiO4, Fe 2p3/2 peaks located at ~ 725 eV and 714 

eV can be identified with Fe2+ obtained from iron silicate.26 As for the Co spectra (Figure 

4.8B), the presence of Co (II) 2p3/2 & 2p1/2
 peaks centered at ~795 and ~779 eV, 

respectively, is indicative of CoFe2O4. In addition, the presence of Co (III) 2p1/2
 peak at 

higher binding energies, ~802 eV, is suggestive of the formation of Co silicates localized 

within an octahedral symmetry.27,28, 29 Finally, the Si 2p peak located at ~99 eV can be 

ascribed to the formation of SiO4
4+.28 The chemical composition of the sample was 

further quantified using the XPS software, wherein the ratio of CoFe2O4: FeSiO4: CoSiO4 

was 3.1: 1: 1.6.  From these data, it is probable that APTES indeed interacts with the 

metal ions forming amorphous metal silicates. The ratio information, generated by the 

XPS software, was later used as an input parameter for pair distribution function analysis, 

as explained in upcoming sections.  
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Figure 4.8. X-ray photoelectron spectroscopy data for Co NW bundles (Co3) 
highlighting (A) iron 2p3/2 and 2p1/2, (B) cobalt 2p3/2, and (C) silicon (Si) 2p transitions, 
respectively. Deconvolution of each of the accumulated spectra imply the presence of Fe 
silicates, Co silicates, and the silicate group SiO4 itself, respectively.  
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4.2.4.2 PDF Analysis 

 As previously mentioned, the quantitative ratios obtained from the XPS data were 

used for pdf analysis. Initially, when the spinel structure was used within the pdfGui 

software, the Rw value was ~0.8, which was similar to the Ni and Zn ultra-small 

nanoparticles. However, when the XPS ratios were input into the algorithm, the Rw value 

reduced from 0.8 to 0.2, as confirmed by the PDF fit (Figure 4.9). As a result, we can 

confidently state that we indeed possess constituents of both CoFe2O4 and metal silicates 

(MSiO4) within the Co NW bundles. This particular composition more than likely 

emanates from a synergistic interaction between the metal ions and the APTES 

surfactant, and will be further discussed in later sections.  

 

 
Figure 4.9. PDF fits for as-prepared Co ferrite NWs (Co3) in an ‘r-range’ from 1 Å to 40 
Å. The blue circles and red solid lines correspond to measured and simulated PDFs, 
respectively. The green solid lines offset below are the difference curves. 
 

 
 



 146

4.2.4.3. Plausible Growth Mechanism 

Temperature Dependent Study 

 Systematic variations in a number of reaction parameters such as temperature and 

time were employed in order to better understand the growth formation of ferrite 

nanowire bundles. For example, for the temperature-dependent study of 

CoFe2O4@MSiO4 bundles, the reaction time was increased in 20-degree intervals to a 

nominal reaction time of 6 hours, shown in Figure 4.1C. From this study, it was observed 

that at 180 °C (Figure 4.10A), a nebulous strand-like APTES coating surrounded and 

coated the as-prepared, ultra-small amorphous nanoparticles. Generally at this 

temperature, adsorption of APTES takes place through a dehydration process, wherein 

water molecules present in the reaction medium react with the ethoxy groups forming 

either silanols or linear silicate chains sharing oxygen atoms.30 As the temperature is 

increased to 200 °C, as shown in Figure 4.10B, nanoparticle aggregation and 

accompanying nanoscale strands were observed, features which could be potentially 

ascribed to the formation of metal ion seeds (i.e. Co, and Fe ions) and linear silicate 

chains, respectively. Nonetheless, these processes are suggestive of the occurrence of 

initial seed nucleation followed by particulate fusion into 1D strands.  

 It is plausible to hypothesize that the negatively charged silicate strands are 

electrostatically stabilized by the combination of positively charged Na+ and metal 

cations in solution, associated with NaOH and the relevant transition metal precursors.31 

As the temperature was further increased to 220 °C (Figure 4.10C), well-defined, 

crystalline nanowire bundles of presumably ferrites were observed. Moreover, residual 
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silicate remained present within the reaction medium so as to facilitate the formation of 

nanowire bundles. 

 
Figure 4.10. Representative TEM images of CoFe2O4@MSiO4 NWs bundles synthesized 
at 180°C (A), 200°C (B), and 220°C (C), respectively.  
 

Time-Dependent Study 

In parallel, a reaction time-dependent study was conducted at a fixed temperature 

of 220 °C. These efforts focused on further understanding the role of sodium hydroxide 

and APTES in enabling and facilitating the transformation of nanoparticles to nanowire 

bundles for the CoFe2O4@MSiO4. Hence, the concept was that the presence of sodium 

hydroxide would assist in the eventual synthesis of CoFe2O4@MSiO4 NW bundles. The 

time-dependent study began at 3 h, as crystalline materials were initially created at that 

time. After 3 hours at 220°C, nanoparticle aggregates were observed for CoFe2O4 as 

shown in Figure 4.11A. As the reaction time was additionally increased to 4 hours, the 

initial formation of nanoparticle aggregates evolved into the production of increased 

numbers of nanoscale strands (Figure 4.11B). Finally by 5 h of reaction time, as shown in 

Figure 4.11C and F, these nanoparticles had transformed and coalesced into more ordered 

and structured nanostrands of ferrites, assembled within a perceptible framework. This 
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degree of organization increased with ever greater reaction times, i.e. 6 h, resulting in the 

formation of recognizable NW bundles.   

 

 
Figure 4.11. Representative images concerning the time evolution of the (A, B, and C) 
Co ferrite nanostructures, associated with reaction time intervals of 3 h (A), 4 h (B), and 
5 h (C), respectively. 
 

Reaction Schematic 

Hence, based upon the combined temperature and time-dependent reaction 

studies, we can reasonably postulate that the predominant reaction mechanism herein 

involves an initial nucleation followed by aggregation and subsequently recrystallization 

to yield the resulting nanowires. That is, first, the bulky precipitate from the metal and 

surfactant precursors dissolve in water, forming smaller, more numerous and discrete, 

and relatively homogeneous metal silicate seeds (Figure 4.12A). These individual seeds 

then cluster, coalesce, and undergo an oriented attachment mechanism to form sheets 

(Figure 4.12B).32 This process presumably occurs through an oriented attachment 

mechanism, which would account for the formation of smaller particles to form larger 

structures as a result of favorable crystallographic or surface orientations.32  

Subsequently, the silicate seeds may form straight chain-like structures of 

repeating silicate molecules, wherein dangling oxygen atoms undergoes charge 
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compensation by surrounding sodium and metal ions. It is also worth mentioning that the 

existence of ionic channels for sodium has been demonstrated by using inelastic neutron 

scattering within sodium silicate structures and that furthermore, the Si-O network 

remains otherwise inert.33 Hence, this ionic and relatively conducting oxide ‘supporting 

framework’ may enable the local inclusion of transition metal cations, i.e. Co and Fe; it is 

plausible therefore that the presence of adjacent vacancies may thereby favorably facilate 

the formation of interfacial phases, such as CoFe2O4.  

Specifically, positively charged Na+ and transition metal cations can cluster 

together, and electrostatically neutralize negatively-charged linear silicate chains, thereby 

stabilizing them and facilitating the formation of strand-like structures of repeating 

silicate molecules (Figure 4.12C).33 It is then presumed that the simultaneous presence of 

APTES within the reaction medium assists in the stabilization of the nanostrands, enables 

their further anisotropic growth, and thereby eases their transformation into clusters of 

1D NWs, stacked into bundle configurations (Figure 4.12D).34  

A similar behavior was observed by Manjunatha et al., associated with the 

preparation of CdSiO3 nanobelts via a hydrothermal method.31 Specifically, both the 

CdSiO3 and CoFe2O4 nanowires employ the silicate precursor as a template to yield a 

linear straight chain with metal ions stabilizing this chain thereby forming ‘sandwich 

structures’ composed of alternating silicate and metal layers stacked one above the 

other.31 However, Manjunatha et al. did not observe a synergistic interaction between the 

silicate and Na+ ions nor did they attribute the presence of Na+ ions to the possibility of 

influencing the observed nanowire morphology, even though the silica source for the 

CdSiO3 nanobelts was indeed sodium metasilicate (Na2SiO3). Nevertheless, based upon 
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the observations of previous literature as well as from our own insights collected herein, a 

time evolution of nanowire formation is highlighted and summarized in our growth 

schematic, as depicted in Figure 4.12.  

 

 
Figure 4.12. A modified schematic representation of the proposed growth mechanism of 
metal ferrite nanowire bundles from Manjunatha et al. J. Mater. Chem. 2012, 22: pp. 
22392-22397.  
 
 
Control Experiments 

What is unique about our proposed formation mechanism is that we highlight the 

constructive and synergistic role of NaOH in terms of favorably promoting nanowire 

growth. Specifically, to further confirm our hypothesis concerning the synergistic effects 

of APTES and NaOH for nanowire growth, control experiments were performed in the 

absence of either APTES or NaOH precursors. These runs yielded primarily 

nanoparticles. Specifically, control experiments in the absence of NaOH were performed 

exclusively in water as well as in mixed water: ethanol (1:1 v/v) solutions. Interestingly, 
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after 6 hours in aqueous solution, nanowires began to form from the bulk-like precursors. 

Nevertheless, as the reaction time progressed from 6 to 24 hours, these Fe3O4 nanowires 

began to degrade into ultra-small nanoparticles (Figure 4.13A-C).  

Indeed, the implication is that APTES can induce the formation of linear chains, 

but in the absence of basic conditions, induced by the presence of Na+ ions for example, 

this linear template is not stabilized and the metal precursor seeds end up forming 

nanoparticles. This type of scenario ended up playing out in an aqueous water-ethanol 

solution, because initially after 6 hours, the Co ferrites had formed small but discernible 

1D building blocks circumferentially coated with ultra-small nanoparticles. Though it is 

certainly possible that crystal splitting of these rectangular blocks into nanowires could 

occur at longer reaction times, we instead observed the formation of discrete 

nanoparticles (Figure 4.13 D-F). These observations confirm the significance and the 

necessity of the simultaneous presence of both APTES and NaOH in bringing about the 

growth of anisotropic nanowires of CoFe2O4@MSiO4 in our systems.  

Surfactant-assisted growth protocols are common in the context of 1D materials, 

and are well understood.35-39 However, it is worth reinforcing that although APTES as the 

surfactant is definitely a major contributor to our nanowire bundle motif, we consider the 

presence of ionic species to be equally important determinants of the resulting 

morphology as well. Indeed, previous reports have indicated that Na+ ions can 

preferentially adsorb onto a particular facet and thereby promote40-42 one-dimensional 

growth within metal oxide systems.15,16  Herein, we propose constructive and beneficial 

synergistic interactions between the APTES surfactant and the Na+ metal cation, as 

essential and critical factors driving nanowire growth of CoFe2O4@MSiO4. 
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This concept of positive synergy between surfactants and metal ions and its 

resulting directing influence upon crystal growth has been previously documented. For 

example, the simultaneous presence of both cetyltrimethylammonium bromide (CTAB) 

and Ag+ ions enabled Au nanorod growth,43 whereas the concurrence of both Ca2+ and  

CTAB allowed for the generation of highly faceted iron oxides.44 From our control 

experiments, given the introduction of Na+ ions from the basic solution used, it is 

therefore feasible to envision a mutually complementary and synergistic interaction 

between APTES and the ions in solution with respect to nanowire formation.  
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Figure 4.13. Control experiments for the synthesis of CoFe2O4@MSiO4 nanostructures in 
the absence of NaOH. Reactions were run either in water (A-C) or in 1:1 volume ratios of 
H2O/EtOH (E-F) for 6, 12, and 24 hours, respectively. 
 
 
 
 Role of Silicate Derivatives 

To gain further mechanistic insights, we varied the identity of the surfactant used. 

Specifically, we sought alternatives to APTES, such as tetraethoxysilane (TEOS) and 

tetramethoxysilane (TMOS) possessing similar silicate groups in order to confirm the 

role of this particular surfactant in the observed nanowire growth. APTES is a surfactant-

like molecule possessing a silicate SiO3
2- head group in addition to an amine-terminated 

functional group, which can exist as a positively charged species under lower pH 

conditions. Our high pH, basic reaction conditions likely rule out that there are charged 

amines that may be either contributing to the formation of either electrostatic complexes 
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or acting as facet capping agents. Hence, we hypothesize that the silicate head group 

within APTES plays a role in directing morphology. 

To further rule out the effect of the amine functional group, ‘amine-less’ species, 

i.e. TEOS and TMOS, were substituted for APTES. The net result of these experiments 

was that we observed similar wire-like bundle morphologies by TEM (Figures 4.14B and 

4.14C). These results corroborate the role of the silicate functional groups in directing the 

resulting overall crystal growth. 

 
 

 
Figure 4.14. As-prepared Co ferrite nanowire bundles, created using various surfactants 
such as (A) aminopropyltriethoxy silane (APTES), (B) tetraethyl orthosilicate (TEOS), 
and (C) tetramethyl orthosilicate (TMOS), respectively.  
 
 
4.3. Conclusions 

We have developed a simple and efficient hydrothermal method for the synthesis of large 

quantities of single-crystalline MFe2O4 (where 'M' = Co, Ni, and Zn) nanoparticles and 

nanowires. We have explored a variety of experimental parameters in order to reliably 

tailor our synthesis in order to generate different chemical compositions, sizes, and 

morphologies. Of the parameters investigated, the nature of the precursors as well as the 

inclusion of surfactant represented the most critical factors to consider in terms of 

‘selecting’ for a specific chemical composition and particle size.  
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Indeed, by including APTES into the reaction solution, we could generate 

reasonably monodisperse, ultra-small nanoparticles and nanowires. Structural PDF 

analysis was performed on a series of MFe2O4 nanoparticles of various sizes, where the 

spinel structure was no longer maintained in the ultra-small size regime. Initially these 

ultra-small nanoparticles were thought to be MFe2O4, however upon closer analysis of 

the Co NW bundles, interactions between the metal ions and the APTES lead to the 

formation of another phase comprised of metal silicates under high temperatures and 

pressures. The presence of this additional phase was further corroborated by PDF 

analysis of the Co NW bundles. 

 In an effort to understand their function in nanowire growth of the Co sample, the 

roles of various precursors were probed. Hence, based on control experiments, such as (i) 

the absence of either APTES or NaOH precursors, as well as (ii) the substitution of 

APTES with TEOS and TMOS silicate derivatives, we conclude that the simultaneous 

presence of both APTES surfactant and NaOH is critical for enabling nanowire bundle 

growth. Hence it is reasonable to presume that a positive and constructive synergistic 

effect exists between APTES and NaOH and that favorable interactions between the two 

can favorably control nanowire growth. 

 As for the magnetic measurements, we discovered that superparamagnetism is 

only present in the ultra-small nanoparticles (≤ 4.0 nm) as well as the nanowires with 

very magnetic low saturation values. The presence of spin canting, uncompensated 

surface spins and magnetic anisotropy was observed for a majority of our samples; 

blocking temperatures associated with these systems were also discussed.  Moreover, our 

data are consistent with prior observations reported by other groups45, 46, 47 who have 
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noted that (a) differential ligand-surface interactions may be responsible for altering the 

observed surface spin-canting disorder and that (b) TB as well as Mr/Ms and Hc values 

generally increase with increasing nanoparticle size.
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Chapter 5 – Synthesis and Charge Transfer in a Novel Class of 

Luminescent Perovskite-based Heterostructures Composed of Quantum 

Dots Bound to RE-Activated CaTiO3 Phosphors 
 

 

5.1 Introduction 

 

 In recent years, ternary metal oxides, including either ABO3 or ABO4 

compositions, have been extensively investigated as a result of their exceptional 

dielectric, ferroelectric, pyroelectric, piezoelectric, magnetic, and semiconducting 

properties with possible applications as components in solid oxide fuel cells, gas sensors, 

steam electrolysis units, and photocatalysts for water splitting.1, 2 In particular, within the 

ABO3 perovskite structure, the A site cation is located in a 12-coordinated cubic 

octahedral geometry, while the B site cation is 6-fold coordinated with oxygen anions 

positioned within an octahedral geometry. Typically the larger cation resides in the A 

site, whereas the smaller cation is located in the center of the octahedra as the B site.3, 4  

Various techniques, such as co-precipitation, impregnation, in situ preparation 

methods, microwave, sol-gel, solvothermal, hydrothermal, molten salt, and solid state-

based syntheses have been employed to synthesize a number of classes of perovskites.5-9 

In particular, our lab has successfully achieved the generation of various motifs (i.e. 

nanotubes, nanowires, nanocubes, and nanoparticles) of the ABO3 perovskite system, 

including BiFeO3, LiNbO3, BaZrO3, BaTiO3, SrTiO3, and SrRuO3 using facile and 

readily scalable techniques such as but not limited to sol-gel, hydrothermal, and molten 

salt type reactions as well as a combination thereof.10-14 

Among these ABO3 systems is the orthorhombic phase of calcium titanate 

(CaTiO3), possessing a space group of Pnma. CaTiO3 is a particularly important 

perovskite, due to its biocompatibility, and has been used for example as a coating for Ti 
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implants.15, 16 Moreover, as a result of its wide band gap energy of ~3.7 eV,16, 17 it has 

also been incorporated as a component of functional electronic devices.18 In addition, it is 

also a key constituent of a synthetic rock known as Synroc, which is used to immobilize 

nuclear waste.19, 20 Furthermore, it is a typical incipient ferroelectric whose dielectric 

constant increases with decreasing temperatures, i.e. from εr  ≈ 170 at 300 K to εr  ≈ 330 at 

4.2 K, thereby leading to possible, potential applications in microwave devices.20, 21 

Though these perovskite structures are relatively stable, the A and/or B site cation 

may undergo lattice substitution with foreign cations maintaining either a distinctive 

oxidation state or a singular ionic radius, while preserving its inherent crystalline 

structure.5 Not surprisingly, a number of perovskite-type oxides, i.e. ABO3 (with ‘A’= 

Ca, Sr, or Ba; ‘B’ = Ti, Zr, or Si), have served as the host material for rare-earth-ion (Re) 

activators, such as Pr3+, Eu3+, and Tb3+, and have evinced intense red and blue-green 

luminescent properties, depending on the identity of the dopant itself.17, 18, 22-24 

Specifically, red-emitting phosphors, incorporating Pr3+ and Eu3+, are being explored for 

their applications in cathode ray tube (CRT) television displays.25 Moreover, CaTiO3 has 

also operated as a potential host lattice for large to medium-sized Re ions (i.e. La to Eu), 

which either selectively dope at the Ca-site via a Ca vacancy incorporation mechanism or 

integrate via a charge compensation mechanism when Re ions replace both the Ca and Ti 

site within the CaTiO3 lattice structure, according to theoretical calculations.20  

Similar perovskite systems, such as Eu-doped BaTiO3, have also yielded a 

correlation between the europium ion dopant concentration and the corresponding 

luminescence, as measured via pair distribution function analysis coupled with steady 

state photoluminescence (PL). Indeed, as the lattice underwent expansion with an 
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increasing mol % of Eu (i.e. 1-3 mol %), there was a direct impact upon luminescence.26 

However, no substantive explanation has been put forward to explain the nature of how 

either A-site or A/B-site localization affects the magnitude of the resulting observed PL 

enhancements.  

In general, the enhanced luminescent properties, observed within the combined 

host-rare earth ion dopant system, originates from the UV light-mediated promotion of an 

electron from the ground state of the host to the excited 5d state of the Re ion, which 

overlaps with the conduction band of the host. As a result, the electron can completely 

delocalize within the conduction band and auto-ionize (or emission of the outer shell 

electrons), thereby giving rise to a state involving the simultaneous generation of Ln3+, 

h+, and free e-. The capture of the free electron results in an energy emission due to 

excitonic recombination with some of the energy transferred to the re-emitting lanthanide 

4f state.6, 27 

In an effort to potentially control and further enhance these desirable luminescent 

properties, studies have sought to alter the concentration of the rare earth ion, to vary the 

synthesis reaction temperature, as well as to add in co-dopant species (such as Bi3+).6,28 

However, direct correlations between the synthesis technique and the resulting 

luminescence have yet to be thoroughly explored. The closest analogue to the current 

study in terms of intellectual direction and stated objectives is a recent work on calcium 

apatite nanoparticles (~50 nm) which had been either electrostatically adsorbed or grown 

in situ onto ~ 200 nm silica particles. Interpretation of the optical data on these systems 

did not yield any perceptible difference in the luminescence behavior either in the 

presence or absence of the silica spheres.29 
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As a result, our study is significant for three main reasons. First, to highlight the 

robustness and relative ease of formation of our heterostructures, we have focused on 

creating well defined and previously unreported motifs of RE (RE = Eu and Pr)-doped 

CaTiO3 prepared using two distinctive and complementary potentially milder synthetic 

methodologies, i.e. molten salt and hydrothermal syntheses. Interestingly, each 

methodology possesses its own advantages and disadvantages. For the molten salt 

method, it is a simple, cost-effective, and readily scalable technique, that uses salt as the 

reaction medium itself for reagent dissolution and product precipitation. Moreover, this 

synthetic technique generates relatively high yields of products (minimum of ~200 mg 

per run), and enables the production of highly crystalline materials.6 However, this 

method also gives rise to disadvantages such as insufficient size control and high 

nucleation rates, thereby resulting in agglomeration. By contrast, the hydrothermal 

method can lead to the production of crystalline, phase pure materials with little if any 

perceptible defects as well as to the fabrication of novel size-controlled morphologies. 

Nonetheless, at times, the size and shape distribution of materials prepared 

hydrothermally may be somewhat polydisperse.2 

Second, we have synthesized novel heterostructures, comprised of cadmium 

selenide (CdSe) quantum dots (QDs) immobilized onto porous RE-doped CaTiO3 

micron-scale structures, the last of which have been fabricated using the molten salt 

technique. Based on our previous investigations, particularly with QDs attached onto 

carbon nanotubes (CNTs), we have observed that coupling constituent moieties with 

unique size and composition-dependent properties can yield products with unforeseen 

characteristics as compared with their individual components.30, 31 This observation has 



 164

been the underlying theme of our systematic efforts to create novel and optically 

intriguing heterostructures created by attaching CdSe and CdS QDs onto various 

nanoscale motifs of (a) CePO4, (b) LaPO4, (c) CaWO4 as well as (d) calcium 

tungstate/molybdate-based systems, which had been doped with RE (with RE = Eu, Ce, 

and/or Tb).32-35 In that series of studies, we independently probed the effects of chemical 

composition, dopant identity, coverage, and morphology upon the resulting optical 

behavior.  

Therefore, of relevance for the current study, we noted that not only charge 

transfer from CdSe to LaPO4: Eu but also energy transfer from LaPO4: Eu to CdSe QDs 

were substantially more efficient processes with 3D as compared with 1D (i.e. one-

dimensional) heterostructures, possibly due to the nearly 3 times higher coverage density 

of QDs on the surfaces of the underlying 3D LaPO4 motif, thereby contributing to its 

more effective absorption capability of LaPO4: Eu emission.32 Moreover, to further 

emphasize the significance of morphology, we noted that the observed PL quenching of 

0D CaWO4 is greater than that of 1D CaWO4 within as-synthesized CaWO4 – MPA-

capped CdSe QD heterostructures, despite the slightly lower coverage and quantity of 

CdSe QDs attached and bound onto the underlying 0D versus 1D CaWO4 templates. We 

ascribed such unexpected behavior mainly to the higher PL output and PL quantum yield 

(QY) associated with the larger crystallite size of 0D CaWO4, which in turn generated 

more photoinduced charge carriers, thereby resulting in greater PL quenching as 

compared with the 1D CaWO4 motif.34 This finding is significant as it forms the basis of 

our study with 0D CdSe QDs on 0D CaTiO3, Moreover, it begs the question of whether a 
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porous host material will experience the presence of heightened numbers of photoinduced 

charge carriers as well.  

Third, it is worth mentioning that there have been only two prior reports on 

heterostructures, composed of as-prepared QDs coupled with perovskites, and these had 

been tailored for water splitting applications. Specifically, CdSe-SrTiO3 and CdS-

BaSnO3 composite heterostructures gave rise to improved photoelectrochemical 

performances with photocurrent densities of ~5 mA/cm2 and ~4.8 mA/cm2 at 0 V, 

respectively.36, 37 Herein, our emphasis is different and distinctive in that we have (i) 

purposely generated novel, previously unreported, crystalline, and porous spherical 

motifs of CaTiO3 and (ii) subsequently taken advantage of the favorable luminescent 

characteristics of their doped analogues to create unusual perovskite-based 

heterostructures with unique optoelectronic properties. Moreover, we have sought to 

more precisely understand the nature of the charge transfer properties within these 

systems.  

Specifically, with the addition of rare earth ion dopants, such as Pr3+ and Eu3+, 

within the perovskite structure, it is expected that luminescence will be observed. In fact, 

with Eu as the main dopant, the red emission intensity upon excitation at 330 nm has 

been found to be ~2x greater than the corresponding intensity of structures that had been 

excited using either near UV-visible (i.e. 395 nm) or blue visible (i.e. 467 nm) 

wavelengths, thereby implying an efficient energy transfer from the host material to the 

dopant ions.38, 39 By contrast, this wavelength-dependent excitation behavior, apparent 

with Eu, has not been definitively observed with Pr-doped materials. With the addition of 

an extra luminescent component, i.e. quantum dots, the recombination mechanisms will 
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be clearly affected, and it is therefore important to understand charge transfer in the 

underlying metal oxides incorporated within these heterostructures.  

Therefore, herein, previously unreported porous spherical motifs of Eu and Pr-

doped CaTiO3 micron-scale structures have been prepared using both customized molten 

salt as well as modified hydrothermal methods. The photoluminescent properties of these 

materials were separately measured and compared. We found that the molten salt method 

gave rise to metal oxides characterized by clearly superior photoluminescence 

performance as compared with hydrothermally derived samples. Therefore, for our 

subsequent photophysical studies, CdSe QDs were coupled onto the outer surfaces of 

these RE-doped CaTiO3 motifs, prepared via the molten salt method, so as to correlate 

luminescence as well as electron and/or charge transfer behavior with structure and 

morphology within these systems. 

 

5. 2. Results & Discussion 

5.2.1. Investigation of the Reaction Mechanism: Molten Salt 

 As previously discussed in Chapter 2, the MS method generally relies upon the 

choice of the salt medium to dictate the reaction temperature as well as chemical 

reactivity. Consequently, NaCl was chosen due to its melting point of  ~ 801°C, yielding 

an excellent solvent at lower temperatures (~820 °C) with respect to conventional solid-

state reactions (i.e. 1,000 °C to 1200 °C). For our MS synthesis, the salt was added in 

excess (~80 wt %), and the temperature was increased above its melting point to ensure 

uniform size distributions and morphologies for the RE-CaTiO3 systems.40  
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In addition to the salt, the metal precursors’ intrinsic solubility enhances material 

transport within the salt medium.40 Though this type of information is not heavily 

documented in literature, it is clear that for the calcium oxalate precursor, it is indeed 

highly soluble with a solubility of ~2.03 x104 mol/dm3 in NaCl.41, 42 In order to gain some 

insight to the plausible reaction formation of CaTiO3 nanostructures therefore, we 

propose a potential synthesis reaction defined by the following Equations 5.1 and 5.2: 

CaC2O4  → CaO + CO2 (g) + CO (g)              (5.1) 

CaO + TiO2 → CaTiO3            (5.2)        

  First, the calcium oxalate (CaC2O4) undergoes thermal decomposition, thereby 

forming carbonaceous species and calcium oxide (CaO). Subsequently after CaO 

production, the CaO and TiO2 nucleate and undergo Ostwald ripening to from CaTiO3.40 

 In an effort to determine whether this reaction is indeed viable under these 

temperature conditions, Gibbs free energy values were calculated at the precise reaction 

temperature of ~820 °C. To ascertain the reaction characteristics of our process (i.e. 

whether it be spontaneous or non-spontaneous), thermodynamic values (Table 5.1) for 

the metal precursors and the desired products, in the absence of the molten salt, were 

applied to the Gibbs free energy equation. From these calculations,  it was observed that 

Equation 5.1 is indeed a non-spontaneous reaction with ΔG°  = ~215.45 kJ/mol, wherein 

energy is needed to overcome the activation barrier and ultimately favor product 

formation. However, once the intermediate species, CaO, is formed, the subsequent 

reaction (Eqn. 5.2) is spontaneous and favorable at 820°C with ΔG°  = -338.07 kJ/mol, 

thereby producing the perovskite material.43     
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Compound ΔHf
° (kJ mol-1) S° (J K-1 mol-1) 

CaC2O4 -1674.9 156.5 

CaO -635.1 38.21 

TiO2 -938.7 49.9 

CaTiO3 -1661.4 ± 1.543 44 317.743 

CO2 (g) -393.52 213.80 

CO (g) -110.53 197.65 

Table 5.1. Thermodynamic parameters associated with possible intermediate species in 
the formation of CaTiO3. The parameters were obtained from Lange's Handbook of 
Chemistry,45 unless otherwise noted.  
 

 Initially, there should be cause for concern as thermal decomposition of CaC2O4 

is generally an unfavorable reaction, thereby possibly preventing perovskite synthesis. 

However, it is commonly known that the calcium precursor undergoes thermal 

decomposition wherein the carbon species are burned off between 400 – 600 °C and CaO 

begins to form.46 Moreover, based upon previous reports, calcium oxalate decomposition 

is predicted to follow a 3-step process (Eqns. 5.3 to 5.5): 

Step I: CaC2O4 H2O → H2O + CaC2O4                                   (5.3) 

Step II: CaC2O4 → CO (g) + CaCO3      (5.4) 

Step III: CaCO3 → CO2 (g)  +CaO     (5.5) 

 These steps include a series of dehydration, decarbonylation, and decarboxylation 

processes, with the rate limiting step being the decarbonylation process (Step II).47 In the 

work by Zadykowicz et al., the thermal reactivity of CaC2O4 was investigated by plotting 

the temperature dependence of the Gibbs free energy, i.e., Δr, TG° in particular. 

 Specifically, Δr, TG° may be calculated using the following equation: 
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Δr, TG° = -RTlnTK°       (5.6) 

wherein Δr, TG° is directly related to the equilibrium constant (TK°), R represents the gas 

constant, and T is indicative of the temperature. 

 From these studies, the temperatures needed to decompose CaC2O4 in the form of 

dehydration, decarbonylation, and decarboxylation processes were ~353 K, ~435 K, and 

~1,083 K, respectively.47 We can confirm therefore that our reaction temperature herein 

of ~820 °C is indeed a favorable one for all decomposition steps to occur. 

In addition to investigating the reaction mechanisms, we also carefully tested and 

varied a number of reaction parameters such as the molar ratios of titanium precursors, 

the nature of the surfactants, as well as the reaction times themselves in an effort to 

generate pure, homogeneous, and uniform RE-doped CaTiO3, in terms of size, shape, and 

morphology. A summary of our data from these collective runs as well as from 

complementary XRD results is presented in both Table 5.2 as well as in Figure 5.1, 

respectively.  
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# 

Precursors  

(Ratio is 1: 1 unless 

otherwise noted) 

Titanium 

Precursor 

Temp 

(ºC) 

Surfactant 

(mL) 

Time  

(h) 

Cooling 

Rate 

(ºC/min) 

Product (composition, morphology, size) 

Molten Salt Method 

(Titanium precursor): Pr doped sample 

A 
Calcium Oxalate and 

TiO2 
P25 TiO2 820 

No 
surfactant 

3.5 
Natural 
cooling 

Average Diameter: 65 ± 9 nm 
50% cubes vs 50% particles– Pure CaTiO3 

B 
Calcium Oxalate and 

TiO2 
P25 TiO2 820 

No 
surfactant 

3.5 Quenched 
Average Diameter: 65 ± 9 nm 

60% cubes vs 40% particles– Pure CaTiO3 

C 
Calcium Oxalate and 

TiO2 
P25 TiO2 820 

NP-9  
(1.75 mL) 

3.5 
Natural 
cooling 

Average Diameter: 58 ± 20 nm 
30% cubes vs. 70% spheres – Pure CaTiO3 

D 
Calcium Oxalate and 

TiO2 
P25 TiO2 820 

NP-9 
(2.33 mL) 

3.5 
Natural 
cooling 

Average Diameter: 76 ± 22 nm 
100% particles - Pure CaTiO3 

E 
Calcium Oxalate and 

TiO2 
P25 TiO2 820 

Triton X-
100 

3.5 
Natural 
cooling 

Pure CaTiO3 

F 
Calcium Oxalate and 

Bulk TiO2 
Bulk TiO2 820 

Triton X-

100 
3.5 

Natural 

cooling 

Average Diameter: 210 ± 22 nm 

100% Roughened particles – Pure CaTiO3 

G 
Calcium oxalate and 

TiO2 
P25 TiO2 820 

Triton X-
100 

3.5 
Natural 
cooling 

Average Diameter:  54  ± 13 nm  
50% cubes vs. 50% particles - Pure CaTiO3 

H 
Calcium Oxalate and 

TiO2 
5 nm TiO2 

NPs 
820 NP-9 3.5 

Natural 
cooling 

Avg. Diameter: 56 ± 33 nm 
30%  cubes vs. 70% particles – Pure CaTiO3 

Eu doped sample 

1 
Calcium Oxalate and 
2% Europium Nitrate 

Bulk TiO2 820 
Triton X-

100 
3.5 

Natural 
cooling 

Average Diameter: 210 ± 32 nm 
100% Roughened particles –Pure CaTiO3 

2 
Calcium Oxalate and 
4% Europium Nitrate 

Bulk TiO2 820 
Triton X-

100 
3.5 

Natural 
cooling 

Average Diameter: 220 ± 26 nm 
100% Roughened particles –Pure CaTiO3 

3 
Calcium Oxalate and 
6% Europium Nitrate 

Bulk TiO2 820 
Triton X-

100 
3.5 

Natural 
cooling 

Average Diameter: 290 ± 35 nm 
100% Roughened particles –Pure CaTiO3 

Table 5.2. Detailed Reaction parameters and product description for all reactions conducted using the molten salt method preparing either Eu or 
Pr-doped CaTiO3.
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Figure 5.1. XRD results for samples, prepared using the molten salt method with various 
titanium precursors. Supplemental image reproduced from Ref. 74 with permission from 
The Royal Society of Chemistry. 
 
 

5.2.1.1. Selection of the TiO2 Precursor 

 From the TEM and XRD (Figure 5.1) results, it is clear that the size of the 

titanium precursor source dictates the corresponding size of the desired perovskite 

product. Specifically, when using either 5 nm as-prepared TiO2 or commercially 

available (~25 nm) P25 TiO2, the resulting perovskite materials were formed with 

average diameters of ~ 54 nm and ~56 nm, respectively. However, upon inclusion of bulk 

TiO2 precursor, nanostructures possessing an average diameters of ~ 226 nm are 

produced. Additionally, the perovskite materials produced using bulk TiO2 precursor 
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yielded a more uniform morphology (i.e. micron spheres) by comparison with that 

generated using smaller sized Ti precursors. However, in terms of composition, no matter 

what the Ti source used, all products yielded a phase pure CaTiO3 in accordance with the 

JCPDS #22-0153 (Figure 5.1). 

 

5.2.1.2. Inclusion of Surfactant 

 Inspired by the goal and objective of achieving uniform and homogeneous 

particle control, surfactants were also investigated for improvements in this area. First, 

within a surfactant-free control experiment, various different types of morphologies were 

observed, such as cubes and particles (Sample B, Table 5.2). A similar trend was also 

noted upon inclusion of a nonionic surfactant (i.e. Triton X-100 or NP-9), depending 

upon the Ti source (Sample D and F). Ultimately, we found that Triton X-100 exhibited a 

significant degree of control and led to the production of uniform and monodisperse 

CaTiO3 microspheres in the presence of bulk TiO2 precursor. 

Interestingly, the nature of the interaction of surfactants with bulk material could 

be dependent upon the surfactant’s ability to form “reverse micelle” networks, in which 

the distances between the reactive metal ion species could be controlled with potential 

consequences for the resulting homogeneity of the desired product.48 Additionally, from a 

morphological standpoint, the presence of surfactant more specifically assists in the 

ability to generate fine precursor particles during the mechanical grinding process, 

thereby inhibiting aggregation and subsequently allowing for discrete nanostructure 

formation.49 Furthermore, surfactants may also play a role in terms of catalyzing the 

reaction process.48, 50  
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In spite of the potential role provided by surfactant inclusion, it is clear that 

surfactant decomposition takes place between 400-600°C. As a result, the question is: 

what then is the role of surfactant upon the overall morphology? This answer under 

molten salt conditions has still yet to be determined since the high molten salt reaction 

temperatures render it unlikely for surfactants to remain as intact and discrete entities 

within the molten flux.10 Nonetheless, though the actual function of the surfactant within 

the molten salt synthesis process is still debatable, we note that many different types of 

nanostructures have been synthesized under such conditions including but not limited to 

barium ferrite (BaFe12O19) nanoparticles, bismuth ferrite (Bi2Fe4O9) nanocubes, Eu-

doped yttrium oxide (Y2O3), ytterbium silicate, and sodium titanate (Na2Ti3O7 & 

Na2Ti6O13) nanowires.12, 48, 49, 51, 52  

 

5.2.2. Investigation of the Reaction Mechanism: Hydrothermal 

 For the hydrothermal method, initially a stock solution of calcium hydroxide 

(Ca(OH)2) was used as the calcium precursor. However, the precursor would precipitate 

out of solution, thereby leading to increases in the amount of TiO2 and CaO impurities. 

As a result, calcium chloride (CaCl2) was used in the presence of a base (i.e. NaOH), a Ti 

source (i.e. Ti foil), as well as an oxidizing agent (i.e. H2O2). The reaction proceeded as 

follows, as described by Eqns 5.7 to 5.9: 

CaCl2 + 2NaOH →  Ca(OH)2 + 2NaCl     (5.7) 

Ca(OH)2  → CaO + H2O       (5.8) 

CaO + 2H2O2 + Ti + → CaTiO3 + 2H2O     (5.9) 
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 In these reactions, the calcium chloride first reacted with the base to form a more 

soluble Ca(OH)2 solution. Subsequently, thereafter, the Ca(OH)2  underwent dehydration 

to form CaO. Based upon previous reports, the H2O2 is also responsible for etching the Ti 

foil, thereby producing spherical Ti, which then reacts with CaO to ultimately form the 

perovskite, CaTiO3. Moreover, with this relatively simple straightforward reaction, we 

can also negate the possibility for competing reactions. In particular, we note the 

potential for Ti to interact with NaOH and H2O2 thereby forming Na2Ti3O7. However, 

this reaction would most certainly lead to the formation of residual sodium titanate 

species within the desired product. We hypothesize that with our method, the initial 

reaction with CaCl2 and NaOH prevents Ti-associated competing side reactions from 

occurring.  For additional information concerning hydrothermal reaction parameters, a 

summary of our data from these collective runs is recorded in Table 5.3. 
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# 

Precursor 

Ratios (1M 

NaOH unless 

otherwise 

noted) 

Ti 

Precursor 

Temp. 

(ºC) 

Surfactant 

(mL) 

Time  

(hr) 

Cooling 

Rate 

(ºC/min) 

Product (composition, morphology, size) 

Hydrothermal Method 

F 

0.25 Ca(OH)2 

Stock Solution 
 

Ti foil 130 
No 

surfactant 
4 

Natural 
cooling 

Avg. Diameters: 278 ± 87 nm 
Large aggregates- CaTiO3-- with TiO2 and CaO impurities 

G 
0.5 M CaCl2 – 

30 mL  
Ti foil 180 

No 
surfactant 

4 
Natural 
cooling 

Avg. Diameters: 178 ± 87 nm 
Cubes - No CaTiO3-- with TiO2 and CaO impurities –  

Irreproducible 

H 
0.5M CaCl2 –  

10 mL 
Ti foil 180 

No 
surfactant 

4 
Natural 
cooling 

Avg. Diam.: 500 ± 154 nm  
 Microspheres with CaO4 impurity-- without HCl wash 

I 
0.25 CaCl2 –    

10 mL 
Ti foil 180 

No 
surfactant 

4 
Natural 
cooling 

Avg. Diam.: 380 ± 140 nm 
Microspheres with a reduced intensity of CaO impurities –   

without HCl wash 

J 
0.25 CaCl2 –    

10 mL 
Ti foil 180 

No 

surfactant 
4 

Natural 

cooling 

Avg. Diam.: 330 ± 97 nm 

Microspheres –   with HCl wash 

K 
0.25 CaCl2 –    

10 mL 
Ti foil 180 

No 
surfactant 

10 
Natural 
cooling 

Avg. Diam.: 500 ± 45 nm 
Microspheres with a reduced intensity of CaO impurities –   

without HCl wash 
Table 5.3. Detailed reaction parameters and product descriptions for all reactions conducted using the hydrothermal method involved 
with preparing Pr-CaTiO3 microspheres. Table reproduced from Ref. 74 with permission from The Royal Society of Chemistry. 
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5.3. Structural Characterization  

5.3.1. Optimized Pr-doped CaTiO3 

In effect, we were able to successfully demonstrate the synthesis of pure Pr doped 

CaTiO3 using both the molten salt (MS) and hydrothermal methodologies. The 

corresponding XRD patterns, shown in Figures 5.2A and B and associated with both 

synthetic techniques, unequivocally reveal that our as-prepared samples evinced a pure 

cubic perovskite structure, possessing a space group of Pnma. These findings agree with 

the JCPDS standard #22-0153 with little if any detectable impurities observed in either 

sample. Additionally, the crystallite sizes for both hydrothermal and molten salt-prepared 

perovskites were calculated using the Debye-Scherrer Equation, and these data yielded 

crystallite domain size dimensions of ~29.9 and ~38.1 nm, respectively. Upon closer 

analysis of the XRD spectra (Figure 5.3), it is evident that for both the molten salt and 

hydrothermally prepared samples, the Pr replaces the underlying Ca ions, constrains the 

lattice and results in a peak, which is upshifted to ~33°.  

 Moreover, the sizes and morphologies of both molten salt and hydrothermally 

prepared Pr-doped CaTiO3 motifs were investigated using a combination of TEM and 

SEM. With respect to the SEM analysis, representative images are shown in Figures 5.4A 

and B. Specifically, Figure 5.4A can be ascribed to the molten salt-prepared Pr-doped 

CaTiO3 micron-scale spheres, possessing average diameters of 226 ± 30 nm. Analysis of 

the corresponding TEM image in the inset to Figure 5.4A yielded average diameters of 

210 ± 22 nm, which are consistent with the SEM data. Based upon XRD, it is clear that 

these structures are composed of constituent ~38.1 nm particles closely fused within a 

spherical motif. From both electron microscopy images, it is moreover clear that the 
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external surfaces of the micron-scale spheres appear to be slightly roughened and 

corrugated with a surface area of ~ 8.7 m2/g (Table 5.4). This magnitude of surface area 

is comparable to previous literature reports on perovskites that had been previously 

prepared at similar reaction temperatures.53   

 As for the hydrothermally synthesized Pr-doped CaTiO3 samples, the 

representative SEM image in Figure 5.4B confirms the formation of porous micron-scale 

spheres with average diameters of 330 ± 97 nm. The TEM image in the inset to Figure 

5.4B gives forth similar morphologies maintaining average diameters of 304 ± 85 nm. 

From these images, it is apparent that the resulting porous micron-scale spheres likely are 

composed of high-surface-area aggregates, characterized by smaller constituent 

nanoparticulate units, measuring ~29.9 nm, concentrically arranged and assembled. This 

observation was corroborated by our BET data, wherein our as-prepared perovskites 

exhibited a relatively large specific surface area of ~ 51.9 m2/g (Table 5.4), a finding 

consistent with the intrinsically porous nature of our CaTiO3 perovskite structures.54  

In addition, a series of high-resolution TEM (HRTEM) images for both molten 

salt prepared and hydrothermal treated perovskite samples (i.e. Figures 5.5B & E) 

revealed expected interlayer d-spacings, corresponding to the orthorhombic phase of the 

host material, CaTiO3. Specifically, the measured d-spacings of 0.278 nm and 0.279 nm, 

respectively, were consistent with the anticipated (112) lattice plane within CaTiO3. 

Complementary SAED patterns (Figures 5.5C & F) highlight the presence of distorted 

diffraction spots, which can be potentially attributed to the overall polycrystallinity of the 

micron-scale structures. Nevertheless, careful analysis of the diffraction patterns indicates 

that the data are consistent with the expected perovskite host material, i.e. CaTiO3.  
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Figure 5.2. XRD patterns of as-prepared, luminescently desirable 0.2 molar percent Pr-
doped CaTiO3 microspheres, generated via molten salt (top, black) and hydrothermal 
(middle, red) methodologies. The JCPDS no. 22-0153 database standard is shown for the 
bulk orthorhombic perovskite, CaTiO3 (bottom, blue). Image reproduced from Ref. 74 
with permission from The Royal Society of Chemistry. 
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Figure 5.3. X-Ray Diffraction patterns of (A) 0.2%, 0.05%, 0.1%, and 0.5% Pr-doped 
CaTiO3; associated peak shifts (B) for a signal centered at a 2θ value of ~47 degrees; as 
well as peaks shifts (C) for the molten salt-prepared (black) and hydrothermally-
generated (red) 0.2% Pr-doped CaTiO3 samples, centered at a 2θ value of ~33 degrees. 
Supplemental image reproduced from Ref. 74 with permission from The Royal Society of 
Chemistry. 

 
 

 
 

C 
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 Figure 5.4. Representative SEM images of (A) molten salt-derived Pr-doped CaTiO3 
and (B) hydrothermally-treated Pr-doped CaTiO3 with the corresponding TEM images 
highlighted in the insets to (A) and (B). Scale bar is 1 μm for each SEM image shown. 
Image reproduced from Ref. 74 with permission from The Royal Society of Chemistry. 
 
 
 
 
 
 
 
 
 
 
 
 

Name  Surface Area (m2/g) 

Pr-doped CaTiO3: MSS (molten salt syn.) method 8.79 
Pr-doped CaTiO3: Hydrothermal method 51.9 

Eu-doped CaTiO3: MSS (molten salt syn.) method 9.56 
Table 5.4. BET surface area analysis of as-prepared samples of lanthanide ion-doped 
CaTiO3. Table reproduced from Ref. 74 with permission from The Royal Society of 
Chemistry. 
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Figure 5.5. Representative (A and D) TEM and (B and E) HR-TEM images, as well as 
the corresponding SAED (C and F) patterns, associated with bare Pr-doped CaTiO3 
prepared using both molten salt and hydrothermal methods, respectively. Image 
reproduced from Ref. 74 with permission from The Royal Society of Chemistry. 
 

 

5.3.2. Eu-doped CaTiO3 

 To deal with the issue of possible dopant-induced structural distortions, we should 

note that the Eu-doped CaTiO3 also evinced a pure cubic perovskite structure itself, and 

that the structural characterization data agreed with the JCPDS standard without the 

presence of any detectable impurities (Figure 5.6A). By analogy with the Pr-doped 

sample, the XRD spectra highlights a upshifted peak position centered at a 2θ value of 

~33°, indicative of a lattice expansion wherein the Eu (~109 pm) ion substitutes for the 

larger Ca (~140 pm) ion at the A site. Various molar concentrations of Eu3+ have been 

successfully incorporated within the CaTiO3 lattice. Based on the XRD data (Figure 5.7), 
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for all of the molar % concentrations probed, the crystal lattice becomes more spatially 

constrained, through the preferential replacement of the Ca ion with Eu at the A site.55-57 

 The size and morphology of our molten salt-prepared Eu-doped CaTiO3 motifs 

were investigated using a combination of TEM and SEM data. With respect to the SEM 

(Figure 4B), the roughened spherical motifs averaged ~290 ± 35 nm in diameter, whereas 

with TEM (inset of Figure 5.6B), the structures measured ~315 ± 27 nm in diameter. 

Additionally, the SEM analysis (Figure 5.8A and C) of a series of analogous Eu-doped 

SrTiO3 and BaTiO3 microspheres revealed similar size dimensions to that of CaTiO3–

based motifs, with overall diameters noted to be ~262 ± 37 nm and ~243 ± 32 nm, 

respectively. The corresponding XRD patterns, shown in Figures 5.8B and D, reveal that 

the chemical compositions of our as-prepared samples agree with the JCPDS standards 

#73-0661 and #31-0174 with little if any detectable unforeseen impurities observed in 

either sample analyzed, i.e. Eu-doped SrTiO3 and BaTiO3, respectively.  

 

 

 
Figure 5.6. Representative (A) XRD pattern, as well as (B) SEM and (inset of B) TEM 
images of Eu-doped CaTiO3, prepared using the molten salt technique. Image reproduced 
from Ref. 74 with permission from The Royal Society of Chemistry. 
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Figure 5.7. X-Ray Diffraction patterns of (A) 0.2%, 0.05%, 0.1%, and 0.5% Eu-doped 
CaTiO3 and associated peak shifts for a signal centered at a 2θ of ~33 degrees. 
Supplemental image (SI) reproduced from Ref. 74 with permission from The Royal 
Society of Chemistry. 
 

Figure 5.8. Representative SEM (A and C) and XRD patterns (B and D) of Eu-doped 
SrTiO3 and BaTiO3, respectively, using the molten salt synthesis technique. Image 
reproduced from Ref. 74 with permission from The Royal Society of Chemistry. 
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5.3.3. CdSe QD - Perovskite Heterostructures 

 Both of the Pr: CaTiO3 - CdSe and Eu: CaTiO3 - CdSe heterostructures were 

formed using a procedure developed by our group and which has been previously utilized 

and reported for the creation of composite-based systems.32, 33, 35, 58 According to Figure 

5.9, the CdSe quantum dots immobilized onto the outer surfaces of the CaTiO3 exist as 

either small aggregates or clusters of several dots, as opposed to individual QDs. This 

phenomenon has also been observed in our previous studies, involving ligand exchange 

and the formation of associated heterostructures. This observation has been attributed to 

QD aggregation during the ligand exchange process.32 High-resolution TEM images have 

demonstrated that the d-spacing of the underlying material, i.e. 0.385 nm, can be well 

correlated with the (101) lattice plane of CaTiO3, while the measured d-spacings of 

individual dots within the group of particles can be ascribed to the CdSe (100) lattice 

plane. Additionally, the indexed selected area electron diffraction (SAED) pattern is 

consistent with the presence of both CaTiO3 and CdSe.  

STEM images along with their corresponding elemental maps are highlighted in 

Figures 5.10A-E and 5.11A-E, wherein we find an even, uniform, and homogeneous 

spatial distribution of the various constituent elements (i.e. not only Ca, Ti, and O but 

also Cd and Se) within the CdSe-modified, Pr and Eu-doped CaTiO3 heterostructures, 

which is, as expected. We note that a reduced Cd and Se intensity would likely be 

indicative of the lower overall concentration of quantum dots and suggestive of a 

quantitatively decreased particulate coverage onto the underlying titanate motifs. 

Nevertheless, our data are supportive of a fairly even and spatially uniform distribution of 
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this element within the CaTiO3 host. Indeed, results on the presence and localization of Pr 

and Eu elements can be found in particular with Figures 5.12 and 5.13, respectively. 

 

 

 

 Figure 5.9. Representative (A) HR-TEM image as well as the corresponding SAED (B) 
pattern, associated with heterostructures composed of CdSe QD attached onto Pr-doped 
CaTiO3 porous spherical motifs. Image reproduced from Ref. 74 with permission from 
The Royal Society of Chemistry. 
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Figure 5.10. (A) Dark-field STEM image of CdSe QDs anchored onto Pr-CaTiO3 
heterostructures. Elemental mapping of the same region as measured by energy 
dispersive X-ray spectroscopy, highlighting the spatial elemental distribution of (B) Ca, 
(C) Ti, (D) O, (E) Cd, and (F) Se, respectively. Scale bar is 1 μm for each image. Image 
reproduced from Ref. 74 with permission from The Royal Society of Chemistry. 
 
 
 

 Figure 5.11. (A) Dark-field STEM image of CdSe QDs anchored onto Eu-doped CaTiO3 
heterostructures. Elemental mapping of the same region as measured by energy 
dispersive X-ray spectroscopy, highlighting the spatial elemental distribution of (B) Ca, 
(C) Ti, (D) O, (E) Cd, and (F) Se, respectively. Scale bar is 1 μm for each image. Image 
reproduced from Ref. 74 with permission from The Royal Society of Chemistry. 
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Figure 5.12. (A) Dark-field STEM image of CdSe QDs anchored onto Pr-doped CaTiO3 
heterostructures. Elemental mapping of the same region, as measured by energy 
dispersive X-ray spectroscopy, highlighting the spatial elemental distribution of (B) Ca, 
(C) Ti, (D) O, and (E) Pr, respectively. Scale bar is 1 μm for each image. SI image 
reproduced from Ref. 74 with permission from The Royal Society of Chemistry. 
 

 
Figure 5.13. (A) Dark-field STEM image of CdSe QDs -Eu-doped CaTiO3 
heterostructures. Elemental mapping of the same region highlighting the spatial elemental 
distribution of (B) Ca, (C) Ti, (D) O, and (E) Eu, respectively. Scale bar is 1 μm for each 
image. SI image reproduced from Ref. 74 with permission from The Royal Society of 
Chemistry. 
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5.3.4. Optical data collected on Pr-doped CaTiO3 and Corresponding Heterostructures 

The incorporation of Pr3+ ions within CaTiO3 microspheres was further confirmed 

via PL measurements for samples prepared by both molten salt and hydrothermal 

methods. Indeed, both spectra (Figure 5.14) display red emission peaks, located at ~611 

nm, corresponding to the 1D2 to 4H3 transitions of the Pr3+ ion.59-61 However, the PL 

emission intensity associated with the molten salt sample appears to be approximately 

three times greater than that observed for the corresponding hydrothermally prepared 

perovskite counterpart. This finding may be possibly related to inherent structural 

differences of the perovskite products themselves, such as variations in the inherent 

constituent crystallite domain size (i.e. ~38 nm versus 29.9 nm, respectively) for instance, 

associated with the disparate reaction temperatures used to prepare these 2 different 

samples, namely 820 °C versus 180 °C for the molten salt versus hydrothermal reactions 

respectively.  

 Upon closer analysis of the relevant XRD data and specifically of the peak 

positioned at ~33°, there appears to be a more dramatic upshift associated with the 

hydrothermal sample as compared with its molten salt-prepared counterpart. These 

results are consistent with a relatively higher degree of substitution (i.e. 0.2 mol % 

concentration) of Pr for the underlying Ca framework ions associated with the 

hydrothermal sample as compared with its molten salt derived analogue (Figure 5.2). 

Though each synthesis technique uses the same amount of Pr precursor, it can be inferred 

based on the XRD peaks, that a decreased Pr concentration is integrated within the 

molten salt prepared perovskite sample.  
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 Hence, the quantity of Pr in and of itself is insufficient to explain the dramatic 

increase in the red luminescence. A more plausible explanation for this observed 

difference in the red emission intensity can be put forth, based upon cumulative XRD and 

BET analysis. Specifically, we note that the hydrothermally-derived sample maintained a 

high surface area, a large degree of polycrystallinity, as well as the presence of multiple 

facets, which may have introduced surface defects, such as oxygen vacancies, that could 

have acted as surface trap sites for excited electrons within the Pr-doped CaTiO3 itself, 

thereby potentially inducing unfavorable PL quenching.62 Therefore, based on this insight 

into sample quality, in order to facilitate our optical data interpretation and analysis, the 

CdSe QDs were subsequently attached onto pure and crystalline molten salt-prepared 

samples so as to better understand the nature of potential energy and charge transfer 

within the resulting heterostructures.  

Nonetheless, for both synthesis techniques developed, another PL emission peak 

was observed at ~563 nm (Figure 5.14), and this signal could be attributed to electron-

hole recombination by energetic defects within the CaTiO3 matrix. These surface defects 

(i.e. indicative of structural disorder induced at either a short or intermediate range) are 

primarily caused by the presence of titanium (Ti3+) d-orbital surface states appearing at 

relatively higher oxygen vacancy concentrations.63, 64 Moreover, the PL emission peak of 

the bare CaTiO3 was observed at ~561 nm (Figure 5.15), again further confirming the 

expected identity of the peak profile associated with Pr-doped CaTiO3 samples.63  

Additionally, PL emission spectra were collected on various mole percent 

concentrations (i.e. ‘x’ = 0.05, 0.1, 0.2, and 0.5) of Pr-doped CaTiO3 materials, obtained 

using an excitation wavelength of 325 nm, as shown in Figure 5.16. By analogy with 
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previous Pr-doped CaTiO3 samples analyzed in the literature, the PL emission resulted in 

peaks positioned at ~563 and ~611 nm, corresponding to the intrinsic CaTiO3 perovskite 

structure and to the 1D2 to 3H4 transition of Pr3+, respectively. As expected, the measured 

PL intensity increased with increasing dopant molar percent concentrations, i.e. from 

0.05 to 0.2 mol%, with 0.2 mol % evincing the highest PL red emission intensity 

observed. It is noteworthy that when the concentration was further increased to ~0.5 mol 

%, the PL signal apparently decreased, possibly due to a concentration quenching effect, 

wherein the Pr3+ acted as a trapping center and consequently, the excess energy dissipated 

non-radiatively.27, 65 As a result, in order to maximize signal-to-noise ratios and therefore 

to acquire quantitative insights into as-obtained data, the acceptably performing 0.2 mol 

% Pr doped CaTiO3 was used as the model system with which to subsequently attach 

MPA-capped CdSe QDs in order to observe potential charge and/or energy transfer 

behavior. 
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Figure 5.14. Photoluminescence emission of 0.2 mol % Pr-doped CaTiO3 prepared by 
molten salt and hydrothermal methods, respectively, and collected at an excitation 
wavelength of 325 nm. Image reproduced from Ref. 74 with permission from The Royal 
Society of Chemistry. 
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Figure 5.15. Photoluminescence emission profile of bare CaTiO3. SI image reproduced 
from Ref. 74 with permission from The Royal Society of Chemistry. 
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Figure 5.16. Photoluminescence emission data collected with various concentrations of 
Pr-doped CaTiO3 prepared using the molten salt reaction protocol with data acquired at 
an excitation wavelength of 325 nm. Image reproduced from Ref. 74 with permission 
from The Royal Society of Chemistry. 
 

 The steady state PL of MPA-capped CdSe QDs and of the complementary MPA-

capped CdSe QD-porous Pr-doped CaTiO3 heterostructures were collected upon 

excitation at 460 nm, shown in Figure 5.17A, a wavelength chosen in order to induce QD 

emission. This specific wavelength was primarily used to obtain the emission profile of 

only CdSe QDs themselves. At this wavelength, the absorption of CaTiO3 is negligible, 

because the excitation energy at 460 nm is significantly lower than that needed to 

properly excite Pr-doped CaTiO3 itself (i.e. 325 nm). According to Figure 5.17A, within 
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experimental error, the PL intensity and position of the MPA-capped CdSe QD -Pr-doped 

CaTiO3 heterostructures are similar to that of the MPA-capped CdSe QDs alone. 

Analogous optical behavior has been observed with our prior work on comparable MPA-

capped CdSe QD - CaWO4 heterostructures.58 

 Upon excitation at 325 nm (Figure 5.17B), the as-obtained PL spectrum of the 

composite heterostructure exhibits a pair of emission peaks localized at 553 nm and 611 

nm that can be ascribed to contributions from CdSe QDs and Pr-doped CaTiO3. It is 

evident that the PL spectrum of the composite heterostructure incorporates a convolution 

of signals derived from both constituent components. Moreover, when compared with the 

PL emission profile of each individual component subunit, namely CdSe QDs and 

CaTiO3 themselves, it is apparent that the PL intensities of all of the observed peaks 

within the heterostructure have been quenched to some extent. Comparable behavior has 

been previously observed with our analogous QD-CePO4: Tb systems in which we 

attributed the ‘quenching’ effect to charge transfer between CdSe and CePO4: Tb. By 

analogy, under 325 nm irradiation, it is plausible to postulate that the excited electrons 

within the CB of Pr-doped CaTiO3 are transferred and favorably donated to the 

corresponding CB of CdSe QDs, thereby resulting in a reduction in the CaTiO3: Pr3+ 

emission intensity within the resulting heterostructures themselves, since the CB of 

CaTiO3 is higher in energy than the analogous CB of CdSe, as shown in Figure 5.24A.   

Nonetheless, by contrast with the case of CePO4 attached to QDs, the possibility 

of hole transfer from CdSe QDs to Pr-doped CaTiO3 in our current system herein is 

rather low, because the VB of our QDs is higher than that of the corresponding VB of Pr-

doped CaTiO3 (Figure 5.23). Therefore, any observed quenching phenomena associated 



 194

with our CdSe QDs upon 325 nm excitation would likely arise from either (i) an electron 

transfer (as opposed to a hole transfer) process emanating from CdSe QDs to Pr-doped 

CaTiO3 or (ii) the possibility of a higher fraction of increased non-radiative decay 

processes. As highlighted in Figure 5.24A, the photo-generated electrons within CdSe 

QDs most likely possess a higher intrinsic energy as compared with the conduction band 

of CaTiO3, a scenario which should give rise to plausible electron transfer.  

It is worth mentioning that we have ruled out large and significant contributions 

from any possible energy transfer between CdSe and CaTiO3. Indeed, as evinced by 

previous report66, in heterostructures incorporating either luminescent organic dyes or a 

bound system of inorganic materials and quantum dots, CdSe QDs nominally act as the 

energy transfer donors, if such a process is favored to occur at all. However, in our 

specific case, the spectral overlap between the emission spectra of CdSe QDs (λem = 553 

nm) and the corresponding absorption spectra of Pr-doped CaTiO3 (λabs ~ 325 nm) is in 

fact rather minimal, and in effect, there is little if any overlap. Therefore, the energy 

transfer process in and of itself is unlikely to be a major contributor to the PL quenching 

within these heterostructures.  

 In order to better support our assertion that only charge transfer occurs within our 

composite system, excitation spectra of all the individual components of these 

heterostructures were collected. As we have observed in Figures 5.18 and 5.19C, the 

CdSe quantum dots do not appear to give rise to absorption at either 611 nm or 613 nm, 

namely the specific emission peak positions of Pr-doped CaTiO3 and Eu-doped CaTiO3, 

respectively. Similarly, neither Pr-doped CaTiO3 nor Eu-doped CaTiO3 can be excited by 

the absorption of light centered at 553 nm, which denotes the emission peak position of 



 195

MPA-capped CdSe quantum dots. Because these 2 materials are excited at essentially 

very different wavelengths, it is likely that there is a lack of a spectral overlap (and hence, 

substantive interaction) between the underlying CaTiO3 host and the immobilized CdSe 

QDs, thereby essentially ruling out the likelihood of energy transfer. We believe this 

assertion corroborates our overall narrative, and highlights the relatively greater role and 

importance of charge transfer herein. 
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Figure 5.17. PL emission spectra of MPA-capped CdSe QDs, Pr-doped CaTiO3, as well 
as MPA-capped CdSe QD –Pr-doped CaTiO3 heterostructures under (A) 460 and (B) 325 
nm excitation, respectively. Image reproduced from Ref. 74 with permission from The 
Royal Society of Chemistry. 
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Figure 5.18. UV-Visible spectra of Pr-doped CaTiO3, bare CdSe QDs, as well as Pr-
doped CaTiO3 structures, decorated with CdSe QDs. SI image reproduced from Ref. 74 
with permission from The Royal Society of Chemistry. 
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 Figure 5.19. Excitation spectra of Pr-doped CaTiO3, Eu-doped CaTiO3, and MPA-
capped CdSe QDs. Emission data were acquired at their respective emission peak 
positions. SI image reproduced from Ref. 74 with permission from The Royal Society of 
Chemistry. 
 
 

5.3.5. Optical data collected on Eu-doped CaTiO3 and Corresponding Heterostructures 

 PL emission spectra were collected on a complementary set of heterostructures, 

created from various molar percent concentrations (i.e. ‘x’ = 0, 2, 4, and 6) of a different 

dopant, i.e. Eu3+, within CaTiO3, using an excitation wavelength of 397 nm, as shown in 

Figure 5.20. The characteristic Eu3+ emission bands located at 547, 590, 623, 650, and 

692 nm can be assigned to a number of f-f transitions of the RE3+ ion, specifically the 
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5D1-7F1, 5D0-7F1, 5D0-7F2, 5D0-7F3, and 5D0-7F4 transitions, respectively, of Eu3+. By 

analogy, the PL intensity increased with increasing molar percent concentrations with a 

maximum observed with a 6 mol % material, i.e. yielding the highest PL red emission 

intensity observed. As a result, using this quantity as an ‘optimal’ composition, 6 mol % 

of Eu-doped CaTiO3 was subsequently attached onto MPA-capped CdSe QDs in order to 

observe subsequent charge and energy transfer behavior.  

 Furthermore, this ‘optimal’ 6% Eu composition was taken as a ‘standard’ with 

which to draw comparisons with the optical properties of other perovskites including 

SrTiO3, BaTiO3, and CaTiO3. For the PL spectra, the expected Eu3+ emission bands, 

corresponding to the f-f transitions, were observed for all of the perovskite titanate 

structures probed. However, from the collected PL spectra (Figure 5.21) of all of the 

various metal titanates analyzed, the Eu-doped CaTiO3 evinced the highest measured PL 

red emission intensity.  

 From theoretical calculations, it has been postulated that this mid-sized rare earth 

metal undergoes an energetically favorable substitution with Ca, via a Ca oxygen 

vacancy within the CaTiO3 host, whereas with BaTiO3 and SrTiO3, Eu can substitute at 

either the A or B sites.20 Moreover, BaTiO3 and SrTiO3 appear to evince increasing 

binding energies for rare earth ion dopant cations of decreasing size.20 Since Eu3+ is a 

medium-sized ion (~109 pm), it is plausible that the binding energy for Eu3+ is reduced 

within both Ba (~149 pm) and Sr (~118 pm) titanates with respect to CaTiO3 (Ca2+ = 

~132 pm and Ti4+ = 74.5 pm), and that therefore, the potential for Eu dopant 

incorporation is more favorable within the CaTiO3 lattice. Hence, this phenomenon of an 

increased stabilization for Eu with the surrounding CaTiO3 may possibly be due to not 
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only the increased Coulombic attraction but also the higher charge density associated 

with the Ca vacancy for Eu3+.20 

 In terms of the corresponding MPA-capped CdSe QD-Eu-doped CaTiO3 

heterostructures (red curve), as indicated in Figures 5.22 and 5.24B, using an excitation 

wavelength of 399 nm, we noticed that the PL quenching of the CaTiO3: Eu component is 

more significant and apparent, denoting behavior indicative of either (i) electron transfer 

occurring from Eu-doped CaTiO3 to the CdSe QDs or (ii) a larger proportion of 

competing non-radiative decay processes. By contrast, the quenching of the CdSe QDs 

themselves is almost negligible, especially by comparison with the corresponding 

behavior of MPA-capped CdSe QD – Pr-doped CaTiO3 heterostructures. Indeed, due to 

the higher redox potential of MPA as compared with CdSe QDs and therefore 

unfavorable band alignment present, it is reasonable to assert that both the photoinduced 

holes trapped within MPA and the holes and electrons confined in QDs are not likely to 

migrate into Eu-doped CaTiO3, thereby explaining the minimal reduction of the PL 

output associated with the CdSe QDs incorporated within these heterostructures (Figure 

5.23). 



 201

 

Figure 5.20. PL emission spectra of various molar % concentrations (i.e. 0, 2, 4, and 6%) 
of Eu-doped CaTiO3, prepared using the molten salt method. Data were collected at an 
excitation wavelength of 399 nm. Image reproduced from Ref. 74 with permission from 
The Royal Society of Chemistry.  
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Figure 5.21. PL emission spectra obtained at 6 mol % concentrations of Eu-doped 
CaTiO3, BaTiO3, and SrTiO3, prepared using the molten salt method. Data were collected 
at an excitation wavelength of 399 nm. Image reproduced from Ref. 74 with permission 
from The Royal Society of Chemistry. 
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Figure 5.22. PL emission spectra of MPA-capped CdSe QDs, Eu-doped CaTiO3, as well 
as MPA-capped CdSe-Eu-doped CaTiO3 heterostructures under (A) 460 and (B) 399 nm 
excitation, respectively. Image reproduced from Ref. 74 with permission from The Royal 
Society of Chemistry. 
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Figure 5.23. Potential electronic energy diagram, illustrating the energy band alignments 
associated with CdSe QDs anchored onto CaTiO3 doped with Pr and with Eu, under an 
excitation of 460 nm incident light. CB = conduction band; VB = valence band; LUMO = 
lowest unoccupied molecular orbitals; and HOMO = highest occupied molecular orbitals. 
Image reproduced from Ref. 74 with permission from The Royal Society of Chemistry.  
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 Figure 5.24. Potential electronic energy diagram, illustrating the energy band alignments 
associated with CdSe QDs anchored onto CaTiO3 doped with Pr and with Eu, as well as 
the potential for corresponding charge transfer (CT), taking place within the 
heterostructure, under the excitation of 325 nm (panel A) and 399 nm (panel B), 
respectively. CB = conduction band; VB = valence band; LUMO = lowest unoccupied 
molecular orbitals; and HOMO = highest occupied molecular orbitals. Image reproduced 
from Ref. 74 with permission from The Royal Society of Chemistry. 
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5.4. Conclusions 

 Our work has elements of novelty in both synthesis and photophysics in an effort 

to predictively control optical behavior in nanoscale systems. Specifically, for the first 

time, a family of novel porous, crystalline, chemically pure, and micron-scale spherical 

motifs of RE-doped CaTiO3, measuring ~200 to 350 nm in overall diameter and 

composed of individual constituent nanoparticles with diameters of ~30 to 40 nm, has 

been reliably prepared using both the molten salt as well as the hydrothermal methods. 

Based upon PL observations, our molten salt-derived samples evinced an increased red 

emission intensity possibly due to several factors, such as their slightly larger crystallite 

size, higher reaction temperature of formation, as well as greater surface area. 

Consequently, molten salt prepared samples of CaTiO3 were generated with varying RE 

molar percentages in order to achieve the most ‘optimized’ photoluminescent material. 

Moreover, the optical behavior of Eu- doped CaTiO3 was compared with that of their 

related perovskites, i.e. BaTiO3 and SrTiO3, in order to observe the efficiency of each 

perovskite as a host material for the dopant substituent Eu3+ ion.  

 Based upon PL measurements, amongst the samples tested, it was observed that 

CaTiO3 served as the most appropriate host for Eu, due to an increased Coulombic 

attraction and a higher charge density for the dopant ion. As a result, ‘optimized’ 

concentrations of 0.2 and 6 mol % of Pr and Eu-doped CaTiO3 structures, respectively, 

were decorated with CdSe QDs in order to observe and account for novel energy and 

charge transfer behaviors. In terms of the optical properties of the as-prepared 

heterostructures, enhancements of PL intensities were noted upon excitation under UV-

visible light (i.e. 460 nm), owing to the surface passivation effect.  Nevertheless, the 
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predominant storyline within the heterostructures themselves was the observation of 

effective charge transfer and/or non-radiative decay processes from CdSe to CaTiO3 and 

vice versa, as verified by quenching effects of the PL profiles associated with the 

individual constituent components. In addition, due to the distinctive alignment of energy 

levels associated with the two discrete dopants, we found that the Pr-CaTiO3 and Eu-

CaTiO3 yielded dissimilar but nevertheless fundamentally predictable quenching 

behaviors. In effect, the optical behavior of the heterostructures was effectively 

controlled by the luminescence properties of the activators, the host lattice, and the QDs 

as well as by their relative energy band level alignment. 

 

5.5. Future Directions 

 
5.5.1 Solar Water Splitting 

 
 Photoelectrochemical (PEC) water splitting has become an attractive candidate 

for H2 production and storage. In principle, efficiencies greater than 30% can be achieved 

in a cost-effective and reasonably environmentally friendly fashion.67 A typical PEC 

device consists of a photoanode and cathode immersed in water containing an electrolyte. 

 The photoanode is usually a semiconductor (i.e. a metal oxide) that absorbs light 

and subsequently generates electron-hole pairs. The electrons are then transported to a 

metal cathode (i.e. Pt), often aided by an external bias, and H2 generation therefore occurs 

at the cathode as a result of the reduction of protons by electrons.67 The holes left behind 

at the photoanode oxidize water molecules to O2 and protons. To achieve photocatalytic 

water splitting using a single photocatalyst, the band gap of the semiconductor must 

straddle both the reduction and oxidation potentials of water, which are +0 and +1.23 V 
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vs. normal hydrogen electrode (NHE), respectively, when the reactant solution is set at a 

pH of 0.68-73 

The demands for an effective PEC material are many, including the need for (i) 

effective light absorption and charge carrier generation in the solid, (ii) charge separation 

and transport in the solid and at the solid-liquid interface, as well as (iii) charge carrier 

extraction and electrochemical product formation at the solid-liquid interface.67 Yet, 

nanomaterials do offer unique potential as possible catalysts for PEC applications.  

 From this study, we have observed efficient charge transfer between CdSe QDs 

and CaTiO3.74 Moreover, as previously mentioned, QDs associated with perovskite (i.e. 

BaTiO3) materials for photoelectrochemical (PEC) water-splitting applications are only 

now being explored. As an extension of our prior work, we plan to systematically explore 

the relationship between the synthetic methodologies used (i.e. MS method & 

hydrothermal), the ligand effect, as well as their corresponding efficiency of our 

heterostructures for the water splitting process. Specifically for the ligand effect, various 

linkers such as MPA and mercaptohexanoic acid (MHA) will functionalize the surface of 

the QDs and attach to the surface of the metal oxide through electrostatic interactions. 

Additionally, to confirm the presence of ligand effects such as MPA and MHA, ligand 

free-controls will be incorporated within the PEC device.  

 

5.5.2 PDF analysis 

 From a structural perspective, concerning RE-doped CaTiO3, it has been observed 

that as the dopant concentration (i.e. 2-6 mol%) of Eu is increased, the measured 

photoluminescence also correspondingly increased. On the other hand, beyond a 0.2 mol 
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% Pr dopant level, the photoluminecent properties appeared to diminish.75 However, 

these observations still lack a structural rationale as to understanding the nature of and 

possibly correlating the enhanced photoluminescence.  

 Therefore, in order to observe the overall spatial distribution of dopant ions, PDF 

analysis will be utilized in order to interrogate the crystalline structure of these 

nanomaterials as well as the local atomic environment of their respective dopant ions. 

Scenarios to account for dopant ion placement may involve either the creation of a 

vacancy or the replacement of A/B sites within the crystal lattice. Hence, PDF analysis 

should enable us to precisely spatially correlate dopant ion distribution and density with 

overall photoluminescence observed. 
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Chapter 6- Absence of Cytotoxicity towards Microglia  

of Iron Oxide (α-Fe2O3) Nanorhombohedra  
 
6.1 Introduction 

 
6.1.1. Microglia  

 
 Microglia cells represent the first line of defense against disease or injury within 

the CNS.1 As a result, microglia play key roles within neurodegenerative diseases (i.e. 

Parkinson’s and Alzheimer’s) and respond quickly to injury.2 Specifically, studies have 

shown that microglia cells are constantly surveying the brain parenchyma, ready to 

respond to potential threats.3 During this ‘surveying’ state, microglia cells may serve 

under both physiological as well as pathological conditions. Specifically, when the CNS 

is healthy, the microglia maintain homeostasis by supporting the formation of neural 

circuits and phagocytose apoptic cells, to name a few.4, 5 However, under pathological 

conditions, the microglia transition from a resting state (i.e. long branched filaments) to 

an activated state (i.e. spherical shaped motifs without branched filaments), thereby 

initiating an inflammatory response. These responses include the upregulation of 

microglial receptors and cytokines as well as microglial proliferations.2, 6  

 Within minutes of an injury, microglia cells respond to adenosine triphosphate 

(ATP) through purinergic (P2) receptors.7, 8 Subsequently, the microglia move quickly 

toward the site of injury, thereby releasing pro-inflammatory cytokines as well as 

removing cell debris.6 Based upon previous studies, the first pro-inflammatory cytokines 

released within an hour, post-injury, are tumor necrosis factor alpha (TNFα), interleukin-

1beta (IL-1β), and interleukin-6 (IL-6).2, 9 When the release of cytokines takes place, the 

microglia’s activated form is termed as a pro-inflammatory state (M1) as opposed to an 

anti-inflammatory state (M2), characterized by the production of interleukin-10 (IL-10). 
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Though there are two forms of activated states, M1 predominates within the site of injury 

for at least 28 days post-injury.10 Herein, in this chapter, we aim to investigate the M1 

activation of microglia cells upon engulfment of iron oxide nanostructures.  

 
6.1.2. Relevance of Nanomaterials 

 
Nanomaterials, comprising nanoscale structures measuring between 1 and 100 nm 

in size, have attracted significant research interest due to their unique structure-dependent 

physical properties. Recently, concerns have been raised over the potentially deleterious 

effects of these nanomaterials on human health and the environment.11-13 From a 

toxicological perspective, nanoscale materials can induce different types of cellular 

responses, characterized by a variety of distinctive uptake mechanisms, such as 

endocytosis, mediated for example by receptor-specific target sites.14-16  

For a given nanomaterial, morphology (e.g. in terms of its size and shape) is 

thought to be one of the key factors that can decisively determine the observed degree of 

its cytotoxicity and cellular uptake. Indeed, significant effort, including from one of our 

groups in particular, has been involved with systematically synthesizing novel motifs of 

diverse classes of nanomaterials, such as but not limited to derivatized carbon nanotubes 

(CNTs), rare earth ion-doped cerium phosphate (CePO4) nanowires, silicon dioxide 

(SiO2) nanotubes, titanium dioxide (TiO2) nanostructures, and zinc oxide (ZnO) 

nanowires and nanoparticles, to analyze their potential for biomedical applications. The 

objective of that prior body of work had been to correlate size, shape, morphology, and 

chemical composition of nanomaterials with their corresponding uptake mechanisms in 

an effort to probe and understand their individual and collective impact upon cellular 
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toxicity, in general.17-24 In effect, we had been interested in determining the factors that 

control nanoscale toxicity. 

 The model system we study herein is related to a family of magnetic iron oxide 

(Fe3O4) nanostructures that has already been well studied. Indeed, nanoparticulate 

magnetite have previously been extensively investigated for incorporation into diverse 

applications, including for biological fluids, tissue-specific release of therapeutic agents, 

anti-cancer drug delivery systems, hyperthermia, and contrast enhancement for magnetic 

resonance imaging (MRI).25-28 In this context, the study of their potential toxicology to 

cells has served as a valuable means of gauging the viability, biocompatibility, and 

overall practicality of this magnetic iron oxide platform for ubiquitous use in these 

assorted contexts.29 Nevertheless, the use of Fe3O4 for biomedical applications has been 

limited by issues associated not only with particle inhomogeneity and cost concerns but 

also with its inability to effectively differentiate between tumors and artifacts arising 

from bleeding, metal deposits, and/or calcification in T2-weighted MRI images.30 

A common, companion material to Fe3O4, i.e. hematite (Fe2O3), possesses a 

rhombohedral crystal structure with a R3c space group.31 However unlike Fe3O4, 

hematite can exist in different crystallographic forms such as alpha-hematite (α-Fe2O3), 

beta-hematite (β-Fe2O3), gamma-hematite (γ-Fe2O3), and epsilon-hematite (ε-Fe2O3), 

with α-Fe2O3 and γ-Fe2O3 as the most familiar motifs. Particularly, α-Fe2O3 has been 

synthesized as different morphologies, including as particles, cubes, and rods, and has 

been incorporated as functional components of gas sensors, CO oxidation catalysts, 

lithium-ion batteries, and colloidal mediators for hyperthermia treatment.32-36 In a number 

of these aforementioned applications,37 the α-Fe2O3 nanoparticles have been employed as 
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particulate, aerosolized motifs. Therefore, it is imperative to understand the potential 

toxicological effect of exposure to nanoscale hematite, as manifested by different intake 

routes such as inhalation, ingestion, and injection.  

Nevertheless, the intrinsic toxicity of Fe2O3 nanostructures still remains a matter 

of considerable controversy. For example, in vitro studies have shown that α-Fe2O3 

nanoparticles larger than 90 nm in diameter (i.e. ~250 nm and ~1.2 μm) gave rise to little 

if any toxicity with respect to human lung epithelial cells (A549) and murine alveolar 

macrophages (MH-S).38 Moreover, α-Fe2O3 nanotubes, characterized by ~200 nm 

diameters, were found to be compatible with rat adrenal medulla cells (PC12), and in fact 

served as a potential delivery vehicle for nerve growth factor (NGF) in order to convert 

these cells into neurons.39 By contrast, animal studies using Fe2O3 nanoparticles have 

revealed that these nanostructures may detrimentally induce either airway inflammation 

in healthy mice or cellular reduction in alveolus and lymph nodes in allergic mice.40 

According to Brunauer-Emmett-Teller (BET) analysis, nanoscale rhombohedra, 

normalized for geometric considerations, possess a higher surface area (~45 m2/g) than 

either nanocubes (~13.5 m2/g) or nanorods (~39 m2/g), depending on their size.32, 41  

Therefore, since the surface area of α-Fe2O3 N-Rhomb is second only to that of spherical 

nanoparticles (~133 m2/g), which have already been extensively explored in cytotoxic 

analysis, this observation provides us with a rationale to fully understand the shape 

dependence of α-Fe2O3 N-Rhomb’s interaction with cells, especially when engulfed.42 

Moreover, with various reports on the shape-dependent cytotoxic behavior of nanowires 

versus nanoparticles under various cellular conditions,43 it is therefore necessary to gain a 

similar insight into the analogous effects of rhombohedral α-Fe2O3 in a biological 
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context. In terms of a prior report with comparable objectives to our own, it is worth 

noting that studies involving LiNbO3 nanorhombohedra have suggested that these 

nanostructures maintained cell viabilities of ~80% after 48 hours of incubation within 

mouse macrophage cells.44   

Prior size and morphology-specific studies of various nanoparticles have 

indicated the ability of these nanoscale sized motifs to cross the blood brain barrier and 

thereby enter the central nervous system (CNS) of higher order biological organisms, 

such as mammals.45, 46  In light of this result, many metal oxides such as Fe2O3 and TiO2 

have been previously probed for possible neurotoxic effects upon exposure.47-49 With α-

Fe2O3 N-Rhomb’s small size (<100 nm), large surface area, and chemical stability, 

nanoscale hematite possesses significant potential to overcome the challenges associated 

with passage through the blood brain barrier. Therefore, it represents an excellent system 

with which to probe cytotoxic effects associated with exposure of the CNS to 

nanomaterials, particularly nanostructures that have been surface modified through the 

attachment of different specific and judiciously chosen moieties.50  

In this work, herein, we have synthesized visually traceable, dye-conjugated 

nanostructures, i.e. Rhodamine B (RhB)-labeled α-Fe2O3 N-Rhomb. Subsequently, we 

tested their uptake and possible toxicity in a key model system, i.e. microglia, the 

immuno-competent cells associated with the CNS. These cells are implicated in the 

pathology of many CNS disorders, including Alzheimer’s disease, spinal cord injury, 

multiple sclerosis, Parkinson’s disease, and ischemia.51-57 Hence, given the central 

function and critical biological importance of microglia, we aimed to understand the 

implication of their exposure to our iron oxide rhombohedral nanoparticles in order to 



 219

determine any potential cytotoxic effects. To the best of our knowledge, our use of iron 

oxide nanorhombohedra to assess the distinctive role of the rhombohedral shape (and 

associated surface area) in the context of cytotoxicity has not been previously 

demonstrated in the literature. Herein, we reveal that microglia successfully incorporate 

RhB-labeled α-Fe2O3 N-Rhomb under both in vivo and in vitro conditions. More 

importantly, we definitively demonstrate that these nanoscale metal oxides in fact do not 

induce either cellular toxicity or inflammatory reactions in cultured microglia at 

physiological concentrations.  

 

6.2. Results  

6.2.1. Investigation of the Reaction Mechanism 

 For the hydrothermal method, a stock solution of iron chloride (FeCl3) was used 

as the iron precursor. The hydrothermal reaction for iron oxide production is rather 

simple, as shown in the following equation: 

2 FeCl3 + 3 H2O → Fe2O3 + 6 HCl                   (6.1) 

In this case, FeCl3 initially forms iron oxyhydroxide (FeOOH) and ultimately 

undergoes a dehydration process, thereby forming hematite Fe2O3.58 However, what is 

more interesting, yet generally unknown, is the role of CTAB in controlling the ultimate 

observed NRhomb structure.  

 From previous studies on this particular rhombohedral structure, it is clear that as 

the iron concentration increases, the Fe2O3 shape transitions from nanorhombohedra to 

nanorods and then ultimately to nanocubes (i.e. at higher iron concentrations). However, 

no concrete reasons were provided beyond the fact that at lower Fe concentrations, the 
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iron oxide chooses to assume a rhombohedral crystal structure.59 Additional studies have 

shown that the halide ion of the surfactant has a strong influence upon the overall 

morphology. Specifically, bromide anions in CTAB are required for the generation of 

highly faceted materials such as cubes, nanorods, and so forth, as they bind strongly to 

particular facets.60 In the case of gold (Au) nanorods, CTAB exhibits facet-selective 

binding onto the (100) surface, thereby directing anisotropic growth.60  

 

6.2.2 Conjugation of RhB labeled-Fe2O3 N-Rhomb 

 The conjugation of RhB onto Fe2O3 N-Rhomb can be explained from the reaction 

scheme in Figure 6.1. First, the iron oxide nanoparticles are surface functionalized with 

amine-terminated groups, while separately, the RhB dye is deprotonated under basic 

conditions (i.e. NaOH). The RhB dyes are collected via centrifugation and dispersed in 

DMSO, containing the DCC catalyst. Upon exposure to the DCC catalyst, the RhB reacts 

with the catalyst, forming an imidate group with a good leaving group at the carbonyl 

carbon. Subsequently, the amine-functionalized Fe2O3 forms an amide bond with the 

carbonyl carbon site, ultimately displacing the DCC catalyst.61 The presence of the 

fluorescent dye RhB incorporated within RhB-labeled Fe2O3 N-Rhomb was subsequently 

confirmed using UV-visible and IR spectroscopy (Figure 6.2), as well as with confocal 

microscopy.  

 It is noteworthy to state that competitive reactions such as the Pfitzner-Moffatt 

oxidation reaction can potentially take place, especially since the DCC catalyst initially 

dissolves in DMSO. Hence, it is possible that the protonated DCC would readily react 

with DMSO, thereby forming sulfonium species which might have possibly inhibited 
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RhB conjugation.62 However, from UV-Visible and IR spectroscopy as well as confocal 

microscopy results, it is clear that the RhB dye is indeed covalently attached onto the 

Fe2O3 N-Rhomb. 

 For UV-visible data, the nanostructures gave rise to a maximum of ~565 nm, 

corresponding to the known absorption peak of the organic dye, RhB (Figure 6.2A). In 

terms of the IR analysis (Figure 6.2B), the RhB-conjugated Fe2O3 N-Rhomb were 

compared with both bare Fe2O3 and with APTES-functionalized Fe2O3, prior to covalent 

attachment. For bare Fe2O3 and APTES-functionalized Fe2O3, both materials exhibited 

OH stretching vibrations, located at ~3471 cm-1. The amino-silanized Fe2O3 spectrum 

gave rise to peaks, located at ~972 cm-1 and ~1607 cm-1, respectively, corresponding to a 

Fe-O-Si band and a primary NH2 stretch, respectively. As for the RhB-conjugated Fe2O3 

N-Rhomb (Figure 6.2B), stretching vibrations appeared at ~1547 cm-1 and 1689 cm-1, 

respectively, which were associated with the expected vibrational signature of amide NH 

bonds. Additional peaks in the fingerprint region could be correlated with the known and 

expected structure of the RhB compound.   
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Figure 6.1: Reaction schematic for the conjugation of RhB dye onto α-Fe2O3 N-Rhomb. 
Supplementary image reproduced from Ref. 1 with permission from The Royal Society 
of Chemistry. 
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Figure 6.2. Characterization of RhB-labeled N-Rhomb. (A). UV-visible spectra of 
RhB organic dye (red line) and RhB-functionalized α-Fe2O3 N-Rhomb (black line). (B). 
Infrared spectra of bare α-Fe2O3 N-Rhomb (black line), APTES-functionalized Fe2O3 
(red line), as well as RhB-labeled α-Fe2O3 N-Rhomb (blue line), respectively. 
Supplementary image reproduced from Ref. 1 with permission from The Royal Society 
of Chemistry. 
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6.2.3 Product Characterization of bare α-Fe2O3 N-Rhomb 

We discuss the preparative protocols of our α-Fe2O3 N-Rhomb nanostructures in 

significant detail in the Supporting Information section. Specifically, using the 

hydrothermal technique at 120°C for 12 hours, we were able to generate both average-

sized and small-sized α-Fe2O3 N-Rhomb, as determined by XRD (Figure 6.3C & D), with 

all of the expected diffraction peaks observed, corresponding to the standard JCPDS 

pattern for phase-pure hematite α-Fe2O3 (JCPDS #86-0550). Typical images associated 

with the SEM analysis of the smaller-sized and average-sized N-Rhomb, as shown in 

Figure 6.3A & B, revealed that the nanostructures possessed the correct morphology and 

were uniform in size, with associated measured lengths of 47 ± 10 nm and 75 ± 8 nm, and 

corresponding widths of 35 ± 8 nm and 50 ± 8 nm, respectively.  
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Figure 6.3. Characterization of small and average sized bare α-Fe2O3 N-Rhomb. 
(A&C) SEM and XRD images of small and average-sized (B & D) α-Fe2O3 N-Rhomb. 
(E). High-resolution TEM image of bare α-Fe2O3 N-Rhomb. A low magnification image 
in the lower right-hand inset is shown. The upper left-hand inset highlights the electron 
diffraction pattern. Image reproduced from Ref. 1 with permission from The Royal 
Society of Chemistry. 
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6.2.4. Cultured Microglia Engulf bare α-Fe2O3 N-Rhomb 

      When the CNS undergoes either injury, infection, or disease, microglia, i.e. the 

immuno-competent cells of the CNS, act as the first line of defense. They migrate to the 

site of injury, assume antigen-presenting properties, secrete cytokines, and trigger 

phagocytosis of dead cells and cell debris.63  

To test the ability of microglia to internalize nano-sized α-Fe2O3 particles, N9 

immortalized microglia were exposed to increasing concentrations of the smaller sized 

bare α-Fe2O3 NRhomb (Figure 6.4A). The cells were imaged with a light microscope, 

approximately 24 hours after exposure (Figure 6.4A). The light microscopy images 

shows that N9 microglia did indeed internalize α-Fe2O3 N-Rhomb and consequentially, 

remained viable after treatment, as the structural integrity of the membranes of the 

microglia cells were maintained, even upon nanostructure incorporation (Figure 6.4A).    

Electron microscopy images of primary C57BL6 microglia were also consistent 

with this observation. For each nanoparticulate concentration tested, these microglia cells 

were found to have incorporated ~47 nm α-Fe2O3 NRhomb primarily within the cellular 

vesicles as opposed to the nucleus (Figure 6.4B). In general, we found that the higher the 

initial incubation concentration, the greater the number of NRhomb particles observed 

within the microglia. Moreover, there was no sign of cytotoxicity, as the cells retained 

their resting state and shape (i.e. long branches with small cellular bodies). It is 

noteworthy that the larger-sized ~75 nm NRhomb were detected and incorporated to a 

lesser extent within the microglia cells as compared with the correspondingly smaller ~47 

nm N-Rhomb (Figure 6.5). As a result, additional experiments were performed on the 

smaller-sized ~47 nm nanorhombohedra.  
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Figure 6.4. Cultured primary microglia engulf bare ~47 nm α-Fe2O3 N-Rhomb. 

Light microscopy images (A) of untreated cells and of cells exposed to 1, 10, and 100 
μg/mL, respectively, of bare α-Fe2O3 N-Rhomb. Images were taken after 24 h after α-
Fe2O3 N-Rhomb exposure. Red arrows point towards cells that have internalized α -Fe2O3 
N-Rhomb. TEM images (B) of untreated cells and of cells exposed to 1, 10, and 100 
μg/mL, respectively, of bare α-Fe2O3 N-Rhomb. High magnification images of control-
treated microglia (RhB) and of 1 μg/mL α-Fe2O3 N-Rhomb (N-Rhomb)-treated microglia. 
Scale bars are either 2 μm or 500 nm. Image reproduced from Ref. 1 with permission 
from The Royal Society of Chemistry. 
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Figure 6.5. Cultured N9 microglia engulf bare α-Fe2O3 N-Rhomb. Electron 
microscopy images of untreated cells and of cells exposed to ~45 nm (top) and ~75 nm 
(bottom) bare α-Fe2O3 N-Rhomb. White squares surround areas chosen for 
magnification, which are shown in the subsequent images. Supplemental image 
reproduced from Ref. 1 with permission from The Royal Society of Chemistry. 
 

To further confirm the presence of α-Fe2O3 NRhomb within the microglia cells 

themselves, chemically-sensitive EDX spectroscopy data were taken on two 

representative regions of the microglia (Figure 6.6). In one area, the hematite N-Rhomb 

structures appear to be clearly engulfed within the microglia cells (Free Draw 1), whereas 

in another area, no hematite nanorhombohedra are apparently visible (Free Draw 2). 

Based upon the EDX spectrum, the intensity of the N-Rhomb-containing area gave rise to 

significantly higher peak intensities for Fe, i.e. ~ 7x larger, than for the area without N-

Rhomb present. Therefore, these data are consistent with the idea of the iron oxide 

nanostructures as being localized and engulfed within the microglia cells, as expected. 

Other peaks such as copper (Cu), lead (Pb), and osmium (Os) emanate from the TEM 
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copper grid as well as from the cross-sectional staining agents of lead citrate and osmium 

tetroxide, respectively. 

 

 
Figure 6.6. Energy-dispersive X-ray spectroscopy data on (A) Fe2O3 N-Rhomb-
containing microglia cells in a region incorporating Fe2O3 N-Rhomb (B) and in an area 
without Fe2O3 N-Rhomb (C). Supplementary image reproduced from Ref. 1 with 
permission from The Royal Society of Chemistry. 
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 To visualize the in vitro engulfment of the α-Fe2O3 NRhomb by microglia from 

an optical perspective, α-Fe2O3 NRhomb were labeled with the fluorescent dye RhB for 

easy detection (Figure 6.7A). We describe the chemical modification protocol used to 

conjugate α-Fe2O3 NRhomb with RhB, both in words as well as schematically (Figure 

6.1) in the previous section. Spectroscopic confirmation of the successful attachment and 

binding of the dye onto the iron oxide surface was provided by UV-visible and IR 

spectroscopy data. The expected absorption and bond signatures noted in these results are 

consistent with the generation of RhB-labeled α-Fe2O3 NRhomb (Figure 6.2). 

Additionally, the engulfment behavior of RhB-labeled N-Rhomb by primary microglia 

was compared with that of a bare RhB control (Figure 6.8).  

Primary microglia were obtained from neonatal MacGreen mice, which express 

eGFP under the control of the microglia/macrophage promoter CSF1R in the C57BL6 

background.64 MacGreen microglia were exposed to increasing concentrations of both 

RhB-labeled α-Fe2O3 NRhomb and bare RhB in separate runs for 24 hours. The cells 

were fixed, mounted on slides, and imaged using a confocal microscope. The 

fluorescence intensity, emanating from both the RhB-labeled α-Fe2O3 N-Rhomb and bare 

RhB contained within each cell, was quantified using ImageJ (Figure 6.7A & Figure 6.8).  

Figure 6.7A is consistent with increasing fluorescence intensity correlated with 

increasing concentrations of RhB-labeled α-Fe2O3 NRhomb analyzed. Cells treated with 

100 μg/mL of RhB-labeled α-Fe2O3 NRhomb possessed significantly higher total cell 

fluorescence especially when compared with untreated cells as well as with cells treated 
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with 1 μg/mL and 10 μg/mL of RhB-labeled α-Fe2O3 NRhomb, thereby indicating that 

microglia do successfully internalize these nanostructures (Figure 6.7A).  

Upon comparison, the control RhB samples also substantiated a trend of 

increasing fluorescent intensity with increasing concentration (Figure 6.8). However, 

changes in the microglial morphology from the original resting to a more activated, 

amoeboid form were evident, when imaging cells treated with sample controls at 

concentrations of 10 μg/mL and higher. However, this did not appear to be true in the 

presence of RhB-labeled Fe2O3 NRhomb, as these microglia cells all maintained their 

inactive, ramified (i.e. long branched filaments) morphology.  

 

6.2.5 Microglia engulf Rh-B-labeled α-Fe2O3 NRhomb in a clathrin-dependent manner  

           To investigate the mechanism underlying the internalization of RhB 

functionalized α-Fe2O3 NRhomb, we tested the effect of chlorpromazine (CPZ), a 

specific clathrin-mediated endocytosis inhibitor, on the ability of microglia to internalize 

RhB-labeled α-Fe2O3 NRhomb (Figure 6.7B).65 Cultured MacGreen microglia were pre-

treated with a high concentration (30 μM) of CPZ for 2 hours prior to RhB-labeled α-

Fe2O3 NRhomb exposure, as previously described.65 Approximately 24 hours later, the 

cells were fixed, mounted, and imaged under a confocal microscope. Microglia 

maintained their resting morphology after CPZ treatment, and in effect, we observed that 

the concentration of CPZ induced little if any apparent toxic effects (Figure 6.7B).  

 The localization of RhB labeled Fe2O3 NRhomb outside the cellular membrane of 

the microglia cells under confocal microscopy conditions suggested a lack of engulfment 

of the nanostructures (Figure 6.7B). Fluorescence quantification shows that treatment 
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with 30 μM CPZ significantly prevented as much as 96% of the potential uptake of RhB-

labeled α-Fe2O3 NRhomb at all of the concentrations of nanoparticles tested from 1 

μg/mL to 100 μg/mL, thereby supporting the idea that microglia primarily internalize 

these particles through a clathrin-dependent mechanism (Figure 6.7C).  

 

 
Figure 6.7. Primary microglia internalize RhB-labeled α-Fe2O3 N-Rhomb using a 

clathrin-dependent mechanism.  (A). Confocal images of eGFP expressing microglia 
exposed to 1, 10, and 100 μg/mL, respectively, of RhB-labeled α-Fe2O3 N-Rhomb, 
stained with DAPI for nuclear staining. (B). Confocal images of cells exposed to 0, 1, 10, 
and 100 μg/mL, respectively, of RhB-labeled α-Fe2O3 N-Rhomb. Cells were pre-treated 
with 30 μM CPZ, 2 hours prior to nanoparticle exposure. Images were taken 24 hours 
after nanoparticle exposure. (C). Quantification of the RhB fluorescence of microglia 
treated either with or without 30 μM CPZ followed by incubation with RhB-labeled 
Fe2O3 N-Rhomb. Scale bars = 20 μm. Data are shown as mean ± SEM. **** p<0.0001. 
Image reproduced from Ref. 1 with permission from The Royal Society of Chemistry. 
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Figure 6.8. Uptake of bare Rhodamine B in microglia cells. (A). Confocal images of 
microglia exposed to 0 (Untreated), 1, 10, and 100 μg/mL, respectively, of bare RhB. 
DAPI was used to stain cell nuclei. Scale bar = 50µm. (B). Quantification of the RhB 
fluorescence of microglia treated with bare RhB at varying concentrations. Data are 
shown as mean ± SEM. **** p<0.0001. Supplementary image reproduced from Ref. 1 
with permission from The Royal Society of Chemistry. 
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6.2.6 RhB-labeled α-Fe2O3 NRhomb are not toxic to Microglia at therapeutic 

concentrations 

 

      To test the potential cytotoxicity of the RhB functionalized α-Fe2O3 N-Rhomb on 

cultured microglia, a LDH assay was used. LDH is rapidly released when the membranes 

of cells rupture, and hence, the presence of LDH in the supernatant is indicative of cell 

death.66 As such, primary microglia were treated with increasing concentrations of RhB-

labeled α-Fe2O3 N-Rhomb (Figure 6.9A), and the media were collected 24 and 48 hours 

later so as to measure LDH release. As Figure 6.9A shows, both untreated and treated 

microglia exhibited similar levels of LDH release and displayed less than ~4% 

cytotoxicity at 24 hours. After 48 hours, a significant increase of ~30% cytotoxicity was 

noted in microglia treated with the highest concentration of NRhomb (i.e. 100 μg/mL). 

Furthermore, it should be noted that this concentration is approximately 626µM, which 

far exceeds a normal therapeutic dose. All of the other concentrations tested exhibited no 

apparent cytotoxicity over the period of time tested. 

 

6.2.7 RhB-labeled α-Fe2O3 N-Rhomb do not cause in vitro microglial activation 

 Microglia can give rise to at least two different activation states, depending on the 

signals they receive: the pro-inflammatory M1 state and the anti-inflammatory M2 state. 

In the M1 state, microglia secrete tumor necrosis factor alpha (TNFα), interleukin-1 beta 

(IL1β), and other pro-inflammatory cytokines, while in the M2 state, microglia produce 

IL-10, IL-4, TGF-β, as well as other anti-inflammatory factors. In several injury models, 

M2 microglia have been deemed to be beneficial for tissue regeneration,67, 68 whereas M1 

microglia are considered to inhibit tissue healing and repair.  Upregulation of TNFα has 
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been found in previous literature to be implicated as a factor in various ailments such as 

Alzheimer’s disease, cancer, major depression, and inflammatory bowel disease.69-73  

To evaluate whether RhB-labeled α-Fe2O3 N-Rhomb result in microglial release 

of pro-inflammatory factors, ELISAs were performed to quantify the levels of the pro-

inflammatory cytokines TNFα and IL1β. Primary microglia were treated with increasing 

concentrations of RhB-labeled α-Fe2O3 N-Rhomb, and the media were collected 

approximately 24 hours later to measure corresponding levels of TNFα and IL1β (Figure 

6.9B & C).   

Exposure to lipopolysaccharide (LPS) was used as a positive control since it is a 

potent inducer of pro-inflammatory cytokines in microglia.74 After 24 hours, there was no 

significant increase in the levels of either TNFα or IL1β produced by microglia that had 

been treated with systematically greater concentrations (i.e. 1, 10, or 100 µg/mL) of RhB-

labeled α-Fe2O3 N-Rhomb, relative to the control. As expected, the levels of TNFα and 

IL1β released by LPS-treated cells were significantly higher than those produced by both 

untreated cells (i.e. control) as well as the cells treated with RhB-labeled α-Fe2O3 N-

Rhomb, thereby confirming that the presence of these nanoparticles does not necessarily 

give rise to the expression of pro-inflammatory agents. 

 

6.2.8 RhB-labeled α-Fe2O3 N-Rhomb do not trigger either nitric oxide or ROS production 

in vitro 

 

 It is well known that nitric oxide (NO) is associated with various key functions 

within the CNS, such as regulation of synaptic plasticity, the sleep-wake cycle, and 

hormone secretion.75, 76 However, when produced in excess, NO can undergo oxidation 

reduction reactions through the formation of reactive oxygen species (ROS), thereby 
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generating reactive nitrogen-containing species that can result in nitrosative stress and 

cellular damage.75, 76 Nitrite production by microglia after engulfment of N-Rhomb 

remained low, suggesting that the presence of varying concentrations of N-Rhomb did 

not result in the production of NO by microglia (Figure 6.9D). All concentrations of 

RhB-labeled N-Rhomb particles tested gave rise to insignificant changes in NO 

production by microglia, relative to untreated, control cells. Moreover, their NO 

production was significantly lower than that of a positive LPS control. Hence, it can be 

concluded that the presence of RhB labeled N-Rhomb alone does not induce noticeable 

NO production in microglia.  

The production of ROS by microglia was also assessed using a DCFDA assay. 

DCFDA is esterified and oxidized by cells in the presence of ROS, giving rise to the 

fluorescent compound, DCF. Microglia treated with LPS served as a positive control for 

the production of ROS and, by extension, the intracellular accumulation of DCF. Cells 

treated with increasing concentrations of N-Rhomb showed no significant elevation in 

DCF accumulation relative to that of control samples, i.e. untreated cells, a finding 

indicative of negligible production of ROS (Figure 6.9E). Thus, it was determined that 

concentrations of NRhomb of up to 100 μg/mL did not induce ROS production in 

microglia in vitro. 
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Figure 6.9. RhB-labeled α -Fe2O3 N-Rhomb are minimally cytotoxic and do not 

result in either the upregulation of pro-inflammatory factors or nitrite production 

within cultured microglia. (A). Conditioned media from primary microglia, treated with 
1, 10, and 100 μg/mL, respectively, of α-Fe2O3 N-Rhomb were collected, and levels of 
LDH were measured at 24 and 48 hours. Untreated cells (Ctrl) served as a negative 
control and lysed cells served as a positive control for LDH release. (B-C). Primary 
microglia were treated with either 0 (Ctrl), 1, 10, or 100 μg/mL, respectively, of α-Fe2O3 
N-Rhomb, or with 100 ng/mL LPS (LPS). Approximately 24 hours after treatment, media 
isolated from the cells were used for the detection of TNFα (B). or IL1β (C). (D). Nitrite 
production by primary microglia after 24 hours of incubation with 0 (Ctrl), 1, 10, or 100 
μg/mL of α-Fe2O3 N-Rhomb, or with 100 ng/mL LPS. (E). Oxidation of DCFDA by 
microglia after a 24 hour incubation with 0 (Ctrl), 1, 10, or 100 μg/mL of α-Fe2O3 N-
Rhomb, or with 100 ng/mL LPS. Data are shown as mean ± SEM. * p<0.05, ** p<0.01, 
**** p<0.0001. Image reproduced from Ref. 1 with permission from The Royal Society 
of Chemistry. 
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6.2.9 Microglia internalize RhB-labeled α-Fe2O3 N-Rhomb in vivo 

To test whether microglia can internalize RhB-labeled α-Fe2O3 N-Rhomb in vivo, 

MacGreen mice were injected with 100 µg/mL of RhB-labeled α-Fe2O3 N-Rhomb 

bilaterally into the dorsal hippocampus. Approximately 24 hours after the injection, the 

mice were transcardially perfused with 4% PFA; the brains were then collected, cryo-

protected, sectioned into 40-µm thick slices, mounted, and imaged under a confocal 

microscope. White arrows in Figure 6.10 point towards microglia that have internalized 

RhB-labeled α-Fe2O3 N-Rhomb. Taken together, these data indicate that microglia can 

engulf α-Fe2O3 nanostructures under both in vitro and in vivo conditions in a clathrin-

dependent manner without causing microglia to release pro-inflammatory factors which 

might have thereby compromised the viability of the cells.  

 

Figure 6.10. Microglia engulf RhB-labeled α -Fe2O3 N-Rhomb in vivo.  Confocal 
images of brain sections from MacGreen mice treated with 100 μg/mL RhB-labeled α-
Fe2O3 N-Rhomb. White arrows point towards microglia that have internalized the RhB-
labeled α-Fe2O3 N-Rhomb. Scale = 20 μm. Image reproduced from Ref. 1 with 
permission from The Royal Society of Chemistry. 
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6.3. Discussion & Conclusions 

We have synthesized RhB labeled α-Fe2O3 N-Rhomb, and tested the ability of 

microglia to internalize them. These cells appear to efficiently engulf the RhB 

functionalized α-Fe2O3 N-Rhomb without any noticeable membrane damage, as 

suggested by electron and confocal microscopy. In terms of addressing potential shape-

dependent toxicity, RhB-labeled α-Fe2O3 N-Rhomb are non-inflammatory and non-

cytotoxic at therapeutic concentrations, suggesting that α-Fe2O3 N-Rhomb have the 

potential to be used as drug carriers. Drugs that either reduce M1 activation or induce M2 

activation such as minocycline, tuftsin (TKPR), or microglia inhibitory factor 

(MIF/TKP)77 could be conjugated onto nanoparticles in order to alter the phenotype of 

microglia. For instance, Papa et al. showed that nanostructures conjugated onto 

minocycline are engulfed by microglia and reduce inflammation in a model of spinal cord 

injury.77   

Our results thus show promise for future studies involving the conjugation of anti-

inflammatory compounds onto nanostructures that can be engulfed by microglia as well 

as for the tracking of cell behavior using imaging techniques such as confocal 

microscopy and MRI, for example. This point has been demonstrated by some of our 

unpublished work (data not shown), in which we have observed that α-Fe2O3 N-Rhomb 

can be detected within a mouse brain by using T2-weighted MRI scans. 

We have been able to demonstrate that microglia can internalize both bare and 

RhB labeled N-Rhomb. Particle aggregation is expected due to the direct mutual 

attraction between nanostructures occurring via either van der Waals forces or chemical 

bonding.78, 79 Sonication of the RhB labeled N-Rhomb prior to exposure to microglia 
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reduced the degree of particle aggregation, although it did not completely prevent 

clustering. Due to the low TNFα, IL-1β, ROS, and nitrite levels in microglia after the 

RhB-labeled N-Rhomb treatment, it is unlikely that microglia themselves became over-

activated, thereby resulting in an engulfment of a large amount of particles. The particle 

clusters observed in Figure 6.4 are more likely the result of aggregation, due to strong 

mutual attraction between these nanostructures. 

      Microglia are highly phagocytic and can clear away dead cells and debris using a 

variety of endocytic mechanisms, including receptor-mediated endocytosis, pinocytosis, 

and phagocytosis.77 Indeed, microglia play key roles in several neurological diseases and 

can quickly respond to either infection or injury.77 Chemically modified nanostructures 

that can be easily engulfed by microglia represent therefore a potentially viable strategy 

with which to manipulate the functional properties of the microglia themselves.  

 Specifically, we have shown that microglia used a clathrin-dependent endocytic 

pathway to internalize RhB-labeled α-Fe2O3 N-Rhomb, as evidenced by the lack of 

nanoparticle uptake even at varying concentration levels, in the presence of the 

endocytosis inhibitor, CPZ. This observation is in agreement with other studies that have 

successfully demonstrated internalization of other types of nanostructures by microglia.77 

Additionally, we have highlighted that internalization does not cause aberrant activation 

in cultured microglia, i.e. in the presence of RhB labeled-α-Fe2O3 N-Rhomb maintaining 

concentrations of up to 100 µg/mL, and that microglia in the mouse brain are equally 

efficient at internalizing hematite nanostructures, thereby indicating that α-Fe2O3 N-

Rhomb may be suitable for coupling anti-inflammatory agents as a form of drug therapy.  
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6.4 Future Directions 

 
 As previously mentioned, microglia also possess an M2 active state where this 

species can promote neuronal regeneration by releasing anti-inflammatory cytokines such 

as IL-10. Tuftsin, a tetrapeptide (Thr-Lys-Pro-Arg), stimulates such a response within 

microphages and microglia.80 Tuftsin also binds to cell-surface receptors such as 

neuropinil-1 (Nrp1) which mediates axonal guidance and immune responses.81 As a 

result, this tetrapeptide is generally considered for use in immunotherapy.  

As an extension of our work, we propose to use Fe2O3 as a carrier to deliver 

tuftsin to the lesioned and damaged area in order to enhance the anti-inflammatory 

mechanistic response of the cells and to ultimately and favorably redress problems at the 

site of injury. Initially, in order to conjugate tuftsin onto the iron oxide surface, a similar 

carbodiimide chemistry protocol would be employed. However, steric hindrance could 

prevent conjugation at the carbonyl carbon. As a result, other crosslinking methods, 

particularly amine-reactive crosslinkers (i.e. NHS-ester species), may be utilized to 

activate the amine groups of the tuftsin compound.  

Subsequently, the Fe2O3 can easily be functionalized with a carboxyl group for 

amide formation between the two entities (i.e. Tuftsin-Fe2O3). These microglia will be 

introduced to the Tuftsin-Fe2O3 NRhomb and tested to determine whether these remain in 

a ‘resting’ state. Changes in the level of activity will be observed over time by 

immunostaining F-actin and vimentin filament networks as markers to detect alterations 

in the microglia morphology.82 The levels of pro-inflammatory cytokines (i.e. TNFα, IL-

1β, and etc.) will be quantified, using their respective assays, to confirm M1 activation; to 
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complement this work, the appearance of IL10 secretions would serve as indicators for 

M2 activation.  
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Chapter 7- Conclusions 

7.1. Conclusions 

 The experiments described within this thesis, represents a straightforward and 

cost effective approach for synthesizing various nanomaterials. In addition to controlling 

the size, morphology, and chemical composition, various parameters were employed to 

optimize their photocatalytic, magnetic, charge transfer as well as cytotoxic properties. 

These nanomaterials were all produced using reasonably mild synthetic conditions 

without either the use of toxic precursors or the creation of toxic by-products within the 

chemical reactions, thereby minimizing the overall environmental impacts while 

maintaining high crystallinity and purity.  

 Specifically, in Chapter 3, the synthesis and characterization of elemental Cu and 

Ni nanowires were investigated for their enhanced photocatalytic activity. These 

elemental nanowires were prepared using a facile, ambient, and surfactantless U-tube 

double diffusion method upholding at least 3 principles concerning green chemistry. 

Moreover when the Cu and Ni nanowires were coupled with TiO2, enhanced 

photocatalytic activity with rate constants of ~ 3.6 x 10-2 min-1 and 7.7 x 10-3 min-1, 

respectively were observed. Moreover, these Cu and Ni-based heterostructures displayed 

faster kinetics as compared with both bulk and commercial TiO2 counterparts in the 

presence of two distinctive dyes such as Methyl Orange and Methylene Blue, 

respectively.   

 In Chapter 4, a different synthetic technique was employed for the synthesis of 

metal ferrite nanoparticles and nanowires. Specifically, the hydrothermal method was 

utilized under slightly basic conditions. These nanomaterials were investigated for any 
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correlations between chemical composition and their superparamagnetic behavior via 

XRD, PDF, and SQUID analyses. Through a thorough time-dependent and temperature 

dependent study coupled with control experiments, it was found that the morphology was 

indeed controlled not only with APTES functioning as both a surfactant and templating 

agent but also NaOH in stabilizing the APTES. As for the chemical composition, it was 

confirmed through XPS and PDF to be metal ferrite impregnated with metal silicates 

(MFe2O4@MSiO4). In addition, it is clear that the composition rather than the 

morphology drives the superparamagnetic behavior.  

 In Chapter 5, both hydrothermal and molten salt methods were used to synthesize 

rare earth ion doped calcium titanate (RE-CaTiO3) microspheres measuring ~200 to 350 

nm in overall diameter. Both synthetic protocols utilized non-toxic solvents as well as 

reduced the production of toxic by-products. PL measurements showed ~3x greater 

emission for the molten salt-prepared sample by comparison with the hydrothermally 

prepared perovskite, possibly due to the reduced surface area prohibiting unfavorable PL 

quenching. Moreover, optical properties of various perovskite materials such as BaTiO3, 

SrTiO3, and CaTiO3 were compared with that of Eu-CaTiO3 microsphere. The Eu-

CaTiO3 displaying the highest red emission intensity with respect to its doped perovskite 

counterparts due to favorable synergistic interaction between Eu with the surrounding 

CaTiO3 matrix. The molten salt samples (i.e. Pr-doped CaTiO3 & Eu-doped CaTiO3) 

were subsequently coupled with CdSe QDs and displayed efficient charge transfer 

properties via PL measurements.  

 In Chapter 6, hematite (α-Fe2O3) nanorhombohedra (NRhomb) of various sizes, 

~75 and 47 nm, were synthesized using a CTAB-assisted hydrothermal method. These 
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nanorhombohedra were subsequently conjugated to the Rhodamine B (RhB) and were 

observed within microglia cells. We were able to confirm that microglia used a clathrin-

dependent endocytic pathway to internalize RhB-labled Fe2O3 NRhomb, maintaining 

concentrations up to 100 µg/mL. Upon internalization, microglia cells preserved their 

resting state as well as conserved their healthy status, due to the lack of tangible evidence 

for any inflammatory response, reactive oxygen species, and nitric oxide release.  

 

7.2 Future Directions 

 Throughout the thesis, we have demonstrated our ability to utilize green, cost 

effective methodologies to control the size, morphology, and composition but to also 

acquire the basic understanding of their photocatalytic, magnetic, energy transfer, and 

non-toxic properties. These methodologies uphold at least two of the 12 principles of 

green chemistry. Moreover, these as-synthesized nanomaterials show promise as 

potential catalysts for fuel cells, solar water splitting as well as drug carriers for 

biomedical applications.  

In the field of fuel cells, it is commonly known that Pt is the most efficient metal 

for most fuel cells reactions but also expensive. As a result in utilizing an ambient, 

surfactantless U-tube technique to produce Cu/Ni nanowires, the amount of expensive Pt 

metal can ultimately be reduced. The goal herein, is to utilize the U-tube method to 

synthesize M (M=Cu, Ni, Co, and Fe) NWs, and subsequently deposit Pt NPs to create 

heterostructured motifs and tested for their applications as catalysts for the ORR fuel cell 

reaction for PEMFCs and HOR fuel cells reactions for AFCs.1 The goal here would be to 

investigate whether either a core shell configuration or an alloyed composition would 
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generate the highest activity. Once the activities are observed, the aim would be to 

understand the underlying mechanistic interactions that are responsible for enhancing the 

activity.   

Additionally, these elemental nanowires, particularly Cu NWs, may be used as 

surface-enhanced Raman spectroscopic (SERS) substrates to detect biomolecules such as 

DNA, for instance. This is possible, since Cu NWs display optical properties with small 

imaginary dielectric constants over a wide range of wavelengths in order to ultimately 

facilitate surface plasmon resonance (SPR) upon visible light irradiation.2 In an effort to 

manipulate these properties, in future studies, template-derived Cu NWs will be used to 

facilitate the signal amplification of not only organic dyes but also DNA molecules. 

Specifically, these molecules would be absorbed onto the surfaces of our as-prepared Cu 

NWs and subsequently excited at 532 nm. As a result, we would expect enhancements in 

the overall peak intensitities, corresponding to either R6G or DNA molecules.3 

Consequently, this Cu metal nanowire substrate may serve as a potential substitute for the 

more expensive and less abundant Ag SER substrate.  

As for the solar water splitting applications, due to the efficient charge transfer 

effects of CdSe QDs-RE-CaTiO3 microspheres, these heterostructures will be utilized as 

catalysts. Specifically, relationships between synthetic morphology, ligand effect, and 

their corresponding efficiency will be systematically explored. Concerning the ligand 

effect, ligands such as MPA and MHA will act as linkers between the host (CaTiO3) and 

the sensitizer (QDs) and observe the effect of electrostatic interactions with the overall 

conversion efficiency. Moreover, the overall efficiency of heterostructures in the absence 

of linkers will be used as a control. From a structural perspective, PDF analysis will be 



 251

used to observe the overall spatial distributions of the rare earth ions (i.e. Pr and Eu) 

within the perovskite structure. Moreover, creation of vacancies as well as replacement of 

the rare earth ions will also be accounted for via PDF analysis.  

As for nanomaterials for biomedical applications, in this thesis we were able to 

confirm the biocompatibility of Fe2O3 NRhombs within microglia cells. As a result, 

Fe2O3 will be functionalized with an immunotherapeutic drug, for example, i.e. a 

tetrapeptide commonly known as Tuftsin, and will be subsequently tested to determine 

whether the microglia remains in either its resting or active state. The adsorption of this 

peptide onto the surface of nanoparticles can lead to conformational changes as well as a 

modification in the biological activity of the protein, which can subsequently affect both 

in vitro and in vivo responses. Hence, we intend to initiate an investigation with respect to 

protein interaction with nanoparticles and how conjugation onto the nanoparticle surface 

improves upon nanoscale iron oxide’s delivery within microglia cells. Specifically, 

Tuftsin’s binding strength onto the surfaces of iron oxide nanorhombohedra as well as 

induced conformational changes will be explored using isothermal titration calorimetry 

(ITC) and molecular dynamic (MD) simulations, respectively.4, 5 Additionally, in an 

effort to gain an understanding of the physicochemical structure of dye-labeled-Fe2O3, 

characteristic features such as the core shell composition as well as the hydrodynamic 

size will be observed using both XPS and dynamic light scattering (DLS).  

The introduction to Tuftsin within the microglia cells, both in vivo and in vitro, 

should enhance M2 activation, and thus levels of pro-inflammatory cytokines such as 

interleukin-10 (IL10) will be quantified in future assay studies. After tuftsin treatment, 

this cytokine will be further probed for indications of mRNA changes using the 
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polymerase chain reaction (PCR), as M2 activation is an important element in mitigating 

against neurodegenerative diseases, such as Parkinson’s and Alzheimer’s.6  
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