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Recently there has been a resurgence of interest in the complexity of algorithms for Markov decision processes (MDPs) and stochastic games. Much of this work was inspired by recent groundbreaking results on the complexity of policy iteration algorithms for MDPs under the Blum-ShubSmale (BSS) model of computation. In particular, for discounted MDPs with a fixed discount factor, Yinyu Ye showed that the number of arithmetic operations needed by two classic variants of policy iteration can be bounded above by a polynomial in the number of state-action pairs only.

A natural question is whether a similar complexity estimate exists for the value iteration algorithm, which is another classic approach to computing optimal policies for MDPs. Our first main contribution is a negative answer to this question. Using a deterministic MDP with four stateaction pairs, we show that under the BSS model there is no upper bound on the number of iterations needed by value iteration to return an optimal policy. We also show that the same example implies the same result
for a broad class of so-called optimistic policy iteration algorithms, which includes algorithms of interest to the reinforcement learning community such as $\lambda$-policy iteration and modified policy iteration.

Another natural question is whether Ye's approach can yield results for MDPs under other optimality criteria. Our second main contribution is a formulation of conditions, which to our knowledge are the most general ones known, under which MDPs and two-player zero-sum stochastic games with Borel state and action spaces can be reduced to discounted ones. For undiscounted total-reward MDPs and stochastic games, the transformations we formulate are based on an idea due to Alan Hoffman. For average-rewards, the transformations are extensions to Borel state and action spaces of one proposed recently for finite stochastic games. In addition to implying the existence of $\epsilon$-optimal policies for total and average rewards, these reductions lead to estimates of the number of arithmetic operations needed to compute optimal policies for such models with finite state and actions sets, as well as complexity estimates for computing $\epsilon$-optimal policies for MDPs with Euclidean state and action spaces.
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## Preface

Recently there has been a resurgence of interest in the complexity of algorithms for Markov decision processes (MDPs) and stochastic games; the latter can be viewed as a generalization of the former to allow for multiple decision-makers. Much of this work was inspired by Yinyu Ye's [121] groundbreaking results on the complexity of policy iteration algorithms for MDPs under the Blum-Shub-Smale (BSS) model of computation. In particular, for discounted MDPs with a fixed discount factor, Ye showed that two classic variants of policy iteration run in polynomial time under the BSS model. This answers an important special case of the more general question of whether there is an algorithm for linear programming that runs in polynomial time under the BSS model. The latter is a longstanding open problem in optimization and complexity theory; see e.g. Tardos [109] and Smale [108]. Hansen et al. [51] subsequently showed via a refinement of Ye's analysis that two-player zero-sum stochastic games of perfect information can also be solved in polynomial time under the BSS model, using a game-theoretic generalization of policy iteration.

A natural question is whether a similar complexity estimate exists for the value iteration algorithm, which is another classic approach to computing optimal policies for MDPs and stochastic games. The first main contribution of this dissertation is a negative answer to this question. In fact, using a deterministic MDP with four state-action pairs, we show that under the BSS model there is no upper bound (polynomial or otherwise) on the number of iterations needed by the value iteration algorithm to return an optimal policy. We also show that the same example implies an analogous result for a broad class of so-called optimistic policy iteration algorithms, which are designed to combine advantageous aspects of both value and policy iteration. This class includes algorithms of interest to the reinforcement learning community, such as $\lambda$-policy iteration and modi-
fied policy iteration.
Another natural question is whether Ye's approach can lead to results for MDPs under other optimality criteria. The second main contribution of this dissertation is motivated by the idea, which has been known since the 1960s, that certain undiscounted total-reward and average-reward MDPs can be reduced to discounted ones. We provide conditions, which to our knowledge are the most general ones known, under which MDPs and two-player zero-sum stochastic games with Borel state and action spaces can be reduced to discounted ones. For undiscounted total-reward MDPs and stochastic games, the transformation that we formulate is based on an idea that Pete Veinott [115] attributed to Alan Hoffman. For the averagereward criterion, the transformation is an extension to Borel state and action spaces of a transformation proposed by Akian \& Gaubert [1]. These reductions lead, via recent work on discounted MDPs, to estimates of the number of arithmetic operations needed to compute optimal policies for MDPs and games with finite state and actions sets, as well as $\epsilon$-optimal policies for MDPs with Euclidean state and action spaces.

For transient MDPs and games with transition kernels that are not necessarily substochastic, we also provide model formulations that allow for randomized history-dependent policies. To our knowledge, this has not been done rigorously before. Application areas of such models include pursuit-evasion games [88] and controlled branching processes [90].
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## Chapter 1

## Model Description \& Literature Survey

In this introductory chapter, we set the notation to be used in the sequel for the decision models that we will consider, and provide a review of relevant literature. In Section 1.1, we define the Markov decision process (MDP) (Section 1.1.1) and stochastic game (Section 1.1.2) models. In Section 1.2, we review the literature on the computational complexity of obtaining optimal policies for MDPs and stochastic games, including work on both upper bounds (Section 1.2.2) and lower bounds (Section 1.2.3). Finally, in Section 1.3 we review prior work on reducing undiscounted MDPs and stochastic games to discounted ones.

### 1.1 Description of the Decision Models

We begin by recalling some definitions that will be used to define the models considered in the sequel. It is assumed that the reader is familiar with the basics of general topology and measure-theoretic probability; see e.g. [83] and [63], respectively.

A Polish space is a separable topological space that is completely metrizable. Given a Polish space $S$, let $\mathcal{B}(S)$ and $\mathcal{P}(S)$ respectively denote the Borel $\sigma$-algebra on $S$ and the set of all probability measures on $(S, \mathcal{B}(S))$. A function $f: S \rightarrow \mathbb{R}$ on a Polish space $S$ is universally measurable if for every $p \in \mathcal{P}(S)$ there is a Borel function $f_{p}: S \rightarrow \mathbb{R}$ such that $f(s)=f_{p}(s)$ for $p$-almost every s; see e.g. [10, Lemma 7.27]. For Polish spaces $S$ and

T, a universally (resp. Borel-) measurable stochastic kernel on $T$ given $S$ is a function $\kappa: S \times \mathcal{P}(T) \rightarrow[0,1]$ such that $\kappa(\cdot \mid s)$ is a probability measure on $(S, \mathcal{B}(S))$ for $s \in S$, and $\kappa(B \mid \cdot)$ is a universally (resp. Borel-) measurable function for $B \in \mathcal{B}(T)$.

For any sets $S, T$ we use the convention $(S)^{0} \times T:=T$. Further, unless stated otherwise, all products of families $\left\{\mathrm{S}_{\alpha}: \alpha \in \Lambda\right\}$ of topological spaces are endowed with their corresponding product topologies and product $\sigma$ algebras defined by the Borel $\sigma$-algebras on the spaces $S_{\alpha}, \alpha \in \Lambda$.

### 1.1.1 Markov Decision Processes (MDPs)

A Markov decision process $(M D P)$ is defined by a tuple $(\mathbb{X}, \mathbb{A},\{\mathbb{A}(x)$ : $x \in \mathbb{X}\}, r, p)$. The elements of this tuple are associated with a controlled stochastic system as follows. On each time step $t=0,1, \ldots$, the decisionmaker observes the current state $x_{t} \in \mathbb{X}$ of the system, selects an available action $a_{t} \in A\left(x_{t}\right) \subseteq \mathbb{A}$, and earns a reward $r\left(x_{t}, a_{t}\right)$. The actions performed by the decision-maker affect the system she is controlling in the following way: if the state of the system is $x_{t} \in \mathbb{X}$ at time $t$ and action $a_{t} \in A\left(x_{t}\right)$ is performed, then the state she will observe at time $t+1$ belongs to the (measurable) subset $B$ of $\mathbb{X}$ with probability $p\left(B \mid x_{t}, a_{t}\right)$.

Remark 1. Throughout, we assume that the one-step reward function $r$ : $\operatorname{Gr}(A) \rightarrow \mathbb{R}$ is bounded.

More precisely, we consider the usual framework of MDPs with possibly uncountable state and action spaces; see e.g. [10], [25], [53]. Namely, the state space $\mathbb{X}$ and action space $\mathbb{A}$ are Borel subsets of Polish spaces. Furthermore, the set of available actions $A(x)$ when the current state is $x \in \mathbb{X}$ is a nonempty Borel-measurable subset of $\mathbb{A}$, and the set

$$
\operatorname{Gr}(\mathcal{A}):=\{(x, a): x \in \mathbb{X}, a \in \mathcal{A}(x)\}
$$

is a Borel subset of $\mathbb{X} \times \mathbb{A}$. Finally, the one-step reward function $r: \operatorname{Gr}(\mathcal{A}) \rightarrow$ $\mathbb{R}$ is Borel-measurable, and $p$ is a Borel-measurable stochastic kernel on $\mathbb{X}$ given $\operatorname{Gr}(A)$ which defines the transition probabilities.

Policies. The decision-maker controls the system via a policy, according to which actions can be selected randomly based on the entire observed history of the system up to the current time step. To define the notion
of a policy, for $t=0,1, \ldots$ let $\mathbb{H}_{t}:=(\mathbb{X} \times \mathbb{A})^{t} \times \mathbb{X}$ denote the space of histories up to time step $t$. A decision rule for time step $t$ is defined by a universally measurable stochastic kernel $\pi_{t}$ on $\mathbb{A}$ given $\mathbb{H}_{t}$, where for each $h_{t}:=x_{0} a_{0} \cdots a_{t-1} x_{t} \in \mathbb{H}_{t}$ the support of the probability measure $\pi_{t}\left(\cdot \mid h_{t}\right)$ is $A\left(x_{t}\right)$. A policy is a sequence $\pi=\left\{\pi_{t}\right\}_{t=0}^{\infty}$ of decision rules; when the decision-maker follows a given policy $\pi$, and the observed history up to time step $t$ is $h_{t}$, she selects an action belonging to the set $B \in \mathcal{B}(\mathbb{A})$ with probability $\pi_{t}\left(B \mid h_{t}\right)$. Let $\Pi$ denote the set of all policies.

Deterministic Stationary Policies. An important class of policies is the class of so-called deterministic stationary policies, which is identified with the class of universally measurable selectors of the correspondence $x \mapsto$ $A(x)$. More precisely, a policy $\pi \in \Pi$ is a deterministic stationary policy if there is a universally measurable function $\phi$ from $\mathbb{X}$ to $\mathbb{A}$ where $\phi(x) \in$ $A(x)$ for all $x \in \mathbb{X}$ and $\pi_{t}\left(\cdot \mid h_{t}\right)=\delta_{\phi\left(x_{t}\right)}(\cdot)$ for $t=0,1, \ldots$ and all $h_{t}=$ $x_{0} a_{0} \cdots a_{t-1} x_{t} \in \mathbb{H}_{t}$, in which case we identify $\pi$ with $\phi$. Hence, when the decision-maker follows the deterministic stationary policy $\phi$, she selects the action $\phi(x)$ whenever the system is in state $x$. Let $\mathbb{F}$ denote the set of all deterministic stationary policies.

Probability Spaces Associated with Policies. When the initial state is $x \in \mathbb{X}$ and the decision-maker follows the policy $\pi \in \Pi$, the observed sequence of state-action pairs can be viewed as a realization of a discretetime stochastic process. To make this statement precise, let $\mathbb{H}_{\infty}:=(\mathbb{X} \times$ $\mathbb{A})^{\infty}$ denote the space of trajectories of the MDP, and for $t=0,1, \ldots$ define the random variables $\xi_{t}$ and $v_{t}$ for $\omega=x_{0} a_{0} x_{1} a_{1} \cdots \in \mathbb{H}_{\infty}$ by $\xi_{t}(\omega):=x_{t}$ and $v_{t}(\omega):=a_{t}$. According to [10, Proposition 7.45], for every initial state $x \in \mathbb{X}$ and policy $\pi \in \Pi$ there is a unique probability measure $\mathbb{P}_{\chi}^{\pi}$ on $\mathbb{H}_{\infty}$, called a strategic measure, that satisfies the following conditions:

1. $\mathbb{P}_{\chi}^{\pi}\left(\mathbb{H}_{\infty}\right)=1$;
2. $\mathbb{P}_{x}^{\pi}\left(\xi_{0}=x\right)=1$;
3. $\mathbb{P}_{x}^{\pi}\left(v_{t} \in B \mid h_{t}\right)=\pi_{t}\left(B \mid h_{t}\right)$ for all $B \in \mathcal{B}(\mathbb{A}), h_{t} \in \mathbb{H}_{t}$, and $t=0,1, \ldots$;
4. $\mathbb{P}_{x}^{\pi}\left(\xi_{t+1} \in B \mid h_{t}, a_{t}\right)=p\left(B \mid x_{t}, a_{t}\right)$ for all $B \in \mathcal{B}(\mathbb{X}), h_{t}=x_{0} a_{0} \cdots x_{t} \in$ $\mathbb{H}_{\mathrm{t}}$, and $\mathrm{t}=0,1, \ldots$;

For $x \in \mathbb{X}$ and $\pi \in \Pi$, the expectation operator corresponding to $\mathbb{P}_{x}^{\pi}$ is denoted by $\mathbb{E}_{x}^{\pi}$.

Optimality Criteria. The relative attractiveness of policies is usually assessed via a chosen optimality criterion that is defined in terms of strategic measures; see e.g. [34]. Two commonly used criteria are expected total rewards and long-run expected average rewards per unit time; see e.g. [43, Chapter 6] and [9], respectively. For definitions of the former see Sections 2.1 and 3.2, and for a definition of the latter see Section 4.2.

### 1.1.2 Two-Player Zero-Sum Stochastic Games

A two-player zero-sum stochastic game can be viewed as a generalization of MDPs that allows for two decision-makers. In particular, instead of a single decision-maker selecting actions that affect the rewards earned and the trajectory of the system, the actions selected by two decisionmakers, referred to as players, jointly affect the reward earned by one of them (i.e. the cost incurred by the other) and the distribution of the subsequent state.

More precisely, a two-player zero-sum stochastic game is defined by a tuple $\left(\mathbb{X}, \mathbb{A}^{1}, \mathbb{A}^{2},\left\{\mathcal{A}^{1}(x): x \in \mathbb{X}\right\},\left\{\mathcal{A}^{2}(x): x \in \mathbb{X}\right\}, r, p\right)$ where, analogously to the case of an MDP, $\mathbb{X}$ is the state space, $\mathbb{A}$ is the action space, and $\mathcal{A}^{\mathfrak{i}}(x)$ is the set of available actions for player $i=1,2$ when the system is in state $x \in \mathbb{X}$. If the system is in state $x \in \mathbb{X}$ and players 1 and 2 select action $a^{1} \in A^{1}(x)$ and $a^{2} \in A^{2}(x)$, respectively, then player 2 pays player $1 r\left(x, a^{1}, a^{2}\right)$ and the distribution of the next state is given by the probability measure $p\left(\cdot \mid x, a^{1}, a^{2}\right)$ on $\mathbb{X}$. Here we also assume that $\mathbb{X}$ and $\mathbb{A}$ are Borel subsets of Polish spaces, that for $i=1,2$ the sets $A^{i}(x)$ for $x \in \mathbb{X}$ are nonempty Borel subsets of $\mathbb{A}^{i}$, and that the set

$$
\operatorname{Gr}\left(A^{1} \times A^{2}\right):=\left\{\left(x, a^{1}, a^{2}\right): x \in \mathbb{X}, a^{i} \in A^{i}(x), \mathfrak{i}=1,2\right\}
$$

is a Borel subset of $\mathbb{X} \times \mathbb{A}^{1} \times \mathbb{A}^{2}$. In addition, player 1 's payoff function $r$ : $\operatorname{Gr}\left(A^{1} \times A^{2}\right) \rightarrow \mathbb{R}$ is Borel-measurable, and the transition probabilities are defined by the Borel-measurable stochastic kernel $p$ on $\mathbb{X}$ given $\operatorname{Gr}\left(A^{1} \times\right.$ $A^{2}$ ).

Remark 2. Throughout, we also assume that player 1's one-step payoff function $r: \operatorname{Gr}\left(A^{1} \times A^{2}\right) \rightarrow \mathbb{R}$ is bounded.

Strategies. Both players control the system via strategies, according to which actions can be selected randomly based on the entire observed history of the system up to the current time step. More precisely, here we let $H_{t}:=\left(\mathbb{X} \times \mathbb{A}^{1} \times \mathbb{A}^{2}\right)^{t} \times \mathbb{X}$ for $t=0,1, \ldots$ denote the space of histories up to time step $t$. For player $i=1,2$, a decision rule for time step $t$ is defined by a universally measurable stochastic kernel $\pi_{t}^{i}$ on $\mathbb{A}^{i}$ given $H_{t}$, where for each $h_{t}:=x_{0} a_{0}^{1} a_{0}^{2} \cdots a_{t-1}^{1} a_{t-1}^{2} x_{t} \in H_{t}$ the support of the probability measure $\pi_{t}^{i}\left(\cdot \mid h_{t}\right)$ is $A^{i}\left(x_{t}\right)$. For $i=1,2$ a strategy for player $i$ is a sequence $\pi^{i}=\left\{\pi_{t}^{i}\right\}_{t=0}^{\infty}$ of decision rules; when player $i$ follows a given strategy $\pi^{i}$, and the observed history up to time step $t$ is $h_{t}$, she selects an action belonging to the set $B \in \mathcal{B}\left(\mathbb{A}^{i}\right)$ with probability $\pi_{t}^{i}\left(B \mid h_{t}\right)$. Let $\Pi^{i}$ denote the set of all strategies for player $i$, for $i=1,2$.

Stationary Strategies. For stochastic games we will consider conditions under which stationary strategies are at least nearly optimal in some sense. A strategy $\pi^{i}$ for player $i=1,2$ is stationary if there is a universally measurable stochastic kernel $\varphi^{i}$ on $\mathbb{A}^{i}$ given $\mathbb{X}$ satisfying $\pi_{t}^{\mathfrak{i}}\left(\cdot \mid h_{t}\right)=\varphi^{\mathfrak{i}}\left(\cdot \mid \chi_{t}\right)$ for $t=0,1, \ldots$ and all $h_{t}=x_{0} a_{0}^{1} a_{0}^{2} \cdots a_{t-1}^{1} a_{t-1}^{2} x_{t} \in H_{t}$, in which case we identify $\pi^{i}$ with $\varphi^{i}$. When player $i$ follows the stationary strategy $\varphi^{i}$, she selects an action belonging to the set $B \in \mathbb{A}^{i}$ with probability $\varphi^{i}(B \mid x)$ whenever the system is in state $x$. For $i=1,2$, let $\Phi^{i}$ denote the set of all stationary strategies for player $i$. In addition, a stationary strategy $\varphi^{i}$ for player $\mathfrak{i}=1,2$ is deterministic if for every $x \in \mathbb{X}$ the measure $\pi(\cdot \mid x)$ is a Dirac measure; let $\mathbb{F}^{i}$ denote the set of all deterministic stationary strategies for player $i$.

Probability Spaces Associated with Strategy Pairs. Let $H_{\infty}:=(\mathbb{X} \times$ $\left.\mathbb{A}^{1} \times \mathbb{A}^{2}\right)^{\infty}$ denote the space of trajectories of the stochastic game, and for $t=0,1, \ldots$ define the random variables $\xi_{t}, v_{t}^{1}$, and $v_{t}^{2}$ for $\omega=x_{0} a_{0}^{1} a_{0}^{2} \cdots \epsilon$ $H_{\infty}$ by $\xi_{t}(\omega):=x_{t}, v_{t}^{1}(\omega):=a_{t}^{1}$, and $v_{t}^{2}(\omega):=a_{t}^{2}$. By [10, Proposition 7.45], for every initial state $x \in \mathbb{X}$ and pair of strategies $\pi^{1} \in \Pi^{1}$ and $\pi^{2} \in \Pi^{2}$ there is a unique probability measure $P_{x}^{\pi^{1}} \pi^{2}$ on $H_{\infty}$ that satisfies the following conditions:

1. $P_{x}^{\pi^{1} \pi^{2}}\left(\mathrm{H}_{\infty}\right)=1 ;$
2. $P_{x}^{\pi^{1} \pi^{2}}\left(\xi_{0}=x\right)=1$;
3. for $\mathfrak{i}=1,2, P_{x}^{\pi^{1} \pi^{2}}\left(v_{t}^{i} \in B \mid h_{t}\right)=\pi_{t}^{i}\left(B \mid h_{t}\right)$ for all $B \in \mathcal{B}\left(\mathbb{A}^{i}\right), h_{t} \in H_{t}$, and $t=0,1, \ldots$;
4. $P_{x}^{\pi^{1} \pi^{2}}\left(\xi_{t+1} \in B \mid h_{t}, a_{t}^{1}, a_{t}^{2}\right)=p\left(B \mid x_{t}, a_{t}^{1}, a_{t}^{2}\right)$ for all $B \in \mathcal{B}(\mathbb{X}), h_{t}=$ $x_{0} a_{0}^{1} a_{0}^{2} \cdots x_{t} \in H_{t}$, and $t=0,1, \ldots$;

For $x \in \mathbb{X}, \pi^{1} \in \Pi^{1}$, and $\pi^{2} \in \Pi^{2}$, let $E_{x}^{\pi^{1} \pi^{2}}$ denote the expectation operator corresponding to $P_{x}^{\pi^{1} \pi^{2}}$.

Optimality Criteria. Two commonly used optimality criteria for stochastic games involve total and long-run expected average payoffs. For definitions of the former see Sections 5.1 and 6.2, and for a definition of the latter see Section 7.2.

### 1.2 Complexity of MDPs \& Games

In this section, we provide a review of the literature on the complexity of computing optimal policies for MDPs and stochastic games. In Section 1.2.1, we describe two models of computation that have been used in deriving complexity estimates for MDPs and stochastic games, and the notion of a polynomial-time algorithm. In Section 1.2.2, we review the literature on upper bounds for the complexity of computing optimal policies, including upper bounds for models with special structure such as ergodic MDPs and stochastic games and deterministic MDPs, and for MDPs with sensitive discount optimality criteria. Finally, in Section 1.2 .3 we consider lower bounds on the complexity of computing optimal policies.

### 1.2.1 Models of Computation

The computational complexity of algorithms is typically analyzed in terms of the amount of resources (e.g. time, space) that the algorithm needs, as a function of the size of the input. Classically, inputs to the algorithm of interest are taken to be numbers represented by finite strings of symbols, and the algorithm itself is formalized as a Turing machine; see e.g. [107, Part Three] and [14, Section 1.3]. This is often referred to as the Turing model of computation.

More recently, Blum et al. [15] (see also [14]) proposed a model of computation that accommodates algorithms operating on real numbers (or more generally, on elements of a ring). This model, referred to as the Blum-Shub-Smale (BSS) model of computation, was designed to provide a rigorous foundation for the analysis of algorithms used in the field of numerical analysis (e.g. Newton's method), and can be viewed as a generalization of the classical theory of computation. For algorithms operating on real numbers, the BSS model is also referred to as the arithmetic model of computation; see e.g. [48, p. 32].

## Polynomial-Time Algorithms

The resource that we are primarily interested in is time, which is typically measured via the number of elementary operations (e.g. the number of arithmetic operations) required by the algorithm of interest. A central notion in the analysis of the time complexity of algorithms is that of a polynomial-time algorithm, which is a formalization of the intuitive idea of an "efficient algorithm" that originated from the work of Cobham [16] and Edmonds [27]. In particular, a polynomial-time algorithm is an algorithm where the required number of elementary operations for an input of size $\mathcal{S}$ is bounded above by a polynomial in $\mathcal{S}$. A polynomial-time algorithm is also referred to as a polynomial algorithm, or as an algorithm that runs in polynomial time. We say that a problem can be solved in polynomial time if there exists a polynomial algorithm that, given any instance of that problem, computes a solution to the problem.

Turing Model. Under the Turing model of computation, an algorithm is polynomial if the total number of steps taken by its corresponding Turing machine can be bounded above by a polynomial function of the total bitsize of the input data. In other words, under this model of computation the elementary operations are the steps taken by the corresponding Turing machine, and the size $\mathcal{S}$ of an input is taken to be the total number of bits needed to represent that input. Hence the Turing model can be used to study algorithms operating on rational inputs, for example, but may not be appropriate when the inputs are taken to be any real numbers. One common way to derive upper bounds in this setting is to upper bound the number of arithmetic operations multiplied by the maximum number of bits needed to encode any input number; see e.g. [14, p. 19]. Polynomial
algorithms under the Turing model are also called weakly polynomial; see e.g. [104, p. 48].

BSS Model. Under the BSS model of computation, an algorithm is polynomial if the total number of arithmetic operations that the algorithm requires in order to terminate can be bounded above by a polynomial function of the total number of input elements. For example, if an algorithm operating on real numbers takes any $n \times n$ real matrix as input, then the number of input elements for any given input is $n^{2}$. If a polynomial algorithm under the BSS model is such that, for rational inputs, the amount of space needed ${ }^{1}$ can be bounded above by a polynomial in the total bit-size of the inputs, then it is also called strongly polynomial; see e.g. [48, p. 32] and [104, p. 47].

### 1.2.2 Upper Bounds

In this section, we provide a review of the literature on upper bounds for the complexity of computing an optimal policy. In Chapter 2, we describe the work of Feinberg \& Huang [38] in detail.

## Linear Programming

It has been known since almost the beginning of the development of the theory of MDPs that many important classes of these models can be solved via linear programming; see e.g. Kallenberg [64] and the references contained therein. According to the work of Khachiyan [68], it follows that these classes of models, which include discounted and average-reward MDPs, can be solved in polynomial time.

The study of interior-point methods for linear programming, which was stimulated by the work on Karmarkar [65], has led to improved complexity estimates; for example, by considering a combinatorial interiorpoint method, Ye [120] was the first to show that discounted MDPs with a fixed discount factor can be solved in polynomial time under the BSS

[^0]model of computation. In addition, Alagoz et al. [2] have obtained empirical evidence, using randomly generated problems and a real-life problem arising in healthcare, indicating that interior-point methods perform favorably compared to policy iteration.

## Value Iteration

To our knowledge, the only published upper bounds for value iteration are for discounted MDPs. In this case, Tseng [112] showed that when the discount factor is fixed, the classic value iteration algorithm is weakly polynomial. In particular, each iteration can be performed in strongly polynomial time, and the total number of iterations can be bounded above by

$$
\frac{n L+n \log _{2} n}{1-\beta}
$$

where $\mathfrak{n}$ is the total number of states, $L$ is the total bit-size of the input data, and $\beta$ is the discount factor. This can be used to show that Howard's [62] policy iteration algorithm is also weakly polynomial; see e.g. [74].

## Policy Iteration

While the weak polynomiality of Howard's policy iteration (PI) follows from Tseng's [112] result on value iteration, this conclusion was actually reached by Meister \& Holzbaur [78] in a paper published four years earlier. In particular, they showed that the number of iterations required by Howard's PI is bounded above by a constant times $n L /[-\log (\beta)]$, where $n$ is the number of states, $L$ is the total bit-size of the input data, and $\beta$ is the discount factor. Since each iteration of Howard's PI can be performed in strongly polynomial time, it follows that this algorithm is weakly polynomial.

A breakthrough result on the complexity of policy iteration and the question of whether MDPs or, more generally, linear programming problems can be solved in strongly polynomial time was published in 2011 [121]. In that paper, Yinyu Ye improved on his earlier result [120] on the solvability of discounted MDPs with a fixed discount factor in strongly polynomial time. In particular, this was done by showing that both the version of policy iteration corresponding to using the simplex method with Dantzig's pivoting rule, as well as Howard's [62] classic variant of
policy iteration, actually have a superior iteration bound compared to the combinatorial interior-point method proposed in [120].

Ye's work subsequently led to a number of improvements and generalizations. Hansen et al. [51] both improved Ye's [121] bound for Howard's policy iteration algorithm, and showed that the same bound applies to the strategy iteration algorithm, proposed by Rao et al. [93], when it is used to solve discounted two-player zero-sum stochastic games of perfect information. This solved a long-standing open problem regarding the complexity of computing Nash equilibria for such discounted games. According to Andersson \& Miltersen [7] the complexity of solving such games is closely related to the complexity of solving a number of other classes of games, including simple stochastic games [17], mean-payoff games of perfect information on graphs [28], and parity games [29]. More recently, Akian \& Gaubert [1] improved on Hansen et al.'s [51] iteration bound, and used this result along with techniques from nonlinear Perron-Frobenius theory to derive a new iteration bound for the Hoffman-Karp algorithm [57] for solving a certain class of two-player zero-sum average-payoff stochastic games of perfect information.

Scherrer [103] improved on Ye's [121] and Hansen et al.'s [51] complexity estimates even further. Namely, it turns out that for discounted MDPs with a fixed discount factor, the number of iterations required by the simplex method with Dantzig's pivoting rule is linear in the number of stateaction pairs $m$ times the number of state $n$, and the number required by Howard's [62] policy iteration algorithm is linear in $m$. The latter agrees with what has been observed empirically about policy iteration; see [121].

Another research direction regarding upper bounds on the complexity of computing optimal policies for MDPs was initiated by Mansour \& Singh [76] who, for discounted MDPs, derived the first nontrivial (but still exponential) iteration bound for policy iteration that does not depend on the discount factor. In particular, for any discounted MDP with $n$ states and at most $k$ actions per state, Howard's policy iteration terminates with an optimal policy after at most $13 \mathrm{k}^{n} / \mathrm{n}$ iterations. Recently, Hollanders et al. [59] made the first progress in this direction since the work of Mansour \& Singh. Using an abstract formulation of policy iteration, it was shown that for both discounted and average-reward MDPs, Howard's policy iteration requires at most

$$
\frac{k}{k-1} \cdot \frac{k^{n}}{n}+\frac{k^{n}}{n^{2}}
$$

iterations to return an optimal policy, where again $n$ denotes the number of states and $k$ denotes the maximum number of actions available at any state.

Finally, we remark that Ye's [121] method of analyzing the complexity of policy iteration has been generalized to a wider class of linear programming problems. Kitahara \& Mizuno [70] showed that if every basic feasible solution of a linear program with $m$ variables and $n$ constraints is bounded above and below by $\gamma$ and $\delta$, respectively, then the simplex method with Dantzig's pivoting rule terminates after at most

$$
m\left\lceil n \cdot \frac{\gamma}{\delta}\left(m \cdot \frac{\gamma}{\delta}\right)\right\rceil
$$

iterations. Ye's [121] result on the simplex method with Dantzig's rule follows as a special case, because the linear programming formulation of discounted MDPs with discount factor $\beta$ that is analyzed in [121] has $m$ variables and $n$ constraints, and every basic feasible solution of this linear program is bounded above by $\gamma=(1-\beta)^{-1}$ and bounded below by 1 . Another corollary that is observed in [70] is that, for linear programs with totally unimodular constraint matrices ${ }^{2}$ and integral right-hand side vector $b$, the total number of iterations required by the simplex method with Dantzig's rule is at most

$$
\begin{equation*}
\mathfrak{m}\left\lceil\mathfrak{n}\|\mathrm{b}\|_{1} \ln \mathfrak{n}\|\mathrm{~b}\|_{1}\right\rceil \tag{1.1}
\end{equation*}
$$

where $\|\cdot\|_{1}$ denotes the $L^{1}$ norm. This bound (1.1) applies to the linear programming formulations of the shortest path problem, the max-flow problem, and weighted bipartite matching; see [87, Section 13.2].

## Models with Special Structure

The work of Ye [121] has also inspired a number of results on the complexity of computing optimal policies for MDPs and stochastic games with transition probabilities having certain special properties.

Ergodic MDPs \& Games. An assumption on the transition probabilities that is often considered in the context of the average-reward criterion is the condition that the Markov chains associated with the deterministic

[^1]stationary policies are ergodic in some sense. For surveys of the kinds of assumptions that have been considered in the literature, see e.g.[33], [110], and [55]. One of the first complexity results in this direction was actually obtained a few years prior to Ye's [121] groundbreaking paper. Namely, Zadorojniy et al. [123] showed for MDPs that if all of the Markov chains induced by deterministic stationary policies are both irreducible and satisfy a so-called coupling property, then optimal policies can be computed in strongly polynomial time under both the discounted and average-reward criteria ${ }^{3}$. More recently, Feinberg \& Huang [36] used Ye's [121] results and a reduction of certain average-reward MDPs to discounted ones due to Ross $[95,94]$ to show that MDPs modeling maintenance and replacement problems with a fixed failure probability can be solved in strongly polynomial time using policy iteration for average-reward MDPs. Akian \& Gaubert [1] subsequently generalized the complexity estimates in Feinberg \& Huang [36] to stochastic games and a more general ergodicity condition, using methods from nonlinear Perron-Frobenius theory.

Deterministic MDPs. A number of strongly polynomial algorithms exist for MDPs where the state transitions occur deterministically. For deterministic average-reward MDPs, the problem of computing an optimal policy is reducible to the problem of finding a minimum mean-weight cycle in a directed graph, and hence is solvable in strongly polynomial time using the algorithm proposed by Karp [66]. For the discounted-reward criterion, strongly polynomial algorithms have been proposed by Andersson \& Vorobyov [8] and Madani et al. [75]. On the other hand, Post \& Ye [91] showed that the classic simplex method with Dantzig's pivoting rule is strongly polynomial for discounted deterministic MDPs, regardless of the discount factor. Post \& Ye's result was further improved by Hansen et al. [50], who also showed that the minimum cost to time ratio cycle problem is also solvable in strongly polynomial time.

[^2]
## Sensitive Discount Optimality Criteria

There has also been some recent progress on the complexity of computing policies that are optimal under so-called sensitive discount optimality criteria, which generalize the average-reward criterion; see e.g. Veinott [116]. In his PhD thesis under Veinott, O'Sullivan [86] showed for the first time that Blackwell-optimal policies (see e.g. [61]), which have a number of attractive properties including being average-reward optimal and optimal under the discounted reward criterion for all discount factors sufficiently close to 1 , can be computed in polynomial time. This was done by introducing a new algorithm that involves a reduction of the original problem to a sequence of linear programs.

On the other hand, it is unknown whether the classic policy iteration algorithm for computing optimal policies under sensitive discount optimality criteria (as well as Blackwell-optimal policies) proposed by Miller \& Veinott [80] (see also [116]) is a polynomial-time algorithm. In particular, the best known upper bound for this algorithm, which follows from the work of Hollanders et al. [59], is exponential in the number of states.

### 1.2.3 Lower Bounds

In this section, we provide a review of the literature on lower bounds for the complexity of computing an optimal policy. In Chapter 2, we describe the work of Feinberg \& Huang [37] and Feinberg et al. [39] in detail.

## Value Iteration

To our knowledge, the only published lower bounds on the time complexity of value iteration are for the discounted-reward criterion, which is defined in Section 2.1 for MDPs and in Section 5.1 for two-player zero-sum stochastic games.

Consider a discount factor $\beta \in[0,1)$. In an early survey of complexity estimates for value and policy iteration algorithms for MDPs, Littman et al. [74] provide an example of an MDP where value iteration requires at least

$$
\begin{equation*}
\frac{1}{2(1-\beta)} \cdot \log \frac{1}{1-\beta} \tag{1.2}
\end{equation*}
$$

iterations to compute the optimal policy. This indicates that in general, it is not possible to derive an upper bound on the time complexity of value iteration that does not depend on the discount factor. In particular, it is not possible to remove the dependence on $(1-\beta)^{-1}$ of the upper bound for value iteration derived by Tseng [112]; see Section 1.2.2.

The discounted MDP that Littman et al. [74] used to prove their lower bound (1.2) on the time complexity of value iteration consists of four stateaction pairs. Recently, by modifying the one-step reward associated with one of the actions, Feinberg et al. [39] showed that the number of iterations required by a broad class of so-called optimistic policy iteration algorithms to compute the optimal policy can grow arbitrarily quickly. Their result holds when the discount factor is fixed, and applies to value iteration, modified policy iteration [92], and $\lambda$-policy iteration [12]. In particular, it follows that unlike certain classic versions of policy iteration [121], the value iteration algorithm is not strongly polynomial; see also Feinberg \& Huang [37]. In fact, the computational complexity of any of the aforementioned optimistic policy iteration algorithms is unbounded in the BSS model [15] of computation.

We remark that, since MDPs can be viewed as special cases of stochastic games, the preceding lower bounds also apply to value iteration for such games. In particular, they apply to the classical total-payoff twoplayer zero-sum stochastic game considered by Shapley [105]. For an example of a so-called simple stochastic game for which value iteration requires an exponential number of iterations to return a vector within a constant factor of the optimal value vector, see Condon [18].

## Linear Programming \& Policy Iteration

It has been known since at least the 1970s that there is a close relationship between policy iteration algorithms and the simplex method for solving linear programming problems. In particular, for discounted and certain average-reward MDPs there is a one-to-one correspondence between rules for updating actions during policy iteration and pivoting rules for the simplex method applied to a certain linear program; see e.g. Mine \& Osaki [81, Sections 2.4, 3.5] and Kallenberg [64, pp. 67-68, 122].

Beginning with the seminal work of Klee \& Minty [71], who showed
that the simplex method with Dantzig's [21, p. 98] pivoting rule ${ }^{4}$ can require an exponential number of iterations, many deterministic pivoting rules have been shown to take exponential time in the worst case; see e.g. Amenta \& Ziegler [4] and Todd [111]. Similarly, many versions of policy iteration have been shown to have exponential iteration lower bounds. To our knowledge, the first such lower bound is due to Melekopoglou \& Condon [79], who showed that the version of policy iteration corresponding to applying the simplex method with Bland's [13] pivoting rule can require an exponential number of iterations to compute an optimal policy under both the discounted and average-reward criteria. For the versions of policy iteration for undiscounted total and average-reward MDPs that use Howard's rule for updating actions ${ }^{5}$, Fearnley [32] showed that an exponential number of iterations may be required. By modifying Fearnley's example, Hollanders et al. [58] showed that for a suitably large discount factor, policy iteration with Howard's rule may also require an exponential number of iterations. In addition, Friedmann [46, 47] obtained superpolynomial (namely, subexponential) lower bounds on the required number of iterations taken by versions of policy iteration for discounted MDPs corresponding to the simplex method with Zadeh's [122] pivoting rule and with Cunningham's [20] pivoting rule, respectively. We remark that Friedmann et al. [45] derived analogous superpolynomial lower bounds on the number of iterations taken by Dantzig's [21] random-edge pivoting rule Matoušek et al.'s [77] random-facet pivoting rule for discounted MDPs with a certain discount factor.

On the other hand, for discounted MDPs with a fixed discount factor, the best known lower bound on the number of iterations required by Howard's [62] policy iteration in the worst case are linear in the number of states; see the example due to John Tsitsiklis in [102] and Andersson et al. [6]. Hence the (strongly) polynomial upper bounds for both Howard's policy iteration and the simplex method with Dantzig's pivoting rule, which we describe in Section 1.2.2, are not known to be tight. It is interesting to note that, while Dantzig's classic pivoting rule served as the first example of an exponential pivoting rule [71], it also served as one of the first action switching rules that was shown to turn policy iteration into a polynomial-time algorithm under the BSS model of computation [121].

[^3]
### 1.3 Reductions to Discounted Models

In this section, we provide a review of the literature on reducing the problem of solving undiscounted-reward MDPs and stochastic games to the problem of solving discounted ones. In Section 1.3.1 we consider the total reward criterion, while in Section 1.3.2 we consider average rewards.

### 1.3.1 of Total-Reward Models

A reduction of so-called transient MDPs, under the total reward criterion, to discounted MDPs is implicit in the work of Veinott [115]. There, a so-called positive similarity transformation based on ideas due to Alan Hoffman was used to reduce a transient MDP, where the (not necessarily substochastic) spectral radii of the transition matrices corresponding to the deterministic stationary policies are all less than one, to a transient MDP with substochastic transition matrices. The associated reduction to a discounted problem is made explicit in Kallenberg [64, pp. 75-77].

The transformation given in Veinott [115] has also been used to study MDPs with unbounded reward functions. Wessels [118] considered the convergence of value iteration for total-reward MDPs with discrete state sets where, for every deterministic stationary policy, the associated onestep reward function and transition matrix are bounded with respect to some weighted supremum norm. The model studied by Wessels [118] is also referred to as contracting; see e.g. [114], [113, p. 100]. The weight function used in Veinott [115] is also a special case of a kind of bounding function that van Hee and Wessels [114] call strongly excessive. In [114], characterizations of the existence of strongly excessive functions for MDPs are given in terms of the random drift through a partition of the state space, the lifetime distribution of the process under the Markov policies, and the spectral radii of the transition matrices induced by the Markov policies. van der Wal [113, Section 5.2] shows that for infinite-horizon total rewards, three sets of assumptions related to contracting MDPs are equivalent to the assumption that the MDP is discounted.

### 1.3.2 of Average-Reward Models

To our knowledge, the first reduction of average-reward MDPs to discounted ones is due to Sheldon Ross. In [95] a transformation is provided
for MDPs with discrete state sets that, when there is a state to which the process transitions with probability at least $\alpha>0$ under any action, allows one to compute an optimal policy under the average-reward criterion by solving a discounted MDP. Ross also provided an analogous transformation and result in [94] for MDPs with standard Borel state space and finite action sets. For a textbook treatment, see Ross [96, pp. 98-99]. Gubenko \& Štatland [49] subsequently showed for MDPs with standard Borel state and action spaces that under a minorant condition on the transition probabilities, which generalizes the condition considered by Ross [94], a reduction of the original average-cost MDP to a discounted one is possible; see also Dynkin \& Yushkevich [25, pp. 186-188]. More recently, Akian \& Gaubert [1] showed that a reduction of average-payoff two-player zerosum stochastic games with perfect information is possible under a condition that is more general than the one considered by Ross [95].

Gubenko \& Štatland [49] also showed that a reduction to a kind of discounted MDP is possible when the transition probabilities satisfy a socalled majorant condition. Namely, in this case the resulting discounted MDP has a negative discount factor that belongs to the interval $(-1,0)$. Hence, while the associated optimality operator still defines a contraction mapping, this mapping no longer has the monotonicity property that has played a central role in the study of the structure of sequential decision problems that was initiated by Denardo [22]; for a modern treatment with some extensions, see Bertsekas [11]. In particular, the techniques used by Ye [121], Hansen et al. [51], and Scherrer [103] to analyze discounted MDPs with a discount factor that lies on the interval $(0,1)$ do not apply. To our knowledge, besides the work of Gubenko \& Štatland [49] there are no other published results on discounted MDPs with a negative discount factor. We remark, however, that the work of Ames and Ginsburg [5] on iterative algorithms for nonlinear partial differential equations, where the same kind of oscillatory contraction mapping arises, may be relevant.

## Part I

## Markov Decision Processes

## Chapter 2

## Discounted MDPs

In this chapter, we review some results on discounted MDPs. In Section 2.1, discounted-reward optimality criterion is defined, and in Section 2.2 we state some results on the existence and characterization of optimal policies that will be used in Chapters 3 and 4. Finally, Section 2.3 provides results on the complexity of computing optimal and e-optimal policies for discounted MDPs. In particular, Section 2.3.1 contains statements of some known results on the complexity of computing optimal policies, Section 2.3.2 contains the statements and proofs of our results on optimistic policy iteration, Section 2.3.3 contains the resulting corollaries for modified policy iterations and value iteration, and Section 2.3.4 contains the statement and proof of our result on the complexity of computing e-optimal policies.

### 2.1 Optimality Criterion

Let $\beta$ denote the discount factor. When the initial state is $x \in \mathbb{X}$ and the decision-maker follows the policy $\pi \in \Pi$, the total expected $\beta$-discounted reward earned is

$$
v_{\beta}^{\pi}(x):=\mathbb{E}_{x}^{\pi} \sum_{t=0}^{\infty} \beta^{n} r\left(\xi_{t}, v_{t}\right) .
$$

A policy $\pi_{*} \in \Pi$ is $\beta$-optimal if $v_{\beta}^{\pi_{*}}(x)=\sup _{\pi \in \Pi} v_{\beta}^{\pi}(x)=: v_{\beta}(x)$ for all $x \in \mathbb{X}$.

### 2.2 Existence of Optimal Policies

For $x \in \mathbb{X}$, consider the sets

$$
\begin{equation*}
A_{\beta}(x):=\left\{a \in A(x): v_{\beta}(x)=r(x, a)+\beta \int_{\mathbb{X}} v_{\beta}(y) p(d y \mid x, a)\right\} . \tag{2.1}
\end{equation*}
$$

The statement of Theorem 2, which is due to Feinberg et al. [41] and provides general sufficient conditions for the existence of $\beta$-optimal policies that are deterministic stationary, makes use of a few additional definitions.

Definition 1 ( $\mathbb{K}$-sup-compactness [40]). The one-step reward function $r$ is $\mathbb{K}$-sup-compact if for every nonempty compact $\mathrm{K} \subseteq \mathbb{X}$, the sets

$$
\{(x, a) \in(K \times \mathbb{A}) \cap \operatorname{Gr}(A): r(x, a) \geqslant \lambda\}, \quad \lambda \in \mathbb{R},
$$

are compact.
Proposition 1. The one-step reward function $\mathrm{r}: \operatorname{Gr}(\mathcal{A}) \rightarrow \mathbb{R}$ is $\mathbb{K}$-sup-compact if and only if
(i) r is upper semicontinuous, and
(ii) for any sequence $\left\{x_{k}\right\}$ in $\mathbb{X}$ that converges to some $x \in \mathbb{X}$, any sequence $\left\{a_{k}\right\}$ in $\mathbb{A}$ where $\mathrm{a}_{\mathrm{k}} \in \mathcal{A}\left(\mathrm{x}_{\mathrm{k}}\right)$ for all k and $\left\{\mathrm{r}\left(\mathrm{x}_{\mathrm{k}}, \mathrm{a}_{\mathrm{k}}\right)\right\}$ is bounded below has an accumulation point belonging to $A(x)$.

Proof. Recall that $\mathbb{X}$ is a Borel subset of a Polish space, and hence is metrizable. Since any metrizable space is compactly generated (see e.g. [83, Lemma 46.3]), the proposition follows from [40, Corollary 2.2].

Definition 2 (Weak continuity). The transition probabilities $p$ are weakly continuous if for every bounded continuous function $f: \mathbb{X} \rightarrow \mathbb{R}$ the mapping

$$
(x, a) \mapsto \int_{\mathbb{X}} f(y) p(d y \mid x, a)
$$

is continuous on $\operatorname{Gr}(A)$.

Theorem 2 ([41, Theorem 2]). Suppose $r: G r(A) \rightarrow \mathbb{R}$ is bounded above and $\mathbb{K}$-sup-compact, and p is weakly continuous. Then
(i) the value function $\nu_{\beta}$ is upper semicontinuous and satisfies

$$
\begin{equation*}
v_{\beta}(x)=\max _{a \in A(x)}\left[r(x, a)+\beta \int_{\mathbb{X}} v_{\beta}(y) p(d y \mid x, a)\right], \quad x \in \mathbb{X} ; \tag{2.2}
\end{equation*}
$$

(ii) there is a $\beta$-optimal deterministic stationary policy;
(iii) a deterministic stationary policy $\phi \in \mathbb{F}$ is $\beta$-optimal if and only if $\phi(x) \in$ $A_{\beta}(x)$ for all $x \in \mathbb{X}$, where $A_{\beta}$ is defined by (2.1).

Remark 3. In order for the conclusions of Theorem 2 to hold, the one-step rewards $r$ need not be bounded below. If $r$ is bounded, however, then the $\mathbb{K}$-sup-compactness of $r$ implies that the all action sets $A(x), x \in \mathbb{X}$, are compact; see [40, Theorem 2.1(ii)].

Theorem 3 ([54, Section 8.5]). Suppose $\mathrm{r}: \operatorname{Gr}(\mathrm{A}) \rightarrow \mathbb{R}$ is bounded and upper semicontinuous, $\mathcal{A}(x)$ is compact for all $x \in \mathbb{X}$, and $p$ is weakly continuous. Then
(i) the value function $v_{\beta}$ is the unique bounded upper semicontinuous function that satisfies (2.2);
(ii) statements (ii) and (iii) of Theorem 2 hold.

To state Theorem 4 below, we say that the set-valued mapping $x \mapsto$ $A(x)$ is compact-valued if $A(x)$ is compact for all $x \in \mathbb{X}$, and is continuous if for every open subset $V$ of $\mathbb{A}$ the sets $\{x \in \mathbb{X}: A(x) \subseteq V\}$ and $\{x \in \mathbb{X}$ : $A(x) \cap V \neq \emptyset\}$ are open subsets of $\mathbb{X}$.

Theorem 4 ([52, Theorem 2.8]). Suppose $r: G r(A) \rightarrow \mathbb{R}$ is bounded and continuous, the set-valued mapping $x \mapsto A(x)$ is compact-valued and continuous, and p is weakly continuous. Then
(i) the value function $v_{\beta}$ is the unique bounded continuous function that satisfies (2.2);
(ii) statements (ii) and (iii) of Theorem 2 hold.

### 2.3 Complexity Estimates

In this section, we assume that the state and action sets are finite, with the exception of Section 2.3.4 where the state and action sets are possibly uncountable Euclidean spaces. When the state set $\mathbb{X}$ and the action set $\mathbb{A}$ are finite, let $m:=\sum_{x \in \mathbb{X}}|A(x)|$ denote the total number of state-action pairs and let $\mathrm{n}:=|\mathbb{X}|$ denote the total number of states.

To describe the algorithms that we will consider, it is convenient to define some operators on the set of all functions $f: \mathbb{X} \rightarrow \mathbb{R}$, i.e. the set of all elements of $\mathbb{R}^{|\mathbb{X}|}$. For $f: \mathbb{X} \rightarrow \mathbb{R}$, let

$$
T_{\beta}^{a} f(x):=r(x, a)+\beta \sum_{y \in \mathbb{X}} p(y \mid x, a) f(y), \quad a \in A(x), x \in \mathbb{X}
$$

and define the optimality operator by

$$
\mathrm{T}_{\beta} f(x):=\max _{\mathrm{a} \in \mathcal{A}(x)} \mathrm{T}_{\beta}^{\mathrm{a}} f(x), \quad x \in \mathbb{X}
$$

In addition, for $f: \mathbb{X} \rightarrow \mathbb{R}$ and $\phi \in \mathbb{F}$ we define

$$
\mathrm{T}_{\beta}^{\phi} \mathrm{f}(x):=\mathrm{T}_{\beta}^{\phi(x)} \mathrm{f}(x) \quad x \in \mathbb{X}
$$

Asymptotic Notation. A common way to state complexity estimates for algorithms is via asymptotic notation. Given two real-valued functions $f$ and $g$ on the natural numbers, the statement $f(n) \in O(g(n))$ means that there is a constant $C \in \mathbb{R}$ satisfying $f(n) \leqslant C g(n)$ for all sufficiently large natural numbers $n$; when $f(n) \in O(g(n))$, we say that $f(n)$ is $O(g(n))$. Here, $f$ usually denotes the number of elementary operations needed for the algorithm to terminate for an input of size $n$.

### 2.3.1 Policy Iteration (PI)

In this section, we state the best known complexity estimates for policy iteration, which are due to Scherrer [103]. These estimates will be used to provide complexity estimates for total-reward MDPs in Chapter 3 and for average-reward MDPs in Chapter 4, via reductions to discounted MDPs.

Scherrer [103] obtained improved complexity estimates for the two versions of policy iteration that were considered by Ye [121]. One version,
which was stated in the first monograph on MDPs, is due to Howard [62]. To state it, define the set-valued mapping $\mathcal{G}$ from the set of all functions on the state set $\mathbb{X}$ to the set of all deterministic stationary policies $\mathbb{F}$ by

$$
\begin{equation*}
\mathcal{G}(f):=\left\{\phi \in \mathbb{F}: T_{\beta}^{\phi} f=T_{\beta} f\right\} \quad \text { for } f: \mathbb{X} \rightarrow \mathbb{R} \tag{2.3}
\end{equation*}
$$

Given $\mathrm{f}: \mathbb{X} \rightarrow \mathbb{R}$, a deterministic stationary policy $\phi \in \mathcal{G}(\mathrm{f})$ is called greedy with respect to $f$.

```
Howard's PI
Input: \(V_{0}: \mathbb{X} \rightarrow \mathbb{R}\).
Output: Optimal policy \(\phi_{*} \in \mathbb{F}\).
    1: Set \(\mathbf{j}=1\).
    : Select a policy \(\phi_{j} \in \mathcal{G}\left(V_{j-1}\right)\)
    if \(v_{\beta}^{\phi_{j}}=T_{\beta} v_{\beta}^{\phi_{j}}\) then
    return \(\phi_{*}=\phi_{j}\)
    else
        Set \(V_{j+1}=v_{\beta}^{\phi_{j}}\) and \(\mathfrak{j}=\mathfrak{j}+1\).
        go to line 2 .
```

The other version of policy iteration that Ye [121] considered corresponds to applying the simplex method with Dantzig's pivoting rule to a certain linear program. To state it, for $f: \mathbb{X} \rightarrow \mathbb{R}$ let

$$
x_{f}:=\underset{x \in \mathbb{X}}{\arg \max }\left[T_{\beta} f(x)-f(x)\right],
$$

where ties are broken arbitrarily, and define the set-valued mapping $\mathcal{D}$ from the set of all functions on the state set $\mathbb{X}$ and the set of all deterministic stationary policies $\mathbb{F}$, to the set $\mathbb{F}$, by

$$
\mathcal{D}(f, \psi):=\left\{\phi \in \mathbb{F}: \phi\left(x_{f}\right) \in \underset{a \in \mathcal{A}\left(x_{f}\right)}{\arg \max }\left[T_{\beta}^{a} f\left(x_{f}\right)-f\left(x_{f}\right)\right], \phi(x)=\psi(x) \forall x \neq x_{f}\right\}
$$

for $f: \mathbb{X} \rightarrow \mathbb{R}$ and $\psi \in \mathbb{F}$. Observe that $\chi_{f}$ is the state $\chi$ that has the action a for which the quantity

$$
r(x, a)+\beta \sum_{y \in \mathbb{X}} p(y \mid x, a) f(y)-f(x)
$$

is the most positive, and any $\phi \in \mathcal{D}(f, \psi)$ is obtained by switching the action $\psi\left(x_{f}\right)$ to some action $a \in A\left(x_{f}\right)$ maximizing $T_{\beta}^{a} f\left(x_{f}\right)-f\left(x_{f}\right)$, and letting $\phi$ be identical to $\psi$ for all of the remaining states.

```
Simplex-PI
Input: \(V_{0}: \mathbb{X} \rightarrow \mathbb{R}\).
Output: Optimal policy \(\phi_{*} \in \mathbb{F}\).
    Set \(j=1\).
    Select a policy \(\phi_{\mathrm{j}} \in \mathcal{D}\left(\mathrm{V}_{\mathrm{j}-1}\right)\)
    if \(v_{\beta}^{\phi_{j}}=T_{\beta} v_{\beta}^{\phi_{j}}\) then
        return \(\phi_{*}=\phi_{j}\)
    else
        Set \(V_{j+1}=v_{\beta}^{\phi_{j}}\) and \(\mathfrak{j}=\mathfrak{j}+1\).
        go to line 2 .
```

Theorem 5. [[103, Theorems 3,4]]
(i) The number of iterations required by Howard's PI is

$$
\begin{equation*}
O\left(\frac{m}{1-\beta} \log \frac{1}{1-\beta}\right) \tag{2.4}
\end{equation*}
$$

(ii) The number of iterations required by Simplex-PI is

$$
\begin{equation*}
\mathrm{O}\left(\frac{\mathrm{~nm}}{1-\beta} \log \frac{1}{1-\beta}\right) \tag{2.5}
\end{equation*}
$$

Proposition 6. Each iteration of Howard's PI and Simplex-PI requires at most $\mathrm{O}\left(\mathrm{mn}+\mathrm{n}^{3}\right)$ arithmetic operations.

Proof. Both Howard's PI and Simplex-PI require the computation of $v_{\beta}^{\phi_{j}}$ for every iteration $\mathfrak{j}$, which may require $\mathrm{O}\left(\mathrm{n}^{3}\right)$ arithmetic operations if Gaussian elimination is used. Both the computation of a greedy policy $\phi_{j} \in \mathcal{G}\left(\mathrm{~V}_{\mathrm{j}-1}\right)$ and a policy $\phi_{\mathrm{j}} \in \mathcal{D}\left(\mathrm{V}_{\mathrm{j}-1}\right)$ can be accomplished by computing, for every state-action pair $(x, a) \in \operatorname{Gr}(A)$, the quantity

$$
r(x, a)+\beta \sum_{y \in \mathbb{X}} p(y \mid x, a) V_{j-1}(y) ;
$$

hence a total of $\mathrm{O}(\mathrm{mn})$ arithmetic operations are needed in both cases.

Corollary 7. For discounted MDPs with a fixed discount factor, both Howard's PI and Simplex-PI are polynomial under the BSS model of computation.

Proof. This follows from Theorem 5 and Proposition 6.

### 2.3.2 Optimistic PI

While policy iteration has attractive complexity estimates, the fact that computing $v_{\beta}^{\phi_{j}}$ for every iteration $j$ involves the solution of the linear system of equations

$$
\left(I-\beta P^{\phi_{j}}\right) f=r^{\phi_{j}}, \quad f \in \mathbb{R}^{n},
$$

where $P^{\phi_{j}}(x, y):=p\left(y \mid x, \phi_{j}(x)\right)$ and $r^{\phi_{j}}(x):=r\left(x, \phi_{j}(x)\right)$ for $x, y \in \mathbb{X}$, can make the algorithm infeasible in practice when the number of states is large. Namely, a total of $O\left(n^{3}+n^{2} m\right)$ arithmetic operations may be needed if Gaussian elimination is used. On the other hand, every iteration of the classic value iteration algorithm can be executed using $\mathrm{O}\left(\mathrm{n}^{2} \mathrm{~m}\right)$ arithmetic operations.

These two properties of policy and value iteration have led to the development of so-called optimistic policy iteration algorithms. These algorithms are intended to combine the attractive iteration complexity of policy iteration with the attractive per-iteration complexity of value iteration, by replacing the computation of $v_{\beta}^{\phi_{j}}$ on every iteration $\mathfrak{j}$ with an approximation of it. A classic optimistic policy iteration algorithm is modified policy iteration, which is due to Puterman \& Shin [92], involves iteratively applying the operator $T_{\beta}^{\phi_{j}}$ a certain number $n_{j}$ of times to the approximation of $v_{\beta}^{\phi_{j-1}}$ obtained in the previous iteration. Another optimistic policy iteration algorithm, which is of interest to the reinforcement learning community (see Bertsekas \& Tsitsiklis [12, Section 2.3.1]) is called $\lambda$-policy iteration or temporal difference-based policy iteration. In addition, value iteration can also be considered as a certain kind of optimistic policy iteration algorithm; namely, it corresponds to the version of modified policy iteration where $n_{j}=1$ for all $j$.

To define optimistic policy iteration, recall the definition of a greedy policy with respect to an $f: \mathbb{X} \rightarrow \mathbb{R}$ given by (2.3), and let $\mathbb{N}:=\{1,2, \ldots\} \cup$ $\{\infty\}$.

## Optimistic PI

Input: $V_{0}: \mathbb{X} \rightarrow \mathbb{R}$ and a $\overline{\mathbb{N}}$-valued stochastic sequence $\left\{N_{j}\right\}_{j=1}^{\infty}$ with associated probability measure $\mathbf{Q}$ and expectation operator $\mathbf{E}$.
Output: Optimal policy $\phi_{*} \in \mathbb{F}$.
Set $\mathrm{j}=1$.
Select a policy $\phi_{j} \in \mathcal{G}\left(\mathrm{~V}_{\mathrm{j}-1}\right)$
if $v_{\beta}^{\phi_{j}}=\mathrm{T}_{\beta} v_{\beta}^{\phi_{j}}$ then
return $\phi_{*}=\phi_{\mathrm{j}}$
else
Set $V_{j+1}=E\left[\left(T_{\beta}^{\phi_{j}}\right)^{N_{j}} V_{j}\right]$ and $j=j+1$.
go to line 2.

Theorem 8. Consider any discount factor $\beta \in(0,1)$. If $\mathrm{V}_{0} \equiv 0$ and $\mathrm{Q}\left(\mathrm{N}_{\mathrm{j}}<\right.$ $\infty)>0$ for $j=1,2, \ldots$, then for any positive integer N there exists a deterministic MDP with four state-action pairs for which optimistic PI requires at least N iterations to return an optimal policy.

Proof. To prove the theorem, we consider a family deterministic MDPs parameterized by $R \in \mathbb{R}$. For each of these MDPs, the state set is $\mathbb{X}=\{1,2,3\}$ and the action sets are $A(1)=\{\lambda, \rho\}$ and $A(2)=A(3)=\{\sigma\}$. For $R \in(0, \infty)$, the one-step reward for action $\lambda$ in state 1 is $r(1, \lambda)=R \in \mathbb{R}$, and the remaining one-step rewards are $r(1, \rho)=r(2, \sigma)=0$ and $r(3, \sigma)=1$. Finally the transition probabilities are defined by $p(2 \mid 1, \lambda)=p(3 \mid 1, \rho)=p(2 \mid 2, \sigma)=$ $p(3 \mid 3, \sigma)=1$. See Figure 2.1 below.


Figure 2.1: A deterministic MDP; each arrow corresponds to an action.
Note that $\mathbf{E}\left[\beta^{\mathrm{N}_{\mathrm{j}}}\right]>0$ for every $\mathrm{j} \in \mathbb{N}$; since

$$
\mathbf{Q}\left\{\mathrm{N}_{\mathrm{j}}<\infty\right\}=\sum_{\mathrm{n}=0}^{\infty} \mathbf{Q}\left\{\mathrm{N}_{\mathrm{j}}=\mathrm{n}\right\}>0
$$

implies that there is an $n_{0} \in \mathbb{N}$ such that $\mathrm{P}\left\{\mathrm{N}_{\mathrm{j}}=\mathrm{n}_{0}\right\}>0$, we have

$$
\mathbf{E}\left[\beta^{N_{j}}\right]=\sum_{n=1}^{\infty} \beta^{n} \mathbf{Q}\left\{N_{j}=n\right\} \geqslant \beta^{n_{0}} \mathbf{Q}\left\{N_{j}=n_{0}\right\}>0 .
$$

Given N, let R satisfy

$$
\frac{\beta}{1-\beta}>R>\frac{\beta\left(1-\prod_{i=1}^{N-1} \mathbf{E}\left[\beta^{N_{i}}\right]\right)}{1-\beta}
$$

Then the unique optimal policy is characterized by taking action $\rho$ (i.e. "going right") in state 1. Moreover, this policy is obtained on iteration $j$ only if $r(1, \lambda)+\beta V_{j-1}(2) \leqslant r(1, \rho)+\beta V_{j-1}(3)$, i.e. only if

$$
R \leqslant \beta V_{j-1}(3)=\beta \cdot\left(\frac{1-\prod_{i=1}^{j-1} \mathbf{E}\left[\beta^{N_{i}}\right]}{1-\beta}\right) .
$$

But for $j=1,2, \ldots N$,

$$
R>\frac{\beta\left(1-\prod_{i=1}^{N-1} \mathbf{E}\left[\beta^{N_{i}}\right]\right)}{1-\beta} \geqslant \frac{\beta\left(1-\prod_{i=1}^{j-1} \mathbf{E}\left[\beta^{N_{i}}\right]\right)}{1-\beta}
$$

Hence for $\mathfrak{j}=1,2, \ldots, N$, the policy $\phi^{j} \in \mathcal{G}\left(V_{j-1}\right)$ is not optimal.
Corollary 9. Under the BSS model of computation, there is no upper bound on the number of iterations needed by optimistic policy iteration to return an optimal policy.

Proof. If such a bound exists, then it would follow that the number of iterations needed by optimistic PI to compute the optimal policy for the MDP defined in the proof of Theorem 8 is some constant $N$ for any value of $R$, contradicting Theorem 8.

### 2.3.3 $\lambda$-PI, Modified PI, \& Value Iteration

The results in Section 2.3.2 also apply to the variants of optimistic policy iteration mentioned in Section 2.3.2. We first state the $\lambda$-policy iteration algorithm, which is due to Bertsekas \& Tsitsiklis [12, Section 2.3.1].

```
\(\bar{\lambda}\)-PI
Input: \(V_{0}: \mathbb{X} \rightarrow \mathbb{R}\) and \(\lambda \in(0,1)\).
Output: Optimal policy \(\phi_{*} \in \mathbb{F}\).
    Set \(j=1\).
    Select a policy \(\phi_{j} \in \mathcal{G}\left(\mathrm{~V}_{\mathrm{j}-1}\right)\).
    if \(v_{\beta}^{\phi_{j}}=\mathrm{T}_{\beta} v_{\beta}^{\phi_{j}}\) then
        return \(\phi_{*}=\phi_{j}\).
    else
        Set \(V_{j+1}=(1-\lambda) \sum_{n=0}^{\infty} \lambda^{n}\left(T_{\beta}^{\phi_{j}}\right)^{n} V_{j}\) and \(j=j+1\).
        go to line 2.
```

Next, we recall the modified policy iteration algorithm, which was proposed by Puterman \& Shin [92].

## Modified PI

Input: $V_{0}: \mathbb{X} \rightarrow \mathbb{R}$ and a sequence $\left\{n_{j}\right\}_{j=1}^{\infty}$ of nonnegative integers.
Output: Optimal policy $\phi_{*} \in \mathbb{F}$.
Set $\mathbf{j}=1$.
Select a policy $\phi_{\mathrm{j}} \in \mathcal{G}\left(\mathrm{V}_{\mathrm{j}-1}\right)$.
if $v_{\beta}^{\phi_{j}}=T_{\beta} v_{\beta}^{\phi_{j}}$ then
return $\phi_{*}=\phi_{j}$.
else
Set $V_{j+1}=\left(T_{\beta}^{\phi_{j}}\right)^{n_{j}} V_{j}$ and $j=j+1$.
go to line 2.

To our knowledge, the idea of iteratively applying the optimality operator $\mathrm{T}_{\beta}$ to an initial function $\mathrm{V}_{0}$ was first considered by Shapley [105] in the context of stochastic games. Below we state a version of value iteration that is known to return an optimal policy in a finite number of iterations; see e.g. Bertsekas [11, Proposition 2.3.1].

```
Value Iteration
Input: \(V_{0}: \mathbb{X} \rightarrow \mathbb{R}\).
Output: Optimal policy \(\phi_{*} \in \mathbb{F}\).
    Set \(j=1\).
Select a policy \(\phi_{\mathrm{j}} \in \mathcal{G}\left(\mathrm{V}_{\mathrm{j}-1}\right)\).
if \(v_{\beta}^{\phi_{j}}=T_{\beta} v_{\beta}^{\phi_{j}}\) then
    return \(\phi_{*}=\phi_{j}\).
else
    Set \(\mathrm{V}_{\mathrm{j}+1}=\mathrm{T}_{\beta} \mathrm{V}_{\mathrm{j}}\) and \(\mathrm{j}=\mathrm{j}+1\).
    go to line 2.
```

Corollary 10. For $\lambda$-policy iteration, modified policy iteration, and value iteration, under the BSS model of computation there is no upper bound on the number of iterations needed to return an optimal policy.

Proof. First, $\lambda$-policy iteration corresponds to the special case of optimistic policy iteration where each $N_{j}$ is a geometrically distributed random variable with parameter $\lambda$. Next, modified policy iteration corresponds to the version of optimistic policy iteration where each $\mathrm{N}_{\mathrm{j}}$ is a degenerate random variable. Finally, value iteration corresponds to the special case of modified policy iteration where $N_{j} \equiv 1$ for all $\mathfrak{j}$. Hence $\lambda$-PI, modified PI, and value iteration are each special cases of optimistic PI where $Q\left(N_{j}<\infty\right)=1$ for $j=1,2, \ldots$; hence the corollary follows from Theorem 8.

### 2.3.4 Computing e-Optimal Policies

In this section, we consider the complexity of computiong e-optimal policies for total and average-reward MDPs, with Euclidean state and action spaces, that satisfy certain Lipschitz-type assumptions. Throughout this section, we assume that $\mathcal{A}(x) \equiv \mathbb{A}$ for all $x \in \mathbb{X}$.

## Preliminaries

We first recall some relevant definitions from metric space topology and the convergence of probability measures.

Product Metric. Recall that if $\left(X, \rho_{X}\right)$ and $\left(Y, \rho_{Y}\right)$ are metric spaces, then the product topology on $X \times Y$ is induced by the metric $\rho_{X \times Y}$ where

$$
\rho_{X \times Y}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right):=\max \left\{\rho_{X}\left(x_{1}, x_{2}\right), \rho_{Y}\left(y_{1}, y_{2}\right)\right\}
$$

for $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$. A function $u: X \times Y \rightarrow \mathbb{R}$ is Lipschitz continuous on $\mathrm{X} \times \mathrm{Y}$ with modulus $\mathrm{L}_{\mathfrak{u}}$ if there is a constant $\mathrm{L}_{\mathfrak{u}}<\infty$ that satisfies

$$
\left|u\left(x_{1}, y_{1}\right)-u\left(x_{2}, y_{2}\right)\right| \leqslant L_{u} \rho_{X \times Y}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)
$$

for all $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$.

Total Variation Distance. Given a set $S$ and a $\sigma$-algebra $\Sigma$ on $S$, the total variation distance between two probability measures $v_{1}$ and $v_{2}$ on the measurable space $(S, \Sigma)$ is

$$
\rho_{\mathrm{TV}}\left(v_{1}, v_{2}\right):=\sup \left\{\left|\int_{S} f(x) v_{1}(d x)-\int_{S} f(x) v_{2}(d x)\right|: f: S \rightarrow[-1,1] \text { Borel }\right\} .
$$

Lemma 11. Let $v_{1}, v_{2}$ be probability measures on the measurable space $(S, \Sigma)$. If $\mathrm{f}: \mathrm{S} \rightarrow \mathbb{R}$ is bounded and Borel-measurable, then

$$
\left|\int_{\mathbb{X}} f(x) v_{1}(d x)-\int_{\mathbb{X}} f(x) v_{2}(d x)\right| \leqslant\left(\sup _{x \in \mathbb{X}}|f(x)|\right) \cdot \rho_{T V}\left(v_{1}, v_{2}\right)
$$

Proof. See [106, p. 432, Lemma 1] and [53, 172, 185].

## Complexity Estimate

The complexity estimate that we derive for discounted MDPs is based on the recent work of Saldi et al. [99], [100], [101]. In particular, in [99] rates of convergence of optimal policies for approximating MDPs with finite action sets are derived, and in [100] analogous results are obtained for MDPs with finite state sets. Combining the results in [99] and [100] leads to estimates of the size of a finite state and action MDP that are sufficient to define to an $\epsilon$-optimal policy for the original MDP. The rate of convergence results in [99] and [100] that we will use rely on the following assumption.

Assumption L. The MDP is such that
(a) there exist positive integers $\mathrm{d}_{\mathbb{X}}$ and $\mathrm{d}_{\mathbb{A}}$ such that the state space $\mathbb{X}$ is a compact subspace of $\mathbb{R}^{\mathrm{d}_{\mathrm{x}}}$ and the action space $\mathbb{A}$ is a compact subspace of $\mathbb{R}^{\mathrm{d}_{\mathbb{A}}}$;
(b) the one-step reward function $\mathrm{r}: \mathbb{X} \times \mathbb{A} \rightarrow \mathbb{R}$ is bounded and Lipschitzcontinuous with modulus $\mathrm{L}_{r}$;
(c) there is a constant $\mathrm{L}_{\mathrm{p}}<\infty$ satisfying

$$
\rho_{\operatorname{TV}}\left(p\left(\cdot \mid x_{1}, a_{1}\right), p\left(\cdot \mid x_{2}, a_{2}\right)\right) \leqslant L_{p} \rho_{\mathbb{X} \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right)
$$

for all $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$.
Remark 4. Assumption L(c) implies that the transition probabilities $p$ are continuous in total variation, i.e. any sequence $\left\{\left(x_{k}, a_{k}\right)\right\}_{k=0}^{\infty}$ in $\mathbb{X} \times \mathbb{A}$ that converges to $(x, a) \in \mathbb{X} \times \mathbb{A}$ satisfies

$$
\lim _{n \rightarrow \infty} \rho_{T V}\left(p\left(\cdot \mid x_{k}, a_{k}\right), p(\cdot \mid x, a)\right)=0
$$

This implies that $p$ is also weakly continuous; see e.g. [42, Theorem 2.5].
Remark 5. Recall that a subset $S$ of a metric space is totally bounded if for every $\epsilon>0$ there exists a finite collection of open balls of radius $\epsilon$ that cover $S$, and that if $S$ is compact then $S$ is totally bounded. In particular, for any compact $S \subseteq \mathbb{R}^{d}$ there exists a sequence $\left\{S_{k}\right\}_{k=1}^{\infty}$ of finite $S_{k} \subseteq S$ satisfying $\left|S_{k}\right|=k$ for all $k$ such that, for some $\alpha \in[0, \infty)$,

$$
\max _{s_{1} \in S} \min _{s_{2} \in S_{k}}\left\|s_{1}-s_{2}\right\|_{2} \leqslant \alpha(1 / k)^{1 / d}, \quad k=1,2, \ldots
$$

where $\|\cdot\|_{2}$ denotes the Euclidean norm.
When Assumption L(i) holds, we define the finite sets $\mathbb{X}_{k}$ for $k=$ $1,2, \ldots$ by substituting $\mathbb{X}$ for $S$ in Remark 5 . The finite sets $\mathbb{A}_{k}$ for $k=$ $1,2, \ldots$ are defined analogously. In addition, let

$$
\begin{equation*}
\alpha_{\mathbb{X}}:=\inf \left\{\alpha \geqslant 0: \max _{x_{1} \in \mathbb{X}} \min _{x_{2} \in \mathbb{X}_{k}}\left\|x_{1}-x_{2}\right\|_{2} \leqslant \alpha(1 / k)^{1 / d_{\mathbb{X}}},\left|\mathbb{X}_{k}\right|=k \forall k\right\} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{\mathbb{A}}:=\inf \left\{\alpha \geqslant 0: \max _{a_{1} \in \mathbb{A}} \min _{a_{2} \in \mathbb{A}_{k}}\left\|a_{1}-a_{2}\right\|_{2} \leqslant \alpha(1 / k)^{1 / d_{\mathbb{A}}},\left|\mathbb{A}_{k}\right|=k \forall k\right\} . \tag{2.7}
\end{equation*}
$$

Theorem 12. Suppose Assumptions $L$ and HT hold. Then the number of arithmetic operations needed to compute an e- $\beta$-optimal policy is at most a constant times

$$
\begin{equation*}
\left\lceil\left(\frac{2 M_{\mathbb{X}, \beta}}{\epsilon}\right)^{d_{X}}\right\rceil^{4} \cdot\left\lceil\left(\frac{2 M_{\mathbb{A}, \beta}}{\epsilon}\right)^{d_{A}}\right\rceil^{2} \cdot \frac{1}{1-\beta} \log \frac{1}{1-\beta^{\prime}} \tag{2.8}
\end{equation*}
$$

where

$$
M_{\mathbb{X}, \beta}:=\frac{2 \alpha_{\mathbb{X}}}{1-\beta}\left[\left((2+\beta) \beta \mathrm{L}_{p}+\frac{\beta^{2}+4 \beta+2}{(1-\beta)^{2}}\right) \cdot \frac{\mathrm{L}_{r}}{1-\beta \mathrm{L}_{p}}+\frac{2 \mathrm{~L}_{r}}{1-\beta}\right]
$$

and

$$
M_{\mathbb{A}, \beta}:=\frac{\alpha_{\mathbb{A}}}{1-\beta}\left[L_{r}-\beta \mathrm{L}_{p}\|r\|_{\infty}+\left(\frac{2 \beta\|r\|_{\infty} L_{p}}{1-\beta}\right)\right]
$$

where $\|r\|_{\infty}:=\sup _{(x, a) \in \mathbb{X} \times \mathbb{A}}|r(x, a)|$.
Proof. Consider the the MDP where the original action set is replaced with the finite action set $\mathbb{A}_{\mathrm{k}^{*}}$ where

$$
\left|\mathbb{A}_{\mathrm{k}^{*}}\right|=\mathrm{k}^{*}:=\left\lceil\left(\frac{2 \mathrm{M}_{\mathbb{A}, \beta}}{\epsilon}\right)^{\mathrm{d}_{\mathbb{A}}}\right\rceil .
$$

Let $v_{\beta, k^{*}}$ denote the value function for this MDP. By Theorem 3, this MDP has a deterministic stationary optimal policy $\phi_{*}$. According to Saldi et al. [99, Theorem 4.1], it follows that

$$
\begin{equation*}
v_{\beta}(x)-v_{\beta, k^{*}}(x) \leqslant M_{\mathbb{A}, \beta}\left(1 / k^{*}\right)^{1 / d_{\mathbb{A}}} \leqslant \epsilon / 2, \quad x \in \mathbb{X} \tag{2.9}
\end{equation*}
$$

Next, following [100], consider the MDP with finite state set $\mathbb{X}_{n^{*}}$ where

$$
\left|\mathbb{X}_{n^{*}}\right|=n^{*}:=\left\lceil\left(\frac{2 M_{\mathbb{X}, \beta}}{\epsilon}\right)^{d_{\mathbb{X}}}\right\rceil .
$$

Let the finite action set be $\mathbb{A}_{n^{*}}$, and define the one-step rewards $r_{n^{*}}$ and transition probabilities $p_{n^{*}}$ as follows. Take any probability measure $v_{n^{*}}$ on $(\mathbb{X}, \mathcal{B}(\mathbb{X}))$ that assigns positive measure to the sets

$$
S_{n^{*}}\left(x_{n^{*}}\right):=\left\{x \in \mathbb{X}: \underset{y \in \mathbb{X}_{n^{*}}}{\arg \min }\|x-y\|=x_{n^{*}}\right\}, \quad x_{n^{*}} \in \mathbb{X}_{n^{*}}
$$

and let

$$
r_{n^{*}}\left(x_{n^{*}}, a_{k^{*}}\right):=\int_{S_{n^{*}}\left(x_{n^{*}}\right)} r\left(x, a_{k^{*}}\right) v_{n^{*}}(d x), \quad\left(x_{n^{*}}, a_{k^{*}}\right) \in \mathbb{X}_{n^{*}} \times \mathbb{A}_{k^{*}},
$$

and

$$
p_{n^{*}}\left(y_{n^{*}} \mid x_{n^{*}}, a_{k^{*}}\right):=\int_{S_{n^{*}}\left(x_{n^{*}}\right)} p\left(S_{n^{*}}\left(y_{n^{*}}\right) \mid x, a_{k^{*}}\right) v_{n^{*}}(d x)
$$

for $x_{n^{*}}, y_{n^{*}} \in \mathbb{X}_{n^{*}}$ and $a_{k^{*}} \in \mathbb{A}_{k^{*}}$.
Let $v_{\beta, n^{*}, k^{*}}$ denote the value function for the MDP defined $n$ the preceding paragraph, let $\phi_{n^{*}, k^{*}}$ denote a deterministic optimal policy for that MDP, and consider the deterministic stationary policy $\phi_{\epsilon}$ for the original MDP defined by

$$
\phi_{\epsilon}(x):=\phi_{n^{*}, k^{*}}\left(\arg \min _{x_{n^{*}} \in \mathbb{X}_{n^{*}}}\left\|x-x_{n^{*}}\right\|_{2}\right) .
$$

According to [100, Theorem 5.2], we have

$$
\begin{equation*}
v_{\beta, k^{*}}(x)-v_{\beta}^{\phi_{\epsilon}}(x) \leqslant M_{\mathbb{X}, \beta}\left(1 / n^{*}\right)^{1 / d_{X}} \leqslant \epsilon / 2, \quad x \in \mathbb{X} . \tag{2.10}
\end{equation*}
$$

Hence it follows from (2.9) and (2.10) that

$$
v_{\beta}(x)-v_{\beta}^{\phi_{\epsilon}}(x) \leqslant \epsilon / 2+\epsilon / 2=\epsilon, \quad x \in \mathbb{X} .
$$

## Chapter 3

## Reduction of Transient MDPs

In this chapter, we provide a formulation of transient MDPs that allows for the consideration of randomized history-dependent policies. To our knowledge, previous work on transient MDPs whose transition kernels are not necessarily substochastic only considers optimality over Markov policies; see [90].

In Section 3.1, we provide an alternative formulation of the usual notion of transience, and describe some application areas in Section 3.1.1. In Section 3.2 we define the total-reward optimality criterion for transient MDPs. Next, in Section 3.3 we define a transformation of the original transient MDP to a discounted one, and show how it can lead to the existence and characterization of deterministic stationary optimal policies in Section 3.4. Finally, in Section 3.5 we provide complexity estimates for constructing the HV transformation (Section 3.5.1), computing a deterministic stationary optimal policy (Section 3.5.2, and computing an $\epsilon$-optimal policy (Section 3.5.3).

### 3.1 Transience Assumption

Consider a nonnegative real-valued Borel-measurable discount function $\alpha$ on $\operatorname{Gr}(A)$. In the sequel, we assume that $\alpha$ satisfies the following assumption, which generalizes the case of constant discounting considered in Chapter 2 where $\alpha \equiv \beta \in[0,1)$.

Assumption T (Transience). There is a constant $\mathrm{K} \geqslant 1$ satisfying

$$
\begin{equation*}
\mathbb{E}_{\chi}^{\phi} \sum_{\mathrm{t}=0}^{\infty} \prod_{\mathrm{k}=0}^{\mathrm{t}-1} \alpha\left(\xi_{\mathrm{k}}, v_{\mathrm{k}}\right) \leqslant \mathrm{K}<\infty \quad \text { for all } x \in \mathbb{X}, \phi \in \mathbb{F} \tag{3.1}
\end{equation*}
$$

To state the following proposition, recall that a subset $E$ of a Polish space $S$ is analytic if there is a Polish space $T$ and a set $B \in \mathcal{B}(S \times T)$ such that $E$ is the projection $\operatorname{proj}_{S} B$ of $B$ into $S$. A function $f: S \rightarrow \mathbb{R}$ on a Polish space $S$ is upper (resp. lower) semianalytic if for every $\lambda \in \mathbb{R}$ the set $\{s \in S: f(s) \geqslant \lambda\}$ (resp. $\{s \in S: f(s) \leqslant \lambda\}$ is an analytic subset of $S$.

Proposition 13. If Assumption $T$ holds, then there is an upper semianalytic function $\mu: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by $K$ and satisfies

$$
\begin{equation*}
\mu(x) \geqslant 1+\alpha(x, a) \int_{X} \mu(y) p(d y \mid x, a) \quad \text { for all }(x, a) \in G r(A) . \tag{3.2}
\end{equation*}
$$

Proof. Consider the operator $\mathcal{U}$ defined for bounded upper semianalytic functions $u: \mathbb{X} \rightarrow[0, \infty)$ by

$$
\begin{equation*}
\mathcal{U u}(x):=\sup _{A(x)}\left[1+\alpha(x, a) \int_{\mathbb{X}} u(y) p(d y \mid x, a)\right], \quad x \in \mathbb{X} . \tag{3.3}
\end{equation*}
$$

Let $u_{0} \equiv 0$, and for $n=1,2, \ldots$ let $u_{n}=\mathcal{U} u_{n-1}$. Note that for each $n \geqslant 0$, $u_{n}$ is upper semianalytic (see e.g. [10, Propositions 7.47] and $1 \equiv u_{1} \leqslant$ $u_{n} \leqslant u_{n+1}$. Letting $\mu(x):=\lim _{n \rightarrow \infty} u_{n}(x) \geqslant 1$ for $x \in \mathbb{X}$, it follows from [10, Lemma 7.30] that $\mu$ is upper semianalytic. We will show that $\mu \leqslant K$ and $\mu=\mathcal{U} \mu$.

We first show that $u_{n} \leqslant K$ for all $n \geqslant 0$. Note that $u_{0} \equiv 0 \leqslant K$. Next, suppose $u_{n} \leqslant K$ for some $n \geqslant 0$ and consider an arbitrary $\epsilon>0$. For $\phi \in \mathbb{F}$, define the operator $\mathrm{Q}_{\phi}$ for bounded upper semianalytic functions $u: \mathbb{X} \rightarrow[0, \infty)$ by

$$
\mathrm{Q}_{\phi} \mathfrak{u}(x):=\alpha(x, \phi(x)) \int_{\mathbb{X}} u(y) p(d y \mid x, \phi(x)), \quad x \in \mathbb{X}
$$

let $Q_{\phi}^{0} u:=u$, and for $n=1,2, \ldots$ let $Q_{\phi}^{n} u:=Q_{\phi}\left(Q_{\phi}^{n-1} u\right)$. Since $K>0$, according to the definition of $\mathcal{U}$ there is a $\phi^{\epsilon} \in \mathbb{F}$ satisfying

$$
1+Q_{\phi^{\in}} \mathfrak{u}_{n}(x) \geqslant U \mathcal{u}_{n}(x)-\frac{\epsilon}{K} \quad \text { for each } x \in \mathbb{X}
$$

Let $\tilde{\mathfrak{u}}_{0}:=u_{n}$, and for $N=1,2, \ldots$ let $\tilde{u}_{N}:=1+Q_{\phi^{e}} \tilde{\mathfrak{u}}_{N-1}$. Then, letting $e(x):=1$ for $x \in \mathbb{X}$,

$$
\begin{equation*}
\tilde{\mathfrak{u}}_{N}(x)=\sum_{\mathfrak{i}=0}^{N-1} Q_{\phi^{e}}^{i} e(x)+Q_{\phi^{e}}^{N} u_{n}(x) \quad \text { for each } N \geqslant 1, x \in \mathbb{X} . \tag{3.4}
\end{equation*}
$$

By Assumption T, $\sum_{i=0}^{\infty} Q_{\phi^{e}}^{i} e \leqslant K$. Since $u_{n}$ is bounded, it follows that $Q_{\phi^{\epsilon}}^{N} u_{n}(x) \rightarrow 0$ for each $x \in \mathbb{X}$. Letting $N \rightarrow \infty$ on both sides of (3.4) gives

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \tilde{u}_{N}(x)=\sum_{i=0}^{\infty} Q_{\phi^{\epsilon}}^{i} e(x) \leqslant K \quad \text { for each } x \in \mathbb{X} \tag{3.5}
\end{equation*}
$$

Next, we claim that

$$
\begin{equation*}
\tilde{u}_{N}(x) \geqslant u_{n+1}(x)-\frac{\epsilon}{K} \sum_{i=0}^{N-1} Q_{\phi^{e}}^{i} e(x) \quad \text { for each } N \geqslant 1, x \in \mathbb{X} . \tag{3.6}
\end{equation*}
$$

To prove (3.6), first note that for $x \in \mathbb{X}$

$$
\begin{aligned}
\tilde{\mathfrak{u}}_{1}(x) & =1+\mathrm{Q}_{\phi^{\epsilon}} \tilde{\mathfrak{u}}_{0}(x) \\
& =1+\mathrm{Q}_{\phi^{e}} \mathfrak{u}_{n}(x) \geqslant \mathcal{U} u_{n}(x)-\frac{\epsilon}{K}=u_{n+1}(x)-\frac{\epsilon}{K} Q_{\phi^{e}}^{0} e(x) .
\end{aligned}
$$

Now suppose (3.6) holds for some $N \geqslant 1$. Then for $x \in \mathbb{X}$

$$
\begin{align*}
\tilde{u}_{N+1}(x)=1+Q_{\phi^{\epsilon}} \tilde{\mathfrak{u}}_{N}(x) & \geqslant 1+Q_{\phi^{\epsilon}} u_{n+1}(x)-\frac{\epsilon}{K} \sum_{i=0}^{N-1} Q_{\phi^{\epsilon}}^{i+1} e(x) \\
& \geqslant 1+Q_{\phi^{\epsilon}} u_{n}(x)-\frac{\epsilon}{K} \sum_{i=0}^{N-1} Q_{\phi^{\epsilon}}^{i+1} e(x)  \tag{3.7}\\
& \geqslant U u_{n}(x)-\frac{\epsilon}{K}-\frac{\epsilon}{K} \sum_{i=1}^{N} Q_{\phi^{\epsilon}}^{i} e(x) \\
& =u_{n+1}(x)-\frac{\epsilon}{K} \sum_{i=0}^{(N+1)-1} Q_{\phi^{\epsilon}}^{i} e(x),
\end{align*}
$$

where (3.7) holds since $u_{n} \leqslant u_{n+1}$. Hence (3.6) holds by induction. Letting $\mathrm{N} \rightarrow \infty$ on both sides of (3.6), it follows from (3.5) that

$$
\begin{equation*}
K \geqslant u_{n+1}(x)-\frac{\epsilon}{K} \sum_{i=1}^{\infty} Q_{\phi^{\varepsilon}}^{i} e(x) \geqslant u_{n+1}(x)-\epsilon \quad \text { for each } x \in \mathbb{X}, \tag{3.8}
\end{equation*}
$$

where the rightmost inequality holds because of Assumption T. Since $\epsilon>$ 0 was arbitrary, this means $u_{n+1} \leqslant K$. By induction, $u_{n} \leqslant K$ for all $n=$ $0,1, \ldots$. Therefore, $\mu \leqslant K$.

To complete the proof, note that since $u_{n} \uparrow \mu$, Lebesgue's monotone convergence theorem implies that for $x \in \mathbb{X}$ and $a \in A(x)$

$$
\int_{\mathbb{X}} u_{n}(y) p(d y \mid x, a) \uparrow \int_{\mathbb{X}} \mu(y) p(d y \mid x, a) \quad \text { as } n \rightarrow \infty
$$

Since $u_{n} \uparrow \mu$ implies that $\mathcal{U} u_{n}=u_{n+1} \uparrow \mu$, for $x \in \mathbb{X}$

$$
\begin{aligned}
\mu(x)=\lim _{n \rightarrow \infty} \mathcal{U} u_{n}(x) & =1+\lim _{n \rightarrow \infty} \sup _{A(x)} \int_{\mathbb{X}} u_{n}(y) p(d y \mid x, a) \\
& =1+\sup _{n \geqslant 0} \sup _{A(x)} \int_{\mathbb{X}} u_{n}(y) p(d y \mid x, a) \\
& =1+\sup _{A(x)} \lim _{n \rightarrow \infty} \int_{\mathbb{X}} u_{n}(y) p(d y \mid x, a)=\mathcal{U} \mu(x) .
\end{aligned}
$$

The following proposition, which states that the sequence $\left\{u_{n}\right\}_{n \geqslant 0}$ defined in the proof of Proposition 13 converges uniformly, will be used to prove the continuity of $\mu$ under certain assumptions. This in turn will be used to ensure that the transition probabilities defined by the HV transformation, which is defined in Section 3.3, are weakly continuous if the original transition probabilities are weakly continuous.

Proposition 14. Suppose Assumption Tholds, and consider the operator $\mathcal{U}$ defined by (3.3). Then the sequence $\left\{u_{n}\right\}_{n \geqslant 0}$ where $u_{0} \equiv 0$ and $u_{n}:=\mathcal{U} u_{n-1}$ for $n=1,2, \ldots$ converges uniformly.

Proof. According to Proposition 13, Assumption T implies that there exists an upper semianalytic function $\mu: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by
the constant $\mathrm{K}<\infty$ that satisfies (3.2). We claim that for any bounded measurable functions $f$ and $g$ on $\mathbb{X}$,

$$
\begin{equation*}
\sup _{x \in \mathbb{X}} \frac{|\mathcal{U f}(x)-\mathcal{U g}(x)|}{\mu(x)} \leqslant\left(\frac{K-1}{K}\right) \sup _{x \in \mathbb{X}} \frac{|f(x)-g(x)|}{\mu(x)} \tag{3.9}
\end{equation*}
$$

To prove (3.9), note that the positivity of $\mu$ implies

$$
f(x) \leqslant g(x)+\mu(x) \cdot \sup _{x \in \mathbb{X}} \frac{|f(x)-g(x)|}{\mu(x)} \quad \text { for all } x \in \mathbb{X}
$$

Hence for $x \in \mathbb{X}$, it follows from the nonnegativity of $\alpha(x, a)$ and (3.2) that

$$
\begin{aligned}
\mathcal{U}(x) & \leqslant \mathcal{U g}(x)+\left[\sup _{A(x)} \alpha(x, a) \int_{\mathbb{X}} \mu(y) p(d y \mid x, a)\right] \cdot \sup _{x \in \mathbb{X}} \frac{|f(x)-g(x)|}{\mu(x)} \\
& \leqslant \mathcal{U g}(x)+[\mu(x)-1] \cdot \sup _{x \in \mathbb{X}} \frac{|f(x)-g(x)|}{\mu(x)} \\
& \leqslant \mathcal{U} g(x)+\mu(x) \cdot \frac{K-1}{K} \cdot \sup _{x \in \mathbb{X}} \frac{|f(x)-g(x)|}{\mu(x)}
\end{aligned}
$$

so

$$
\frac{U(f(x)-U g(x)}{\mu(x)} \leqslant\left(\frac{K-1}{K}\right) \sup _{x \in \mathbb{X}} \frac{|f(x)-g(x)|}{\mu(x)} \quad \text { for all } x \in \mathbb{X}
$$

By reversing the roles of $f$ and $g$, (3.9) follows.
According to (3.9), for $n=0,1, \ldots$

$$
\begin{equation*}
\sup _{x \in \mathbb{X}} \frac{\left|u_{n+1}(x)-u_{n}(x)\right|}{\mu(x)} \leqslant\left(\frac{K-1}{K}\right)^{n} \sup _{x \in \mathbb{X}} \frac{\left|u_{1}(x)-u_{0}(x)\right|}{\mu(x)} \leqslant\left(\frac{K-1}{K}\right)^{n} . \tag{3.10}
\end{equation*}
$$

Hence, letting $\|f\|_{\infty}:=\sup _{x \in \mathbb{X}}|f(x)|$ denote the supremum norm of the function $f$, for any nonnegative integers $m, n$ where $m>n$,

$$
\begin{aligned}
\left\|u_{m}-u_{n}\right\|_{\infty} & \leqslant K \cdot \sup _{x \in \mathbb{X}} \frac{\left|u_{m}(x)-u_{n}(x)\right|}{\mu(x)} \\
& \leqslant K \cdot \sum_{k=0}^{m-n-1} \sup _{x \in \mathbb{X}} \frac{\left|u_{n+k+1}(x)-u_{n+k}(x)\right|}{\mu(x)} \\
& \leqslant K \cdot \sum_{k=0}^{m-n-1}\left(\frac{K-1}{K}\right)^{n+k} \\
& \leqslant K \cdot\left(\frac{K-1}{K}\right)^{n} \sum_{k=0}^{\infty}\left(\frac{K-1}{K}\right)^{k}=K^{2} \cdot\left(\frac{K-1}{K}\right)^{n} .
\end{aligned}
$$

This means $\left\{u_{n}\right\}_{n \geqslant 0}$ is a Cauchy sequence with respect to the supremum norm in the space of bounded functions $B(\mathbb{X})$ on $\mathbb{X}$. Since $B(\mathbb{X})$ is a Banach space, it follows that $\left\{u_{n}\right\}_{n \geqslant 0}$ converges uniformly.

### 3.1.1 Applications

The case where the discount function $\alpha$ may be greater than one under some states and actions is relevant to the study of the control of certain population processes, which have variously been referred to as branching Markov decision chains (e.g. [98], [97]), Markov population decision chains (e.g. [117], [26]) and controlled multitype branching processes (e.g. [89], [90]). For such models, the usual approach has been to consider MDPs where the transition probabilities are replaced with so-called transition rates $\mathrm{q}(\cdot \mid \mathrm{x}, \mathrm{a})$ for $x \in \mathbb{X}$ and $a \in \mathcal{A}(x)$, which are nonnegative and may take on values greater than one.

Note that, equivalently to considering transition rates $q(\cdot \mid x, a)$, one can consider an MDP with transition probabilities $p(\cdot \mid x, a)$ and discount function $\alpha: \mathbb{X} \rightarrow[0, \infty)$. In particular, given an MDP in the latter form, we can let $q(\cdot \mid x, a):=\alpha(x, a) p(\cdot \mid x, a)$ for $x \in \mathbb{X}$ and $a \in A(x)$; conversely, given a controlled multitype branching process with transition rates $q(\cdot \mid x, a)$, we can let $\alpha(x, a):=q(\mathbb{X} \mid x, a)$ and $p(\cdot \mid x, a):=q(\cdot \mid x, a) / q(\mathbb{X} \mid x, a)$ for $x \in \mathbb{X}$ and $a \in \mathcal{A}(x)$. Assumption $T$ can then be interpreted as the condition that, regardless of the initial population and the actions selected, the total number of individuals that are subsequently born is finite.

The decision process associated with a controlled multitype branching process proceeds as follows. At each decision epoch, the decision-maker controls a finite population of individuals, each of which is in some state $x \in \mathbb{X}$. For each individual that is in state $x \in \mathbb{X}$, the decision-maker selects an action $a \in A(x)$ to perform, whereupon a reward $r(x, a)$ is earned. Further, if the action $a$ is selected for an individual in state $x$, at the next decision epoch that individual will have given birth to a random number of individuals of different types, independently of the other individuals. In particular, for every Borel subset $B$ of $\mathbb{X}$, the expected number of individuals whose states belong to $B$ is $q(B \mid x, a)$; when $q(B \mid x, a) \leqslant 1$ for all $x \in \mathbb{X}$ and $a \in \mathcal{A}(x)$, one obtains the standard MDP model as a special case. The goal is to control the population in a way that maximizes the expected total reward earned over either a finite or infinite horizon.

Such models are applicable in a diverse array of contexts. For example, Pliska [89] describes their relevance to the control of infinite particle systems, marketing, and population genetics. A number of other references to applications are given in Eaves \& Veinott [26] and Etessami \& Yannakakis [30]; in particular, the latter provides an indication of the relevance of controlled multitype branching processes to problems in computer science. We remark that branching processes, which were first referred to as such by Kolmogorov and Dmitriev [73], have been used to study populations in the contexts of biology and demography, as well as various physical phenomena such as cosmic-ray cascades; see e.g. [82, Section 1.1].

### 3.2 Optimality Criterion

When the initial state is $x \in \mathbb{X}$ and the decision-maker follows the policy $\pi \in \Pi$, the total expected $\alpha$-discounted reward earned is

$$
v_{\alpha}^{\pi}(x):=\mathbb{E}_{x}^{\pi} \sum_{t=0}^{\infty} \prod_{k=0}^{\mathrm{t}-1} \alpha\left(\xi_{k}, v_{k}\right) r\left(\xi_{t}, v_{t}\right) .
$$

For $\epsilon \geqslant 0$, a policy $\pi_{*} \in \Pi$ is $\epsilon$ - $\alpha$-optimal if $v_{\alpha}^{\pi_{*}}(x) \geqslant \sup _{\pi \in \Pi} v_{\beta}^{\pi}(x)-\epsilon$ for all $x \in \mathbb{X}$. A 0 - $\alpha$-optimal policy is called $\alpha$-optimal, and we refer to the function on $\mathbb{X}$ defined by $\sup _{\pi \in \Pi} v_{\beta}^{\pi}(x)=: v_{\alpha}(x)$, for $x \in \mathbb{X}$, as the $\alpha$-value function.

### 3.3 Hoffman-Veinott (HV) Transformation

We now define a transformation based on an idea that Veinott [115] attributes to Alan Hoffman; we therefore refer to the transformation as the Hoffman-Veinott (HV) transformation.

By Proposition 13, there is an upper semianalytic function $\mu: \mathbb{X} \rightarrow$ $[1, \infty)$ that is bounded above by $K<\infty$ and satisfies (3.2). Objects associated with the transformed MDP will be indicated by a tilde. The state space is $\tilde{\mathbb{X}}:=\mathbb{X} \cup\{\tilde{x}\}$, where $\tilde{x} \notin \mathbb{X}$ is a reward-free absorbing state that is isolated from $\mathbb{X}$. Letting $\tilde{a}$ denote the only action available at state $\tilde{x}$, the action space is $\tilde{\mathbb{A}}:=\mathbb{A} \cup\{\tilde{\mathrm{a}}\}$ and for $x \in \tilde{\mathbb{X}}$ the set of available actions is unchanged if $x \in \mathbb{X}$, namely

$$
\tilde{A}(x):= \begin{cases}A(x), & \text { if } x \in \mathbb{X} \\ \{\tilde{a}\}, & \text { if } x=\tilde{x}\end{cases}
$$

Define the one-step rewards $\tilde{r}$ by

$$
\tilde{r}(x, a):= \begin{cases}\mu(x)^{-1} r(x, a), & \text { if } x \in \mathbb{X}, a \in A(x) \\ 0, & \text { if }(x, a)=(\tilde{x}, \tilde{a})\end{cases}
$$

To complete the definition of the discounted MDP, choose a discount factor

$$
\tilde{\beta} \in\left[\frac{K-1}{K}, 1\right)
$$

and let

$$
\tilde{\mathfrak{p}}(B \mid x, a):= \begin{cases}\frac{\alpha(x, a)}{\tilde{\beta} \mu(x)} \int_{B} \mu(y) p(d y \mid x, a), & \text { if } B \in \mathcal{B}(\mathbb{X}), x \in \mathbb{X}, a \in A(x),  \tag{3.11}\\ 1-\frac{\alpha(x, a)}{\tilde{\beta} \mu(x)} \int_{X} \mu(y) p(d y \mid x, a), & \text { if } B=\{\tilde{x}\}, x \in \mathbb{X}, a \in A(x), \\ 1 & \text { if } B=\{\tilde{x}\}, x=\tilde{x}, a=\tilde{a} .\end{cases}
$$

Note that Lebesgue's monotone convergence theorem implies that $\tilde{p}(\cdot \mid x, a)$ is a probability measure on $(\tilde{\mathbb{X}}, \mathcal{B}(\tilde{\mathbb{X}}))$ for each $x \in \tilde{\mathbb{X}}$ and $a \in \tilde{A}(x)$. Also, $\tilde{p}(B \mid \cdot)$ is a lower semianalytic function for each $B \in \mathcal{B}(\mathbb{X})$; see [10, Proposition 7.48].

Since $\tilde{\mathcal{A}}(\tilde{x})$ is a singleton, the sets of policies for these two models coincide. Given $x \in \tilde{\mathbb{X}}$ and $\pi \in \Pi$, let $\tilde{\mathbb{E}}_{x}^{\pi}$ denote the expectation operator for the $\tilde{\beta}$-discounted MDP with state space $\tilde{\mathbb{X}}$, action space $\tilde{\mathbb{A}}$, sets of available
actions $\tilde{A}$, one-step rewards $\tilde{r}$, and transition probabilities $\tilde{p}$. Let $\tilde{v}_{\tilde{\beta}}^{\pi}(x)$ denote the $\tilde{\beta}$-discounted reward incurred under the policy $\pi$ when the initial state of this MDP is $x \in \tilde{\mathbb{X}}$, and let $\tilde{v}_{\tilde{\beta}}(x):=\sup _{\pi \in \Pi} \tilde{v}_{\tilde{\beta}}^{\pi}(x)$ for $x \in \tilde{\mathbb{X}}$.

### 3.4 Existence of Optimal Policies

We now consider conditions under which the HV transformation leads to the existence of (deterministic stationary) optimal policies for the transient MDP under the optimality criterion defined in Section 3.2.

Given $\pi \in \Pi$, the following proposition relates the $\alpha$-discounted rewards incurred in the original MDP with those incurred in the MDP with a constant discount factor defined by the HV transformation. In particular, for every $x \in \mathbb{X}$ the total reward earned in the original and transformed model when the initial state is $x$ differ by the constant $\mu(x)$.

Proposition 15. Suppose Assumption $T$ holds. Then $v^{\pi}(x)=\mu(x) \tilde{v}_{\tilde{\beta}}^{\pi}(x)$ for each $\pi \in \Pi$ and $x \in \mathbb{X}$.

Proof. For $x \in \mathbb{X}$,

$$
\tilde{\mathbb{E}}_{x}^{\pi}\left|\tilde{\mathfrak{r}}\left(x_{0}, a_{0}\right)\right|=\int_{\tilde{\mathbb{A}}}\left|\tilde{\mathfrak{r}}\left(x, a_{0}\right)\right| \pi_{0}\left(d a_{0} \mid x\right)=\int_{\mathbb{A}} \frac{\left|r\left(x, a_{0}\right)\right|}{\mu(x)} \pi_{0}\left(a_{0} \mid x\right)=\frac{\mathbb{E}_{x}^{\pi}\left|r\left(x_{0}, a_{0}\right)\right|}{\mu(x)} .
$$

In addition, for $x \in \mathbb{X}$ and $t=1,2, \ldots$, since $\tilde{r}(\tilde{x}, \tilde{a})=0$

$$
\begin{aligned}
& \cdots \pi_{1}\left(\mathrm{da}_{1} \mid \mathrm{xa}_{0} \mathrm{x}_{1}\right) \tilde{p}\left(\mathrm{dx} x_{1} \mid x, a_{0}\right) \pi_{0}\left(d a_{0} \mid x\right) \\
& =\tilde{\beta}^{t} \int_{\mathbb{A}} \int_{\mathbb{X}} \cdots \int_{\mathbb{A}} \int_{\mathbb{X}} \int_{\mathbb{A}} \frac{\left|r\left(x_{t}, a_{t}\right)\right|}{\mu\left(x_{t}\right)} \pi_{\mathfrak{n}}\left(d a_{t} \mid x_{t}\right) \frac{\alpha\left(x_{t-1}, a_{t-1}\right)}{\tilde{\beta} \mu\left(x_{t-1}\right)} \mu\left(x_{t}\right) p\left(d x_{t} \mid x_{t-1}, a_{t-1}\right) \ldots \\
& \cdots \pi_{1}\left(d a_{1} \mid x_{1}\right) \frac{\alpha\left(x, a_{0}\right)}{\tilde{\beta} \mu(x)} \mu\left(x_{1}\right) p\left(d x_{1} \mid x, a_{0}\right) \pi_{0}\left(d a_{0} \mid x\right) \\
& =\frac{1}{\mu(x)} \int_{\mathbb{A}} \int_{\mathbb{X}} \cdots \int_{\mathbb{A}} \int_{\mathbb{X}} \int_{\mathbb{A}}\left|r\left(x_{\mathrm{t}}, a_{\mathrm{t}}\right)\right| \alpha\left(x_{\mathrm{t}-1}, a_{\mathrm{t}-1}\right) \cdots \\
& \cdots \alpha\left(x, a_{0}\right) \pi_{n}\left(d a_{t} \mid x a_{0} \cdots x_{t}\right) p\left(d x_{t} \mid x_{t-1}, a_{t-1}\right) \cdots \\
& \cdots \pi_{1}\left(\mathrm{da}_{1} \mid \mathrm{xa}_{0} \mathrm{x}_{1}\right) \mathrm{p}\left(\mathrm{dx} \mathrm{x}_{1} \mid \mathrm{x}, \mathrm{a}_{0}\right) \pi_{0}\left(\mathrm{da} \mathrm{a}_{0} \mid \mathrm{x}\right) \\
& =\frac{1}{\mu(x)} \mathbb{E}_{x}^{\pi}\left|\prod_{k=0}^{t-1} \alpha\left(x_{k}, a_{k}\right) r\left(x_{t}, a_{t}\right)\right| \text {. }
\end{aligned}
$$

Since $r$ is bounded, the boundedness of $\mu$ by Proposition 13 implies that $\tilde{r}$ is also bounded. Hence

$$
\sum_{t=0}^{\infty} \frac{1}{\mu(x)} \mathbb{E}_{x}^{\pi}\left|\prod_{k=0}^{t-1} \alpha\left(x_{k}, a_{k}\right) r\left(x_{t}, a_{t}\right)\right|=\sum_{t=0}^{\infty} \tilde{\mathbb{E}}_{x}^{\pi}\left|\tilde{\beta}^{t} \tilde{r}\left(x_{t}, a_{t}\right)\right|<\infty
$$

which (see e.g. [63, Theorem 9.2]) implies that $v^{\pi}(x) / \mu(x)=\tilde{v}_{\tilde{\beta}}^{\pi}(x)$.
To state the main assumption in this section, recall that the set-valued mapping $x \mapsto A(x), x \in \mathbb{X}$, is continuous if for every open subset $V$ of $\mathbb{A}$ the sets $\{x \in \mathbb{X}: A(x) \subseteq V\}$ and $\{x \in \mathbb{X}: A(x) \cap V \neq \emptyset\}$ are open.

## Assumption W.

(i) the bounded one-step reward function $\mathrm{r}: \operatorname{Gr}(\mathrm{A}) \rightarrow \mathbb{R}$ is continuous;
(ii) $\mathcal{A}(x)$ is compact for each $x \in \mathbb{X}$, and the multifunction $x \mapsto A(x)$ is continuous;
(iii) the transition probabilities p are weakly continuous;
(iv) the discount function $\alpha: G r(A) \rightarrow \mathbb{R}$ is continuous.

Lemma 16. Suppose Assumption $T$ and statements (ii)-(iv) of Assumption W hold. Then there exists a continuous function $\mu: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by K and satisfies (3.2)

Proof. Recall the operator $\mathcal{U}$ defined by (3.2) in the proof of Proposition 13. Letting $u_{0} \equiv 0$, and $u_{n}:=\mathcal{U} u_{n-1}$ for $n=1,2, \ldots$, it was shown that $\left\{u_{n}\right\}_{n} \geqslant 0$ increases to an upper semianalytic function $\mu$ that is bounded above by K and satisfies (3.2). Note that the continuity of $\alpha(x, a)$ in $(x, a) \in \operatorname{Gr}(A)$ and the weak continuity of $p(\cdot \mid x, a)$ in $(x, a) \in \operatorname{Gr}(A)$ imply that $(x, a) \mapsto$ $\alpha(x, a) \int_{X} f(y) p(d y \mid x, a)$ is continuous in $(x, a) \in \operatorname{Gr}(A)$ for any bounded continuous $f: \mathbb{X} \rightarrow \mathbb{R}$. Hence the Berge Maximum Theorem (see e.g. [3, Theorem 17.31]) implies that for $n=1,2, \ldots$ the bounded function $u_{n}$ is continuous. Since $\left\{u_{n}\right\}$ in fact converges uniformly to $\mu$ according to Proposition 14, it follows that $\mu$ is also continuous.

Lemma 17. Suppose Assumptions $T$ and $W$ hold. Then the discounted MDP defined by the HV transformation satisfies the hypotheses of Theorem 4.

Proof. Lemma 16 and statement (i) of Assumption W imply that $\tilde{r}(x, a)$ is bounded and continuous in $(x, a) \in\{(x, a): x \in \widetilde{\mathbb{X}}, a \in \tilde{A}(x)\}$. In addition, statement (ii) of Assumption W implies that $\tilde{A}(x)$ is compact for each $x \in \tilde{\mathbb{X}}$, and the isolatedness of $\tilde{x}$ implies that $x \mapsto \tilde{A}(x)$ is continuous; see e.g. [3, Theorems 17.20, 17.21]. Next, note that the continuity of $\mu$ implies that $\tilde{p}(B \mid \cdot)$ is a measurable function on $\{(x, a): x \in \tilde{\mathbb{X}}, a \in \tilde{A}(x)\}$ for each $B \in \mathcal{B}(\tilde{\mathbb{X}})$; see e.g. [10, Proposition 7.29]. In addition, for any bounded continuous function $f: \tilde{\mathbb{X}} \rightarrow \mathbb{R}$, since $\tilde{x}$ is isolated from $\mathbb{X}$ Lemma 16 and statements (iii)-(iv) of Assumption W imply that

$$
\int_{\tilde{X}} f(y) \tilde{\mathfrak{p}}(d y \mid x, a)=\frac{\alpha(x, a)}{\tilde{\beta} \mu(x)} \int_{X} f(y) \mu(y) p(d y \mid x, a)+\left[1-\frac{\alpha(x, a)}{\tilde{\beta} \mu(x)} \int_{X} \mu(y) p(d y \mid x, a)\right] f(\tilde{x})
$$

is continuous in $(x, a) \in\{(x, a): x \in \tilde{\mathbb{X}}, a \in \tilde{\mathcal{A}}(x)\}$.
To state Theorem 18 below, for $x \in \mathbb{X}$ consider the sets of actions

$$
A_{\alpha}^{*}(x):=\left\{a \in A(x) \mid v_{\alpha}(x)=c(x, a)+\alpha(x, a) \int_{X} v_{\alpha}(y) p(y \mid x, a)\right\}
$$

which, as will be shown, characterizes the set of optimal actions for that state.

Theorem 18. Suppose the original MDP with discount function $\alpha(x, a)$ satisfies Assumptions T and W. Then:
(i) the value function $\nu_{\alpha}=\mu \tilde{\nu}_{\tilde{\beta}}$ is the unique bounded continuous function that satisfies the optimality equation

$$
\begin{equation*}
v_{\alpha}(x)=\max _{\mathcal{A}(x)}\left[r(x, a)+\alpha(x, a) \int_{\mathbb{X}} v_{\alpha}(y) p(d y \mid x, a)\right], \quad x \in \mathbb{X} ; \tag{3.12}
\end{equation*}
$$

(ii) there is a stationary $\alpha$-discounted cost optimal policy;
(iii) a policy $\phi \in \mathbb{F}$ is $\alpha$-discounted cost optimal if and only if $\phi(x) \in A_{\alpha}^{*}(x)$ for all $x \in \mathbb{X}$, and

$$
\begin{equation*}
A_{\alpha}^{*}(x)=\left\{a \in A(x) \mid \tilde{v}_{\tilde{\beta}}(x)=\tilde{r}(x, a)+\tilde{\beta} \int_{\tilde{X}} \tilde{v}_{\tilde{\beta}}(y) \tilde{p}(y \mid x, a)\right\} \tag{3.13}
\end{equation*}
$$

for $x \in \mathbb{X}$; in other words, the sets of optimal actions for the original MDP and for the transformed MDP with a constant discount factor coincide.

Proof. By Lemma 17, the transformed discounted MDP satisfies the hypotheses of Theorem 4. Hence the conclusions of Theorem 4 hold for the transformed MDP.

Proposition 15 implies that $v_{\alpha}=\mu \tilde{\nu}_{\tilde{\beta}}$. According to Lemma 16 and Theorem $2, \mu \geqslant 0$ is continuous and $\tilde{v}_{\tilde{\beta}}$ is continuous, which means $v_{\alpha}$ is also continuous. Further, since $\tilde{v}_{\tilde{\beta}}(\tilde{x})=0$, (7.10) follows from Theorem 4. To show that $v_{\alpha}$ is the unique bounded continuous function satisfying (3.12), note that if the bounded continuous function $u: \mathbb{X} \rightarrow \mathbb{R}$ satisfies (3.12) then the bounded continuous function $u / \mu$ satisfies the optimality equation (2.2) for the $\tilde{\beta}$-discounted MDP defined by the HV transformation. According to Theorem 4, this implies that $u=\mu \tilde{v}_{\tilde{\beta}}=v_{\alpha}$. Hence (i) holds.

Next, according to Theorem 4 there is a $\phi_{*} \in \mathbb{F}$ that is $\tilde{\beta}$-optimal for the transformed MDP. By Proposition 15, $v_{\alpha}^{\phi_{*}}=\mu \tilde{v}_{\tilde{\beta}}^{\phi_{*}}=\mu \tilde{v}_{\tilde{\beta}}=v_{\alpha}$, so $\phi_{*}$ is $\alpha$-discounted cost optimal for the original MDP. Therefore (ii) holds.

It follows from the definitions of $\tilde{\mathbb{X}}, \tilde{A}, \tilde{r}, \tilde{\beta}$, and $\tilde{p}$ that (3.13) holds. Suppose $\phi \in \mathbb{F}$ is $\alpha$-discounted cost optimal for the original MDP. Then $\nu_{\alpha}^{\phi}=v_{\alpha}$, so since $v_{\alpha}^{\phi}(x)=c(x, \phi(x))+\alpha(x, \phi(x)) \int_{\mathbb{X}} v_{\alpha}^{\phi}(y) p(d y \mid x, a)$ for every $x \in \mathbb{X}$, it follows that $\phi(x) \in A_{\alpha}^{*}(x)$ for all $x \in \mathbb{X}$. Conversely, if $\phi(x) \in \mathcal{A}_{\alpha}^{*}(x)$ for all $x \in \mathbb{X}$, then according to Theorem 4 and (3.13) the policy $\phi$ is $\tilde{\beta}$-optimal for the transformed MDP. By Proposition 15, this means $\phi$ is $\alpha$-discounted cost optimal for the original MDP. Hence (iii) holds.

Corollary 19. Suppose Assumption $T$ and Assumption $W$ hold. Then any algorithm that computes an optimal policy for the discounted MDP defined by the HV transformation is an algorithm for the original $\alpha$-discounted cost MDP.

### 3.5 Complexity Estimates

In this section, we provide complexity estimates related to applying the HV transformation. In Section 3.5.1, we provide an upper bound on the number of arithmetic operations needed to compute a function $\mu$ for the HV transformation. Then, in Section 3.5.2 we consider the computation of optimal policies for finite transient MDPs. Finally, in Section 3.5.3 we consider the computation of $\epsilon$-optimal policies for transient MDPs with Euclidean state and action spaces satisfying certain Lipschitz-type conditions. We remark that, according to Veinott [116], Assumption T can be
checked in strongly polynomial time.

### 3.5.1 Constructing the Transformation

Note that, given a suitable function $\mu$, the MDP defined by the HV transformation can be constructed with a number of arithmetic operations that is polynomial in the number of state-action pairs $m$ of the original MDP. The following theorem provides an estimate of the complexity of computing a function $\mu$ that can be used for the HV transformation.

Theorem 20. Suppose the state set $\mathbb{X}$ and action set $\mathbb{A}$ are finite, and that Assumption $T$ holds. Then the number of arithmetic opterations needed to compute a function $\mu$ satisfying the hypotheses of Proposition 13 is

$$
\mathrm{O}\left(\left(n^{2} m+n^{3}\right) m K \log K\right) .
$$

Proof. To compute a function satisfying the hypotheses of Proposition 13, it suffices to compute a bounded nonnegative function $\mu$ that satisfies

$$
\begin{equation*}
\mu(x)=\max _{a \in A(x)}\left[1+\alpha(x, a) \sum_{y \in \mathbb{X}} p(y \mid x, a) \mu(y)\right] \tag{3.14}
\end{equation*}
$$

for all $x \in \mathbb{X}$. Let $q(y \mid x, a):=\alpha(x, a) p(y \mid x, a)$ for $x, y \in \mathbb{X}$ and $a \in A(x)$, and consider the Markov decision process with state set $\mathbb{X}$, action sets $\mathcal{A}(x)$ for $x \in \mathbb{X}$, transition rates $q(y \mid x, a)$ for $x, y \in \mathbb{X}$ and $a \in \mathcal{A}(x)$, and onestep rewards identically equal to one. According to Assumption T, this MDP is transient; see [23, Hypothesis 1]. Hence it follows from [23, Theorem 2] that the number of arithmetic operations needed, to compute a nonnegative function that is bounded above by K and satisfies (3.14), is $\mathrm{O}\left(\left(\mathrm{n}^{2} \mathrm{~m}+\mathrm{n}^{3}\right) \mathrm{mK} \log \mathrm{K}\right)$.

### 3.5.2 Computing Optimal Policies

The results in both [121] and [23] were obtained without reducing the original problem to a discounted one. On the other hand, Corollary 19 makes the complexity results on discounted MDPs obtained by Ye [121], Hansen et al. [51], and Scherrer [103] immediately applicable to the study of algorithms for transient MDPs. In particular, Corollary 19 implies that
an optimal policy for the original transient MDP can be computed by solving the linear program (LP)

$$
\begin{array}{ll}
\text { minimize } & \sum_{x \in \tilde{\widetilde{X}}} \sum_{a \in \tilde{\mathcal{A}}(x)} \tilde{\mathfrak{r}}(x, a) z_{x, a} \\
\text { such that } & \sum_{a \in \tilde{\mathcal{A}}(x)} z_{x, a}-\tilde{\beta} \sum_{y \in \tilde{\mathbb{X}}} \sum_{a \in \tilde{\mathcal{A}}(y)} \tilde{\mathfrak{p}}(x \mid y, a) z_{y, a}=1 \quad \text { for all } x \in \tilde{\mathbb{X}},  \tag{3.15}\\
& z_{x, a} \geqslant 0
\end{array} \quad \text { for all } x \in \tilde{\mathbb{X}}, a \in \tilde{\mathcal{A}}(x) . ~ \$
$$

Let $m:=\sum_{x \in \mathbb{X}}|\mathcal{A}(x)|$ denote the total number of state-action pairs, and let $n=|\mathbb{X}|$ denote the total number of states. If $\tilde{\beta}=(K-1) / K$ and $K>1$, then Scherrer's [103] results imply that the LP (3.15) can be solved using $\mathrm{O}(\mathrm{mK} \log \mathrm{K})$ iterations of the block-pivoting simplex method corresponding to Howard's policy iteration algorithm, or in $\mathrm{O}(\mathrm{mnK} \log \mathrm{K})$ iterations using the simplex method with Dantzig's rule. If $K=1$, then $\tilde{\beta}=0$ and the problem can be solved by simply selecting, for each $x \in \mathbb{X}$, an action maximizing $r(x, a)$ over $a \in A(x)$.

Remark 6. If Assumption Tholds, it holds with the same upper bound $K$ if the values $q(y \mid x, a):=\alpha(x, a) p(y \mid x, a)$ are replaced with $\beta q(y \mid x, a)$, where $\beta \in(0,1]$. Hence the number of arithmetic operations needed to compute an optimal policy for a discounted MDP with transition rates $q(y \mid x, a)$ satisfying Assumption T can be bounded by a polynomial in $m$ that does not depend on the discount factor $\beta \in(0,1]$. The bounds provided in the previous paragraph are applicable to all discount factors $\beta \in(0,1]$. If $\beta=0$, the discounted problem becomes a one-step problem, which is equivalent to a problem with $K=1$; this case was discussed at the end of the previous paragraph.

### 3.5.3 Computing e-Optimal Policies

In this section, we assume that the original transient MDP satisfies several Lipschitz-type assumptions.

Assumption LT. The MDP is such that
(a) there exist positive integers $\mathrm{d}_{\mathbb{X}}$ and $\mathrm{d}_{\mathbb{A}}$ such that the state space $\mathbb{X}$ is a compact subspace of $\mathbb{R}^{\mathrm{d}_{\mathrm{x}}}$ and the action space $\mathbb{A}$ is a compact subspace of $\mathbb{R}^{\mathrm{d}_{\mathbb{A}}}$;
(b) the one-step reward function $\mathrm{r}: \mathbb{X} \times \mathbb{A} \rightarrow \mathbb{R}$ is bounded and Lipschitzcontinuous with modulus $\mathrm{L}_{r}$;
(c) there is a constant $\mathrm{L}_{p}<\infty$ satisfying

$$
\rho_{\operatorname{TV}}\left(\mathfrak{p}\left(\cdot \mid x_{1}, a_{1}\right), p\left(\cdot \mid x_{2}, a_{2}\right)\right) \leqslant L_{p} \rho_{\mathbb{X} \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right)
$$

for all $\left(\mathrm{x}_{1}, \mathrm{a}_{1}\right),\left(\mathrm{x}_{2}, \mathrm{a}_{2}\right) \in \mathbb{X} \times \mathbb{A}$;
(d) the discount function $\alpha: \mathbb{X} \times \mathbb{A} \rightarrow \mathbb{R}$ is bounded and Lipschitz-continuous with modulus $\mathrm{L}_{\alpha}$.
Proposition 21. Suppose Assumptions $L T$ and $H T$ hold. Then there exists a Borel-measurable function $\mu: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by K and satisfies

$$
\begin{equation*}
\mu(x)=\max _{\mathrm{a} \in \mathbb{A}}\left[1+\alpha(x, a) \int_{\mathbb{X}} \mu(y) p(d y \mid x, a)\right], \quad \text { for all } x \in \mathbb{X} \tag{3.16}
\end{equation*}
$$

Proof. Consider the operator $\mathcal{U}$ defined for nonnegative bounded Borelmeasurable functions $u$ on $\mathbb{X}$ by

$$
\mathcal{U u}(x):=\sup _{\mathfrak{a} \in \mathbb{A}}\left[1+\alpha(x, a) \int_{\mathbb{X}} u(y) p(d y \mid x, a)\right], \quad x \in \mathbb{X}
$$

Let $u_{0}: \equiv 0$, and for $t=1,2, \ldots$ let $u_{t}:=\mathcal{U} u_{t-1}$. To prove the proposition, we first verify that for $t=1,2, \ldots$ the function $u_{t} \geqslant 1$ is Borelmeasurable. Then, we show that the Borel-measurable function

$$
\mu:=\lim _{t \rightarrow \infty} u_{t}
$$

satisfies $1 \leqslant \mu \leqslant K$ and (3.16).
Clearly $u_{1} \equiv 1$ is Borel-measurable. Next, suppose $u_{t}$ is Borel for some $t \geqslant 1$. Since the continuity in total variation of $p$ implies that $p$ is setwise continuous, it follows that the mapping

$$
(x, a) \mapsto \alpha(x, a) \int_{\mathbb{X}} u_{t}(y) p(d y \mid x, a)
$$

is continuous on $\mathbb{X} \times \mathbb{A}$. By [56, Theorem 2], it follows that $u_{t+1}$ is Borelmeasurable.

Since $1 \equiv u_{1} \leqslant u_{t} \leqslant u_{t+1}$ for each $t \geqslant 1$, the sequence $\left\{u_{t}\right\}_{n=0}^{\infty}$ increases to a Borel-measurable function

$$
\mu:=\lim _{n \rightarrow \infty} u_{t} \geqslant 1 .
$$

Moreover, since $\mathcal{U} u_{t}=u_{t+1} \uparrow \mu$, Lebesgue's monotone convergence theorem implies that

$$
\begin{array}{rlrl}
\mu(x)=\lim _{t \rightarrow \infty} \mathcal{U}_{\mathfrak{u}_{\mathfrak{t}}(x)} & =1+\lim _{t \rightarrow \infty} \sup _{\mathfrak{a} \in \mathbb{A}} \alpha(x, a) \int_{\mathbb{X}} \mathfrak{u}_{\mathfrak{t}}(y) p(d y \mid x, a) \\
& =1+\sup _{a \in \mathbb{A}} \lim _{t \rightarrow \infty} \alpha(x, a) \int_{X} u_{\mathfrak{t}}(y) p(d y \mid x, a)=U_{\mu}(x) & \text { for } x \in \mathbb{X} ; \tag{3.17}
\end{array}
$$

this will be used to verify (3.16).
Next, we show that $u_{t} \leqslant K$ for each $t \geqslant 0$; since $u_{t} \uparrow \mu$, it follows that $\mu \leqslant K$. First, note that $u_{0} \equiv 0 \leqslant K$. Next, suppose $u_{t} \leqslant K$ for some $t \geqslant 0$. For $\phi \in \mathbb{F}$, define the operator $\mathrm{Q}_{\phi}$ for bounded Borel-measurable functions $u: \mathbb{X} \rightarrow[0, \infty)$ by

$$
Q_{\phi} u(x):=\alpha(x, a) \int_{\mathbb{X}} u(y) p(d y \mid x, \phi(x)), \quad x \in \mathbb{X}
$$

Letting $e(x):=1$ for $x \in \mathbb{X}$, by [56, Theorem 2], there exists a $\phi^{t} \in \mathbb{F}$ satisfying

$$
\begin{equation*}
e+Q_{\phi^{t}} u_{t}=\mathcal{U}_{u_{t}} \tag{3.18}
\end{equation*}
$$

Consider $\tilde{\mathfrak{u}}_{0}:=\mathfrak{u}_{\mathrm{t}}$ and, for $T=1,2, \ldots$ let $\tilde{\mathfrak{u}}_{\top}:=e+\mathrm{Q}_{\phi^{\mathrm{t}}} \tilde{\mathfrak{u}}_{T-1}$. Then, letting $Q_{\phi^{t}}^{0} u:=u$ and $Q_{\phi^{t}}^{i} u:=Q_{\phi^{t}}\left(Q_{\phi^{t}}^{i-1} u\right)$ for $\mathfrak{i}=1,2, \ldots$ and any bounded Borel-measurable $u: \mathbb{X} \rightarrow[0, \infty)$,

$$
\begin{equation*}
\tilde{u}_{T}=\sum_{i=0}^{T-1} Q_{\phi^{t}}^{i} e+Q_{\phi^{t}}^{t} u_{t} \quad \text { for } T=1,2, \ldots \tag{3.19}
\end{equation*}
$$

Since Assumption HT holds and $\mathfrak{u}_{\mathrm{t}} \leqslant K$, it follows from (3.19) that

$$
\begin{equation*}
\lim _{\mathrm{T} \rightarrow \infty} \tilde{\mathrm{u}}_{\mathrm{T}}=\sum_{\mathfrak{i}=0}^{\infty} \mathrm{Q}_{\phi^{\mathrm{t}}}^{i} e \leqslant K \tag{3.20}
\end{equation*}
$$

We claim that $u_{t+1}=\tilde{u}_{1}$ which, by (3.20), implies that $u_{n+1} \leqslant K$. This claim holds because, by (3.18),

$$
\tilde{\mathfrak{u}}_{1}=e+\mathrm{Q}_{\phi^{+}} \tilde{\mathfrak{u}}_{0}=e+\mathrm{Q}_{\phi^{t}} \mathfrak{u}_{\mathrm{t}}=\mathcal{U}_{\mathrm{t}}=\mathfrak{u}_{\mathrm{t}+1} .
$$

Hence it follows by induction that $u_{t} \leqslant K$ for each $n \geqslant 0$, which implies that $\mu \leqslant \mathrm{K}$.

Finally, (3.16) holds as a consequence of (3.17) and [56, Theorem 2], because the transition probabilities $p(\cdot \mid x, a)$ are setwise continuous, and $\mu$ is a bounded Borel-measurable function.

In what follows, we denote the supremum norm of a real-valued function $f$ on a Polish space $S$ by $\|f\|_{\infty}$.

Proposition 22. If Assumptions LT and T hold, then there exists a Lipschitzcontinuous function $\mu: \mathbb{X} \rightarrow[1, \infty)$ with modulus $\mathrm{L}_{\mu}:=\mathrm{K}\left(\|\alpha\|_{\infty} \mathrm{L}_{p}+\mathrm{L}_{\alpha}\right)$ that is bounded above by K and satisfies

$$
\mu(x) \geqslant 1+\alpha(x, a) \int_{\mathbb{X}} \mu(y) p(d y \mid x, a) \quad \text { for all }(x, a) \in \mathbb{X} \times \mathbb{A}
$$

Proof. According to Proposition 21, Assumption T implies that there exists a Borel-measurable function $\mu: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by K and satisfies

$$
\begin{equation*}
\mu(x)=\max _{a \in \mathbb{A}}\left[1+\alpha(x, a) \int_{\mathbb{X}} \mu(y) p(d y \mid x, a)\right], \quad(x, a) \in \mathbb{X} \times \mathbb{A} ; \tag{3.21}
\end{equation*}
$$

For $(x, a) \in \mathbb{X} \times \mathbb{A}$, let $u(x, a):=\int_{\mathbb{X}} \mu(y) p(d y \mid x, a)$. Then it follows from Lemma 11 and Assumption LT that for $\left(x_{1}, a_{1}\right)$ and $\left(x_{2}, a_{2}\right)$ belonging to $\mathbb{X} \times \mathbb{A}$,

$$
\begin{align*}
\left|u\left(x_{1}, a_{1}\right)-u\left(x_{2}, a_{2}\right)\right| & =\left|\int_{\mathbb{X}} \mu(y) p\left(d y \mid x_{1}, a_{1}\right)-\int_{\mathbb{X}} \mu(y) p\left(d y \mid x_{2}, a_{2}\right)\right| \\
& \leqslant\left(\sup _{x \in \mathbb{X}} \mu(x)\right) \cdot \rho_{T V}\left(p\left(\cdot \mid x_{1}, a_{1}\right), p\left(\cdot \mid x_{2}, a_{2}\right)\right) \\
& \leqslant \operatorname{KL}_{p} \rho_{\mathbb{X} \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right) \tag{3.22}
\end{align*}
$$

Next, let $u_{\alpha}(x, a):=1+\alpha(x, a) u(x, a)$ for $(x, a) \in \mathbb{X} \times \mathbb{A}$. Since $\alpha: \mathbb{X} \times$ $\mathbb{A} \rightarrow \mathbb{R}$ is Lipschitz-continuous with modulus $\mathrm{L}_{\alpha}$, it follows from (3.22)
that for $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{align*}
\left|u_{\alpha}\left(x_{1}, a_{1}\right)-u_{\alpha}\left(x_{2}, a_{2}\right)\right|= & \left|\alpha\left(x_{1}, a_{1}\right) u\left(x_{1}, a_{1}\right)-\alpha\left(x_{2}, a_{2}\right) u\left(x_{2}, a_{2}\right)\right| \\
\leqslant & \left|\alpha\left(x_{1}, a_{1}\right) u\left(x_{1}, a_{1}\right)-\alpha\left(x_{1}, a_{1}\right) u\left(x_{2}, a_{2}\right)\right| \\
& \quad+\left|\alpha\left(x_{1}, a_{1}\right) u\left(x_{2}, a_{2}\right)-\alpha\left(x_{2}, a_{2}\right) u\left(x_{2}, a_{2}\right)\right| \\
\leqslant & \|\alpha\|_{\infty}\left|u\left(x_{1}, a_{1}\right)-u\left(x_{2}, a_{2}\right)\right| \\
& \quad+K\left|\alpha\left(x_{1}, a_{1}\right)-\alpha\left(x_{2}, a_{2}\right)\right| \\
\leqslant & \left(\|\alpha\|_{\infty} K L_{p}+K L_{\alpha}\right) \rho_{\mathbb{X} \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right) . \tag{3.23}
\end{align*}
$$

Next, consider any $x_{1}, x_{2} \in \mathbb{X}$. By (3.21), there is an action $a_{1}^{*} \in \mathbb{A}$ satisfying $u_{\alpha}\left(x_{1}, a_{1}^{*}\right)=\mu\left(x_{1}\right)$. Further, from (3.23) it follows that

$$
\begin{aligned}
\mu\left(x_{1}\right)-\mu\left(x_{2}\right) & =u_{\alpha}\left(x_{1}, a_{1}^{*}\right)-\mu\left(x_{2}\right) \\
& \leqslant u_{\alpha}\left(x_{1}, a_{1}^{*}\right)-u_{\alpha}\left(x_{2}, a_{1}^{*}\right) \\
& \leqslant\left(\|\alpha\|_{\infty} K_{p}+\operatorname{KL}_{\alpha}\right) \rho_{\mathbb{X} \times \mathbb{A}}\left(\left(x_{1}, a_{1}^{*}\right),\left(x_{2}, a_{1}^{*}\right)\right) \\
& =\left(\|\alpha\|_{\infty} K L_{p}+K L_{\alpha}\right) \rho_{\mathbb{X}}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

Reversing the roles of $x_{1}$ and $x_{2}$ gives

$$
\left|\mu\left(x_{1}\right)-\mu\left(x_{2}\right)\right| \leqslant\left(\|\alpha\|_{\infty} K L_{p}+K L_{\alpha}\right) \rho_{\mathbb{X}}\left(x_{1}, x_{2}\right)
$$

Lemma 23. If the function $\mu: \mathbb{X} \rightarrow[1, \infty)$ is Lipschitz-continuous with modulus $\mathrm{L}_{\mu}$, then the mapping $\chi \mapsto 1 / \mu(\mathrm{x})$ is Lipschitz-continuous with the same modulus.

Proof. Since $\mu \geqslant 1$, for $x_{1}, x_{2} \in \mathbb{X}$

$$
\left|\frac{1}{\mu\left(x_{1}\right)}-\frac{1}{\mu\left(x_{2}\right)}\right|=\frac{\left|\mu\left(x_{1}\right)-\mu\left(x_{2}\right)\right|}{\mu\left(x_{1}\right) \mu\left(x_{2}\right)} \leqslant\left|\mu\left(x_{1}\right)-\mu\left(x_{2}\right)\right| \leqslant L_{\mu} \rho_{\mathbb{X}}\left(x_{1}, x_{2}\right)
$$

Consider the MDP with state space $\mathbb{X}$, action space $\mathbb{A}$, one-step rewards $\tilde{r}(x, a):=r(x, a) / \mu(x)$ for $(x, a) \in \mathbb{X} \times \mathbb{A}$, and transition dynamics defined by the Borel-measurable substochastic kernel $\tilde{p}$ on $\mathbb{X}$ given $\mathbb{X} \times \mathbb{A}$ where

$$
\tilde{\mathfrak{p}}(B \mid x, a):=\frac{\alpha(x, a)}{\tilde{\beta} \mu(x)} \int_{B} \mu(y) p(d y \mid x, a), \quad(x, a) \in \mathbb{X} \times \mathbb{A}, B \in \mathcal{B}(\mathbb{X})
$$

Proposition 24. If Assumptions LT and Thold, then $\tilde{\mathrm{r}}$ is bounded and Lipschitzcontinuous on $\mathbb{X} \times \mathbb{A}$ with modulus

$$
\begin{equation*}
\mathrm{L}_{\tilde{\mathrm{r}}}:=\max \left\{1,\|\mathrm{r}\|_{\infty}\right\}\left(\mathrm{L}_{\mathrm{r}}+\mathrm{L}_{\mu}\right), \tag{3.24}
\end{equation*}
$$

where $\mathrm{L}_{\mu}:=\mathrm{K}\left(\|\alpha\|_{\infty} \mathrm{L}_{p}+\mathrm{L}_{\alpha}\right)$.
Proof. The boundedness of $\tilde{\mathrm{r}}$ follows from the boundedness of c and $\mu$. For $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{aligned}
\left|\tilde{r}\left(x_{1}, a_{1}\right)-\tilde{r}\left(x_{2}, a_{2}\right)\right| & =\left|\frac{r\left(x_{1}, a_{1}\right)}{\mu\left(x_{1}\right)}-\frac{r\left(x_{2}, a_{2}\right)}{\mu\left(x_{2}\right)}\right| \\
& \leqslant\left|\frac{r\left(x_{1}, a_{1}\right)}{\mu\left(x_{1}\right)}-\frac{r\left(x_{2}, a_{2}\right)}{\mu\left(x_{1}\right)}\right|+\left|\frac{r\left(x_{2}, a_{2}\right)}{\mu\left(x_{1}\right)}-\frac{r\left(x_{2}, a_{2}\right)}{\mu\left(x_{2}\right)}\right| \\
& =\frac{1}{\mu\left(x_{1}\right)} \cdot\left|r\left(x_{1}, a_{1}\right)-r\left(x_{2}, a_{2}\right)\right|+\left|r\left(x_{2}, a_{2}\right)\right| \cdot\left|\frac{1}{\mu\left(x_{1}\right)}-\frac{1}{\mu\left(x_{2}\right)}\right| \\
& \leqslant\left[\max \left\{1,\|r\|_{\infty}\left(L_{c}+L_{\mu}\right)\right\} \rho_{X \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right),\right.
\end{aligned}
$$

where the second inequality follows from Lemma 23.
Proposition 25. If Assumptions LT and HT hold, then $\tilde{p}$ satisfies

$$
\rho_{\operatorname{TV}}\left(\tilde{\mathfrak{p}}\left(\cdot \mid x_{1}, a_{1}\right), \tilde{p}\left(\cdot \mid x_{2}, a_{2}\right)\right) \leqslant L_{\tilde{p}} \rho_{X \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right)
$$

for all $\left(\mathrm{x}_{1}, \mathrm{a}_{1}\right),\left(\mathrm{x}_{2}, \mathrm{a}_{2}\right) \in \mathbb{X} \times \mathbb{A}$, where

$$
\begin{equation*}
\mathrm{L}_{\tilde{p}}:=\max \left\{\mathrm{K}, \frac{\|\alpha\|_{\infty} \mathrm{K}}{\mathrm{~K}-1}\right\}\left(\frac{\mathrm{K}\left(\|\alpha\|_{\infty} \mathrm{L}_{\mu}+\mathrm{KL}_{\alpha}\right)}{\mathrm{K}-1}+\mathrm{KL}_{p}\right) . \tag{3.25}
\end{equation*}
$$

Proof. Consider any Borel-measurable $g: \mathbb{X} \rightarrow[-1,1]$. Note that for $(x, a) \in \mathbb{X} \times \mathbb{A}$,

$$
\int_{\mathbb{X}} g(y) \tilde{p}(d y \mid x, a)=\frac{\alpha(x, a)}{\tilde{\beta} \tilde{\mu}(x)} \int_{\mathbb{X}} g(y) \mu(y) p(d y \mid x, a) .
$$

Hence for $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{aligned}
& \left|\int_{X} g(y) \tilde{p}\left(d y \mid x_{1}, a_{1}\right)-\int_{X} g(y) \tilde{p}\left(d y \mid x_{2}, a_{2}\right)\right| \\
& \quad=\left|\frac{\alpha\left(x_{1}, a_{1}\right)}{\tilde{\beta} \tilde{\mu}\left(x_{1}\right)} \int_{X} g(y) \mu(y) p\left(d y \mid x_{1}, a_{1}\right)-\frac{\alpha\left(x_{2}, a_{2}\right)}{\tilde{\beta} \tilde{\mu}\left(x_{2}\right)} \int_{X} g(y) \mu(y) p\left(d y \mid x_{2}, a_{2}\right)\right| .
\end{aligned}
$$

Consider the functions $u_{1}, u_{2}$ on $\mathbb{X} \times \mathbb{A}$ defined for $(x, a) \in \mathbb{X} \times \mathbb{A}$ by

$$
u_{1}(x, a):=\alpha(x, a) /(\tilde{\beta} \mu(x))
$$

and

$$
u_{2}(x, a):=\int_{X} g(y) \mu(y) p(d y \mid x, a) .
$$

Since $\tilde{\beta}=(K-1) / K$, the function $u_{1}$ is bounded by $\|\alpha\|_{\infty} K /(K-1)$. Further, by Lemma 23 and the Lipschitz-continuity of $\alpha$, the function $u_{1}$ is Lipschitz-continuous on $\mathbb{X} \times \mathbb{A}$ with modulus

$$
\mathrm{L}_{\mathfrak{u}_{1}}:=\mathrm{K}\left(\|\alpha\|_{\infty} \mathrm{L}_{\mu}+\mathrm{KL}_{\alpha}\right) /(\mathrm{K}-1) .
$$

Further, $u_{2}$ is bounded by $K$ and is Lipschitz-continuous on $\mathbb{X} \times \mathbb{A}$ with modulus $L_{\mathfrak{u}_{2}}:=K L_{p}$; the latter holds because for $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{aligned}
\left|u_{2}\left(x_{1}, a_{1}\right)-u_{2}\left(x_{2}, a_{2}\right)\right| & =\left|\int_{\mathbb{X}} g(y) \mu(y)\left[p\left(d y \mid x_{1}, a_{1}\right)-p\left(d y \mid x_{2}, a_{2}\right)\right]\right| \\
& \leqslant K \rho_{\operatorname{TV}}\left(p\left(\cdot \mid x_{1}, a_{1}\right), p\left(\cdot \mid x_{2}, a_{2}\right)\right) \\
& \leqslant K L_{p} \rho_{X \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right) .
\end{aligned}
$$

It follows that for any $g: \mathbb{X} \rightarrow[-1,1]$ and $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{aligned}
& \mid \int_{X} g(y) \tilde{p}\left(d y \mid x_{1}, a_{1}\right)- \int_{X} g(y) \tilde{\mathfrak{p}}\left(d y \mid x_{2}, a_{2}\right) \mid \\
&=\left|\mathfrak{u}_{1}\left(x_{1}, a_{1}\right) u_{2}\left(x_{1}, a_{1}\right)-u_{1}\left(x_{2}, a_{2}\right) u_{2}\left(x_{2}, a_{2}\right)\right| \\
& \leqslant K\left|u_{1}\left(x_{1}, a_{1}\right)-\mathfrak{u}_{1}\left(x_{2}, a_{2}\right)\right| \\
&+\frac{\|\alpha\|_{\infty} K}{K-1}\left|u_{2}\left(x_{1}, a_{1}\right)-u_{2}\left(x_{2}, a_{2}\right)\right| \\
& \leqslant \max \left\{K, \frac{\|\alpha\|_{\infty} K}{K-1}\right\}\left(L_{u_{1}}+L_{u_{2}}\right) \rho_{X \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right) .
\end{aligned}
$$

Hence

$$
\rho_{\operatorname{TV}}\left(\tilde{p}\left(\cdot \mid x_{1}, a_{1}\right), \tilde{p}\left(\cdot \mid x_{2}, a_{2}\right)\right) \leqslant L_{\tilde{p}} \rho_{X \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right)
$$

for $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$.
When Assumption LT(i) holds, define the finite sets $\mathbb{X}_{k}$ for $k=1,2, \ldots$ by substituting $\mathbb{X}$ for $S$ in Remark 5 . The finite sets $\mathbb{A}_{k}$ for $k=1,2, \ldots$ are defined analogously. In addition, let

$$
\begin{equation*}
\alpha_{\mathbb{X}}:=\inf \left\{\alpha \geqslant 0: \max _{\mathrm{x}_{1} \in \mathbb{X}} \min _{\mathrm{x}_{2} \in \mathbb{X}_{k}}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{2} \leqslant \alpha(1 / \mathrm{k})^{1 / \mathrm{d}_{\mathbb{X}}},\left|\mathbb{X}_{\mathrm{k}}\right|=\mathrm{k} \forall \mathrm{k}\right\} \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{\mathbb{A}}:=\inf \left\{\alpha \geqslant 0: \max _{a_{1} \in \mathbb{A}} \min _{a_{2} \in \mathbb{A}_{k}}\left\|a_{1}-a_{2}\right\|_{2} \leqslant \alpha(1 / k)^{1 / d_{\mathbb{A}}},\left|\mathbb{A}_{k}\right|=k \forall k\right\} . \tag{3.27}
\end{equation*}
$$

Theorem 26. Suppose Assumptions LT and HT hold. Then the number of arithmetic operations needed to compute an e-optimal policy is at most

$$
\begin{equation*}
\left\lceil\left(\frac{2 M_{X}}{\epsilon}\right)^{d_{X}}\right\rceil^{4} \cdot\left\lceil\left(\frac{2 M_{\mathbb{A}}}{\epsilon}\right)^{d_{A}}\right\rceil^{2} \cdot K \log K \tag{3.28}
\end{equation*}
$$

where

$$
M_{\mathbb{X}}:=2 \alpha_{\mathbb{X}} K_{L_{\tilde{r}}}\left[2 \mathrm{~K}+\frac{7 \mathrm{~K}^{2}-6 \mathrm{~K}+1+\mathrm{L}_{\tilde{\mathrm{p}}}\left(3-\frac{4}{\mathrm{~K}}+\frac{1}{\mathrm{~K}^{2}}\right)}{1-\mathrm{L}_{\tilde{p}}+\frac{\mathrm{L}_{\tilde{\mathrm{p}}}}{\mathrm{~K}}}\right]
$$

and

$$
M_{\mathbb{A}}:=\alpha_{\mathbb{A}} \mathrm{K}\left[\mathrm{~L}_{\tilde{\mathrm{r}}}-\|\mathrm{r}\|_{\infty} \mathrm{L}_{\tilde{\mathfrak{p}}}\left(2 \mathrm{~K}-3+\frac{1}{\mathrm{~K}}\right)\right]
$$

here $\alpha_{\mathbb{X}}$ and $\alpha_{\mathbb{A}}$ are respectively defined by (3.26) and (3.27), $\mathrm{L}_{\tilde{\mathrm{r}}}$ and $\mathrm{L}_{\tilde{p}}$ are respectively defined by (3.24) and (3.25).

Proof. According to Propositions 24 and 25, the MDP defined by the HV transformation satisfies the hypotheses of Assumption L. Hence the theorem follows by applying Theorem 12 to the $\tilde{\beta}$-discounted MDP defined by the HV transformation.

## Chapter 4

## Reduction of Average-Reward MDPs

In this chapter, we consider the reduction of average-reward MDPs to discounted ones. In Section 4.1, we describe the hitting time assumption that will be used in the reduction, and in Section 4.1.1 we describe some application areas where the assumption is relevant. In Section 4.2 we define the average-reward optimality criterion, and in Section 4.3 we define a transformation of the original MDP to a discounted one. This leads to complexity estimates for computing optimal policies for finite average-reward MDPs (Section 4.5) and for computing e-optimal policies for average-reward MDPs with Euclidean state and action spaces that satisfy certain Lipschitz-type conditions.

### 4.1 Hitting Time Assumption

For $x \in \mathbb{X}$, let $\tau_{x}$ denote the hitting time to state $x$ after time 0 , which is also referred to as the first return time to state $x$. In particular, $\tau_{x}(\omega):=$ $\inf \left\{t \geqslant 1: \xi_{t}(\omega)=x\right\}$ for $\omega=x_{0} a_{0} \cdots \in \mathbb{H}_{\infty}$.

Assumption HT. There is a special state $\ell \in \mathbb{X}$ and a constant $\mathrm{L} \geqslant 1$ satisfying

$$
\begin{equation*}
\mathbb{E}_{x}^{\phi} \tau_{\ell} \leqslant \mathrm{L}<\infty \quad \text { for all } x \in \mathbb{X}, \phi \in \mathbb{F} \tag{4.1}
\end{equation*}
$$

In words, Assumption HT means that under every deterministic stationary policy, the expected time until the process transitions to state $\ell$ from
any initial state is bounded above by $L$.
Proposition 27. Suppose Assumption HT holds. Then there exists an upper semianalytic function $\bar{\mu}: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by $\overline{\mathrm{K}}:=\mathrm{L}+1$ and satisfies

$$
\begin{equation*}
\bar{\mu}(x) \geqslant 1+\int_{\mathbb{X} \backslash\{\ell\}} \bar{\mu}(y) p(d y \mid x, a) \quad \text { for all }(x, a) \in G r(A) . \tag{4.2}
\end{equation*}
$$

Proof. For $(x, a) \in \operatorname{Gr}(A)$, let

$$
\begin{equation*}
q(B \mid x, a):=\frac{p(B \backslash\{\ell\} \mid x, a)}{p(\mathbb{X} \backslash\{\ell\} \mid x, a)}, \quad B \in \mathcal{B}(\mathbb{X}) \tag{4.3}
\end{equation*}
$$

and $\alpha(x, a):=p(\mathbb{X} \backslash\{\ell\} \mid x, a)$. Note that $0 \leqslant q(B \mid x, a)$ and $q(\mathbb{X} \mid x, a)=1$ for $(x, a) \in \operatorname{Gr}(A)$. Moreover, Lebesgue's monotone convergence theorem implies that for each $(x, a) \in \operatorname{Gr}(A)$ the set function $B \mapsto q(B \mid x, a)$ is countably additive. Also, since $p$ is a stochastic kernel on $\mathbb{X}$ given $\operatorname{Gr}(A)$, for each $B \in \mathcal{B}(\mathbb{X})$ the mapping $(x, a) \mapsto q(B \mid x, a)$ is Borel-measurable. Hence $q$ is a stochastic kernel on $\mathbb{X}$ given $\operatorname{Gr}(A)$. In addition, the mapping $(x, a) \mapsto p(\mathbb{X} \backslash\{\ell\} \mid x, a)=\alpha(x, a)$ is Borel-measurable by [10, Proposition 7.29].

Replace the transition probabilities $p$ with $q$, and for $x \in \mathbb{X}$ and $\pi \in \Pi$ let $Q_{x}^{\pi}$ and $E_{x}^{\pi}$ respectively denote the corresponding strategic measure and expectation operator for the resulting MDP. By Assumption HT and the definition of $q$, for $x \in \mathbb{X}$ and $\left(\phi^{1}, \phi^{2}\right) \in \mathbb{F}^{1} \times \mathbb{F}^{2}$

$$
\infty>\overline{\mathrm{K}}:=\mathrm{L}+1 \geqslant \sum_{n=0}^{\infty} \mathrm{Q}_{x}^{\phi}\left\{\tau_{\ell}>\mathrm{n}\right\}=\sum_{n=0}^{\infty} \mathrm{E}_{x}^{\phi} \prod_{\mathrm{k}=1}^{\mathrm{n}-1} \alpha\left(\mathrm{x}_{\mathrm{k}}, \mathrm{a}_{\mathrm{k}}\right) .
$$

According to Proposition 13, it follows that there is an upper semianalytic function $\bar{\mu}: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by $\bar{K}$ and satisfies

$$
\bar{\mu}(x) \geqslant 1+\alpha(x, a) \int_{\mathbb{X}} \bar{\mu}(y) q(d y \mid x, a)=1+\int_{\mathbb{X} \backslash\{ \}\}} \bar{\mu}(y) p(d y \mid x, a)
$$

for all $(x, a) \in \operatorname{Gr}(A)$.

### 4.1.1 Applications

An important type of problem where MDPs satisfying Assumption HT are relevant is the problem of finding good maintenance and/or replacement policies for systems, such as manufacturing equipment, where the time of failure may be unknown. For such systems, it is often reasonable to assume that, regardless of its initial condition and what the decisionmaker does, the time until the system fails is bounded above by a constant. This holds, for example, if it is assumed that at every decision epoch the probability that the system fails is at least a constant $\gamma>0$, regardless of what the decision-maker does. Such a problem is studied in Dynkin \& Yushkevich [25, pp. 188-193], where the time until the system transitions to the state of having just been replaced is bounded above by $\mathrm{L}:=1 / \gamma$. The models of a stochastically deteriorating systems that are considered in Klein [72] and Derman [24] also satisfy this assumption. Such models are a special case of discrete-state MDPs with a so-called minorant; see [25, Section 10] As was shown by Ross [95], the problem of solving such averagereward MDPs can be reduced to solving a related discounted MDP; see also [25, Section 10].

Alternatively, it may be more appropriate to assume that regardless of what the initial state is and what the decision-maker does, the probability that the system fails in N steps, for some positive integer N , is bounded below by a constant $\gamma>0$. In this case, for any initial state, the time until the system fails is bounded above by $L:=N / \gamma$, regardless of what actions are selected. Kim \& Thomas [69] consider such an equipment failure model, which is noted to be relevant to the maintenance of standby equipment such as emergency power supplies for hospitals, emergency response vehicles, and military defense equipment. MDPs that model such systems are special cases of MDPs satisfying what Hordijk [60, Chapter 11] refers to as the simultaneous Doeblin condition.

### 4.2 Optimality Criterion

When the initial state is $x \in \mathbb{X}$ and the decision-maker follows the policy $\pi \in \Pi$, the expected long-run average reward earned is

$$
w^{\pi}(x):=\liminf _{\mathrm{T} \rightarrow \infty} \frac{1}{\mathrm{~T}} \mathbb{E}_{x}^{\pi} \sum_{\mathrm{t}=0}^{\mathrm{T}-1} r\left(\xi_{\mathrm{t}}, v_{\mathrm{t}}\right)
$$

For $\epsilon \geqslant 0$, a policy $\pi_{*} \in \Pi$ is $\epsilon$-optimal if $w^{\pi_{*}}(x) \geqslant \sup _{\pi \in \Pi} w^{\pi}(x)$ for all $x \in \mathbb{X}$. A 0-optimal policy is called optimal, and we refer to the function on $\mathbb{X}$ defined by $\sup _{\pi \in \Pi} w^{\pi}(x)=: w(x)$, for $x \in \mathbb{X}$, as the value function.

### 4.3 Akian-Gaubert (AG) Transformation

Objects associated with the discounted MDP will be indicated by a horizontal bar. The state space is $\overline{\mathbb{X}}:=\mathbb{X} \cup\{\bar{x}\}$, where $\bar{x} \notin \mathbb{X}$ is a reward-free absorbing state that is isolated from $\mathbb{X}$. Letting $\bar{a}$ denote the only action available at state $\bar{x}$, the action space is $\overline{\mathbb{A}}:=\mathbb{A} \cup\{\overline{\mathrm{a}}\}$ and for $x \in \overline{\mathbb{X}}$ the set of available actions is unchanged if $x \in \mathbb{X}$, namely

$$
\bar{A}(x):= \begin{cases}A(x), & \text { if } x \in \mathbb{X} \\ \{\bar{\alpha}\}, & \text { if } x=\bar{x}\end{cases}
$$

Define the one-step rewards $\overline{\mathrm{r}}$ by

$$
\overline{\mathrm{r}}(x, a):= \begin{cases}\bar{\mu}(x)^{-1} r z(x, a), & \text { if } x \in \mathbb{X}, a \in A(x) \\ 0, & \text { if }(x, a)=(\bar{x}, \bar{a})\end{cases}
$$

To complete the definition of the discounted MDP, choose a discount factor

$$
\bar{\beta} \in\left[\frac{\bar{K}-1}{\bar{K}}, 1\right),
$$

and let

$$
\bar{p}(B \mid x, a):= \begin{cases}\frac{1}{\bar{\beta} \bar{\mu}(x)} \int_{\mathrm{B}} \bar{\mu}(y) p(d y \mid x, a), & B \in \mathcal{B}(\mathbb{X} \backslash\{\ell\}), x \in \mathbb{X}, a \in A(x), \\ \frac{\bar{\beta} \bar{\mu}(x)}{}\left[\bar{\mu}(x)-1-\int_{X} \backslash\{\ell\} \bar{\mu}(y) p(d y \mid x, a)\right], & B=\{\ell\}, x \in \mathbb{X}, a \in A(x) \\ 1-\frac{1}{\bar{\beta} \bar{\mu}(x)}[\bar{\mu}(x)-1], & B=\{\bar{x}\}, x \in \mathbb{X}, a \in A(x) \\ 1, & B=\{\bar{x}\},(x, a)=(\bar{x}, \bar{a}) .\end{cases}
$$

Lebesgue's monotone convergence theorem implies that $\bar{p}(\cdot \mid x, a)$ is a probability measure on $(\overline{\mathbb{X}}, \mathcal{B}(\overline{\mathbb{X}})$ ) for each $x \in \overline{\mathbb{X}}$ and $a \in \bar{A}(x)$. Also, $\bar{p}(B \mid \cdot)$ is a lower semianalytic function on $\{(x, a): x \in \overline{\mathbb{X}}, a \in \bar{A}(x)\}$ for each $B \in \mathcal{B}(\overline{\mathbb{X}})$; see [10, Proposition 7.48].

Since $\overline{\mathcal{A}}(\bar{x})$ is a singleton, the sets of policies for these two models coincide. Given $x \in \overline{\mathbb{X}}$ and $\pi \in \Pi$, let $\overline{\mathbb{E}}_{x}^{\pi}$ denote the expectation operator for the $\bar{\beta}$-discounted MDP with state space $\overline{\mathbb{X}}$, action space $\overline{\mathbb{A}}$, sets of available actions $\bar{A}$, one-step rewards $\bar{r}$, and transition probabilities $\bar{p}$. Let $\bar{v}_{\bar{\beta}}^{\pi}(x)$ denote the $\bar{\beta}$-discounted reward incurred when the initial state of the transformed MDP is $x \in \mathbb{X}$ and the policy $\pi$ is used.

Remark 7. Ross [95] [94] considered MDPs satisfying the special case of Assumption HT where there is a constant $\alpha$ such that

$$
p(\{\ell\} \mid x, a) \geqslant \alpha>0 \quad \text { for all } x \in \mathbb{X}, a \in \mathcal{A}(x),
$$

and introduced a transformation of the transition probabilities that can be used to reduce the average-reward MDP to a discounted one. In fact, Ross's [95] [94] transformation can be viewed as a special case of the AG transformation. Namely, taking $\bar{\mu} \equiv \overline{\mathrm{K}}=1 / \alpha$, the resulting transition probabilities are the same in both cases and the one-step rewards differ by a factor of $\alpha$.

### 4.4 Existence of Optimal Policies

The proofs of Proposition 29 and Theorem 32 below rely on the following lemma.

Lemma 28. If a bounded measurable function $f: \overline{\mathbb{X}} \rightarrow \mathbb{R}$ satisfies $f(\bar{x})=0$, then for any $x \in \mathbb{X}$ and $a \in \mathcal{A}(x)$

$$
\begin{aligned}
\bar{r}(x, a) & +\bar{\beta} \int_{\overline{\mathbb{X}}} f(y) \bar{p}(d y \mid x, a) \\
& =\frac{1}{\mu(x)}\left[r(x, a)+\int_{\mathbb{X}} \mu(y)[f(y)-f(\ell)] p(d y \mid x, a)+[\mu(x)-1] f(\ell)\right] .
\end{aligned}
$$

Proof. According to the definition of $\bar{r}, \bar{\beta}$, for $x \in \mathbb{X}$ and $a \in A(x)$

$$
\begin{aligned}
\overline{\mathrm{r}}(x, a)+\bar{\beta} \int_{\mathbb{X}} \overline{\mathrm{p}}(d y \mid x, a) f(y) & =\frac{r(x, a)}{\mu(x)}+\frac{1}{\mu(x)} \int_{\mathbb{X} \backslash\{\ell\}} \mu(y) f(y) p(d y \mid x, a) \\
& +\frac{1}{\mu(x)}\left[\mu(x)-1-\int_{X} \mu\{\ell\}\right. \\
& =\frac{1}{\mu(x)}\left[r(x, a)+\int_{\mathbb{X}} \mu(d y)[f(y)-f(\ell)] p(d y \mid x, a)+[\mu(x)-1] f(\ell)\right]
\end{aligned}
$$

For $\phi \in \mathbb{F}$, the following proposition relates the average rewards incurred in the original MDP with the discounted rewards incurred in the MDP constructed using the AG transformation.

Proposition 29. Let $\phi \in \mathbb{F}$ be a stationary policy and $h^{\phi}(x):=\bar{\mu}(x)\left[\bar{v}_{\bar{\beta}}^{\phi}(x)-\right.$ $\left.\bar{v}_{\bar{\beta}}^{\phi}(\ell)\right]$ for $x \in \mathbb{X}$. Then

$$
\begin{equation*}
\bar{v}_{\bar{\beta}}^{\phi}(\ell)+h^{\phi}(x)=r(x, \phi(x))+\int_{\mathbb{X}} h^{\phi}(y) p(d y \mid x, \phi(x)), \quad x \in \mathbb{X} \tag{4.4}
\end{equation*}
$$

Further, if the one-step rewards c are bounded, then $w^{\phi} \equiv \bar{v}_{\bar{\beta}}^{\Phi}(\ell)$.
Proof. Since the state $\bar{x}$ in the discounted MDP defined by the AG transformation is reward-free and absorbing, (4.4) follows from the fact that

$$
\bar{v}_{\bar{\beta}}^{\phi}(x)=\bar{r}(x, \phi(x))+\bar{\beta} \int_{\bar{X}} \bar{v}_{\bar{\beta}}^{\phi}(y) \overline{\mathcal{p}}(\mathrm{d} y \mid x, \phi(x)), \quad x \in \mathbb{X},
$$

and Lemma 28. Next, suppose c is bounded. Iterating (4.4) gives

$$
\begin{equation*}
N \bar{v}_{\bar{\beta}}^{\phi}(\ell)+h^{\phi}(x)=\mathbb{E}_{x}^{\phi} \sum_{n=0}^{N-1} r\left(x_{n}, a_{n}\right)+\mathbb{E}_{\chi}^{\phi} h^{\phi}\left(x_{N}\right) \tag{4.5}
\end{equation*}
$$

for $x \in \mathbb{X}, N=1,2, \ldots$. Since $r$ and $\bar{\mu}$ are bounded, the function $h^{\phi}(x)=$ $\bar{\mu}(x)\left[\bar{v}_{\bar{\beta}}^{\phi}(x)-\bar{v}_{\bar{\beta}}^{\phi}(\ell)\right]$ is bounded as well. The equality $w^{\phi} \equiv \bar{v}_{\bar{\beta}}^{\phi}(\ell)$ then follows by dividing both sides of (4.5) by N and letting $\mathrm{N} \rightarrow \infty$.

Lemma 30. Suppose Assumption HT holds with an isolated state $\ell$, and Assumption $W$ holds. Then there exists a continuous function $\bar{\mu}: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by $\overline{\mathrm{K}}:=\mathrm{L}+1$ and satisfies (4.2).

Proof. This follows by applying Lemma 16 to the transient MDP with state space $\mathbb{X}$, action space $\mathbb{A}$, sets of available actions $A(x)$ for $x \in \mathbb{X}$, one-step rewards identically equal to one, transition probabilities $q$ defined by

$$
q(B \mid x, a):=\frac{p(\mathbb{X} \backslash\{\ell\} \mid x, a)}{p(\mathbb{X} \backslash\{\ell\} \mid x, a)^{\prime}}, \quad B \in \mathcal{B}(\mathbb{X}),(x, a) \in \operatorname{Gr}(A),
$$

and discount function $\alpha$ defined by

$$
\alpha(x, a):=p(\mathbb{X} \backslash\{l\} \mid x, a), \quad(x, a) \in \operatorname{Gr}(A) .
$$

Remark 8. According to the theory of positive dynamic programming (see e.g. [35]), the function $\bar{\mu}$ constructed in the proof of Lemma 30 satisfies $\bar{\mu}(x)=\sup _{\pi \in \Pi} \mathbb{E}_{\chi}^{\pi} \inf \left\{n \geqslant 1: x_{n}=\ell\right\}$ for all $x \in \mathbb{X}$. This function may not be continuous if the state $\ell$ satisfying Assumption HT is not isolated. For example, let $\ell \in(0,(\sqrt{5}-1) / 2)$ and consider the Markov chain with state space $\mathbb{X}:=[0, \ell]$ and transition kernel $P(\cdot \mid x)$ defined by $\mathrm{P}(\{\ell\} \mid 0):=1, \mathrm{P}(\{\ell\} \mid \ell):=1-\ell, \mathrm{P}(\{0\} \mid \ell):=\ell$, and for $x \in(0, \ell), \mathrm{P}(\{0\} \mid x):=x$, $P(\{x\} \mid x):=x^{2}$, and $P(\{\ell\} \mid x):=1-x-x^{2}$. It is straightforward to verify that $\mathrm{P}(\cdot \mid \mathrm{x})$ is weakly continuous in $x \in \mathbb{X}$. Hence statements (ii)-(iii) of Assumption W hold for the corresponding MDP with a single available action for every state (where the rewards, since they do not play a role here, may be defined arbitrarily). In addition, since $\bar{\mu}(0)=1, \bar{\mu}(x)=(1-x)^{-1}$ for $x \in(0,1)$, and $\bar{\mu}(\ell)=1+\ell$, Assumption HT holds for state $\ell$ and the constant $L:=(1-\ell)^{-1}$. Therefore the hypotheses of Lemma 30 hold except for the isolatedness of $\ell$. However, for any sequence $\left\{x_{n}\right\}_{n \geqslant 0}$ in $[0, \ell)$ that converges to $\ell, \lim _{n \rightarrow \infty} \bar{\mu}\left(x_{n}\right)=(1-\ell)^{-1}>1+\ell=\bar{\mu}(\ell)$.

Lemma 31. Suppose Assumptions HT holds with an isolated state $\ell$, and Assumption W holds. Then the discounted MDP defined by the AG transformation satisfies Assumption W.

Proof. Lemma 30 and Assumption $W$ imply that $\overline{\mathrm{r}}(x, a)$ is bounded and continuous in $(x, a) \in\{(x, a): x \in \overline{\mathbb{X}}, a \in \bar{A}(x)\}$. In addition, statement (ii) of Assumption $W$ and the isolatedness of $\bar{x}$ imply that $x \mapsto \bar{A}(x)$ is compact-valued and continuous; see e.g. [3, Theorems 17.20, 17.21]. Next, note that the measurability of $\bar{\mu}$ implies that $\bar{p}(B \mid \cdot)$ is a measurable function on $\{(x, a): x \in \overline{\mathbb{X}}, a \in \bar{A}(x)\}$ for each $B \in \mathcal{B}(\overline{\mathbb{X}})$; see e.g. [10, Proposition 7.29]. In addition, for any bounded continuous function $f: \bar{X} \rightarrow \mathbb{R}$,
since the states $\bar{\chi}, \ell$ are isolated and $\bar{\mu}$ is continuous on $\mathbb{X}$, Lemma 30 and the weak continuity of the transition probabilities $p$ imply that

$$
\begin{aligned}
& \int_{\bar{X}} f(y) \overline{\mathcal{p}}(d y \mid x, a)=\frac{1}{\bar{\beta} \bar{\mu}(x)} \int_{X \backslash\{\ell\}} f(y) \bar{\mu}(y)+\frac{1}{\bar{\beta} \bar{\mu}(x)}\left[\bar{\mu}(x)-1-\int_{X} \backslash\{\{ \}\right. \\
&\bar{\mu}(y) p(d y \mid x, a)] f(\ell) \\
&+\left[1-\frac{1}{\bar{\beta} \bar{\mu}(x)}[\bar{\mu}(x)-1]\right] f(\bar{x})
\end{aligned}
$$

is continuous in $(x, a) \in\{(x, a): x \in \overline{\mathbb{X}}, a \in \bar{A}(x)\}$.
For $x \in \mathbb{X}$, and a constant $w$ and function $h: \mathbb{X} \rightarrow \mathbb{R}$ satisfying the average-reward optimality equation (4.6) given in the statement of Theorem 32 below, consider the sets of actions

$$
A_{\mathrm{av}}^{*}(x):=\left\{a \in A(x) \mid w+h(x)=r(x, a)+\int_{\mathbb{X}} h(y) p(d y \mid x, a)\right\}, \quad x \in \mathbb{X} .
$$

Theorem 32. Suppose the original MDP satisfies Assumption HT with an isolated state $\ell$, and Assumption W holds. Then:
(i) the constant $w=\bar{v}_{\bar{\beta}}(\ell)$ and the bounded function $h(x)=\mu(x)\left[\bar{v}_{\bar{\beta}}(x)-\right.$ $\left.\bar{v}_{\bar{\beta}}(\ell)\right], x \in \mathbb{X}$, satisfy the optimality equation

$$
\begin{equation*}
w+h(x)=\max _{\mathcal{A}(x)}\left[r(x, a)+\int_{\mathbb{X}} h(y) p(d y \mid x, a)\right], \quad x \in \mathbb{X} \tag{4.6}
\end{equation*}
$$

and $\bar{v}_{\bar{\beta}}(\ell)$ is the optimal average reward for each initial state.
(ii) there is a stationary average-reward optimal policy;
(iii) any $\phi \in \mathbb{F}$ satisfying $\phi(x) \in \mathcal{A}_{a v}^{*}(x)$ for all $x \in \mathbb{X}$ is average-reward optimal, and

$$
\begin{equation*}
A_{a v}^{*}(x)=\left\{a \in A(x) \mid \bar{v}_{\bar{\beta}}(x)=\bar{r}(x, a)+\bar{\beta} \int_{\bar{X}} \bar{v}_{\bar{\beta}}(y) \bar{p}(d y \mid x, a)\right\} \tag{4.7}
\end{equation*}
$$

for $x \in \mathbb{X}$.
Proof. Lemma 31 implies that the conclusions of Theorem 4 hold for the transformed MDP. In particular, there is a stationary $\bar{\beta}$-optimal policy for the transformed MDP.

By applying Lemma 28 to the optimality equation for the $\bar{\beta}$-discounted MDP defined by the AG transformation, it follows that $w=\bar{v}_{\bar{\beta}}(\ell)$ and
$h(x)=\bar{\mu}(x)\left[\bar{v}_{\bar{\beta}}(x)-\bar{v}_{\bar{\beta}}(\ell)\right], x \in \mathbb{X}$, satisfy (4.6). Note that, since the MDP satisfies Assumption HT and Assumption W, it also satisfies Assumptions (B) and ( $\mathrm{W}^{*}$ ) in [41]. Hence, according to [41, Theorem 3], Proposition 29 implies that the optimal average reward for each state is $\inf _{\phi \in \mathbb{F}} w^{\phi} \equiv$ $\inf _{\phi \in \mathbb{F}} \bar{v}_{\bar{\beta}}^{\phi}(\ell)=\bar{v}_{\bar{\beta}}(\ell)$, so (i) holds.

Let $\phi_{*} \in \mathbb{F}$ be a $\bar{\beta}$-optimal policy for the transformed MDP. According to Proposition 29 and the previous paragraph, $w^{\phi_{*}} \equiv \bar{v}_{\bar{\beta}}^{\Phi_{*}}(\ell)=\bar{v}_{\bar{\beta}}(\ell) \equiv$ $\inf _{\phi \in \mathbb{F}} w^{\phi}=\inf _{\pi \in \Pi} w^{\pi}$, which means $\phi_{*}$ is average-reward optimal for the original MDP. Hence (ii) holds.

Lemma 28 implies that (4.7) holds. Moreover, since the function $h$ is bounded, it follows that any $\phi \in \mathbb{F}$ satisfying $\phi(x) \in A_{\mathrm{av}}^{*}(x)$ for all $x \in \mathbb{X}$ is average-reward optimal; see e.g., [53, Theorem 5.2.4]. Therefore (iii) holds.

Corollary 33. Suppose Assumption HT holds with an isolated state, and Assumption $W$ hold. Then any algorithm that computes a stationary optimal policy for the discounted MDP defined by the AG transformation is an algorithm for the original average-reward MDP.

### 4.5 Complexity Estimates

In this section, we provide complexity estimates related to applying the AG transformation. In Section 4.5 .1 we provide an upper bound on the number of arithmetic operations needed to compute a function $\bar{\mu}$ for the AG transformation. Then, in Section 4.5 .2 we consider the computation of optimal policies for finite average-reward MDPs. Finally, in Section 4.5.3 we consider the computation of $\epsilon$-optimal policies for transient MDPs with Euclidean state and action spaces satisfying certain Lipschitztype conditions. We remark that, according to Feinberg \& Yang [44], checking whether Assumption HT holds can be done in strongly polynomial time.

### 4.5.1 Constructing the Transformation

Note that, given a suitable function $\bar{\mu}$, the MDP defined by the AG transformation can be constructed using a number of arithmetic opera-
tions that is polynomial in the number of state-action pairs $m$ of the original MDP. The following theorem provides an estimate of the complexity of computing a funtion $\bar{\mu}$ that can be used for the AG transformation.

Theorem 34. Suppose the state set $\mathbb{X}$ and action set $\mathcal{A}$ are finite, and that Assumption HT holds. Then the number of arithmetic operations needed to compute a function $\mu$ satisfying the hypotheses of Proposition 27 is

$$
\mathrm{O}\left(\left(\mathrm{n}^{2} \mathrm{~m}+\mathrm{n}^{3}\right) \mathrm{mL} \log \mathrm{~L}\right)
$$

Proof. To compute a function satisfying the hypotheses of Proposition 27, it suffices to compute a bounded nonnegative function $\bar{\mu}$ that satisfies

$$
\begin{equation*}
\bar{\mu}(x)=\max _{a \in \mathcal{A}(x)}\left[1+\sum_{y \in \mathbb{X} \backslash\{\ell\}} p(y \mid x, a) \bar{\mu}(y)\right], \quad \text { for all } x \in \mathbb{X} \tag{4.8}
\end{equation*}
$$

Let

$$
\mathrm{q}(\mathrm{y} \mid \mathrm{x}, \mathrm{a}):=1_{\mathbb{X} \backslash\{\ell\}}(\mathrm{y}) \mathrm{p}(\mathrm{y} \mid \mathrm{x}, \mathrm{a})
$$

for $x, y \in \mathbb{X}$ and $a \in A(x)$, and consider the Markov decision process with state set $\mathbb{X}$, action sets $A(x)$ for $x \in \mathbb{X}$, transition rates $q(y \mid x, a)$ for $x, y \in \mathbb{X}$ and $a \in A(x)$, and one-step rewards identically equal to one. According to Assumption HT, this MDP is transient; see [23, Hypothesis 1]. Hence it follows from [23, Theorem 2] that the number of arithmetic operations needed, to compute a nonnegative function that is bounded above by $\bar{K}:=L+1$ and satisfies (4.8), is $O\left(\left(n^{2} m+n^{3}\right) m \bar{K} \log \bar{K}\right)=O\left(\left(n^{2} m+\right.\right.$ $\left.\left.n^{3}\right) m L \log L\right)$.

### 4.5.2 Computing Optimal Policies

For a finite state and action MDP that satisfies Assumption HT, Corollary 33 implies that a stationary average-reward optimal policy can be computed by solving the LP

$$
\begin{array}{lll}
\text { minimize } & \sum_{x \in \overline{\mathbb{X}}} \sum_{a \in \overline{\mathcal{A}}(x)} \overline{\mathrm{r}}(x, a) z_{x, a} \\
\text { such that } & \sum_{a \in \overline{\mathcal{A}}(x)} z_{x, a}-\bar{\beta} \sum_{y \in \overline{\mathbb{X}}} \sum_{a \in \overline{\mathcal{A}}(y)} \overline{\mathrm{p}}(x \mid y, a) z_{y, a}=1 \quad \text { for all } x \in \overline{\mathbb{X}},  \tag{4.9}\\
z_{x, a} \geqslant 0 & \text { for all } x \in \overline{\mathbb{X}}, a \in \bar{A}(x) .
\end{array}
$$

Recall that $\mathfrak{m}=\sum_{x \in \mathbb{X}}|\mathcal{A}(x)|$ and $n=|\mathbb{X}|$. If $\overline{\mathrm{K}}=\mathrm{L}+1>1$, Scherrer's [103] bounds imply that the LP (4.9) can be solved using $\mathrm{O}(\mathrm{m} \overline{\mathrm{K}} \log (\overline{\mathrm{K}}))$ iterations of the block-pivoting simplex method corresponding to Howard's policy iteration algorithm, or in $\mathrm{O}(\mathrm{mn} \overline{\mathrm{K}} \log (\overline{\mathrm{K}}))$ iterations using the simplex method with Dantzig's rule. Observe that $\overline{\mathrm{K}}=\mathrm{L}+1=1$ means that $L=0$, i.e. the only state $\ell$ is absorbing under each stationary policy, and a stationary policy $\phi$ is average-reward optimal if and only if $r(\ell, \phi(\ell))=\min \{r(\ell, a): a \in A(\ell)\}$.

### 4.5.3 Computing $\epsilon$-Optimal Policies

The following is a generalization, to infinite state and action spaces, of a transformation introduced in [1]. Let

$$
\bar{\beta}:=(K-1) / K,
$$

and consider the MDP with state space $\mathbb{X}$, action space $\mathbb{A}$, one-step rewards $\bar{r}(x, a):=r(x, a) / \mu(x)$ for $(x, a) \in \mathbb{X} \times \mathbb{A}$, and transition dynamics defined by the Borel-measurable substochastic kernel $\bar{p}$ on $\mathbb{X}$ given $\mathbb{X} \times \mathbb{A}$ where

$$
\overline{\mathfrak{p}}(B \mid x, a):= \begin{cases}\frac{1}{\bar{\beta} \mu(x)} \int_{B} \mu(y) p(d y \mid x, a) & \text { if } B \in \mathcal{B}(\mathbb{X} \backslash\{\ell\}),(x, a) \in \mathbb{X} \times \mathbb{A}, \\ \frac{1}{\bar{\beta} \mu(x)}\left[\mu(x)-1-\int_{X}^{X} \backslash\{\ell\}\right. \\ \mu(y) p(d y \mid x, a)] & \text { if } B=\{\ell\},(x, a) \in \mathbb{X} \times \mathbb{A},\end{cases}
$$

Proposition 35. If Assumptions $L$ and $H T$ hold, then the one-step reward function $\overline{\mathrm{r}}$ is bounded and Lipschitz-continuous on $\mathbb{X} \times \mathbb{A}$ with modulus

$$
\begin{equation*}
\mathrm{L}_{\overline{\mathrm{r}}}:=\max \left\{1,\|r\|_{\infty}\right\}\left(\mathrm{L}_{\mathrm{r}}+\mathrm{K} \mathrm{~L}_{p}\right) \tag{4.10}
\end{equation*}
$$

Proof. The boundedness of $\overline{\mathrm{r}}$ follows from the boundedness of c and $\mu$. For $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{aligned}
\left|\bar{c}\left(x_{1}, a_{1}\right)-\bar{c}\left(x_{2}, a_{2}\right)\right| & =\left|\frac{r\left(x_{1}, a_{1}\right)}{\mu\left(x_{1}\right)}-\frac{r\left(x_{2}, a_{2}\right)}{\mu\left(x_{2}\right)}\right| \\
& \leqslant\left|\frac{r\left(x_{1}, a_{1}\right)}{\mu\left(x_{1}\right)}-\frac{r\left(x_{2}, a_{2}\right)}{\mu\left(x_{1}\right)}\right|+\left|\frac{r\left(x_{2}, a_{2}\right)}{\mu\left(x_{1}\right)}-\frac{r\left(x_{2}, a_{2}\right)}{\mu\left(x_{2}\right)}\right| \\
& =\frac{1}{\mu\left(x_{1}\right)} \cdot\left|r\left(x_{1}, a_{1}\right)-r\left(x_{2}, a_{2}\right)\right|+\left|r\left(x_{2}, a_{2}\right)\right| \cdot\left|\frac{1}{\mu\left(x_{1}\right)}-\frac{1}{\mu\left(x_{2}\right)}\right| \\
& \leqslant\left[\max \left\{1,\|r\|_{\infty}\right\}\left(L_{c}+L_{\mu}\right)\right] \rho_{X \times A}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right),
\end{aligned}
$$

where the second inequality follows from Lemma 23.

Proposition 36. If Assumptions $L$ and HT hold, then $\bar{p}$ satisfies

$$
\rho_{\mathrm{TV}}\left(\overline{\mathrm{p}}\left(\cdot \mid x_{1}, a_{1}\right), \overline{\mathrm{p}}\left(\cdot \mid x_{2}, a_{2}\right)\right) \leqslant \mathrm{L}_{\overline{\mathrm{p}}} \rho_{\mathbb{X} \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right)
$$

for all $\left(\mathrm{x}_{1}, \mathrm{a}_{1}\right),\left(\mathrm{x}_{2}, \mathrm{a}_{2}\right) \in \mathbb{X} \times \mathbb{A}$, where

$$
\begin{equation*}
\mathrm{L}_{\bar{p}}:=\max \left\{2(\mathrm{~K}+1), \frac{\mathrm{K}}{\mathrm{~K}-1}\right\}\left(2 \mathrm{~K}+\frac{\mathrm{K}^{2}}{\mathrm{~K}-1}\right) \mathrm{L}_{\mathrm{p}} . \tag{4.11}
\end{equation*}
$$

Proof. Consider any Borel-measurable $g: \mathbb{X} \rightarrow[-1,1]$. Note that for $(x, a) \in \mathbb{X} \times \mathbb{A}$,

$$
\int_{X} g(y) \bar{p}(d y \mid x, a)=\frac{1}{\bar{\beta} \bar{\mu}(x)} \int_{X \backslash\{\{ \}}[g(y)-g(\ell)] \mu(y) p(d y \mid x, a)+\left[1-\frac{\mu(x)-1}{\bar{\beta} \mu(x)}\right][g(\bar{x})-g(\ell)] .
$$

Hence for $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{aligned}
& \left|\int_{X} g(y) \bar{p}\left(d y \mid x_{1}, a_{1}\right)-\int_{X} g(y) \overline{\mathcal{p}}\left(d y \mid x_{2}, a_{2}\right)\right| \\
& =\left\lvert\, \frac{1}{\bar{\beta} \bar{\mu}\left(x_{1}\right)} \int_{X \backslash\{\ell\}}[g(y)-g(\ell)] \mu(y) p\left(d y \mid x_{1}, a_{1}\right)+\left[1-\frac{\mu\left(x_{1}\right)-1}{\bar{\beta} \mu\left(x_{1}\right)}\right][g(\bar{x})-g(\ell)]\right. \\
& \left.\quad-\frac{1}{\bar{\beta} \bar{\mu}\left(x_{2}\right)} \int_{X \backslash\{\ell\}}[g(y)-g(\ell)] \mu(y) p\left(d y \mid x_{1}, a_{1}\right)-\left[1-\frac{\mu\left(x_{2}\right)-1}{\bar{\beta} \mu\left(x_{2}\right)}\right][g(\bar{x})-g(\ell)] \right\rvert\, \\
& =\left\lvert\, \frac{1}{\bar{\beta} \bar{\mu}\left(x_{1}\right)}\left(\int_{X \backslash\{\ell\}]}[g(y)-g(\ell)] \mu(y) p\left(d y \mid x_{1}, a_{1}\right)+g(\bar{x})-g(\ell)\right)\right. \\
& \left.\quad-\frac{1}{\bar{\beta} \bar{\mu}\left(x_{2}\right)}\left(\int_{X \backslash\{\ell\}}[g(y)-g(\ell)] \mu(y) p\left(d y \mid x_{2}, a_{2}\right)+g(\bar{x})-g(\ell)\right) \right\rvert\, .
\end{aligned}
$$

Consider the functions $u_{1}, u_{2}$ on $\mathbb{X} \times \mathbb{A}$ where $u_{1}(x, a):=1 /[\bar{\beta} \mu(x)]$ and $u_{2}(x, a):=\int_{\mathbb{X} \backslash\{\ell\}}[g(y)-g(\ell)] \mu(y) p(d y \mid x, a)+g(\bar{x})-g(\ell)$. Since $\bar{\beta}=$ $(K-1) / K, u_{1}$ is bounded by $K /(K-1)$ and, by Lemma 23, is Lipschitzcontinuous on $\mathbb{X} \times \mathbb{A}$ with modulus $K^{2} L_{p} /(K-1)$. Further, $u_{2}$ is bounded by $2(\mathrm{~K}+1)$ and is Lipschitz-continuous on $\mathbb{X} \times \mathbb{A}$ with modulus $2 \mathrm{KL}_{\mathrm{p}}$; the latter holds because for $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{aligned}
\left|u_{2}\left(x_{1}, a_{1}\right)-u\left(x_{2}, a_{2}\right)\right| & =\left|\int_{\mathbb{X} \backslash\{\ell\}}[g(y)-g(\ell)] \mu(y)\left[p\left(d y \mid x_{1}, a_{1}\right)-p\left(d y \mid x_{2}, a_{2}\right)\right]\right| \\
& \leqslant\left|\int_{\mathbb{X}} 2 \mu(y)\left[p\left(d y \mid x_{1}, a_{1}\right)-p\left(d y \mid x_{2}, a_{2}\right)\right]\right| \\
& \leqslant 2 K \rho_{T V}\left(p\left(\cdot \mid x_{1}, a_{1}\right)-p\left(\cdot \mid x_{2}, a_{2}\right)\right) \\
& \leqslant 2 K L_{p} \rho_{\mathbb{X} \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right) .
\end{aligned}
$$

It follows that for any $g: \mathbb{X} \rightarrow[-1,1]$ and $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$,

$$
\begin{aligned}
\mid \int_{X} g(y) \bar{p}\left(d y \mid x_{1}, a_{1}\right)- & \int_{X} g(y) \bar{p}\left(d y \mid x_{2}, a_{2}\right) \mid \\
= & \left|\mathfrak{u}_{1}\left(x_{1}, a_{1}\right) \mathfrak{u}_{2}\left(x_{1}, a_{1}\right)-\mathfrak{u}_{1}\left(x_{2}, a_{2}\right) \mathfrak{u}_{2}\left(x_{2}, a_{2}\right)\right| \\
\leqslant & \left|\mathfrak{u}_{1}\left(x_{1}, a_{1}\right) \mathfrak{u}_{2}\left(x_{1}, a_{1}\right)-\mathfrak{u}_{1}\left(x_{2}, a_{2}\right) \mathfrak{u}_{2}\left(x_{1}, a_{1}\right)\right| \\
& \quad+\left|\mathfrak{u}_{1}\left(x_{1}, a_{2}\right) \mathfrak{u}_{2}\left(x_{1}, a_{1}\right)-\mathfrak{u}_{1}\left(x_{2}, a_{2}\right) \mathfrak{u}_{2}\left(x_{2}, a_{2}\right)\right| \\
\leqslant & 2(K+1)\left|\mathfrak{u}_{1}\left(x_{1}, a_{1}\right)-\mathfrak{u}_{1}\left(x_{2}, a_{2}\right)\right| \\
& +[K /(K-1)] \mathfrak{u}_{2}\left(x_{1}, a_{1}\right)-\mathfrak{u}_{2}\left(x_{2}, a_{2}\right) \mid \\
\leqslant & \max \left\{2(K+1), \frac{K}{K-1}\right\}\left(2 K+\frac{K^{2}}{K-1}\right) L_{p} \rho_{X \times A}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right) ;
\end{aligned}
$$

Hence

$$
\rho_{\operatorname{TV}}\left(\overline{\mathrm{p}}\left(\cdot \mid x_{1}, a_{1}\right), \overline{\mathrm{p}}\left(\cdot \mid x_{2}, a_{2}\right)\right) \leqslant \mathrm{L}_{\bar{p}} \rho_{\mathbb{X} \times \mathbb{A}}\left(\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right)\right)
$$

for $\left(x_{1}, a_{1}\right),\left(x_{2}, a_{2}\right) \in \mathbb{X} \times \mathbb{A}$.
When Assumption L(i) holds, we define the finite sets $\mathbb{X}_{k}$ for $k=$ $1,2, \ldots$ by substituting $\mathbb{X}$ for $S$ in Remark 5 . The finite sets $\mathbb{A}_{k}$ for $k=$ $1,2, \ldots$ are defined analogously. In addition, let

$$
\begin{equation*}
\alpha_{\mathbb{X}}:=\inf \left\{\alpha \geqslant 0: \max _{\mathrm{x}_{1} \in \mathbb{X}} \min _{\mathrm{x}_{2} \in \mathbb{X}_{k}}\left\|\mathrm{x}_{1}-\mathrm{x}_{2}\right\|_{2} \leqslant \alpha(1 / \mathrm{k})^{1 / \mathrm{d}_{\mathbb{X}}},\left|\mathbb{X}_{\mathrm{k}}\right|=\mathrm{k} \forall \mathrm{k}\right\} \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{\mathbb{A}}:=\inf \left\{\alpha \geqslant 0: \max _{\mathrm{a}_{1} \in \mathbb{A}} \min _{a_{2} \in \mathbb{A}_{k}}\left\|a_{1}-a_{2}\right\|_{2} \leqslant \alpha(1 / k)^{1 / d_{\mathbb{A}}},\left|\mathbb{A}_{k}\right|=k \forall \mathrm{k}\right\} . \tag{4.13}
\end{equation*}
$$

Theorem 37. Suppose Assumptions $L$ and HT hold. Then the number of arithmetic operations needed to compute an e-optimal policy is at most

$$
\begin{equation*}
\left\lceil\left(\frac{M_{\mathbb{X}}}{\epsilon}\right)^{d_{X}}\right\rceil^{3} \cdot\left\lceil\left(\frac{2 M_{\mathbb{A}}}{\epsilon}\right)^{d_{A}}\right]^{2} \cdot K \log K \tag{4.14}
\end{equation*}
$$

where

$$
M_{\mathbb{X}}:=2 \alpha_{\mathbb{X}} K_{\overline{\mathcal{r}}}\left[2 \mathrm{~K}+\frac{7 \mathrm{~K}^{2}-6 \mathrm{~K}+1+\mathrm{L}_{\overline{\mathrm{p}}}\left(3-\frac{4}{\mathrm{~K}}+\frac{1}{\mathrm{~K}^{2}}\right)}{1-\mathrm{L}_{\overline{\mathrm{p}}}+\frac{\mathrm{L}_{\overline{\mathrm{F}}}}{\mathrm{~K}}}\right]
$$

and

$$
M_{\mathbb{A}}:=\alpha_{\mathbb{A}} \mathrm{K}\left[\mathrm{~L}_{\overline{\mathrm{r}}}-\|c\|_{\infty} \mathrm{L}_{\bar{p}}\left(2 \mathrm{~K}-3+\frac{1}{\mathrm{~K}}\right)\right]
$$

here $\alpha_{\mathbb{X}}$ and $\alpha_{\mathbb{A}}$ are respectively defined by (4.12) and (4.13), $\mathrm{L}_{\overline{\mathrm{c}}}$ and $\mathrm{L}_{\bar{p}}$ are respectively defined by (4.10) and (4.11).

Proof. According to Propositions 35 and 36, the MDP defined by the AG transformation satisfies the hypotheses of Assumption L. Hence the theorem follows by applying Theorem 12 to the $\bar{\beta}$-discounted MDP defined by the AG transformation.

## Part II

## Two-Player Zero-Sum Stochastic Games

## Chapter 5

## Discounted Stochastic Games

In this chapter, we review some definitions and results for two-player zero-sum discounted stochastic games with Borel state and action spaces. In Section 5.1, the optimality criterion for discounted stochastic games is defined. Then, in Section 5.2 we state conditions under which both players have e-optimal stationary strategies, and in Section 5.2.1 conditions are given under which both players have optimal stationary strategies.

### 5.1 Optimality Criterion

Consider a discount factor $\beta \in[0,1)$. When the initial state is $x \in \mathbb{X}$ and players 1 and 2 follow the strategies $\pi^{1} \in \Pi^{1}$ and $\pi^{2} \in \Pi^{2}$, respectively, the expected total discounted payoff that player 1 receives from player 2 is

$$
v_{\beta}^{\pi^{1} \pi^{2}}(x):=\mathbb{E}_{x}^{\pi^{1} \pi^{2}} \sum_{t=0}^{\infty} \beta^{n} r\left(\xi_{t}, v_{t}^{1}, v_{t}^{2}\right)
$$

Define the lower value function ${ }_{*} v_{\beta}: \mathbb{X} \rightarrow \mathbb{R}$ by

$$
* v_{\beta}(x):=\sup _{\pi^{1} \in \Pi^{1}} \inf _{\pi^{2} \in \Pi^{2}} v_{\beta}^{\pi^{1} \pi^{2}}
$$

and the upper value function ${ }^{*} v_{\beta}: \mathbb{X} \rightarrow \mathbb{R}$ by

$$
{ }^{*} v_{\beta}(x):=\inf _{\pi^{2} \in \Pi^{2}} \sup _{\pi^{1} \in \Pi^{2}} v_{\beta}^{\pi^{1} \pi^{2}}
$$

According to the minimax inequality stated in Proposition 38 below,

$$
{ }^{*} v_{\beta}(x) \leqslant{ }^{*} v_{\beta}(x) \quad \text { for all } x \in \mathbb{X}
$$

If ${ }_{*} v_{\beta}={ }^{*} v_{\beta}=: v_{\beta}$, then $v_{\beta}$ is called the $\beta$-discounted value of the discounted stochastic game.

Proposition 38 (Minimax inequality). Let Y and Z be any sets. Then for any $\mathrm{f}: \mathrm{Y} \times \mathrm{Z} \rightarrow \mathbb{R}$,

$$
\sup _{y \in Y} \inf _{z \in Z} f(y, z) \leqslant \inf _{z \in Z} \sup _{y \in Y} f(y, z) .
$$

Proof. Observe that

$$
f\left(y_{0}, z_{0}\right) \leqslant \sup _{y \in Y} f\left(y, z_{0}\right) \quad \text { for all }\left(y_{0}, z_{0}\right) \in Y \times Z
$$

Hence every $y_{0} \in Y$ satisfies $\inf _{z \in Z} f\left(y_{0}, z\right) \leqslant \inf _{z \in Z} \sup _{y \in Y} f(y, z)$, so

$$
\sup _{y \in Y} \inf _{z \in Z} f(y, z) \leqslant \inf _{z \in Z} \sup _{y \in Y} f(y, z) .
$$

For $\epsilon \geqslant 0$, a strategy $\pi_{*}^{1} \in \Pi^{1}$ is $\epsilon$ - $\beta$-optimal for player 1 if

$$
\inf _{\pi^{2} \in \Pi^{2}} v_{\beta}^{\pi_{\pi}^{1}, \pi^{2}}(x) \geqslant{ }^{*} v_{\beta}(x)-\epsilon \quad \text { for all } x \in \mathbb{X}
$$

and $\pi_{*}^{2} \in \Pi^{2}$ is $\epsilon$ - $\beta$-optimal for player 2 if

$$
\sup _{\pi^{1} \in \Pi^{1}} v_{\beta}^{\pi^{1}, \pi_{*}^{2}}(x) \leqslant * v_{\beta}(x)+\epsilon \quad \text { for all } x \in \mathbb{X}
$$

For both players, a $0-\beta$-optimal strategy is called $\beta$-optimal.

### 5.2 Existence of e-Optimal Strategies

The following assumption is a sufficient condition for the maximizing player to have an e-optimal stationary strategy, and for the minimizing player to have an optimal stationary strategy, under the discounted-payoff criterion.

## Assumption P2.

(i) $A^{2}(x)$ is compact for all $x \in \mathbb{X}$;
(ii) $r\left(x, a^{1}, \cdot\right)$ is lower semicontinuous on $A^{2}(x)$ for all $x \in \mathbb{X}$ and $a^{1} \in A^{1}(x)$;
(iii) for each $B \in \mathcal{B}(\mathbb{X}), x \in \mathbb{X}$, and $a^{1} \in A^{1}(x)$, the function $p\left(B \mid x, a^{1}, \cdot\right)$ is continuous on $\mathrm{A}^{2}(\mathrm{x})$;
(iv) for each $x \in \mathbb{X}$ and $a^{1} \in A^{1}(x)$, the function $\alpha\left(x, a^{1}, \cdot\right)$ is continuous on $A^{2}(x)$.

For probability measures $v^{1}, v^{2}$ on $\mathbb{A}^{1}$ and $\mathbb{A}^{2}$, respectively, define the operator $\mathcal{L}_{\beta}\left(v^{1}, \nu^{2}\right)$ for bounded upper semianalytic functions $f: \mathbb{X} \rightarrow \mathbb{R}$ by

$$
\mathcal{L}_{\beta}\left(v^{1}, v^{2}\right) f(x):=\int_{\mathbb{A}^{2}} \int_{\mathbb{A}^{1}}\left(r\left(x, a^{1}, a^{2}\right)+\beta \int_{\mathbb{X}} f(y) p\left(d y \mid x, a^{1}, a^{2}\right)\right) v^{1}\left(d a^{1}\right) v^{2}\left(d a^{2}\right)
$$

for $x \in \mathbb{X}$, and for $\left(\varphi^{1}, \varphi^{2}\right) \in \Phi^{1} \times \Phi^{2}$ let

$$
\mathcal{L}_{\beta}^{\varphi^{1} \varphi^{2}} f(x):=\mathcal{L}_{\beta}\left(\varphi^{1}(x), \varphi^{2}(x)\right) f(x), \quad x \in \mathbb{X} .
$$

Further, define the optimality operators for bounded upper semianalytic functions $\mathrm{f}: \mathbb{X} \rightarrow \mathbb{R}$ by

$$
\mathcal{L}_{\beta}^{\varphi^{2}} f(x):=\sup _{\varphi^{1} \in \Phi^{1}} \mathcal{L}_{\beta}^{\varphi^{1} \varphi^{2}} f(x), \quad \varphi^{2} \in \Phi^{2}, x \in \mathbb{X}
$$

and

$$
\mathcal{L}_{\beta} f(x):=\inf _{\varphi^{2} \in \Phi^{2}} \mathcal{L}_{\beta}^{\varphi^{2}} f(x), \quad x \in \mathbb{X}
$$

Theorem 39 ([85, Theorem 5.3]). Suppose Assumption P2 holds with $\alpha \equiv \beta \in$ $[0,1)$. Then player 1 has an $\epsilon$ - $\beta$-optimal stationary strategy for any $\epsilon>0$, and player 2 has a $\beta$-optimal stationary strategy. Further, the game has a $\beta$-value $\nu_{\beta}$ which is bounded, upper semianalytic, and uniquely satisfies

$$
\begin{equation*}
v_{\beta}(x)=\mathcal{L}_{\beta} v_{\beta}(x) \quad \text { for all } x \in \mathbb{X} \tag{5.1}
\end{equation*}
$$

### 5.2.1 Existence of Optimal Strategies

Under the following assumption, it can be shown that both players have stationary optimal strategies under the discounted-payoff criterion.

## Assumption P1.

(i) $A^{1}(x)$ is compact for all $x \in \mathbb{X}$;
(ii) $r\left(x, \cdot, a^{2}\right)$ is upper semicontinuous on $A^{1}(x)$ for all $x \in \mathbb{X}$ and $a^{1} \in A^{1}(x)$;
(iii) for each $B \in \mathcal{B}(\mathbb{X})$ and $x \in \mathbb{X}$, the function $p\left(B \mid x, \cdot a^{2}\right)$ is continuous on $A^{1}(x) ;$
(iv) for each $x \in \mathbb{X}$ and $\mathrm{a}^{2} \in A^{2}(x)$, the function $\alpha\left(x, \cdot, a^{2}\right)$ is continuous on $A^{1}(x)$.

Theorem 40 ([84, Theorems 5.1, 5.3, 5.4]). Suppose both Assumptions P1 and P2 hold. Then both players have $\beta$-optimal stationary strategies that are Borel-measurable. Further, the discounted game has a $\beta$-value $\nu_{\beta}$, which is Borelmeasurable and satisfies (5.1).

## Chapter 6

## Reduction of Transient Stochastic Games

In this chapter, we consider the reduction of so-called transient stochastic games, under the total-payoff criterion, to discounted ones. In Section 6.1, the transience assumption is stated, and in Section 6.2 the optimality criterion that we consider for such games is defined. Next, a transformation to a discounted stochastic game is given in Section 6.3, which extends an idea of Alan Hoffman (Veinott [115]) to a two-player setting. This transformation is shown to lead to the existence of $\epsilon$-optimal strategies for both players in Section 6.4, and to the existence of optimal strategies for both players in Section 6.4.1.

### 6.1 Transience Assumption

Let $\alpha: \operatorname{Gr}\left(A^{1} \times A^{2}\right) \rightarrow[0, \infty)$ denote a Borel-measurable discount function that satisfies the following assumption.

Assumption T (Transience). There is a constant $\mathrm{K} \geqslant 1$ satisfying

$$
\begin{equation*}
\mathbb{E}_{x}^{\Phi^{1} \phi^{2}} \sum_{\mathrm{t}=0}^{\infty} \prod_{\mathrm{k}=0}^{\mathrm{t}-1} \alpha\left(\xi_{k}, v_{\mathrm{k}}^{1}, v_{\mathrm{k}}^{2}\right) \leqslant \mathrm{K}<\infty \tag{6.1}
\end{equation*}
$$

for all $x \in \mathbb{X}$ and $\left(\phi^{1}, \phi^{2}\right) \in \mathbb{F}^{1} \times \mathbb{F}^{2}$.

Observe that Assumption T generalizes the case of constant discounting considered in Chapter 5, where $\alpha \equiv \beta \in[0,1)$.

Proposition 41. If Assumption $T$ holds, then there is an upper semianalytic function $\mu: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by $\mathrm{K}<\infty$ and satisfies

$$
\begin{equation*}
\mu(x) \geqslant 1+\alpha\left(x, a^{1}, a^{2}\right) \int_{\mathbb{X}} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right) \quad \text { for all }\left(x, a^{1}, a^{2}\right) \in \mathbb{K} \tag{6.2}
\end{equation*}
$$

Proof. Consider the operator $\mathcal{U}$ defined for bounded upper semianalytic functions $u: \mathbb{X} \rightarrow[0, \infty)$ by

$$
\begin{equation*}
\mathcal{U u}(x):=\sup _{a^{1} \in \mathcal{A}^{1}(x)} \sup _{a^{2} \in \mathcal{A}^{2}(x)}\left[1+\alpha\left(x, a^{1}, a^{2}\right) \int_{\mathbb{X}} u(y) p\left(d y \mid x, a^{1}, a^{2}\right)\right], \quad x \in \mathbb{X} \tag{6.3}
\end{equation*}
$$

Let $u_{0}: \equiv 0$, and for $n=1,2, \ldots$ let $u_{n}:=\mathcal{U} u_{n-1}$. Note that for each $n \geqslant 0, u_{n}$ is upper semianalytic (see e.g. [10, Proposition 7.47, 7.48]) and $1 \equiv u_{1} \leqslant u_{n} \leqslant u_{n+1}$. Letting $\mu(x):=\lim _{n \rightarrow \infty} u_{n}(x) \geqslant 1$ for $x \in \mathbb{X}$, it follows from [10, Lemma 7.30] that $\mu$ is upper semianalytic. We will show that $\mu \leqslant \mathrm{K}$ and $\mu=\mathcal{U} \mu$.

We first show that $u_{n} \leqslant K$ for all $n \geqslant 0$. Note that $u_{0} \equiv 0<K$. Next, suppose $u_{n} \leqslant K$ for some $n \geqslant 0$ and consider an arbitrary $\epsilon>$ 0 . For $\left(\phi^{1}, \phi^{2}\right) \in \mathbb{F}^{1} \times \mathbb{F}^{2}$, define the operator $Q_{\phi^{1} \phi^{2}}$ for bounded upper semianalytic functions $u: \mathbb{X} \rightarrow[0, \infty)$ by

$$
\mathrm{Q}_{\phi^{1} \phi^{2}} u(x):=\alpha\left(x, \phi^{1}(x), \phi^{2}(x)\right) \int_{\mathbb{X}} u(y) p\left(d y \mid x, \phi^{1}(x), \phi^{2}(x)\right), \quad x \in \mathbb{X}
$$

let $Q_{\phi^{1} \phi^{2}}^{0} u:=u$, and for $n=1,2, \ldots$ let $Q_{\phi^{1} \phi^{2}}^{n} u:=Q_{\phi^{1} \phi^{2}}\left(Q_{\phi^{1} \phi^{2}}^{n-1} u\right)$. Since $K>0$, according to [10, Propositions $7.47,7.48,7.50]$ there exist $\phi_{\epsilon}^{1} \in \mathbb{F}^{1}$ and $\phi_{\epsilon}^{2} \in \mathbb{F}^{2}$ satisfying

$$
1+Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}} u_{n}(x)>\mathcal{U} u_{n}(x)-\frac{\epsilon}{K} \quad \text { for each } x \in \mathbb{X}
$$

Let $\tilde{\mathfrak{u}}_{0}:=u_{n}$, and for $N=1,2, \ldots$ let $\tilde{u}_{N}:=1+Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}} \tilde{u}_{N-1}$. Then, letting $e(x):=1$ for $x \in \mathbb{X}$,

$$
\begin{equation*}
\tilde{\mathfrak{u}}_{N}(x)=\sum_{i=0}^{N-1} Q_{\phi_{\varepsilon}^{1} \phi_{\epsilon}^{2}}^{i} e(x)+Q_{\phi_{\varepsilon}^{1} \phi_{\epsilon}^{2}}^{N} u_{n}(x) \quad \text { for each } N \geqslant 1, x \in \mathbb{X} \tag{6.4}
\end{equation*}
$$

By Assumption T, $\sum_{i=0}^{\infty} Q_{\phi_{\varepsilon}^{1} \phi_{\varepsilon}^{2}}^{i} e \leqslant K$. Since $u_{n}$ is bounded, it follows that $Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{N} u_{n}(x) \rightarrow 0$ for each $x \in \mathbb{X}$. Letting $N \rightarrow \infty$ on both sides of (6.4) gives

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \tilde{u}_{N}(x)=\sum_{i=0}^{\infty} Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{i} e(x) \leqslant K \quad \text { for each } x \in \mathbb{X} \tag{6.5}
\end{equation*}
$$

Next, we claim that

$$
\begin{equation*}
\tilde{u}_{N}(x)>u_{n+1}(x)-\frac{\epsilon}{K} \sum_{i=0}^{N-1} Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{i} e(x) \quad \text { for each } N \geqslant 1, x \in \mathbb{X} . \tag{6.6}
\end{equation*}
$$

To prove (6.6), first note that for $x \in \mathbb{X}$

$$
\begin{aligned}
\tilde{\mathfrak{u}}_{1}(x)=1+\mathrm{Q}_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}} \tilde{u}_{0}(x) & =1+\mathrm{Q}_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}} u_{n}(x) \\
& >\mathcal{U u}_{n}(x)-\frac{\epsilon}{K}=u_{n+1}(x)-\frac{\epsilon}{K} Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{0} e(x) .
\end{aligned}
$$

Now suppose (6.6) holds for some $N \geqslant 1$. Then for $x \in \mathbb{X}$

$$
\begin{align*}
\tilde{\mathrm{u}}_{N+1}(x)=1+\mathrm{Q}_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}} \tilde{\mathrm{u}}_{N}(x) & \geqslant 1+\mathrm{Q}_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}} u_{n+1}(x)-\frac{\epsilon}{\mathrm{K}} \sum_{i=0}^{N-1} Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{i+1} e(x) \\
& \geqslant 1+Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}} u_{n}(x)-\frac{\epsilon}{K} \sum_{i=0}^{N-1} Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{i+1} e(x)  \tag{6.7}\\
& >U_{n}(x)-\frac{\epsilon}{K}-\frac{\epsilon}{K} \sum_{i=1}^{N} Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{i} e(x)  \tag{6.8}\\
& =u_{n+1}(x)-\frac{\epsilon}{K} \sum_{i=0}^{(N+1)-1} Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{i} e(x)
\end{align*}
$$

where (6.7) holds since $u_{n} \leqslant u_{n+1}$. Hence (6.6) holds by induction. Letting $\mathrm{N} \rightarrow \infty$ on both sides of (6.6), it follows from (6.5) that

$$
\begin{equation*}
K \geqslant u_{n+1}(x)-\frac{\epsilon}{K} \sum_{i=1}^{\infty} Q_{\phi_{\epsilon}^{1} \phi_{\epsilon}^{2}}^{i} e(x)>u_{n+1}(x)-\epsilon \quad \text { for each } x \in \mathbb{X} \tag{6.9}
\end{equation*}
$$

where the rightmost inequality holds because of Assumption T. Since $\epsilon>$ 0 was arbitrary, this means $u_{n+1} \leqslant K$. By induction, $u_{n} \leqslant K$ for all $n=$ $0,1, \ldots$. Therefore, $\mu \leqslant K$.

To complete the proof, note that since $u_{n} \uparrow \mu$, Lebesgue's monotone convergence theorem implies that for $x \in \mathbb{X}, a^{1} \in \mathbb{A}^{1}$, and $a^{2} \in \mathbb{A}^{2}$,

$$
\int_{\mathbb{X}} u_{n}(y) p\left(d y \mid x, a^{1}, a^{2}\right) \uparrow \int_{\mathbb{X}} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right) \quad \text { as } n \rightarrow \infty .
$$

Since $u_{n} \uparrow \mu$ implies that $\mathcal{U} u_{n}=u_{n+1} \uparrow \mu$, for $x \in \mathbb{X}$

$$
\begin{aligned}
\mu(x)=\lim _{n \rightarrow \infty} \mathcal{U} u_{n}(x) & =1+\lim _{n \rightarrow \infty} \sup _{a^{1} \in A^{1}(x)} \sup _{a^{2} \in \mathcal{A}^{2}(x)} \int_{\mathbb{X}} u_{n}(y) p\left(d y \mid x, a^{1}, a^{2}\right) \\
& =1+\sup _{n \geqslant 0} \sup _{a^{1} \in A^{1}(x)} \sup _{a^{2} \in \mathcal{A}^{2}(x)} \int_{\mathbb{X}} u_{n}(y) p\left(d y \mid x, a^{1}, a^{2}\right) \\
& =1+\sup _{a^{1} \in A^{1}(x)} \sup _{a^{2} \in A^{2}(x)} \lim _{n \rightarrow \infty} \int_{\mathbb{X}} u_{n}(y) p\left(d y \mid x, a^{1}, a^{2}\right) \\
& =\mathcal{U} \mu(x) .
\end{aligned}
$$

### 6.2 Optimality Criterion

When the initial state is $x \in \mathbb{X}$ and players 1 and 2 follow the strategies $\pi^{1} \in \Pi^{1}$ and $\pi^{2} \in \Pi^{2}$, respectively, the total expected $\alpha$-discounted payoff that player 1 receives from player 2 is

$$
v_{\alpha}^{\pi^{1} \pi^{2}}(x):=\mathbb{E}_{x}^{\pi^{1} \pi^{2}} \sum_{t=0}^{\infty} \prod_{k=0}^{\mathrm{t}-1} \alpha\left(\xi_{k}, v_{k}^{1}, v_{k}^{2}\right) r\left(\xi_{\mathrm{t}}, v_{\mathrm{k}}^{1}, v_{\mathrm{k}}^{2}\right)
$$

Define the lower value function ${ }_{*} \nu_{\alpha}: \mathbb{X} \rightarrow \mathbb{R}$ by

$$
* v_{\alpha}(x):=\sup _{\pi^{1} \in \Pi^{1}} \inf _{\pi^{2} \in \Pi^{2}} v_{\alpha}^{\pi^{1} \pi^{2}}(x)
$$

and the upper value function ${ }^{*} v_{\alpha}: \mathbb{X} \rightarrow \mathbb{R}$ by

$$
{ }^{*} v_{\alpha}(x):=\inf _{\pi^{2} \in \Pi^{2}} \sup _{\pi^{1} \in \Pi^{1}} v_{\alpha}^{\pi^{1} \pi^{2}}(x)
$$

According to Proposition 38,

$$
{ }_{*} v_{\alpha}(x) \leqslant{ }^{*} v_{\alpha}(x) \quad \text { for all } x \in \mathbb{X}
$$

If ${ }_{*} v_{\alpha}={ }^{*} v_{\alpha}=: v_{\alpha}$, then $v_{\alpha}$ is called the $\alpha$-discounted value of the stochastic game.

For $\epsilon \geqslant 0$, a strategy $\pi_{*}^{1} \in \Pi^{1}$ is $\epsilon$ - $\alpha$-optimal for player 1 if

$$
\inf _{\pi^{2} \in \Pi^{2}} v_{\alpha}^{\pi_{*,}^{1}, \pi^{2}}(x) \geqslant * v_{\alpha}(x)-\epsilon \quad \text { for all } x \in \mathbb{X}
$$

and $\pi_{*}^{2} \in \Pi^{2}$ is $\epsilon$ - $\alpha$-optimal for player 2 if

$$
\sup _{\pi^{1} \in \Pi^{1}} v_{\alpha}^{\pi^{1}, \pi_{*}^{2}}(x) \leqslant * v_{\alpha}(x)+\epsilon \quad \text { for all } x \in \mathbb{X}
$$

For both players, a 0 - $\alpha$-optimal strategy is called $\alpha$-optimal.

### 6.3 Hoffman-Veinott (HV) Transformation

We first describe a transformation of the original game to a discountedpayoff game with a constant discount factor less than one, which we call the HV (Hoffman-Veinott) transformation. Objects associated with the transformed game will be denoted by a tilde. The state space is $\widetilde{\mathbb{X}}:=\mathbb{X} \cup\{\tilde{x}\}$, where $\tilde{x} \notin \mathbb{X}$ is a payoff-free absorbing state. Letting $\tilde{a}$ denote the only action available to players 1 and 2 at state $\tilde{x}$, the action space for player $\mathfrak{i}=1,2$ is $\tilde{\mathbb{A}}^{i}:=\mathbb{A}^{i} \cup\{\tilde{\mathrm{a}}\}$. For $x \in \tilde{\mathbb{X}}$ the set of available actions for player $\mathfrak{i}=1,2$ is unchanged if $x \in \mathbb{X}$, namely

$$
\tilde{A}^{i}(x):= \begin{cases}A^{i}(x), & \text { if } x \in \mathbb{X}  \tag{6.10}\\ \{\tilde{a}\}, & \text { if } x=\tilde{x}\end{cases}
$$

and let $\tilde{\mathbb{K}}:=\left\{\left(x, a^{1}, a^{2}\right): x \in \tilde{\mathbb{X}}, a^{i} \in \tilde{A}^{i}(x), i=1,2\right\}$
Define the payoff function for player 1 (i.e. the payment function for player 2) by

$$
\tilde{r}\left(x, a^{1}, a^{2}\right):= \begin{cases}\mu(x)^{-1} r\left(x, a^{1}, a^{2}\right), & \text { if }\left(x, a^{1}, a^{2}\right) \in \mathbb{K} \\ 0, & \text { if }\left(x, a^{1}, a^{2}\right)=(\tilde{x}, \tilde{a}, \tilde{a})\end{cases}
$$

To complete the definition of the discounted-payoff game, choose a discount factor

$$
\tilde{\beta} \in\left[\frac{K-1}{K}, 1\right)
$$

and let

$$
\tilde{\mathfrak{p}}\left(B \mid x, a^{1}, a^{2}\right):= \begin{cases}\frac{\alpha\left(x, a^{1}, a^{2}\right)}{\tilde{\beta} \mu(x)} \int_{B} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right), & \text { if } B \in \mathcal{B}(\mathbb{X}),\left(x, a^{1}, a^{2}\right) \in \mathbb{K}, \\ 1-\frac{\alpha\left(x, a^{1}, a^{2}\right)}{\tilde{\beta} \mu(x)} \int_{X} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right), & \text { if } B=\{\tilde{x}\},\left(x, a^{1}, a^{2}\right) \in \mathbb{K}, \\ 1, & \text { if } B=\{\tilde{x}\},\left(x, a^{1}, a^{2}\right)=(\tilde{x}, \tilde{a}, \tilde{a}) .\end{cases}
$$

Lebesgue's monotone convergence theorem implies that $\tilde{p}\left(\cdot \mid x, a^{1}, a^{2}\right)$ is a probability measure on $(\tilde{\mathbb{X}}, \mathcal{B}(\tilde{\mathbb{X}}))$ for each $\left(x, a^{1}, a^{2}\right) \in \tilde{\mathbb{K}}$. In addition, according to Proposition 41 and [10, Proposition 7.46], for each $B \in \mathcal{B}(\tilde{\mathbb{X}})$ the function $\tilde{p}(B \mid \cdot)$ is universally measurable.

Since $\tilde{a}$ is the only action available to players 1 and 2 in state $\tilde{x}$, the sets of all strategies of each player for the $\tilde{\beta}$-discounted game and the original $\alpha$-discounted game coincide. Given $x \in \widetilde{\mathbb{X}}$ and $\left(\pi^{1}, \pi^{2}\right) \in \Pi^{1} \times \Pi^{2}$, let $\tilde{\mathbb{E}}_{x}^{\pi^{1} \pi^{2}}$ denote the expectation operator (defined via [10, Proposition 7.45]) associated with the discounted-payoff game, and

$$
\tilde{\gamma}_{\tilde{\beta}}\left(x, \pi^{1}, \pi^{2}\right):=\tilde{\mathbb{E}}_{x}^{\pi^{1}} \pi^{2} \sum_{n=0}^{\infty} \tilde{\beta}^{n} r\left(x_{n}, a_{n}^{1}, a_{n}^{2}\right) .
$$

Given an initial state $x \in \tilde{\mathbb{X}}$, let

$$
{ }_{*} \tilde{v}_{\tilde{\beta}}(x):=\sup _{\pi^{1} \in \Pi^{1}} \inf _{\pi^{2} \in \Pi^{2}} \tilde{v}_{\tilde{\beta}}\left(x, \pi^{1}, \pi^{2}\right), \quad{ }^{*} \tilde{v}_{\tilde{\beta}}(x):=\inf _{\pi^{2} \in \Pi^{2}} \sup _{\pi^{1} \in \Pi^{1}} \tilde{v}_{\tilde{\beta}}\left(x, \pi^{1}, \pi^{2}\right)
$$

For $\epsilon \geqslant 0$, a strategy $\pi_{*}^{1} \in \Pi^{1}$ is $\epsilon$ - $\tilde{\beta}$-optimal for player 1 if

$$
\inf _{\pi^{2} \in \Pi^{2}} \tilde{v}_{\tilde{\beta}}\left(x, \pi_{*}^{1}, \pi^{2}\right) \geqslant{ }^{*} \tilde{v}_{\tilde{\beta}}(x)-\epsilon
$$

for all $x \in \tilde{\mathbb{X}} ; \pi_{*}^{2} \in \Pi^{2}$ is $\epsilon$ - $\tilde{\beta}$-optimal for player 2 if

$$
\sup _{\pi^{1} \in \Pi^{1}} \tilde{v}_{\tilde{\beta}}\left(x, \pi^{1}, \pi_{*}^{2}\right) \leqslant * \tilde{v}_{\tilde{\beta}}(x)+\epsilon
$$

for all $x \in \tilde{\mathbb{X}}$. A 0 - $\tilde{\beta}$-optimal policy for either player is called $\tilde{\beta}$-optimal. If $* \tilde{v}_{\tilde{\beta}}={ }^{*} \tilde{v}_{\tilde{\beta}}=: \tilde{v}_{\tilde{\beta}}$, then $\tilde{v}_{\tilde{\beta}}$ is the $\tilde{\beta}$-discounted value of the game.

Proposition 42. If Assumption $T$ holds, then $v_{\alpha}\left(x, \pi^{1}, \pi^{2}\right)=\mu(x) \tilde{v}_{\tilde{\beta}}\left(x, \pi^{1}, \pi^{2}\right)$ for each $x \in \mathbb{X}$ and $\left(\pi^{1}, \pi^{2}\right) \in \Pi^{1} \times \Pi^{2}$.

Proof. For $x \in \mathbb{X}$,

$$
\begin{aligned}
\tilde{\mathbb{E}}_{x}^{\pi^{1} \pi^{2}} \tilde{\tilde{r}}\left(x_{0}, a_{0}^{1}, a_{0}^{2}\right) \mid & =\int_{\tilde{\mathbb{A}}^{2}} \int_{\tilde{\mathbb{A}}^{1}}\left|\tilde{\mathrm{r}}\left(x, a_{0}^{1}, a_{0}^{2}\right)\right| \pi_{0}^{1}\left(d a_{0}^{1} \mid x\right) \pi_{0}^{2}\left(\mathrm{da}_{0}^{2} \mid x\right) \\
& =\int_{\mathbb{A}^{2}} \int_{\mathbb{A}^{1}} \frac{\left|\mathfrak{r}\left(x, a_{0}^{1}, a_{0}^{2}\right)\right|}{\mu(x)} \pi_{0}^{1}\left(\mathrm{da}_{0}^{1} \mid x\right) \pi_{0}^{2}\left(\mathrm{da}_{0}^{2} \mid x\right)=\frac{\mathbb{E}_{x}^{\pi^{1} \pi^{2}\left|r\left(x_{0}, a_{0}^{1}, a_{0}^{2}\right)\right|}}{\mu(x)} .
\end{aligned}
$$

For $x \in \mathbb{X}$ and $t=1,2, \ldots$, let $h_{n}:=x a_{0}^{1} a_{0}^{2} \ldots x_{n}$. Since $\tilde{r}(\tilde{x}, \tilde{a}, \tilde{a})=0$,

$$
\begin{aligned}
& =\frac{1}{\mu(x)} \int_{\mathbb{A}^{2}} \int_{\mathbb{A}^{1}} \cdots \int_{X} \int_{\mathbb{A}^{2}} \int_{\mathbb{A}^{1}}\left|r\left(x_{t}, a_{t}^{1}, a_{t}^{2}\right)\right| \pi_{t}^{1}\left(d a_{t}^{1} \mid \mathfrak{h}_{\mathfrak{t}}\right) \pi_{\mathfrak{t}}^{2}\left(d a_{t}^{2} \mid h_{t}\right) \alpha\left(x_{t-1}, a_{t-1}^{1}, a_{t-1}^{2}\right) p\left(d x_{t} \mid x_{t-1}, a_{t-1}^{1}, a_{t-1}^{2}\right) \cdots \\
& \cdots \pi_{0}^{1}\left(\mathrm{da}_{0}^{1} \mid x\right) \pi_{0}^{2}\left(\mathrm{da}_{0}^{2} \mid \mathrm{x}\right) \\
& =\frac{1}{\mu(x)} \mathbb{E}_{x}^{\pi^{1} \pi^{2}}\left|\prod_{k=0}^{n-1} \alpha\left(x_{k}, a_{k}^{1}, a_{k}^{2}\right) r\left(x_{t}, a_{t}^{1}, a_{t}^{2}\right)\right| .
\end{aligned}
$$

Since $r$ is bounded, the boundedness of $\mu$ by Proposition 13 implies that $\tilde{r}$ is also bounded. Hence

$$
\begin{aligned}
\left.\sum_{t=0}^{\infty} \frac{1}{\mu(x)} \mathbb{E}_{x}^{\pi^{1} \pi^{2}} \right\rvert\, & \left|\prod_{k=0}^{t-1} \alpha\left(x_{k}, a_{k}^{1}, a_{k}^{2}\right) r\left(x_{t}, a_{t}^{1}, a_{t}^{2}\right)\right| \\
& =\sum_{t=0}^{\infty} \tilde{\mathbb{E}}_{x}^{\pi^{1}, \pi^{2}}\left|\tilde{\beta}^{\mathrm{t}} \tilde{r}\left(x_{t}, a_{t}^{1}, a_{t}^{2}\right)\right|<\infty,
\end{aligned}
$$

which (see e.g. [63, Theorem 9.2]) implies that

$$
v_{\alpha}\left(x, \pi^{1}, \pi^{2}\right) / \mu(x)=\tilde{v}_{\tilde{\beta}}\left(x, \pi^{1}, \pi^{2}\right)
$$

Corollary 43. Suppose Assumption $T$ holds. Then for $\epsilon \geqslant 0$, a strategy for player 1 (resp. player 2) is $\epsilon$ - $\alpha$-optimal for the original $\alpha$-discounted game if and only if that strategy for player 1 (resp. player 2) is $\epsilon$ - $\tilde{\beta}$-optimal for the $\tilde{\beta}$ discounted game defined by the HV transformation. Further, the former game has a value if and only if the latter game has one.

Proof. This follows from Proposition 42 and the fact that $\mu(x) \geqslant 1$ for all $x \in \mathbb{X}$.

Remark 9. Corollary 43 implies that in order to compute a pair of optimal strategies for the $\alpha$-discounted game, it suffices to compute a pair of optimal strategies for the $\tilde{\beta}$-discounted game defined by the HV transformation.

Lemma 44. Suppose the conclusions of Proposition 41 hold with a Borel function $\mu$. Then
(i) $\tilde{\mathrm{r}}: \tilde{\mathbb{K}} \rightarrow \mathbb{R}$ is bounded and Borel-measurable,
(ii) $\tilde{p}$ is a Borel-measurable stochastic kernel on $\tilde{\mathbb{X}}$ given $\tilde{\mathbb{K}}$, and
(iii) if Assumption P2 holds, then the stochastic game defined by the HV transformation also satisfies Assumption P2 with $\alpha \equiv \tilde{\beta}$.

Proof.
(i) This follows from the boundedness and Borel-measurability of both $r$ and $\mu$.
(ii) Fix $\left(x, a^{1}, a^{2}\right) \in \tilde{\mathbb{K}}$. By Proposition $41,0 \leqslant \tilde{p}\left(B \mid x, a^{1}, a^{2}\right) \leqslant 1$ for all $B \in \mathcal{B}(\widetilde{\mathbb{X}})$. Since Lebesgue's monotone convergence theorem implies that the set function

$$
B \mapsto \int_{B} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right), \quad B \in \mathcal{B}(\mathbb{X})
$$

is countably additive, it follows that $\tilde{p}\left(\cdot \mid x, a^{1}, a^{2}\right)$ is a probability measure on $(\tilde{\mathbb{X}}, \mathcal{B}(\tilde{\mathbb{X}}))$.
Next, fix $B \in \mathcal{B}(\tilde{\mathbb{X}})$. Let $\delta_{x}$ denote the Dirac measure on $(\tilde{\mathbb{X}}, \mathcal{B}(\tilde{\mathbb{X}}))$ sitting at $x \in \tilde{\mathbb{X}}$, and let $1_{\mathrm{B}}$ denote the indicator function on $\tilde{\mathbb{X}}$ for $B \in \mathcal{B}(\tilde{\mathbb{X}})$. Note that for $\left(x, a^{1}, a^{2}\right) \in \tilde{\mathbb{K}}$,

$$
\begin{aligned}
\tilde{\mathfrak{p}}\left(B \mid x, a^{1}, a^{2}\right)= & 1_{X}(x)\left(\frac{\alpha\left(x, a^{1}, a^{2}\right)}{\tilde{\mathcal{B}} \mu(x)} \int_{\tilde{B} \backslash\{\tilde{x}\}} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right)+\right. \\
& {\left.\left[1-\frac{\alpha\left(x, a^{1}, a^{2}\right)}{\tilde{\beta} \mu(x)} \int_{X} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right)\right] \delta_{\tilde{x}}(B)\right)+1_{\{\tilde{\tilde{\gamma}}\}}(x) \delta_{\tilde{x}}(B) . }
\end{aligned}
$$

Hence, according to the Borel-measurability of $\mu$ and [10, Proposition 7.29], the mapping $\left(x, a^{1}, a^{2}\right) \mapsto \tilde{p}\left(B \mid x, a^{1}, a^{2}\right)$ on $\tilde{\mathbb{K}}$ is Borelmeasurable.
(iii) According to the definition of the HV transformation, $\tilde{A}^{2}(x)$ is compact for all $x \in \tilde{\mathbb{X}}$. Further, Assumption P2 and Proposition 41 imply that $\tilde{r}$ is bounded on $\tilde{\mathbb{K}}$ and $\tilde{r}\left(x, a^{1}, \cdot\right)$ is lower semicontinuous on $\tilde{A}^{2}(x)$ for all $x \in \tilde{\mathbb{X}}$ and $a^{1} \in \tilde{A}^{1}(x)$. Finally, note that for any bounded Borel-measurable $\mathrm{f}: \tilde{\mathbb{X}} \rightarrow \mathbb{R}$,

$$
\begin{aligned}
& \int_{\tilde{X}} f(y) \tilde{\mathcal{p}}\left(d y \mid x, a^{1}, a^{2}\right)=1_{X}(x)\left(\frac{\alpha\left(x, a^{1}, a^{2}\right)}{\tilde{\mathcal{B}} \mu(x)} \int_{B \backslash\{\tilde{x}} f(y) \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right)+\right. \\
& {\left.\left[1-\frac{\alpha\left(x, a^{1}, a^{2}\right)}{\tilde{\mathcal{B}} \mu(x)} \int_{X} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right)\right] f(\tilde{x})\right)+1_{\{\tilde{x}\}}(x) f(\tilde{x}) ; }
\end{aligned}
$$

hence Assumption P2(iii) and [53, Proposition C.4] imply that for each $B \in \mathcal{B}(\widetilde{\mathbb{X}}), x \in \tilde{\mathbb{X}}$, and $a^{1} \in \tilde{A}^{1}(x)$, the function $\tilde{\mathfrak{p}}\left(B \mid x, a^{1}, \cdot\right)$ is continuous on $\tilde{\AA}^{2}(x)$.

Recall that a measure $v_{1}$ is absolutely continuous with respect to another measure $v_{2}$ on the same measurable space, written $v_{1} \ll v_{2}$, if every $v_{2-}$ null set is also $v_{1}$-null.

Assumption AC. There is a $v \in \mathcal{P}(\mathbb{X})$ such that

$$
\begin{equation*}
p\left(\cdot \mid x, a^{1}, a^{2}\right) \ll v \quad \text { for all }\left(x, a^{1}, a^{2}\right) \in \mathbb{K} . \tag{6.11}
\end{equation*}
$$

Proposition 45. Suppose Assumptions $T$ and AC hold. Then there is a Borelmeasurable function $\mu_{v}: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by 2 K and satisfies (6.2).

Proof. According to Proposition 41, there is an upper semianalytic $\mu: \mathbb{X} \rightarrow$ $[1, \infty)$ that is bounded above by $K$ and satisfies (6.2). Let $Q$ denote the set of all rational numbers, and let $Q_{K}:=\{q \in \mathbb{Q}: 1 \leqslant q \leqslant K\}$. Since every analytic set is universally measurable (see e.g. [10, p. 171]), the sets

$$
\mathrm{U}(\mathrm{q}):=\{x \in \mathbb{X}: \mu(x) \geqslant \mathrm{q}\} \quad \mathrm{q} \in \mathbb{Q},
$$

are universally measurable. By [10, Lemma 7.26], this implies that for each $q \in \mathbb{Q}$ there is a Borel subset $B(q)$ of $\mathbb{X}$ satisfying $v(U(q) \triangle B(q))=0$.

Noting that $\mu(x)=\sup \left\{q \in \mathbb{Q}_{K}: x \in U(q)\right\}$ for $x \in \mathbb{X}$, let

$$
g_{v}(x):= \begin{cases}\sup \left\{q \in Q_{K}: x \in B(q)\right\} & \text { if } x \in B(q) \\ 1 & \text { if } x \in \mathbb{X} \backslash B(q)\end{cases}
$$

Observe that $\mathrm{g}_{v} \geqslant 1$ is bounded above by K. Also, letting

$$
\mathrm{f}_{\mathrm{q}}(x):= \begin{cases}\mathrm{q} & \text { if } x \in \mathrm{~B}(\mathrm{q}) \\ 1 & \text { otherwise }\end{cases}
$$

we have $g_{v}(x)=\sup _{q \in Q_{K}} f_{q}(x)$ for $x \in \mathbb{X}$; hence $g_{v}$ is Borel-measurable.
Further, since

$$
N:=\left\{x \in \mathbb{X}: g_{v}(x) \neq \mu(x)\right\} \subseteq \bigcup_{q \in \mathbb{Q}_{K}}[U(q) \triangle B(q)],
$$

the function $g_{\nu}$ is $\gamma$-almost everywhere equal to $\mu$. Letting $1_{N}$ denote the indicator function for the set $N$, define $\mu_{v}$ by

$$
\mu_{v}(x):=g_{v}(x)+K 1_{N}(x), \quad x \in \mathbb{X} .
$$

Consider $\left(x, a^{1}, a^{2}\right) \in \mathbb{K}$. If $x \notin N$, then (6.2) and Assumption AC imply that

$$
\begin{aligned}
\mu_{v}(x)=g_{v}(x) & \geqslant 1+\alpha\left(x, a^{1}, a^{2}\right) \int_{\mathbb{X}} g_{v}(y) p\left(d y \mid x, a^{1}, a^{2}\right) \\
& =1+\alpha\left(x, a^{1}, a^{2}\right) \int_{\mathbb{X}} \mu_{v}(y) p\left(d y \mid x, a^{1}, a^{2}\right)
\end{aligned}
$$

On the other hand, if $x \in N$ then

$$
\begin{aligned}
& 1+\alpha\left(x, a^{1}, a^{2}\right) \int_{\mathbb{X}} \mu_{v}(y) p\left(d y \mid x, a^{1}, a^{2}\right) \\
& \quad=1+\alpha\left(x, a^{1}, a^{2}\right) \int_{\mathbb{X}} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right) \\
& \\
& \leqslant \mu(x) \leqslant g_{v}(x)+K=\mu_{v}(x)
\end{aligned}
$$

### 6.4 Existence of $\epsilon$-Optimal Strategies

For $\left(\varphi^{1}, \varphi^{2}\right) \in \Phi^{1} \times \Phi^{2}$, define the operators $T_{\alpha}^{\varphi^{1} \varphi^{2}}, T_{\alpha}^{\varphi^{2}}$, and $T_{\alpha}$ for bounded upper semianalytic functions $u$ on $\mathbb{X}$ by

$$
\begin{aligned}
& T_{\alpha}^{\varphi^{1} \varphi^{2}} u(x):=\int_{\mathbb{A}^{2}} \int_{\mathbb{A}^{1}}\left(r\left(x, a^{1}, a^{2}\right)+\alpha\left(x, a^{1}, a^{2}\right) \int_{X} u(y) p\left(d y \mid x, a^{1}, a^{2}\right)\right) \varphi^{1}\left(d a^{1} \mid x\right) \varphi^{2}\left(d a^{2} \mid x\right), \\
& T_{\alpha}^{\varphi^{2}} u:=\sup _{\varphi^{1} \in \Phi^{1}} T_{\alpha}^{\varphi^{1} \varphi^{2}} u \text {, and } T_{\alpha} u:=\inf _{\varphi^{2} \in \Phi^{2}} T_{\alpha}^{\varphi^{2}} u .
\end{aligned}
$$

Theorem 46. Suppose Assumptions T, AC, and P2 hold. Then player 1 has an $\epsilon$ - $\alpha$-optimal stationary strategy for any $\epsilon>0$, and player 2 has an $\alpha$-optimal stationary strategy. Further, the game has an $\alpha$-value $\nu_{\alpha}$ which is bounded, upper semianalytic, and uniquely satisfies

$$
\begin{equation*}
v_{\alpha}(x)=\mathrm{T}_{\alpha} v_{\alpha}(x), \quad x \in \mathbb{X} \tag{6.12}
\end{equation*}
$$

Proof. By Lemma 44, the discounted stochastic game with $\alpha \equiv \tilde{\beta} \in[0,1)$ defined by the HV transformation satisfies Assumption P2. Hence the conclusions of Proposition 39 hold for this game. According to Corollary 43, it follows that player 1 has an $\epsilon$ - $\alpha$-optimal stationary strategy, and player 2 has an $\alpha$-optimal stationary strategy, for the original $\alpha$-discounted game.

In addition, Proposition 39 and Corollary 43 also imply that $v_{\alpha}=\mu \tilde{v}_{\tilde{\beta}}$ is the value of the original $\alpha$-discounted game, which by (5.1) satisfies (6.12). Moreover, $v_{\alpha}$ is bounded by the boundedness of $\mu$ and $\tilde{\nu}_{\tilde{\beta}}$, and is upper semianalytic by Proposition 45 and [10, Lemma 7.30(4)]. To show that $v_{\alpha}$ is the unique bounded function satisfying (6.12), suppose $u$ is a bounded function that satisfies (6.12). Then $u / \mu$ is a bounded function that satisfies (5.1) with $\beta=\tilde{\beta}$; by Proposition 39, this implies that $u=\mu \tilde{\nu}_{\tilde{\beta}}=\nu_{\alpha}$.

### 6.4.1 Existence of Optimal Strategies

Lemma 47. Suppose the conclusions of Proposition 41 hold with a Borel function $\mu$. If Assumption P1 holds, then the stochastic game defined by the HV transformation also satisfies Assumption P1 with $\alpha \equiv \tilde{\beta}$.

Proof. This follows mutatis mutandis from the proof of statement (iii) of Lemma 44.

Proposition 48. Suppose Assumptions T, P1 and P2 hold. Then there is a Borelmeasurable function $\mu: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by K and satisfies (6.2).

Proof. Recall the operator $\mathcal{U}$ defined by (6.3). Letting $u_{0} \equiv 0$ and $u_{n}:=$ $\mathcal{U} u_{n-1}$ for $n=1,2, \ldots$, it was shown that $\left\{u_{n}\right\}_{n \geqslant 0}$ increases to an upper semianalytic function $\mu$ that is bounded above by $K$ and satisfies (6.2).

We now show by induction that for $n=1,2, \ldots$ the function $u_{n}$ is Borel-measurable, from which the Borel-measurability of $\mu=\lim _{n \rightarrow \infty} u_{n}$ follows. First, note that $u_{1} \equiv 1$ is Borel-measurable. Next, suppose that for some $n \geqslant 1$ the function $u_{n}$ is Borel-measurable. For $\left(x, a^{1}, a^{2}\right) \in \mathbb{K}$, let

$$
\eta_{n}\left(x, a^{1}, a^{2}\right):=1+\alpha\left(x, a^{1}, a^{2}\right) \int_{\mathbb{X}} u_{n}(y) p\left(d y \mid x, a^{1}, a^{2}\right)
$$

Consider any $\lambda \in \mathbb{R}$. According to [10, Proposition 7.29], the function $\eta_{n}$ : $\mathbb{K} \rightarrow \mathbb{R}$ is Borel-measurable, which means the set $\mathcal{D}_{\eta_{n}}(\lambda):=\left\{\left(x, a^{1}, a^{2}\right) \in\right.$ $\left.\mathbb{K}: \eta_{n}\left(x, a^{1}, a^{2}\right) \geqslant \lambda\right\}$ is Borel. Further, the continuity of $\alpha(x, \cdot, \cdot)$ and $p(B \mid x, \cdot, \cdot)$ for $B \in \mathcal{B}(\mathbb{X})$ imply that for $x \in \mathbb{X}$ the function $\eta_{n}(x, \cdot, \cdot)$ on $A^{1}(x) \times A^{2}(x)$ is continuous. This means that $\mathcal{D}_{\mathfrak{\eta}_{n}}(\lambda)$ has closed $x$-sections for $x \in \mathbb{X}$, and that

$$
\begin{aligned}
\left\{x \in \mathbb{X}: u_{n+1}(x) \geqslant \lambda\right\} & =\left\{x \in \mathbb{X}: \eta_{n}\left(x, a^{1}, a^{2}\right)\right. \\
& \left.\geqslant \lambda \text { for some }\left(a^{1}, a^{2}\right) \in A^{1}(x) \times A^{2}(x)\right\} \\
& =\operatorname{proj}_{\mathbb{X}} \mathcal{D}_{\eta_{n}}(\lambda) .
\end{aligned}
$$

As the compactness of $A^{1}(x)$ and $A^{2}(x)$ for $x \in \mathbb{X}$ imply that $\mathbb{K} \supseteq \mathcal{D}_{\mathfrak{\eta}_{\mathfrak{n}}}(\lambda)$ has compact $x$-sections for $x \in \mathbb{X}$, it follows from the Arsenin-Kunugui Theorem (see e.g. [67, Theorem 35.46]) that $\left\{x \in \mathbb{X}: u_{n+1}(x) \geqslant \lambda\right\}$ is Borel. Hence $u_{n+1}$ is also Borel-measurable.
Theorem 49. Suppose Assumptions T, P1, and P2 hold. Then both players have $\alpha$-optimal stationary strategies that are Borel-measurable. Further, the game has an $\alpha$-value $\nu_{\alpha}$, which is Borel-measurable and satisfies (6.12).
Proof. According to Proposition 48, it follows from Lemma 47 and statement (iii) of Lemma 44 that the discounted stochastic game with $\alpha \equiv \tilde{\beta} \in$ $[0,1)$ defined by the HV transformation satisfies Assumptions P1 and P2. Hence the conclusions of Proposition 40 hold for this game. According to Corollary 43, it follows that both players have $\alpha$-optimal stationary strategies. The existence and Borel-measurability of the value $v_{\alpha}$ follow mutatis mutandis from the proof of Theorem 46.

### 6.5 Complexity Estimates

In this section, we provide complexity estimates related to applying the HV transformation for stochastic games. In Section 6.5.1, we provide an upper bound on the number of arithmetic operations needed to compute a function $\mu$ for the HV transformation. Then, in Section 6.5 .2 we provides estimates for the number of arithmetic operations needed to compute a pair of optimal strategies for two-player zero-sum transient stochastic games with perfect information.

### 6.5.1 Constructing the Transformation

Note that, given a suitable function $\mu$, the two-player zero-sum stochastic game defined by the HV transformation can be constructed with a number of arithmetic operations that is polynomial in the total number of stateaction triples $m$ of the original game. The following theorem provides an estimate of the complexity of computing a function $\mu$ that can be used for the HV transformation.

Theorem 50. Suppose the state set $\mathbb{X}$ and action sets $\mathbb{A}^{i}, i=1,2$, are finite, and that Assumption T holds. Then the number of arithmetic opterations needed to compute a function $\mu$ satisfying the hypotheses of Proposition 41 is

$$
\mathrm{O}(\mathrm{mK} \log \mathrm{~K}),
$$

where $m:=\sum_{x \in \mathbb{X}}\left|A^{1}(x)\right| \cdot\left|A^{2}(x)\right|$.
Proof. To compute a function satisfying the hypotheses of Proposition 41, it suffices to compute a bounded nonnegative function $\mu$ that satisfies

$$
\begin{equation*}
\mu(x)=\max _{\left(a^{1}, a^{2}\right) \in \mathcal{A}^{1}(x) \times A^{2}(x)}\left[1+\alpha\left(x, a^{1}, a^{2}\right) \sum_{y \in \mathbb{X}} p\left(y \mid x, a^{1}, a^{2}\right) \mu(y)\right] \tag{6.13}
\end{equation*}
$$

for all $x \in \mathbb{X}$. Let $q\left(y \mid x, a^{1}, a^{2}\right):=\alpha\left(x, a^{1}, a^{2}\right) p\left(y \mid x, a^{1}, a^{2}\right)$ for $x, y \in \mathbb{X}$ and $\left(a^{1}, a^{2}\right) \in A^{1}(x) \times A^{2}(x)$, and consider the Markov decision process with state set $\mathbb{X}$, action sets $A(x):=A^{1}(x) \times A^{2}(x)$ for $x \in \mathbb{X}$, transition rates $q(y \mid x, a)$ for $x, y \in \mathbb{X}$ and $a \in A(x)$, and one-step rewards identically equal to one. According to Assumption T, this MDP is transient; see [23,

Hypothesis 1]. Hence it follows from [23, Theorem 2] that the number of arithmetic operations needed, to compute a nonnegative function that is bounded above by K and satisfies (6.13), is at most a constant times $m K \log \mathrm{~K}$.

### 6.5.2 Computing Optimal Strategies

Assumption PI. The stochastic game is one of perfect information, i.e. there exist disjoint sets $\mathbb{X}^{1}, \mathbb{X}^{2} \subseteq \mathbb{X}$ such that $\left|A^{2}(x)\right|=1$ for all $x \in \mathbb{X}^{1}$ and $\left|A^{1}(x)\right|=1$ for all $x \in \mathbb{X}^{2}$.

Note that each state of a perfect-information stochastic game can be viewed as being controlled by only one of the players. For $i=1,2$, let $n_{i}:=\left|\mathbb{X}^{i}\right|$ and $m_{i}:=\sum_{x \in \mathbb{X}^{i}}\left|A^{i}(x)\right|$ respectively denote the total number of states that player $i$ controls and the total number of actions in those states. Further, let $n:=n_{1}+n_{2}$ and $m:=m_{1}+m_{2}$.

Theorem 51. Suppose the state set $\mathbb{X}$ and action sets $\mathbb{A}^{i}, i=1,2$, are finite, and that Assumptions T and PI hold. Then both players have $\alpha$-optimal deterministic stationary strategies, and the number of arithmetic operations needed to compute a pair of such strategies is

$$
\mathrm{O}\left(\left(\left(n_{1}^{3}+n_{1}^{2} m_{1}\right) m_{1} K \log K+n^{3}+m_{2} n_{2}^{2}\right) \cdot m K \log n K\right)
$$

Proof. Consider the strategy iteration algorithm for discounted stochastic games described by Rao et al. [93]; see also Hansen et al. [51, Algorithm 2]. Beginning with an arbitrary deterministic stationary strategy $\phi_{0}^{2} \in \mathbb{F}^{2}$ for the minimizing player, each iteration $k=0,1, \ldots$ of the algorithm generates a deterministic stationary strategy $\phi_{k}^{1} \in \mathbb{F}^{1}$ for the maximizing player and a new strategy $\phi_{\mathrm{k}+1}^{2} \in \mathbb{F}^{2}$ for the minimizing player as follows.

First, $\phi_{\mathrm{k}}^{1}$ is computed by solving the discounted total-reward Markov decision process obtained by fixing player 2's strategy to $\phi_{\mathrm{k}}^{0}$; when the discount factor is $\beta \in(0,1)$, according to Scherrer [103, Theorem 3] the number of arithmetic operations needed to accomplish this as at most a constant times $\left(n_{1}^{3}+n_{1}^{2} m_{1}\right) m_{1}(1-\beta)^{-1} \log (1-\beta)^{-1}$. Next, the total discounted payoff function $v_{\beta}^{\phi_{k}^{1} \phi_{k}^{2}}$ for the maximizing player is computed by solving an $\mathfrak{n} \times \mathrm{n}$ system of linear equations; the number of arithmetic operations needed for this is at most a constant times $n^{3}$ via e.g. Gaussian
elimination ${ }^{1}$. The last step on iteration $k$ consists of selecting a new deterministic stationary strategy $\phi_{k+1}^{2} \in \mathbb{F}^{2}$ for the minimizing player satisfying

$$
\phi_{k+1}^{2}(x) \in \underset{a^{2} \in \mathcal{A}^{2}(x)}{\arg \min }\left[r\left(x, \phi_{k}^{1}, a^{2}\right)+\beta \sum_{y \in \mathbb{X}} p\left(y \mid x, \phi_{k}^{1}, a^{2}\right) v_{\beta}^{\phi_{k}^{1} \phi_{k}^{2}}(y)\right]
$$

for all $x \in \mathbb{X}$; here the required number of arithmetic operations is at most a constant times $m_{2} n_{2}^{2}$. Moreover, according to Hansen et al. [51, Theorem 7.5], the total number of iterations of the strategy iteration algorithm needed to return a pair of optimal deterministic stationary strategies is at most a constant times $m(1-\beta)^{-1} \log (1-\beta)^{-1}$. Hence the total number of arithmetic operations needed to compute a pair of optimal deterministic stationary strategies is at most a constant times

$$
\begin{equation*}
\left(\left(n_{1}^{3}+n_{1}^{2} m_{1}\right) \frac{m_{1}}{1-\beta} \log \frac{1}{1-\beta}+n^{3}+m_{2} n_{2}^{2}\right) \cdot \frac{m}{1-\beta} \log \frac{n}{1-\beta} . \tag{6.14}
\end{equation*}
$$

According to Theorem 50, the number of arithmetic operations needed to compute a function $\mu$ that is bounded above by $\mathrm{K}<\infty$ for the HoffmanVeinott transformation is at most a constant times $m \mathrm{~K} \log \mathrm{~K}$. In addition, with $\beta:=(\mathrm{K}-1) \mathrm{K}^{-1}$, the number of arithmetic operations needed to compute a pair of optimal deterministic stationary strategies for the resulting discounted stochastic game is at most a constant times (6.14). Hence the total number of arithmetic operations needed is at most a constant times

$$
m K \log K+\left(\left(n_{1}^{3}+n_{1}^{2} m_{1}\right) m_{1} K \log K+n^{3}+m_{2} n_{2}^{2}\right) \cdot m K \log n K
$$

the theorem then follows from Proposition 42.

[^4]
## Chapter 7

## Reduction of Average-Payoff Stochastic Games

In this chapter, we consider the reduction of certain two-player zerosum average-payoff stochastic games to discounted ones. In Section 7.1 we state the hitting time assumption that will be used in the reduction, and in Section 7.2 we define the average-payoff optimality criterion. In Section 7.3 we use the hitting time assumption to construct a discountedpayoff stochastic game. The existence of $\epsilon$-optimal strategy pairs is considered in Section 7.4, and the existence of optimal strategy pairs is considered in Section 7.4.1. Finally, complexity estimates for computing optimal strategy pairs are given for two-player zero-sum average-payoff stochastic games of perfect information in Section 7.5.

### 7.1 Hitting Time Assumption

For $x \in \mathbb{X}$, let $\tau_{x}$ denote the hitting time to state $x$ after time 0 , which is sometimes called the first return time to state $x$. In particular, $\tau_{x}(\omega):=$ $\inf \left\{t \geqslant 1: \xi_{t}(\omega)=x\right\}$ for $\omega=x_{0} a_{0}^{1} a_{0}^{2} \cdots \in H_{\infty}$.

Assumption HT. There is a special state $\ell \in \mathbb{X}$ and a constant $\mathrm{L} \geqslant 1$ satisfying

$$
\begin{equation*}
\mathbb{E}_{x}^{\phi^{1} \phi^{2}} \tau_{\ell} \leqslant \mathrm{L}<\infty \tag{7.1}
\end{equation*}
$$

for all $x \in \mathbb{X}$ and $\left(\phi^{1}, \phi^{2}\right) \in \mathbb{F}^{1} \times \mathbb{F}^{2}$.

Proposition 52. Suppose Assumption HT holds. Then there is an upper semianalytic function $\bar{\mu}: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by $\overline{\mathrm{K}}:=\mathrm{L}+1$ and satisfies

$$
\begin{equation*}
\bar{\mu}(x) \geqslant 1+\int_{\mathbb{X} \backslash\{\ell\}} \bar{\mu}(y) p\left(d y \mid x, a^{1}, a^{2}\right) \quad \text { for all }\left(x, a^{1}, a^{2}\right) \in \mathbb{K} . \tag{7.2}
\end{equation*}
$$

Proof. For $\left(x, a^{1}, a^{2}\right) \in \mathbb{K}$, let

$$
\begin{equation*}
q\left(B \mid x, a^{1}, a^{2}\right):=\frac{p\left(B \backslash\{\ell\} \mid x, a^{1}, a^{2}\right)}{p\left(\mathbb{X} \backslash\{\ell\} \mid x, a^{1}, a^{2}\right)}, \quad B \in \mathcal{B}(\mathbb{X}), \tag{7.3}
\end{equation*}
$$

and $\alpha\left(x, a^{1}, a^{2}\right):=p\left(\mathbb{X} \backslash\{\ell\} \mid x, a^{1}, a^{2}\right)$. Note that $0 \leqslant q\left(B \mid x, a^{1}, a^{2}\right)$ and $q\left(\mathbb{X} \mid x, a^{1}, a^{2}\right)=1$ for $\left(x, a^{1}, a^{2}\right) \in \mathbb{K}$. Moreover, Lebesgue's monotone convergence theorem implies that for each $\left(x, a^{1}, a^{2}\right) \in \mathbb{K}$ the set function $B \mapsto q\left(B \mid x, a^{1}, a^{2}\right)$ is countably additive. Also, since $p$ is a stochastic kernel on $\mathbb{X}$ given $\mathbb{K}$, for each $B \in \mathcal{B}(\mathbb{X})$ the mapping $\left(x, a^{1}, a^{2}\right) \mapsto q\left(B \mid x, a^{1}, a^{2}\right)$ is Borel-measurable. Hence $q$ is a stochastic kernel on $\mathbb{X}$ given $\mathbb{K}$. In addition, the mapping $\left(x, a^{1}, a^{2}\right) \mapsto p\left(\mathbb{X} \backslash\{\ell\} \mid x, a^{1}, a^{2}\right)=\alpha\left(x, a^{1}, a^{2}\right)$ is Borelmeasurable by [10, Proposition 7.29].

Replace the transition probabilities $p$ with $q$, and for $x \in \mathbb{X}$ and any pair $\left(\pi^{1}, \pi^{2}\right) \in \Pi^{1} \times \Pi^{2}$ of strategies for players 1 and 2 , let $Q_{x}^{\pi^{1} \pi^{2}}$ and $E_{x}^{\pi^{1} \pi^{2}}$ respectively denote the corresponding strategic measure and expectation operator for the resulting stochastic game. By Assumption HT and the definition of $q$, for $x \in \mathbb{X}$ and $\left(\phi^{1}, \phi^{2}\right) \in \mathbb{F}^{1} \times \mathbb{F}^{2}$

$$
\infty>\overline{\mathrm{K}}:=\mathrm{L}+1 \geqslant \sum_{\mathrm{n}=0}^{\infty} \mathrm{Q}_{x}^{\phi^{1} \phi^{2}}\left\{\tau_{\ell}>\mathrm{n}\right\}=\sum_{\mathrm{n}=0}^{\infty} \mathrm{E}_{x}^{\phi^{1} \phi^{2}} \prod_{\mathrm{k}=1}^{\mathrm{n}-1} \alpha\left(x_{\mathrm{k}}, \mathrm{a}_{\mathrm{k}}^{1}, \mathrm{a}_{\mathrm{k}}^{2}\right) .
$$

According to Proposition 41, it follows that there is an upper semianalytic function $\bar{\mu}: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by $\bar{K}$ and satisfies

$$
\bar{\mu}(x) \geqslant 1+\alpha\left(x, a^{1}, a^{2}\right) \int_{\mathbb{X}} \bar{\mu}(y) q\left(d y \mid x, a^{1}, a^{2}\right)=1+\int_{\mathbb{X} \backslash\{ \}\}} \bar{\mu}(y) p\left(d y \mid x, a^{1}, a^{2}\right)
$$

for all $\left(x, a^{1}, a^{2}\right) \in \mathbb{K}$.

### 7.2 Optimality Criterion

When the initial state is $x \in \mathbb{X}$ and players 1 and 2 follow the strategies $\pi^{1} \in \Pi^{1}$ and $\pi^{2} \in \Pi^{2}$, respectively, the expected long-run average payoff
that player 1 receives from player 2 is

$$
w^{\pi^{1} \pi^{2}}(x):=\liminf _{T \rightarrow \infty} \frac{1}{T} \mathbb{E}_{x}^{\pi^{1} \pi^{2}} \sum_{t=0}^{T-1} r\left(\xi_{t}, v_{t}^{1}, v_{t}^{2}\right)
$$

Define the lower value function ${ }_{*} w: \mathbb{X} \rightarrow \mathbb{R}$ by

$$
* w(x):=\sup _{\pi^{1} \in \Pi^{1}} \inf _{\pi^{2} \in \Pi^{2}} w^{\pi^{1} \pi^{2}}(x), \quad x \in \mathbb{X}
$$

and the upper value function ${ }^{*} w: \mathbb{X} \rightarrow \mathbb{R}$ by

$$
* w(x):=\inf _{\pi^{2} \in \Pi^{2}} \sup _{\pi^{1} \in \Pi^{1}} w^{\pi^{1} \pi^{2}}(x), \quad x \in \mathbb{X}
$$

### 7.3 Akian-Gaubert (AG) Transformation

We now describe a transformation to a discounted game, which we call the Akian-Gaubert (AG) transformation. Objects associated with the discounted game will be indicated by a horizontal bar. The state space is $\overline{\mathbb{X}}:=\mathbb{X} \cup\{\bar{x}\}$, where $\bar{\chi} \notin \mathbb{X}$ is a cost-free absorbing state. Letting a denote the only action available to players 1 and 2 at state $\bar{x}$, the action space for player $\mathfrak{i}$ is $\overline{\mathbb{A}}^{i}:=\mathbb{A}^{i} \cup\{\overline{\mathrm{a}}\}, \mathfrak{i}=1,2$, and for $x \in \overline{\mathbb{X}}$ the set of available actions is unchanged if $x \in \mathbb{X}$, namely for $i=1,2$

$$
\bar{A}^{\mathfrak{i}}(x):= \begin{cases}A^{\mathfrak{i}}(x), & \text { if } x \in \mathbb{X} \\ \{\bar{a}\}, & \text { if } x=\bar{x}\end{cases}
$$

Define the payoff function $\bar{r}$ for player 1 (i.e. the payment function for player 2) by

$$
\overline{\mathrm{r}}\left(x, a^{1}, a^{2}\right):= \begin{cases}\bar{\mu}(x)^{-1} r\left(x, a^{1}, a^{2}\right), & \text { if } x \in \mathbb{X}, a^{1} \in \mathbb{A}^{1}, a^{2} \in \mathbb{A}^{2} \\ 0, & \text { if }(x, a)=(\bar{x}, \bar{a})\end{cases}
$$

To complete the definition of the discounted game, choose a discount factor

$$
\bar{\beta} \in\left[\frac{\mathrm{L}-1}{\mathrm{~L}}, 1\right)
$$

and let

Since $\bar{A}^{i}(\bar{x})$ is a singleton for $i=1,2$, the sets of all strategies available to each player for the discounted-payoff game and the original game coincide. Given $x \in \overline{\mathbb{X}}$ and $\left(\pi^{1}, \pi^{2}\right) \in \Pi^{1} \times \Pi^{2}$, let $\overline{\mathbb{E}}_{x}^{\pi^{1} \pi^{2}}$ denote the expectation operator associated with the discounted-payoff game and

$$
\bar{v}_{\bar{\beta}}\left(x, \pi^{1}, \pi^{2}\right):=\overline{\mathbb{E}}_{\chi}^{\pi^{1}} \pi^{2} \sum_{n=0}^{\infty} \bar{\beta}^{n} \bar{r}\left(x_{n}, a_{n}^{1}, a_{n}^{2}\right) .
$$

Given an initial state $x \in \overline{\mathbb{X}}$, let

$$
{ }_{*} \bar{v}_{\bar{\beta}}(x):=\sup _{\pi^{1} \in \Pi^{1}} \inf _{\pi^{2} \in \Pi^{2}} \bar{v}_{\bar{\beta}}\left(x, \pi^{1}, \pi^{2}\right), \quad{ }^{*} \bar{v}_{\bar{\beta}}(x):=\inf _{\pi^{2} \in \Pi^{2}} \sup _{\pi^{1} \in \Pi^{1}} \bar{v}_{\bar{\beta}}\left(x, \pi^{1}, \pi^{2}\right) .
$$

For $\epsilon \geqslant 0$, a strategy $\pi_{*}^{1} \in \Pi^{1}$ is $\epsilon$ - $\bar{\beta}$-optimal for player 1 if $\bar{\nu}_{\bar{\beta}}\left(x, \pi_{*}^{1}, \sigma^{2}\right) \geqslant$ ${ }^{*} \bar{v}_{\bar{\beta}}(x)-\epsilon$ for all $x \in \overline{\mathbb{X}}$ and $\sigma^{2} \in \Pi^{2}$, and $\pi_{*}^{2} \in \Pi^{2}$ is $\epsilon$ - $\bar{\beta}$-optimal for player 2 if $\bar{v}_{\bar{\beta}}\left(x, \sigma^{1}, \pi_{*}^{2}\right) \leqslant{ }_{*} \bar{v}_{\bar{\beta}}(x)+\epsilon$ for all $x \in \overline{\mathbb{X}}$ and $\sigma^{1} \in \Pi^{1}$. A 0-optimal strategy is called optimal. If ${ }_{*} \bar{\nu}_{\bar{\beta}}={ }^{*} \bar{v}_{\bar{\beta}}=: \bar{v}_{\bar{\beta}}$, then $\bar{v}_{\bar{\beta}}$ is the $\bar{\beta}$-discounted value of the game.

For $\left(\varphi^{1}, \varphi^{2}\right) \in \Phi^{1} \times \Phi^{2}$ and $\beta \in[0,1]$, define the operators $T_{\beta}^{\varphi^{1} \varphi^{2}}, T_{\beta}^{\varphi^{2}}$, and $T_{\beta}$ for bounded upper semianalytic functions $u$ on $\mathbb{X}$ by

$$
\mathrm{T}_{\beta}^{\varphi^{1}} \varphi^{2} u(x):=\int_{\mathbb{A}^{2}} \int_{\mathbb{A}^{1}}\left(r\left(x, a^{1}, a^{2}\right)+\beta \int_{\mathbb{X}} u(y) p\left(d y \mid x, a^{1}, a^{2}\right)\right) \varphi^{1}\left(d a^{1} \mid x\right) \varphi^{2}\left(d a^{2} \mid x\right),
$$

$T_{\beta}^{\varphi^{2}} u:=\sup _{\varphi^{1} \in \Phi^{1}} T_{\beta}^{\varphi^{1}} \varphi^{2} u$, and $T_{\beta} u:=\inf _{\varphi^{2} \in \Phi^{2}} T_{\beta}^{\varphi^{2}} u$. For the stochastic game defined by the AG transformation, the operators $\bar{T}_{\beta}^{\varphi^{1}} \varphi^{2}, \bar{T}_{\beta}^{\varphi^{2}}$, and $\bar{T}_{\beta}$ are defined analogously.

Proposition 53. Consider $\left(\varphi^{1}, \varphi^{2}\right) \in \Phi^{1} \times \Phi^{2}$, and let

$$
h\left(x, \varphi^{1}, \varphi^{2}\right):=\bar{\mu}(x)\left[\bar{v}_{\bar{\beta}}\left(x, \varphi^{1}, \varphi^{2}\right)-\bar{v}_{\bar{\beta}}\left(\ell, \varphi^{1}, \varphi^{2}\right)\right]
$$

for $x \in \mathbb{X}$. If $r$ is bounded, then $w\left(\cdot, \varphi^{1}, \varphi^{2}\right) \equiv \bar{v}_{\bar{\beta}}\left(\ell, \varphi^{1}, \varphi^{2}\right)$.
Proof. Since the state $\bar{\chi}$ in the stochastic game defined by the AG transformation is payoff-free and absorbing for both players, and

$$
\bar{v}_{\bar{\beta}}\left(x, \varphi^{1}, \varphi^{2}\right)=\overline{\mathrm{T}}_{1} \bar{v}_{\bar{\beta}}(\mathrm{x})
$$

for $x \in \overline{\mathbb{X}}$, it follows from the definition of $h\left(\cdot, \varphi^{1}, \varphi^{2}\right)$ that for $x \in \mathbb{X}$,

$$
\begin{equation*}
\bar{v}_{\bar{\beta}}\left(\ell, \varphi^{1}, \varphi^{2}\right)+h\left(x, \varphi^{1}, \varphi^{2}\right)=\mathrm{T}_{1} h(x) . \tag{7.4}
\end{equation*}
$$

Iterating (7.4) gives

$$
\begin{equation*}
N \bar{v}_{\bar{\beta}}\left(l, \varphi^{1}, \varphi^{2}\right)+h\left(x, \varphi^{1}, \varphi^{2}\right)=\mathbb{E}_{\chi}^{\varphi^{1} \varphi^{2}} \sum_{n=0}^{N-1} r\left(x_{n}, a_{n}^{1}, a_{n}^{2}\right)+\mathbb{E}_{\chi}^{\varphi^{1} \varphi^{2}} h\left(x_{N}, \varphi^{1}, \varphi^{2}\right) \tag{7.5}
\end{equation*}
$$

for $N=1,2, \ldots$ and $x \in \mathbb{X}$. Since $r$ and $\bar{\mu}$ are bounded, $h\left(\cdot, \varphi^{1}, \varphi^{2}\right)$ is bounded as well; hence the equality $w\left(\cdot, \varphi^{1}, \varphi^{2}\right) \equiv \bar{v}_{\bar{\beta}}\left(\ell, \varphi^{1}, \varphi^{2}\right)$ follows by dividing both sides of (7.5) by N and letting $\mathrm{N} \rightarrow \infty$.

### 7.4 Existence of $e$-Optimal Strategies

Proposition 54. Suppose Assumption P2 holds, consider any $\beta \in[0,1)$, and let $\mathfrak{u}$ be any bounded upper semianalytic function on $\mathbb{X}$. Then for any $\epsilon>0$ there exist stationary strategies $\varphi_{\epsilon}^{1} \in \Phi^{1}$ and $\varphi_{*}^{2} \in \Phi^{2}$ satisfying

$$
\begin{equation*}
\sup _{\varphi^{1} \in \Phi^{1}} T_{\beta}^{\varphi^{1} \varphi_{*}^{2}} u \leqslant T_{\beta} u \leqslant \inf _{\varphi^{2} \in \Phi^{2}} T_{\beta}^{\varphi_{\varepsilon}^{1} \varphi^{2}} u+\epsilon . \tag{7.6}
\end{equation*}
$$

Proof. Suppose $u$ is bounded below by $M>-\infty$. Letting $\underline{u}:=u-M$, it follows from [85, Theorem 5.1] xthat there exist $\varphi_{\epsilon}^{1} \in \Phi^{1}$ and $\varphi_{*}^{2} \in \Phi^{2}$ satisfying

$$
\sup _{\varphi^{1} \in \Phi^{1}} T_{\beta}^{\varphi^{1} \varphi_{*}^{2}} \underline{\mathfrak{u}} \leqslant \mathrm{~T}_{\beta} \underline{\underline{u}} \leqslant \inf _{\varphi^{2} \in \Phi^{2}} T_{\beta}^{\varphi_{\epsilon}^{1} \varphi^{2}} \underline{\mathfrak{u}}+\epsilon
$$

from which (7.6) follows by the definition of $\underline{u}$.
Lemma 55. Let $u$ be any bounded upper semianalytic function on $\mathbb{X}$, and consider any $\epsilon \geqslant 0$.
(i) If player 1 has a strategy $\varphi_{\epsilon}^{1} \in \Phi^{1}$ satisfying $\inf _{\varphi^{2} \in \Phi^{2}} T_{1}^{\varphi_{\epsilon}^{1} \varphi^{2}} u \geqslant T_{1} u-\epsilon$, then

$$
\begin{equation*}
\inf _{\pi^{2} \in \Pi^{2}} w\left(\cdot, \varphi_{\epsilon}^{1}, \pi^{2}\right) \geqslant \inf _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]-\epsilon \tag{7.7}
\end{equation*}
$$

(ii) If player 2 has a strategy $\varphi_{\epsilon}^{2} \in \Phi^{2}$ satisfying $\sup _{\varphi^{1} \in \Phi^{1}} T_{1}^{\varphi^{1} \varphi_{\epsilon}^{2}} u \leqslant T_{1} u+\epsilon$, then

$$
\begin{equation*}
\sup _{\pi^{1} \in \Pi^{1}} w\left(\cdot, \pi^{1}, \varphi_{\epsilon}^{2}\right) \leqslant \sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]+\epsilon \tag{7.8}
\end{equation*}
$$

Proof. For $i=1,2$, a strategy $\pi^{i}$ for player $i$ is a Markov strategy if for $n=0,1, \ldots$ there is a universally measurable stochastic kernel $\varphi_{\mathrm{t}}^{i}$ on $\mathbb{A}^{i}$ given $\mathbb{X}$ satisfying $\pi_{n}^{i}\left(\cdot \mid h_{n}\right)=\varphi_{n}^{i}\left(\cdot \mid x_{n}\right)$ for all $h_{n}=x_{0} a_{0}^{1} a_{0}^{2} \cdots x_{n} \in \mathbb{H}_{n}$; each such $\varphi_{n}^{i}$ is called a decision rule for player $i$. Let $\Pi_{M}^{i}$ denote the set of all Markov strategies for player $i=1,2$.

According to the sufficiency of Markov policies for discrete-time MDPs (see e.g. [35, Corollary 6.1]), it suffices to prove that the infimum in (7.7) and the supremum in (7.8) respectively hold when $\Pi^{2}$ and $\Pi^{1}$ are replaced with $\Pi_{M}^{2}$ and $\Pi_{M}^{1}$, respectively.
(i) Consider any sequence $\left\{\varphi_{n}^{2}\right\}_{n=1}^{\infty}$ of decision rules for player 2. Since $\inf _{\varphi^{2} \in \Phi^{2}} T_{1}^{\varphi_{\epsilon}^{1} \varphi^{2}} u \geqslant T_{1} u-\epsilon$, it follows that

$$
\mathrm{T}_{1}^{\varphi_{\epsilon}^{1} \varphi_{1}^{2}} \mathbf{u} \geqslant \mathbf{u}+\mathrm{T}_{1} \mathbf{u}-\mathbf{u}-\epsilon \geqslant \mathbf{u}+\inf _{x \in \mathbb{X}}\left[\mathrm{~T}_{1} \mathbf{u}(x)-\mathfrak{u}(x)\right]-\epsilon
$$

Further, if $T_{1}^{\varphi_{\varepsilon}^{1} \varphi_{n}^{2}} \cdots T_{1}^{\varphi_{\varepsilon}^{1} \varphi_{1}^{2}} u \geqslant u+\operatorname{ninf}_{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]-n \in$ for some positive integer $n$, then

$$
\begin{aligned}
T_{1}^{\varphi_{\epsilon}^{1} \varphi_{n+1}^{2}} T_{1}^{\varphi_{\varepsilon}^{1} \varphi_{n}^{2}} \cdots T_{1}^{\varphi_{\epsilon}^{1} \varphi_{1}^{2}} u & \geqslant T_{1}^{\varphi_{\epsilon}^{1} \varphi_{n+1}^{2}} u+n \inf _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]-n \epsilon \\
& \geqslant T_{1} u-\epsilon+n \inf _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]-n \epsilon \\
& \geqslant u+(n+1) \inf _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]-(n+1) \epsilon
\end{aligned}
$$

It follows that for any initial state $x \in \mathbb{X}$, any Markov strategy $\sigma^{2} \in$ $\Pi_{M}^{2}$ for player 2, and any positive integer $N$,

$$
\begin{aligned}
\mathbb{E}_{x}^{\varphi_{\epsilon}^{1}} \sigma^{2} & \sum_{n=0}^{N-1} r\left(x_{n}, a_{n}^{1}, a_{n}^{2}\right)
\end{aligned}>\mathbb{E}_{x}^{\varphi_{\epsilon}^{1} \sigma^{2}}\left[\sum_{n=0}^{N-1} r\left(x_{n}, a_{n}^{1}, a_{n}^{2}\right)+u\left(x_{N}\right)\right]-\sup _{x \in \mathbb{X}} u(x) .
$$

Therefore the boundedness of $u$ implies that for any initial state $x \in$ $\mathbb{X}$ and any Markov strategy $\sigma^{2}$ for player 2 ,

$$
\begin{aligned}
w\left(x, \varphi_{\epsilon}^{1}, \sigma^{2}\right) & \geqslant \liminf _{N \rightarrow \infty} \frac{u(x)-\sup _{x \in \mathbb{X}} u(x)}{N}+\inf _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]-\epsilon \\
& =\inf _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]-\epsilon .
\end{aligned}
$$

(ii) Consider any sequence $\left\{\varphi_{n}^{1}\right\}_{n=1}^{\infty}$ of decision rules for player 1. Since $\sup _{\varphi^{1} \in \Phi^{2}} T_{1}^{\varphi^{1} \varphi_{\epsilon}^{2}} u \leqslant T_{1} u+\epsilon$, it follows that

$$
T_{1}^{\varphi_{1}^{1} \varphi_{\epsilon}^{2}} \mathbf{u} \leqslant u+T_{1} u-u+\epsilon \leqslant u+\sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]+\epsilon
$$

Further, if $T_{1}^{\varphi_{n}^{1} \varphi_{\epsilon}^{2}} \ldots T_{1}^{\varphi_{1}^{1} \varphi_{\epsilon}^{2}} u \leqslant u+n \sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]+n \in$ for some positive integer $n$, then

$$
\begin{aligned}
T_{1}^{\varphi_{n+1}^{1} \varphi_{\epsilon}^{2}} T_{1}^{\varphi_{n}^{1} \varphi_{\epsilon}^{2}} \ldots T_{1}^{\varphi_{1}^{1} \varphi_{\epsilon}^{2}} u & \leqslant T_{1}^{\varphi_{n+1}^{1} \varphi_{\epsilon}^{2}} u+n \sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]+n \epsilon \\
& \leqslant T_{1} u+\epsilon+n \sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]+n \epsilon \\
& \leqslant u+(n+1) \sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]+(n+1) \epsilon
\end{aligned}
$$

It follows that for any initial state $x \in \mathbb{X}$, any Markov strategy $\sigma^{1} \in$ $\Pi_{M}^{1}$ for player 1 , and any positive integer $N$,

$$
\begin{aligned}
\mathbb{E}_{x}^{\sigma^{1}} \varphi_{\epsilon}^{2} & \sum_{n=0}^{N-1} r\left(x_{n}, a_{n}^{1}, a_{n}^{2}\right)
\end{aligned} \leqslant \mathbb{E}_{x}^{\sigma^{1} \varphi_{\epsilon}^{2}}\left[\sum_{n=0}^{N-1} r\left(x_{n}, a_{n}^{1}, a_{n}^{2}\right)+u\left(x_{N}\right)\right]-\inf _{x \in \mathbb{X}} u(x) .
$$

Therefore the boundedness of $u$ implies that for any initial state $x \in$ $\mathbb{X}$ and any Markov strategy $\sigma^{1}$ for player 1,

$$
\begin{aligned}
w\left(x, \sigma^{1}, \varphi_{\epsilon}^{2}\right) & \leqslant \liminf _{N \rightarrow \infty} \frac{u(x)-\inf _{x \in \mathbb{X}} u(x)}{N}+\sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]+\epsilon \\
& =\sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]+\epsilon .
\end{aligned}
$$

Proposition 56. Suppose the bounded function $u$ on $\mathbb{X}$ satisfies

$$
\sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]=\inf _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]=: \rho,
$$

and that for any $\epsilon>0$ there exist $\varphi_{\epsilon}^{1} \in \Phi^{1}$ and $\varphi_{*}^{2} \in \Phi^{2}$ satisfying

$$
\begin{equation*}
\sup _{\varphi^{1} \in \Phi^{1}} T_{1}^{\varphi^{1} \varphi_{*}^{2}} u \leqslant T_{1} u \leqslant \inf _{\varphi^{2} \in \Phi^{2}} T_{1}^{\varphi_{\epsilon}^{1} \varphi^{2}} u+\epsilon \tag{7.9}
\end{equation*}
$$

Then player 1 has an $\epsilon$-optimal strategy $\varphi_{\epsilon}^{1}$ for any $\epsilon>0, \varphi_{*}^{2}$ is optimal for player 2 , and the average-payoff stochastic game has a value $w \equiv \rho$.
Proof. Since $\inf _{\varphi^{2} \in \Phi^{2}} T_{1}^{\varphi_{\epsilon}^{1} \varphi^{2}} u \geqslant T_{1} u-\epsilon$, Lemma 55(i) implies that

$$
\begin{equation*}
\inf _{\pi^{2} \in \Pi^{2}} w\left(\cdot, \varphi_{\epsilon}^{1}, \pi^{2}\right) \geqslant \rho-\epsilon \tag{7.10}
\end{equation*}
$$

Since a $\varphi_{\epsilon}^{1} \in \Phi^{1}$ satisfying (7.9) exists for any $\epsilon>0$, it follows that

$$
\begin{equation*}
\sup _{\pi^{1} \in \Pi^{1}} \inf _{\pi^{2} \in \Pi^{2}} w\left(\cdot, \pi^{1}, \pi^{2}\right) \geqslant \rho . \tag{7.11}
\end{equation*}
$$

Also, since $\sup _{\varphi^{1} \in \Phi^{1}} T_{1}^{\varphi^{1} \varphi_{*}^{2}} u \leqslant T_{1} u$, Lemma 55(ii) implies that

$$
\begin{equation*}
\sup _{\pi^{1} \in \Pi^{1}} w\left(\cdot, \pi^{1}, \varphi_{*}^{2}\right) \leqslant \rho . \tag{7.12}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\inf _{\pi^{2} \in \Pi^{2}} \sup _{\pi^{1} \in \Pi^{1}} w\left(\cdot, \pi^{1}, \pi^{2}\right) \leqslant \rho \tag{7.13}
\end{equation*}
$$

Combining (7.11) and (7.13) with the fact that

$$
\sup _{\pi^{1} \in \Pi^{1}} \inf _{\pi^{2} \in \Pi^{2}} w\left(\cdot, \pi^{1}, \pi^{2}\right) \leqslant \inf _{\pi^{2} \in \Pi^{2}} \sup _{\pi^{1} \in \Pi^{1}} w\left(\cdot, \pi^{1}, \pi^{2}\right)
$$

it follows that

$$
\rho=\sup _{\pi^{1} \in \Pi^{1}} \inf _{\pi^{2} \in \Pi^{2}} w\left(\cdot, \pi^{1}, \pi^{2}\right)=\inf _{\pi^{2} \in \Pi^{2}} \sup _{\pi^{1} \in \Pi^{1}} w\left(\cdot, \pi^{1}, \pi^{2}\right)=: w
$$

is the value of the average-payoff game. Further, (7.10) implies that player 1 has an $\epsilon$-optimal strategy $\varphi_{\epsilon}^{1} \in \Phi^{1}$ for any $\epsilon>0$, while (7.12) implies that $\varphi_{*}^{2} \in \Phi^{2}$ is optimal for player 2.

Lemma 57. Suppose the conclusions of Proposition 52 hold with a Borel function $\bar{\mu}$. Then
(i) $\overline{\mathrm{r}}: \overline{\mathbb{K}} \rightarrow \mathbb{R}$ is bounded and Borel-measurable,
(ii) $\bar{p}$ is a Borel-measurable stochastic kernel on $\overline{\mathbb{X}}$ given $\overline{\mathbb{K}}$, and
(iii) if Assumption P2 holds, then the stochastic game defined by the AG transformation also satisfies Assumption P2 with $\alpha \equiv \bar{\beta}$.

Proof.
(i) This follows from the boundedness and Borel-measurability of both $r$ and $\bar{\mu}$.
(ii) Fix $\left(x, a^{1}, a^{2}\right) \in \overline{\mathbb{K}}$. By Proposition $52,0, \leqslant \bar{p}\left(B \mid x, a^{1}, a^{2}\right) \leqslant 1$ for all $B \in \mathcal{B}(\overline{\mathbb{X}})$. Since Lebesgue's monotone convergence theorem implies that the set function

$$
B \mapsto \int_{B \backslash\{\ell\}} \mu(y) p\left(d y \mid x, a^{1}, a^{2}\right), \quad B \in \mathcal{B}(\mathbb{X}),
$$

is countably additive, it follows that $\bar{p}\left(\cdot \mid x, a^{1}, a^{2}\right)$ is a probability measure on $(\overline{\mathbb{X}}, \mathcal{B}(\overline{\mathbb{X}}))$.
Next, fix $B \in \mathcal{B}(\overline{\mathbb{X}})$. Let $\delta_{x}$ denote the Dirac measure on $(\overline{\mathbb{X}}, \mathcal{B}(\overline{\mathbb{X}}))$ sitting at $x \in \mathbb{X}$, and let $1_{B}$ denote the indicator function on $\overline{\mathbb{X}}$ for $B \in \mathcal{B}(\overline{\mathbb{X}})$. Note that for $\left(x, a^{1}, a^{2}\right) \in \overline{\mathbb{K}}$,

$$
\begin{aligned}
& \left.\left.+\left(\bar{\mu}(x)-1-\int_{X \backslash\{(\mathcal{Y}\}} \bar{\mu}(y) \mathfrak{p}\left(d y \mid x, a^{1}, a^{2}\right)\right) \delta_{\ell}(B)\right]+\left(1-\frac{\bar{\mu}(x)-1}{\bar{\beta} \bar{\mu}}\right) \delta_{\bar{x}}(B)\right) \\
& +1_{\{\hat{\chi}]}(x) \delta_{\tilde{z}}(B) \text {. }
\end{aligned}
$$

Hence, according to the Borel-measurability of $\bar{\mu}$ and [10, Proposition 7.29], the mapping $\left(x, a^{1}, a^{2}\right) \mapsto \bar{p}\left(B \mid x, a^{1}, a^{2}\right)$ on $\overline{\mathbb{K}}$ is Borelmeasurable.
(iii) According to the definition of the AG transformation, $\bar{A}^{2}(x)$ is compact for all $x \in \mathbb{X}$. Further, Assumption P2 and Proposition 52 imply that $\bar{r}$ is bounded on $\bar{K}$ and $\bar{r}\left(x, a^{1}, \cdot\right)$ is lower semicontinuous on $\bar{A}^{2}(x)$ for all $x \in \overline{\mathbb{X}}$ and $a^{1} \in \bar{A}^{1}(x)$. Finally, note that for any bounded Borel-measurable $\mathrm{f}: \overline{\mathrm{f}}: \overline{\mathbb{X}} \rightarrow \mathbb{R}$,

$$
\begin{aligned}
\bar{p}\left(B \mid x, a^{1}, a^{2}\right)=1_{X}(x)\left(\frac{1}{\bar{\beta} \bar{\mu}(x)}\right. & {\left[\int_{B \backslash\{\ell\}} f(y) \bar{\mu}(y) p\left(d y \mid x, a^{1}, a^{2}\right)\right.} \\
& \left.\left.+\left(\bar{\mu}(x)-1-\int_{X \backslash\{\ell\}} \bar{\mu}(y) p\left(d y \mid x, a^{1}, a^{2}\right)\right) f(\ell)\right]+\left(1-\frac{\bar{\mu}(x)-1}{\bar{\beta} \bar{\mu}}\right) f(\bar{x})\right) \\
& +1_{\{\bar{x}\}}(x) f(\bar{x}) ;
\end{aligned}
$$

hence Assumption P2(iii) and [53, Proposition C.4] imply that for each $B \in \mathcal{B}(\overline{\mathbb{X}}), x \in \overline{\mathbb{X}}$, and $a^{1} \in \overline{\mathcal{A}}^{1}(x)$, the function $\overline{\mathfrak{p}}\left(B \mid x, a^{1}, \cdot\right)$ is continuous on $\bar{A}^{2}(x)$.

Theorem 58. Suppose Assumptions HT, AC, and P2 hold. Then player 1 has an $\epsilon$-optimal stationary strategy for any $\epsilon>0$, and player 2 has an optimal stationary strategy. Further, the game has a value $w \equiv \bar{v}_{\bar{\beta}}(\ell)$ which, along with $h(x):=\bar{\mu}(x)\left[\bar{v}_{\bar{\beta}}(x)-\bar{v}_{\bar{\beta}}(\ell)\right]$ for $x \in \mathbb{X}$, satisfies

$$
\begin{equation*}
w+h(x)=T_{1} h(x) \tag{7.14}
\end{equation*}
$$

for $x \in \mathbb{X}$.
Proof. By Lemma 57, the discounted stochastic game with $\alpha \equiv \bar{\beta} \in[0,1)$ defined by the AG transformation satisfies Assumption P2. Hence the conclusions of Proposition 39 hold for this game.

In particular, $\bar{v}_{\bar{\beta}}=\bar{T}_{\bar{\beta}} \bar{v}_{\bar{\beta}}$ is a bounded upper semianalytic function on $\overline{\mathbb{X}}$. According to Proposition 54, this implies that for any $\epsilon>0$ there exist stationary strategies $\varphi_{\epsilon}^{1} \in \Phi^{1}$ and $\varphi_{*}^{2} \in \Phi^{2}$ satisfying

$$
\begin{equation*}
\sup _{\varphi^{1} \in \Phi^{1}} \overline{\mathrm{~T}}_{\bar{\beta}}^{\varphi^{1} \varphi_{*}^{2}} \bar{v}_{\bar{\beta}} \leqslant \overline{\mathrm{T}}_{\bar{\beta}} \bar{v}_{\bar{\beta}}=\bar{v}_{\bar{\beta}} \leqslant \inf _{\varphi^{2} \in \Phi^{2}} \overline{\mathrm{~T}}_{\bar{\beta}}^{\varphi_{\epsilon}^{1} \varphi^{2}} \bar{v}_{\bar{\beta}}+\epsilon . \tag{7.15}
\end{equation*}
$$

By the definitions of the AG transformation, $w$, and $h$, it follows from (7.15) that

$$
\begin{equation*}
\sup _{\varphi^{1} \in \Phi^{1}} T_{1}^{\varphi^{1} \varphi_{*}^{2}} h \leqslant w+h \leqslant \inf _{\varphi^{2} \in \Phi^{2}} T_{1}^{\varphi_{\epsilon}^{1} \varphi^{2}} h+\epsilon . \tag{7.16}
\end{equation*}
$$

But since $\bar{v}_{\bar{\beta}}=\bar{T}_{\bar{\beta}} \bar{v}_{\bar{\beta}}$ implies that $w+h=T_{1} h$, and $h$ is bounded by the boundedness of $\overline{\mathrm{r}}$, it follows from Proposition 56 that player 1 has an $\epsilon$ optimal strategy $\varphi_{\epsilon}^{1}$ for any $\epsilon>0, \varphi_{*}^{2}$ is optimal for player 2 , and the average-payoff stochastic game has a value $w \equiv \bar{v}_{\bar{\beta}}(\ell)$.

### 7.4.1 Existence of Optimal Strategies

Proposition 59. Suppose the bounded function $u$ on $\mathbb{X}$ satisfies

$$
\sup _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]=\inf _{x \in \mathbb{X}}\left[T_{1} u(x)-u(x)\right]=: \rho,
$$

and that there exist $\varphi_{*}^{1} \in \Phi^{1}$ and $\varphi_{*}^{2} \in \Phi^{2}$ satisfying

$$
\begin{equation*}
\sup _{\varphi^{1} \in \Phi^{1}} \mathrm{~T}_{1}^{\varphi^{1} \varphi^{2} y} u \leqslant \mathrm{~T}_{1} u \leqslant \inf _{\varphi^{2} \in \Phi^{2}} T_{1}^{\varphi_{*}^{1} \varphi^{2}} u \tag{7.17}
\end{equation*}
$$

Then $\varphi_{*}^{1}$ and $\varphi_{*}^{2}$ are optimal for players 1 and 2 , respectively, and the averagepayoff stochastic game has a value $w \equiv \rho$.

Proof. This follows from Lemma 55.
Proposition 60. Suppose Assumptions HT, P1, and P2 hold. Then there is a Borel-measurable function $\bar{\mu}: \mathbb{X} \rightarrow[1, \infty)$ that is bounded above by $\overline{\mathrm{K}}:=\mathrm{L}+1$ and satisfies (7.2).
Proof. This follows from Proposition 48 by considering the stochastic game with transition probabilities $q$ defined by (7.3) and discount function $\alpha:=$ $p(\mathbb{X} \backslash\{\ell\} \mid \cdot)$.
Lemma 61. Suppose the conclusions of Proposition 52 hold with a Borel function $\bar{\mu}$. If Assumption P1 holds, then the stochastic game defined by the AG transformation also satisfies Assumption P1 with $\alpha \equiv \bar{\beta}$.

Proof. This follows mutatis mutandis from the proof of statement (iii) of Lemma 57.

Theorem 62. Suppose Assumptions HT, P1, and P2 hold. Then both players have optimal stationary strategies that are Borel-measurable. Further, the game has a value $w \equiv \bar{v}_{\bar{\beta}}(\ell)$ which, along with $h(x):=\bar{\mu}(x)\left[\bar{v}_{\bar{\beta}}(x)-\bar{v}_{\bar{\beta}}(\ell)\right]$ for $x \in \mathbb{X}$, satisfies (7.14).
Proof. By Lemmas 57 and 61, the discounted stochastic game with $\alpha \equiv \bar{\beta}$ defined by the AG transformation satisfies Assumptions P1 and P2. Hence the conclusions of Proposition 40 hold for this game. In addition, according to [84, Lemmas 4.3,5.6] there exist Borel-measurable $\varphi_{*}^{1} \in \Phi^{1}$ and $\varphi_{*}^{2} \in \Phi^{2}$ satisfying

$$
\sup _{\varphi^{1} \in \Phi^{1}} \overline{\mathrm{~T}}_{\bar{\beta}}^{\varphi^{1} \varphi_{*}^{2}} \bar{v}_{\bar{\beta}} \leqslant \overline{\mathrm{T}}_{\bar{\beta}} \bar{v}_{\bar{\beta}} \leqslant \inf _{\varphi^{2} \in \Phi^{2}} \overline{\mathrm{~T}}^{\varphi_{*}^{1} \varphi^{2}} \bar{v}_{\bar{\beta}} .
$$

Since $\bar{v}_{\bar{\beta}}$ is bounded, it follows from the definition of the AG transformation and Proposition 59 and that $\varphi_{*}^{1}$ and $\varphi_{*}^{2}$ are optimal for players 1 and 2, respectively, and that average-payoff game has a value $w \equiv \bar{v}_{\bar{\beta}}(\ell)$. Further, the definition of the AG transformation and the fact that $\bar{v}_{\bar{\beta}}=\bar{T}_{\bar{\beta}} \bar{v}_{\bar{\beta}}$ imply that (7.14) holds with $w \equiv \bar{v}_{\bar{\beta}}(\ell)$ and h .

### 7.5 Complexity Estimates

In this section, we provide complexity estimates related to applying the AG transformation for stochastic games. In Section 7.5.1, we provide an upper bound on the number of arithmetic operations needed to compute a function $\bar{\mu}$ for the AG transformation. Then, in Section 7.5 .2 we provides estimates for the number of arithmetic operations needed to compute a pair of optimal strategies for two-player zero-sum average-payoff stochastic games with perfect information.

### 7.5.1 Constructing the Transformation

Note that, given a suitable function $\bar{\mu}$, the two-player zero-sum stochastic game defined by the AG transformation can be constructed with a number of arithmetic operations that is polynomial in the total number of stateaction triples $m$ of the original game. The following theorem provides an estimate of the complexity of computing a function $\bar{\mu}$ that can be used for the AG transformation.

Theorem 63. Suppose the state set $\mathbb{X}$ and action sets $\mathbb{A}^{i}, \mathfrak{i}=1,2$, are finite, and that Assumption HT holds. Then the number of arithmetic operations needed to compute a function $\mu$ satisfying the hypotheses of Proposition 52 is at most a constant times $\mathrm{m} \overline{\mathrm{K}} \log \overline{\mathrm{K}}$, where $\overline{\mathrm{K}}:=\mathrm{L}+1$.
Proof. To compute a function satisfying the hypotheses of Proposition 52, it suffices to compute a bounded nonnegative function $\bar{\mu}$ that satisfies

$$
\begin{equation*}
\bar{\mu}(x)=\max _{\left(a^{1}, a^{2}\right) \in \mathcal{A}^{1}(x) \times A^{2}(x)}\left[1+\sum_{y \in \mathbb{X} \backslash\{\ell\}} p\left(y \mid x, a^{1}, a^{2}\right) \bar{\mu}(y)\right], \quad x \in \mathbb{X} . \tag{7.18}
\end{equation*}
$$

Let

$$
q\left(y \mid x, a^{1}, a^{2}\right):=1_{X \backslash\{\ell\}}(y) p\left(y \mid x, a^{1}, a^{2}\right)
$$

for $x, y \in \mathbb{X}$ and $\left(a^{1}, a^{2}\right) \in A^{1}(x) \times A^{2}(x)$, and consider the Markov decision process with state set $\mathbb{X}$, action sets $A(x):=A^{1}(x) \times A^{2}(x)$ for $x \in \mathbb{X}$, transition rates $q(y \mid x, a)$ for $x, y \in \mathbb{X}$ and $a \in A(x)$, and one-step rewards identically equal to one. According to Assumption HT, this MDP is transient; see [23, Hypothesis 1]. Hence it follows from [23, Theorem 2] that the number of arithmetic operations needed, to compute a nonnegative function that is bounded above by $\overline{\mathrm{K}}:=\mathrm{L}+1$ and satisfies (7.18), is at most a constant times $m \bar{K} \log \bar{K}$.

### 7.5.2 Computing Optimal Strategies

Theorem 64. Suppose the state set $\mathbb{X}$ and action sets $\mathbb{A}^{i}, i=1,2$, are finite, and that Assumptions HT and PI hold. Then both players have optimal deterministic stationary strategies, and the number of arithmetic operations needed to compute a pair of such strategies is at most a constant times

$$
\left(\left(n_{1}^{3}+n_{1}^{2} m_{1}\right) m_{1} \overline{\mathrm{~K}} \log \overline{\mathrm{~K}}+n^{3}+\mathrm{m}_{2} n_{2}^{2}\right) \cdot m \overline{\mathrm{~K}} \log n \overline{\mathrm{~K}},
$$

where $\overline{\mathrm{K}}:=\mathrm{L}+1$.
Proof. Recall from the proof of Theorem 51 that for any discount factor $\beta \in(0,1)$, the total number of arithmetic operations needed to compute a pair of $\beta$-optimal deterministic strategies is at most a constant times

$$
\begin{equation*}
\left(\left(n_{1}^{3}+n_{1}^{2} m_{1}\right) \frac{m_{1}}{1-\beta} \log \frac{1}{1-\beta}+n^{3}+m_{2} n_{2}^{2}\right) \cdot \frac{m}{1-\beta} \log \frac{n}{1-\beta} \tag{7.19}
\end{equation*}
$$

According to Theorem 34, the number of arithmetic operations needed to compute a function $\mu$ that is bounded above by $\bar{K}:=L+1<\infty$ for the AG transformation is at most a constant times $m \bar{K} \log \bar{K}$. In addition, with $\beta:=$ $(\overline{\mathrm{K}}-1) \overline{\mathrm{K}}^{-1}$, the number of arithmetic operations needed to compute a pair of optimal deterministic stationary strategies for the resulting discounted stochastic game is at most a constant times (7.19). Hence the total number of arithmetic operations needed is at most a constant times

$$
m \overline{\mathrm{~K}} \log \overline{\mathrm{~K}}+\left(\left(n_{1}^{3}+n_{1}^{2} m_{1}\right) m_{1} \overline{\mathrm{~K}} \log \overline{\mathrm{~K}}+n^{3}+\mathrm{m}_{2} n_{2}^{2}\right) \cdot m \overline{\mathrm{~K}} \log n \overline{\mathrm{~K}}
$$

and the theorem follows from Theorem 62 and Proposition 53.
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[^0]:    ${ }^{1}$ Here, the amount of space needed is taken to be the maximum length of any string that appears on the tape of the algorithm's corresponding Turing machine while it computes the output; see e.g. [48, p. 24].

[^1]:    ${ }^{2}$ i.e. the determinant of every square nonsingular submatrix is 1 or -1 .

[^2]:    ${ }^{3}$ Here the discount factor is not necessarily fixed. In addition, we remark that the algorithm proposed by Zadorojniy et al. [123] was later shown by Even \& Zadorojniy [31] to be equivalent to using the simplex method with the Gass-Saaty shadow vertex pivoting rule.

[^3]:    ${ }^{4}$ Pivot the variable with the most negative reduced cost into the basis.
    ${ }^{5}$ For each state, switch to the action with the most negative reduced cost.

[^4]:    ${ }^{1}$ Alternatively, using Williams' [119] improvements on Coppersmith \& Winograd's [19] algorithm, on the order of $\mathfrak{n}^{2.3727}$ arithmetic operations are needed.

