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Abstract of the Dissertation 

Rational Design of Novel Catalysts for the Production of Methanol 

from CO2 Hydrogenation 

by 

Yixiong Yang 

Doctor of Philosophy 

in 

Chemistry 

Stony Brook University 

2013 

The synthesis of methanol (CH3OH) from CO2 hydrogenation 

(CO2+3H2→CH3OH+H2O) has attracted considerable attention recently due to its industrial and 

environmental significance. It is a promising way to convert CO2, a greenhouse gas, into a 

renewable liquid fuel, CH3OH. Commercially, the reaction is conducted over a Cu-ZnO/Al2O3 

catalyst under high temperature (220-240°C) and high pressure (50-100 bar) conditions, but the 

conversion is limited to ~20%. In this work, a combined theoretical and experimental study was 

carried out in order to derive general principles to improve the performance of Cu-based 

catalysts. 

Density Functional Theory (DFT) calculations were carried out to elucidate the reaction 

mechanism of CO2 hydrogenation on the Cu(111) surface and an unsupported Cu nanoparticle 

(NP). The dominant reaction pathway and key intermediates were identified. The effect of Cu 

NP size on the catalytic activity was revealed.  
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The promotion effect by a second metal dopant towards the activity of Cu-based catalysts 

was also investigated. A NiCu catalyst was found to be the most promising one after screening of 

a series of bimetallic systems. Two descriptors were proposed to predict the catalytic activity by 

DFT-based Kinetic Monte Carlo (KMC) simulations.  

Inverse catalysts were used as model systems to study the role of the metal oxide 

supports towards the activity of the catalysts. Metal oxides were deposited on Cu(111) to model 

the oxide-Cu interface. Both small metal oxide clusters and metaloxide chain structures were 

included to elucidate the size effect of the metal oxide towards the promotion of methanol 

synthesis reaction. Ti3O6/Cu(111) shows the best activity since it can promote methanol 

production from two different pathways.  

The electronic interaction between the metal-oxide and Cu(111) was also probed 

experimentally using Two-photon photoemission spectroscopy (2PPE). Inverse catalysts were 

prepared by depositing size-selected metal oxide nanoclusters on Cu(111). The charge transfer 

direction and magnitude between the metal oxide clusters and Cu(111) was elucidated by a 

combination of DFT calculations and work function measurement from 2PPE experiments.  
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Chapter 1. Introduction 

Methanol (CH3OH) synthesis from CO2 hydrogenation (CO2 + 3H2 → CH3OH + 

H2O) has attracted a significant amount of interest in the past few decades
1-3

.  This 

reaction is of great industrial significance because methanol can be used as the raw 

material for other synthetic hydrocarbons. More importantly, methanol provides an 

efficient way to store energy and can be used as a convenient liquid fuel in an internal 

combustion engine or direct methanol fuel cell (DMFC)
4
. The CO2 generated from the 

use of CH3OH as a liquid fuel can be chemically recycled by converting it to CH3OH 

through the hydrogenation reaction, which is considered as a promising way to reduce 

CO2 emissions
5
.  

Commercially, methanol is synthesized from syngas (CO-CO2-H2) over a Cu-

ZnO/Al2O3 catalyst at 493-573K and 5-10MPa
6
. It has been shown that CO2 is the 

predominant carbon source for methanol under industrial conditions by means of isotope 

labeling experiments
7
. Even though the reaction is exothermic

2
, the conversion of CO2 to 

methanol is kinetically limited to 15-25%. Therefore, a catalyst with better performance 

is highly desired to improve the efficiency of the reaction.  

Rational design of a novel catalyst cannot be realized without a comprehensive 

understanding of detailed reaction mechanisms. Recent advances in both theoretical 

methods and experimental techniques have made it possible. In this dissertation, an 

atomic-level understanding of the reaction mechanism was achieved by a combination of 

Density Functional Theory (DFT)-based calculations and experimental surface science 

investigations. 
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The industrial catalysts for methanol production from CO2 hydrogenation consist 

of Cu particles dispersed on oxide supports. Previous experimental results showed that 

catalyst performance greatly depends on the size of the Cu particles
8
. Cu nanoparticles 

exhibited higher activity compared with bulk Cu. In Chapter 3 of this dissertation, DFT 

calculations were employed to elucidate the size effect in the catalyst performance. A 

pyramidal structure consisting of 29 Cu atoms (Cu29) was used to model the Cu 

nanoparticles.  For comparison, extended Cu(111) was also studied because it is the most 

exposed facet in bulk Cu materials. Key reaction intermediates and reaction pathways on 

Cu were identified. The superior activity of Cu nanoparticles were understood by 

comparing the reaction energetics along the pathway on Cu29 and Cu(111).  

Following a detailed description of reaction mechanisms on pure Cu catalysts, 

Chapter 4 of this dissertation focused on the effect of metal dopants on the catalyst 

activity. A screening of a series Cu-based alloy catalysts was conducted by DFT 

calculations and Kinetic Monte Carlo (KMC) simulations. The effect of a secondary 

metal dopant to the reaction energetics and dominating pathway on Cu-based catalysts 

was elucidated. Two possible descriptors, which can be used to predict the Cu-based 

catalysts towards methanol production reaction, were also proposed.  

The interaction between the metal-oxide support and Cu is believed to play an 

important role determining the catalyst activity. Chapter 5 of this dissertation elucidates 

the detailed reaction energetics at the interface of metal-oxide and Cu(111) surface by 

employing an inverse catalyst as a model system. Small metal oxide clusters (Ti3O6, 

Zn3O3 and Mo3O9) were used to simulate the relatively small oxide nanoparticles. For 

comparison, metal oxide chain structures (TiO2, ZnO and MoO3) were also employed to 
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simulate the interface between Cu and relatively big oxide nanoparticles with bulk-like 

structures.  

In order to further understand the electronic interactions between the metal-oxide 

and Cu(111), a combination of two-photon photoemission (2PPE) and DFT investigation 

was conducted and is reported in Chapter 6 of this dissertation. A size-selected cluster 

beam deposition apparatus was employed to deposit small metal-oxide clusters (Mo3O9, 

W3O9, Ti3O6, Mo3O6, W3O6, Ti5O10) on Cu(111). The surface dipole moment resulted 

from the deposition of clusters was probed by work function measurement using 2PPE. 

The measured overall dipole moment was resolved into two components, i.e, the dipole 

associated with the cluster itself and a dipole induced by the charge transfer between the 

cluster and the Cu(111) surface. With the aid of DFT calculations, the dipole contribution 

from charge transfer can then be easily determined. 
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Chapter 2. Computational and experimental methods 

2.1. Computational method 

2.1.1. Density Functional Theory  

First principles calculations based on DFT have been playing an increasingly important 

role in the field of surface science and heterogeneous catalysis due to the continuing 

improvements in computing capabilities and electronic structure calculation algorithms. Results 

from DFT calculations can provide great insights into reaction mechanism, some of which 

are difficult to obtain by experimental techniques. DFT can determine the geometries and 

electronic structures of the intermediates and transition states (TS) involved in the 

reaction. Detailed description of reaction mechanisms is possible by calculating 

energetics for elementary steps.   

The fundamental equation upon which electronic structure theories are based is 

the time-independent Schrödinger equation, 

Ĥψ(  ⃗⃗⃗      ⃗⃗⃗       ⃗⃗⃗      ⃗⃗  ⃗
    ⃗⃗  ⃗

     ⃗⃗  ⃗
   =Eψ(  ⃗⃗⃗      ⃗⃗⃗       ⃗⃗⃗      ⃗⃗  ⃗

    ⃗⃗  ⃗
     ⃗⃗  ⃗

               (2.1) 

where Ĥ is the Hamiltonian for a system consisting of N electrons and M nuclei,  E is the 

total energy of the system and ψ is the wave function. Solution of this equation would 

yield fundamental information about the system. Ĥ is consisted of five terms, as  

                                                              ̂   ̂   ̂    ̂    ̂                           (2.2) 

where the first two terms describe the kinetic energy of electrons and nuclei and the other 

three terms describe the potential due to the nuclei-nuclei, nuclei-electron and electron-

electron electrostatic interactions. The Schrödinger equation can be further simplified 

using the Born-Oppenheimer approximation, which assumes the electrons move in the 

field of fixed nuclei because of the significant differences between the masses of nuclei 
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and electrons. As a result, the kinetic energy of nuclei is zero and the potential due to the 

nuclei-nuclei interaction is a constant and can be calculated by:  

                                                                     ∑ ∑
    

   

 
   

 
    ,                                (2.3) 

where A and B run over the M nuclei,     and    are the charges of the nuclei and     is 

the distance between nuclei A and B. The problem now is to calculate        if total 

energy E is defined as:  

                                                                               ,                                       (2.4) 

where       is defined as: 

                                                               ̂                     .                                  (2.5) 

Eq.(2.5) is the so-called electronic Schrödinger equation,       is the electronic wave 

function and  ̂     is electronic Hamiltonian defined as:  

                ̂      ̂   ̂    ̂    
 

 
∑   

  
    ∑ ∑

  

   

 
   

 
    ∑ ∑

 

   

 
   

 
    .        (2.6) 

From this point, only the electronic Schrödinger equation is considered and the subscript 

‘elec’ will be neglected.   is a N-electron wave function  and if    is known,  can be 

calculated by:  

                                                                     
⟨ | ̂| ⟩

⟨ | ⟩
                                                   (2.7)     

Unfortunately,   is unknown and the electronic Schrödinger equation is analytically 

insolvable for the complex many-atom, many-electron system, which happen to be the 

interest of chemists and physicists.  Various computational schemes, e.g., Hartree-Fock 

(HF), perturbation theory, configuration interaction (CI), etc. are available to construct an 

approximation to   but these methods are usually computational expensive in order to 
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get a good approximation. As a result, their applications in surface chemistry and 

heterogeneous catalysis are limited.  

   A breakthrough was realized by the introduction of DFT, which lowered the 

computational burden significantly. In the scheme of DFT, electron density  (    is the 

basic quantity and defined as the probability of finding any of the N electrons within the 

volume element     while the other N-1 electrons have arbitrary positions. The first 

Hohenberg-Kohn theorem demonstrates that the  (    uniquely determines the  ̂ and thus 

the energy of the system E. The total energy is a functional of electron density. The total 

energy is further divided into three terms as: 

                              [ (   ]   [ (   ]     [ (   ]     [ (   ]                       (2.8) 

where  [ (   ] is kinetic energy,    [ (   ] and    [ (   ] are the potential energy due to 

the electron-electron interaction and nuclei-electron attraction respectively. The first two 

terms are system independent and defined as the Hohenberg-Kohn functional:  

                                            [ (   ]   [ (   ]     [ (   ].                                           (2.9) 

The ground state energy    will be delivered if and only if the input density is the true 

ground state density   , as stated in the second Honhenberg-Kohn Theorem: 

                                                              [  ]     [  ]     [  ]                              (2.10) 

However, the exact forms of the terms in Eq(2.10) are still unknown. To tackle this 

problem, Kohn and Sham introduced a fictitious system of non-interacting electrons, with 

a Hamiltonian with an effective local potential   (   :  

                                                                   ̂   
 

 
∑   

  
    ∑   (  ⃗⃗  

 
   .                          (2.11) 
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The ground-state electron density of the reference system is the same as the real system 

of interest where the electrons do interact with each other. The one-electron Kohn-Sham 

operator is defined as: 

                                                                   ̂    
 

 
     (    ,                                        (2.12) 

Using the spin orbitals     in the reference system, the energy    is:  

                                                                           ̂                                                        (2.13) 

These orbitals    are so-called Kohn-Sham orbitals. The ground state wave function of 

the reference system can be represented by a Slater determinant as:  

                                     
 

√  
||

  (  ⃗⃗⃗      (  ⃗⃗⃗    

  (  ⃗⃗⃗      (  ⃗⃗⃗    

   (  ⃗⃗⃗    

   (  ⃗⃗⃗    

  
  (  ⃗⃗⃗      (  ⃗⃗⃗    

 
   (  ⃗⃗⃗    

||                              (2.14) 

The effective potential   (    is chosen so that the density resulting from the reference 

system is exactly the ground state density of the real system: 

                                                          (    ∑ |  (   |
  

      (                                       (2.15) 

The exact kinetic energy of the reference system can be calculated as:  

                                                             [ (   ]   
 

 
∑ ⟨  | 

 |  ⟩
 
                                    (2.16) 

   [ (   ] is consisted of two component, i.e. the classical Coulomb interaction 

 [ (   ] and the non-classical portion due to exchange and correlation effects     [ (   ].  

Only  [ (   ] is known as:  

                                                         [ (   ]  
 

 
∫∫

 (  ⃗⃗⃗⃗   (  ⃗⃗⃗⃗  

   
   ⃗⃗⃗     ⃗⃗  ⃗                           (2.17) 

   [ (   ] can be calculated by: 

                                                     [ (   ]  ∑ ∫∑
  

   

 
   

 
   |  (   |

    ⃗⃗                    (2.18) 
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As a result, the total energy is: 

                                  [ (   ]    [ (   ]   [ (   ]     [ (   ]     [ (   ]           (2.19) 

where    [ (   ] is the only unknown term and is called the exchange-correlation energy. 

Different approximations are used within the DFT scheme to calculate   [ (   ]. The 

difference between various DFT methods is the choice of functional form for the 

exchange-correlation energy. 

2.1.1.1. Functionals for exchange-correlation energy 

Different levels of approximations have been developed to calculate    . Local 

Density Approximation (LDA) is the basis of all the other exchange-correlation 

functionals. In LDA, a system of uniform electron gas was introduced, in which electrons 

move on a positive background charge distribution so that the total system is still neutral.  

    at any point in space is a function of the electron density at that point: 

                                               
    ∫ (      ( (                                              (2.20) 

where    ( (     is the exchange-correlation energy per particle of a uniform electron gas 

of density  (   . The probability that there is an electron at this position in space is 

 (   .     
    can be further divided into two terms, i.e., the exchange energy   and 

correlation energy  :  

                                                          ( (   )    ( (   )    ( (                                  (2.21) 

  ( (   ) is defined explicitly as :  

                                                             ( (   )   
 

 
√

  (   

 

 

                                              (2.22) 



 

 

9 

 

No such expressions are available for   ( (     and the available LDA methods differ 

only in their representation of   ( (   ) . Though results from LDA give reasonable 

structural information, the accuracy in the aspect of energetics is rather poor. 

In order to account for the non-homogeneity of the true electron density, the 

gradient of density   (    is considered in the generalized gradient approximation (GGA):  

                                                  
    ∫ ( (      (                                          (2.23) 

The functional has very complicated analytical forms due to complex mathematical 

constructs. It cannot be understood by simple physically motivated reasoning and 

therefore will not be discussed here in this thesis. The studies reported in this thesis were 

conducted using GGA method proposed by Perdew and Wang
9
 (PW91).  

GGA methods are by far the most popular method used in surface chemistry and 

catalysis. The accuracy of GGA is superior compared with LDA in most cases. It can 

provide structural information, energetics and electronic structures for most systems with 

a good accuracy. However, GGA methods fail to describe the electronic structures of 

strongly correlated materials such as transition-metal oxide. These materials have 

localized valence orbitals, e.g., d and f electron systems with narrow bands. GGA 

methods over delocalize the electrons and fail to account for the strong Coulomb 

repulsion between electrons in these narrow bands.  The DFT+U method was introduced 

in order to improve the description of such systems. Among different DFT+U methods 

available, the one introduced by Dudarev
10

 was adopted in this thesis.  

The electrons are divided into two groups: delocalized electrons and localized 

electrons.  The delocalized electrons are described as in standard GGA methods. For the 

delocalized electron, the energy is: 
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                                                            .                               (2.24)                                

Coulomb interactions were counted by a term    as:  

                                                                    
 

 
 ∑        ,                                             (2.25)       

where    and    are orbital occupancy.     is the so called double counting term, because 

the energy contribution already included in the GGA functional has to be removed in 

order to avoid counting its contribution twice. If the number of delocalized electrons is 

  ∑     then     can be approximated as:  

                                                                      
  (    

 
.                                                   (2.26) 

As a result, Eq (2.24) can be rewritten as:  

                                                         
 

 
 ∑         

  (    

 
 .                        (2.27) 

Oribtal energy is the derivative of the total energy with respect to   : 

                                                           
        

     (
 

 
    ,                                    (2.28) 

which means the energy of occupied states are lowed by 
 

 
  and the energy of 

unoccupied states are increased by 
 

 
 . The value of U can be calculated by ab initio 

methods or determined empirically, fitting the calculated electronic structures to 

experimental observations. 

2.1.1.2. Basis set  

In DFT, the Kohn-Sham orbitals are represented by a linear combination of a set 

of basis functions: 

                                                           ∑       ,                                              (2.29) 

Basis set    can be a local basis set (atomic orbitals) or a plane-wave basis set. In this 

thesis, both of these two types of basis sets were employed. The numerical basis set used 
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in this thesis is a kind of local basis set. The basis set,   , is given numerically as values 

on an atomic-centered spherical polar mesh, rather than as analytical functions.  

    In this thesis, most systems of interests are periodic, where the electron density 

is a periodic function of    :  

                                                             (     (    ⃗ )                                             (2.30) 

 ⃗  is any translational vector of the lattice under consideration. According to Bloch’s 

theorem, the orbitals of a periodic system can be written as a product of a plane wave and 

a lattice-periodic part as:  

                                                  ( ⃗    )     ⃗     ( ⃗     ,                               (2.31) 

where the wave vector  ⃗   are within the first Brillouin zone and the lattice-periodic part 

has the same periodicity as  :  

                                                                     ( ⃗      ⃗ )   ( ⃗     .                                  (2.32) 

Specifically,  ( ⃗      can be expanded in plane waves whose wave vector,   , is the 

reciprocal lattice vector:  

                                                             ( ⃗    )  ∑   ⃗     
     

 .                                  (2.33) 

Combining Eq(2.32) and (2.33), Eq(2.31) can be rewritten as:  

                                                                    ( ⃗    )  ∑   ⃗     
  (    ⃗    

 .                          (2.34) 

In other words, the Kohn-Sham orbitals are a linear combination of a series of plane-

wave basis functions. The basis functions can be written as:  

                                                                            (       (    ⃗    .                                   (2.35) 

2.1.1.3. Pseudopotentials 
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Core electrons are usually chemically inert because they are strongly bound to 

nuclei, spatially compact and do not participate in bonding. Therefore, the explicit 

treatment of these inert core electrons can be replaced by an effective core potential (ECP) 

or pseudopotential (PP) in order to reduce the computational cost. PP is a must for 

calculations using plane-wave basis sets because the orbitals are strong oscillations near 

the nuclei. A very large number of plane waves are required to describe these oscillations 

and it is impossible to do so for systems with practical interest.  

2.1.1.4. Brillouin zone sampling 

For periodic systems, the application of Bloch’s theorem (Eq(2.34)) changes the 

problem of calculating an infinite number of electronic wave functions to one of 

calculating a finite number of electron wave functions at an infinite number of  ⃗  points. 

However, it is impractical to calculate every  ⃗  point and integrate over the Brillouin zone. 

Instead, a weighted summation of special  ⃗  is used to replace the integration over the 

Brillouin zone. In this thesis, the sampling of  ⃗  points was conducted by using the 

method proposed by  Monkhorst and Pack
11

. In the MP scheme, the   ⃗  points mesh is an 

equally spaced mesh in the Brillouin zone. If the number of   ⃗  points sampled in a 

specific direction (x, y or z) is n, only the special  ⃗  points  

                                                     ⃗     ⃗      ⃗      ⃗  ,                    (2.36) 

are considered in the calculation.  ⃗   is the reciprocal lattice vector.     is defined as: 

                                                                                 
      

  
                                       (2.37)                                                         

where             

2.1.1.5. Transition state search method 
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In order to study the reaction kinetics, information about the activation barrier for 

reactions and the structures of the transition state (TS) is necessary. A TS is at a saddle 

point on the potential energy surface. It is a minimum in all directions except along the 

reaction coordinate, in which it is a maximum. Different techniques are available to 

locate the TS on the potential energy surface. In this thesis, linear synchronous transit 

(LST) and quadratic synchronous transit (QST) methods are employed. In an LST search, 

a maximum is located by changing the coordinates linearly between the reactant and 

product. LST is followed by an energy minimization in directions conjugate to the 

reaction pathway, which is so called conjugated gradient minimization (CG). Another 

maximization is conducted after that by using QST, in which the coordinates are assumed 

to follow a parabola, defined by reactant, product and the point located by CG.  A TS is 

located after repeated cycles of CG and QST.  

2.1.2. Kinetic Monte Carlo (KMC) simulations 

Great insights into reaction mechanisms can be obtained by DFT calculations, 

which provide a detailed description of the elementary steps involved in the description. 

It can elucidate the reaction energetics, the geometries and electronic structures of 

intermediates and TS. However, in order to understand the surface chemical kinetics, a 

statistical simulation account for the interplay between all the elementary steps under 

certain reaction condition is desired.  Such a simulation is achieved by the KMC method 

in this thesis. A typical output of a KMC simulation can provide the surface composition 

and rate of each elementary step at a certain time under a specific reaction condition. 

With such information available, the identity of key intermediates and the kinetic-

relevant steps can be revealed conveniently.   
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In a KMC simulation, the system starts with a state  . There are   possible 

processes or escape pathways for the system to escape from state  . Each of these escape 

pathways has its own rate constant    and the total rate constant (      is defined as:  

                                                                           ∑   
 
   .                               (2.38) 

The probability of the system has not yet escaped from state   is given by a Poisson 

distribution as: 

                                                                          (       (        .                      (2.39) 

The probability distribution function for the time of first escape    is: 

                                               (    
 [           (   ]

   
        (        .        (2.40)   

Such exponentially distributed escape time is numerically achieved through the 

expression:  

                                                                         
     

    
,                                    (2.41) 

where    is a random number on the interval (   ]. The system clock is advanced by 

         as: 

                                                                            .                                 (2.42) 

The system is updated by executing process q, which fulfills the condition: 

                                                           ∑   
 
           ∑   

   
   ,                  (2.43) 

where    is a random number on the interval (   ]. In this way, a process with a larger 

rate constant has a higher chance of being chosen, as it should. Once the system is in the 

new state, the list of pathways and rates is updated and the procedure is repeated. For the 

application of KMC in chemical reactions specifically, the rate constant of each pathway 

is usually computed by the Arrhenius equation:  
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                                                            ( 
  

   
)                                                (2.44) 

where   is a pre-exponential factor and   is activation barrier of the reaction,    is the 

Boltzmann constant and T is reaction temperature.  

2.2. Experimental setup 

2.2.1. Size-selected cluster deposition apparatus 

A size-selected cluster deposition apparatus was employed to generate metal-

oxide clusters in this thesis. It consists of five sections, i.e, a magnetron sputtering source, 

a quadrupole ion guide, a quadrupole mass selector, a hexapole ion guide and a Ultrahigh 

vacuum (UHV) analysis chamber, as shown schematically in Figure 2.1. Because the 

pressure in the magnetron source is high (~5 10
-3

 Torr) during operation, each section is 

equipped with a turbomolecular pump to allow for differential pumping to maintain UHV 

condition (<1 10
-9

 Torr) in the analysis chamber.  

The gas-phase clusters are produced by a commercial magnetron sputtering 

source (Oxford Applied Research NC200U), whose design is based on the concept 

originally developed by Haberland
12,13

. Metal targets are used and mounted against a 

magnet. To produce metal-oxide clusters, a gas mixture of ~2% O2 in Ar is introduced in 

the source. A glow discharge of Ar is realized after application of a bias voltage (~200V). 

The ionized Ar
+
 ions are confined close to the target by the magnetic field from the 

magnet. They are accelerated towards the target by applied voltage and begin to sputter 

the metal targets. The sputtered metal atoms react with O2 to form metal-oxide clusters. 

These clusters are usually very energetic and an aggregation gas (He in this study) is 

introduced to cool the clusters by collisions. As a result, the high kinetic energy is 

dissipated and the small clusters agglomerate into bigger clusters by colliding with each 
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other. The volume of the aggregation area can be adjusted by a translational stage so that 

the size-distribution of the generated clusters can be easily controlled.  

The clusters are transported downstream by a quadrupole ion guide, which is 

constructed from four mutually parallel metal rods. Each opposing pair of rods is 

electrically connected but electrically isolated from the other pair of rods. Two radio 

frequency (RF) voltages (~600kHz) with the same amplitude but 180˚ out of phase are 

applied to the two pairs of rods respectively. The RF voltages are provided by a custom 

built power supply and the amplitude is controlled by an external high voltage power 

supply (Bertan High Voltage) to maximize the cluster ion intensity going through the ion 

guide. The survived clusters enter the next chamber, which houses a commercial 

quadrupole mass filter (Extrel) . The design of the quadrupole mass filter is similar to the 

quadrupole ion guide. However, a Direct Current (DC)  bias (0-10V) is also applied to 

the rods in addition to the RF voltage.  The commercial power supply (Extrel 150-QC; 40 

KHz) provides good ion transmission and a unit mass resolution up to 4000 amu. The 

applied DC bias can be controlled through a Labview program while the ratio between 

DC and RF voltage is fixed during operation. The program is set up such that the mass 

filter can run in two modes: mass scan mode generating a mass spectrum of all the cluster 

species and single mass selection mode only allowing ions with a certain mass to charge 

ratio to pass.  

The selected clusters are extracted into the UHV analysis chamber by a hexapole 

ion guide. Instead of two pairs of metal rods in quadrupole ion guide, three pairs of rods 

are used. The RF voltages (~600kHz) are provided by a custom built power supply. A 

quadrupole bender is attached to hexapole ion guide so that the clusters exiting the 
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hexapole ion guide are deflected by 90˚ before being deposited onto the substrate. The 

deflection is necessary to prevent contamination from the neutral clusters. Both neutral 

and ionic clusters are generated from the magnetron source but only the ionic clusters can 

be selected by the mass selector. A small portion of the neutral clusters can enter the 

UHV analysis chamber along with the mass-selected ionic clusters. The bender only 

deflects the ionic clusters on to the substrate and the neutral clusters pass through the 

bender.  

A Faraday cup, a few millimeters away from the exit of the bender is used to 

detect the cluster intensity. A picoammeter (Keithly) is used to monitor the ion current on 

the Faraday cup. Figure 2.2 is a typical mass spectrum of MoxOy
+
 clusters reaching the 

Faraday cup obtained by using mass scan mode of the quadruopole mass selector. The 

kinetic energy distribution of a cluster is measured by applying a DC voltage ramp on the 

Faraday cup while monitoring the cluster ion current. This measurement is necessary to 

ensure the ‘soft-landing’ condition, which prevents the deformation of clusters upon 

deposition
14-17

. The Faraday cup is translated away before deposition. The ion current on 

the crystal is also measured by the picoammeter. The total number of clusters deposited 

on the crystal is calculated by the Labview program mentioned above by summing up the 

current detected by the picoammeter.  

2.2.2. UHV analysis chamber 

The surface characterization is conducted in a UHV analysis chamber, which is 

shown schematically in Figure 2.3. The chamber consists of two main levels and is 

equipped with a XYZ manipulator and rotation stage, which allow for positioning of the 

crystal within the chamber. The cluster deposition described in the previous section 
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happens at the lower level of the chamber (Figure 2.3(a)), where the quadrupole bender 

and Faraday cup are mounted. At the same level, there is a quadrupole mass spectrometer 

(Hiden) to conduct Temperature Programmed Desorption (TPD) to study the binding of 

adsorbates on the surface.  

The rest of the surface characterization happens at the upper level of the chamber 

(Figure 2.3(b)).  This analysis section is equipped with a hemispherical electron energy 

analyzer (Specs Phoibos 100). During Auger electron spectroscopy (AES) and two 

photon-photoemission (2PPE) experiments, the crystal is positioned perpendicular to the 

electron energy analyzer. The incident angle of the electron beam from the electron gun 

(EQ 22/35, Specs) is 47.5˚ with regard to the surface normal. The beam path of the laser 

pulse in 2PPE experiments is symmetric to the electron beam path with respect to the 

analyzer, i.e., the incident angle of the laser pulse is also 47.5˚ with regard to the surface 

normal during 2PPE measurement. This level also houses an X-ray source (XR-50, 

Specs), with which X-ray photoelectron spectroscopy (XPS) experiments can be carried 

out. In this thesis, results from 2PPE and AES measurement will be presented and a brief 

description of these two techniques will be provided below.  

2.2.2.1. Auger Electron Spectroscopy 

AES is a spectroscopic technique used to provide qualitative and quantitative 

analysis of the elemental composition at the surface. In an Auger process, a core-level 

electron is ejected as a result of high energy electron irradiation. The generated hole is 

then filled by an electron from a higher energy state, accompanied by an ejection of 

another electron. The ejected electron is called an Auger electron. The kinetic energy of 

the Auger electron is independent of the incident electron energy. It is only determined 
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by the energy of the electronic states involved in the Auger process, which are element 

specific. By detecting the kinetic energy of the Auger electron by an electron energy 

analyzer, elemental information on the surface is obtained.  

2.2.2.2. Two-photon photoemission Spectroscopy 

2PPE is a spectroscopic technique for the investigation of interfacial electronic 

states. It is capable of examining both occupied and unoccupied states by using two 

photons to remove electrons from the solid. To avoid one-photon photoemission, the 

energies of the two photons used in 2PPE experiment are lower than the work function of 

the system of interest. In a 2PPE process, an electron from an initially occupied state is 

excited into an intermediates state by the first photon (    . The second photon(     

photoemits the excited electron into vacuum and the kinetic energy of the electron can 

then be detected experimentally. The measured kinetic energy gives information on the 

binding energy of the probed electron. Similar as other photoemission spectroscopic 

techniques, the work function can obtained from the low-energy secondary electron 

cutoff conveniently in 2PPE experiments. The intermediate state involved in the 2PPE 

process can be either an unoccupied state (Figure 2.4(a)) or a virtual state (Figure 2.4(b)). 

The occupancy of the probed state can be easily determined by varying the used photon 

energy. If the two photon energies are varied by       and      respectively, the 

measured kinetic energy of the electrons from initially unoccupied states will vary by 

    .However, the kinetic energy will vary by           from electrons from 

initially occupied states.  

2.2.3. Laser system 
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The laser system used in the 2PPE experiment will be described in this section. A 

mode-locked Ti:sapphire oscillator (Spectra-Physics Tsunami) is used to generate the 

fundamental ultrafast laser pulse. It is pumped by a 5W continuous wave (CW) laser at 

532nm from a Nd:YVO4 gain medium (Spectra-Physics Millennia V). The output laser 

wavelength is tunable within the range from 720 to 850nm, with a pulse duration of 

~100fs. The fundamental laser from the Ti:sapphire system is within the visible and near 

infrared regions. Higher photon energies can be achieved after second harmonic 

generation (SHG) and third harmonic generation (THG) processes. . In a SHG process, 

two photons from fundamental light (ω) go through a beta barium borate (BBO) crystal 

and one photon with a doubled frequency (2ω) is generated as a result. In a THG process, 

a photon from the fundamental (ω) and a photon from the SHG process (2ω) are used to 

interact with another BBO crystal and the frequency of the resulted photon will be tripled 

(3ω). In our experiment, a time-plate harmonic generator (Photop TP-2000B) is used to 

accomplish such conversions.  
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Figure 2.1. Schematic of size-selected cluster deposition apparatus. 
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Figure 2.2 A mass spectrum of MoxOy clusters reaching the Faraday cup in the UHV 

analysis chamber. 
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Figure 2.3. Schematic picture of the two levels of the UHV analysis chamber: lower (a) 

and upper (b).   
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(a) (b) 

Figure 2.4. Schematic energy diagram for the 2PPE process. 
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Chapter 3. Theoretical study of methanol synthesis from CO2 

hydrogenation on Cu clusters and Cu(111) 

This section was published in Phys. Chem. Chem. Phys. 2010, 12, 9909.  

3.1. Introduction 

To improve the performance of current Cu-based catalysts for the production of 

methanol from CO2 hydrogenation, extensive experimental
18-29

 and theoretical
30-35

 efforts 

have been devoted to understanding the underlying reaction mechanism; however, 

controversies over the mechanism still remain. Traditionally, two possible reaction 

pathways have been proposed. One is the formate pathway
18,19,27,28,36,37

, where the CO2 

hydrogenation leads to formate (HCOO), followed by dioxomethylene (H2COO) and 

formaldehyde (H2CO). The other possible pathway (RWGS + CO-Hydro) involves the 

reverse water-gas-shift (RWGS) reaction, where CO2 is converted to CO (CO2 + H2 → 

CO + H2O), followed by CO hydrogenation to methanol (CO + 2H2 → CH3OH) via 

intermediate formyl (HCO) and H2CO
30

. The intermediate H2CO from either pathway 

can be further hydrogenated to methoxy (H3CO) and the product CH3OH. Previous 

studies suggest that CH3OH synthesis proceeds via the formate pathway on Cu 

surfaces
18,19,27,32

, Cu alloy surfaces
32

  and Cu nanoparticles supported on metal oxides 

(ZnO, ZrO2/SiO2)
28,38

. A very recent theoretical study, however,  predicts that the RWGS 

pathway is the main source of methanol on Cu/ZrO2 with only a minor contribution from 

the formate reaction path.
30

  In the latter study, hydrogenation of the HCOO intermediate 

was assumed to be the rate-limiting step
27

 since it was found by postreaction analysis 

(XPS, TPD and HREELS) to be the most stable intermediate on Cu catalysts 
18-20,27

. On 

the other hand, kinetic modeling showed that H2COO hydrogenation was the rate-limiting 
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step
18,33

. More recently, Mavrikakis et al. 
34

 reported that on Cu(111), the CO2 

hydrogenation product HCOO would be further hydrogenated to formic acid (HCOOH) 

rather than H2COO. CH3OH is produced by the subsequent hydrogenation of HCOOH to 

CH3O2, which leads to the formation of H2CO and CH3O via C-O bond scission. On the 

other hand, Mei and coworkers
35

 claimed that HCOOH was most likely to desorb due to 

the weak binding or dissociate back to HCOO with a low barrier. Instead, they proposed 

that CO2 hydrogenation would lead to the formation of hydrocarboxyl (trans-COOH) in 

the presence of H2O. The CH3OH is then produced via the intermediates 

dihydroxycarbene (COHOH), hydroxymethylidyne (COH), hydroxymethylene (HCOH) 

and hydroxymethyl (H2COH).  

In addition to uncertainties in the mechanism, there is also no general agreement as 

to the nature of the active site(s) and the effect of oxide support
2
. Metallic Cu has been 

proposed as the active site for supported catalysts
19,26,33

, while the oxide support is 

thought to help the dispersion of the Cu particles and stabilize the metallic Cu sites
20

. 

Electronic interactions between Cu and the oxide support have been proposed as key to 

catalytic activity and still other studies suggest that the active sites are Cu cations
21

 or the 

Cu-oxide interface
24,39

.  

In this chapter, a theoretical study of the synthesis of CH3OH over extended 

Cu(111) surfaces and unsupported Cu29 nanoparticles will be presented. Previous 

experiment showed that Cu nanoparticles supported on ZnO(000ī) are more active for the 

conversion of CO2 to methanol than Cu(111)
8
. Our main objective is to understand what 

controls the yield of CH3OH when moving from a close-packed Cu surface to a Cu 

nanoparticle.  
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3.2. Theoretical Method 

The unrestricted density functional calculations were conducted using the code 

DMol
3
 which allows the study of molecular systems and periodic surfaces.

 40,41
. The 

generalized gradient approximation proposed by Perdew and Wang
9
 was employed for 

the exchange and correlation functional.  The electron-ion interaction was described 

using effective core potentials. The wave functions were expanded in terms of a double-

numerical basis set with a polarization d-function on all non-hydrogen atoms. A global 

orbital cutoff of 5.5 Å was used. The Cu(111) surface was modeled by a three-layer slab 

with a (3×3) unit cell, separated by a 15-Å-thick vacuum layer. The bottom two layers of 

atoms were fixed in their optimized bulk positions while the top layer was allowed to 

relax together with the adsorbates. Brillouin-zone integrations were performed on a grid 

of 4×4×1 Monkhorst-Pack
11

 special k-points. The Cu29 nanoparticle was allowed to fully 

optimize with no symmetry constraints. Instead of characterizing the transition state (TS) 

by frequency calculations,  in this study, TS were identified by synchronous transit 

methods
42

, which yield results close to those obtained by eigenvector following methods. 

The Linear Synchronous Transit (LST) was performed to bracket the maximum between 

the reactants and products, followed by repeated conjugate gradient minimizations and 

the Quadratic Synchronous Transit (QST) maximizations until a transition state was 

located. The convergence thresholds were set as that the root mean square (rms) forces on 

the atoms were smaller than 0.002Ha/Å.  

3.3. Results and discussions 

3.3.1. Methanol synthesis on Cu29 nanoparticle 
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    Cu29 was considered in our DFT calculations as a model to simulate the Cu 

nanoparticles on ZnO(000ī), assuming that ZnO behaves only as a support and does not 

participate in the reaction directly. According to the experiments, this is a reasonable 

assumption, where the O-terminated ZnO(000ī) was observed covered by carbonate and 

formate after the reaction and both intermediates do not seem to be active to produce 

methanol
8
. Therefore, ZnO was only considered as a support to prevent the sintering of 

copper particles. The Cu29 nanoparticle has a pyramidal structure formed by a 

combination of (100) and (111) faces and a diameter of 1.2 nm (Figure 3.1). According to 

previous studies, this model is valid to capture the effects of the low-coordinated sites 

and the flexibility of the nanoparticle, both of which play essential roles in many catalytic 

processes.
43-45

  

According to our calculations, Cu29 is able to dissociate H2 spontaneously since 

the H-H bond was broken during the geometry optimization. It is not surprising since 

similar behavior was also observed in the previous study of Au29 nanoparticles
43

,  

considering that Cu has been known to be more active than Au towards H2 dissociation
46

. 

The atomic hydrogen binds to the top sites of Cu29 with a binding energy of -0.34eV 

(Figure 3.2). Previous DFT calculations show that CO2 weakly adsorbs on bare 

Cu(111).
47,48

 In presence of adsorbed H, the CO2 molecule, cannot bind to the 

nanoparticle, but instead reacts with H atoms via an Eley-Rideal (ER) mechanism, in 

which gaseous CO2 directly reacts with an adsorbed H atom. Besides, CO2 will not 

physisorb on Cu at the reaction temperature, 573 K. This is consistent with the 

experimental observations that the increase of adsorbed H coverage only hinders the 
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dissociative adsorption of H2 on Cu, but not the adsorption of CO2
49

. Such a mechanism 

was also confirmed by the DFT studies.
50,51

  

    There are two possible pathways for the first hydrogenation of CO2 (Figure 

3.2). One leads to the formation of HCOO (CO2 + H* + * → HCOO**) and the other 

results in HOCO (carboxyl) production (CO2 + H* + * → HOCO**). The HCOO binds 

to the top site of the nanoparticle in a bidentate configuration through two O atoms (η
2
-O, 

O), while the carboxyl binds to the same site with both C and O atoms interacting with 

the nanoparticle (η
2
-C, O). Our results show that the HCOO pathway is energetically 

favored since it is highly exothermic with reaction energy (ΔE) of -1.05 eV and an 

activation barrier (Ea) as low as +0.04 eV. In contrast, the HOCO is much less stable on 

the nanoparticle and the formation reaction is thermoneutral (ΔE= +0.14eV). Therefore, 

CO2 hydrogenation is likely to proceed via the formate pathway.  

Similarly, two possible products were considered for the further hydrogenation of 

HCOO, i.e., H2COO and HCOOH (Figure 3.3). The formation of HCOOH is a highly 

activated step (ΔE = +1.21eV and Ea = +1.90eV); in contrast, the H2COO formation is 

much less endothermic (ΔE = +0.39eV) and the reaction barrier (Ea = +1.34eV) is 0.56eV 

lower than that of the HCOOH formation. The preference for H2COO formation can be 

attributed to the relative stabilities of different binding configurations. Figure 3.3 shows 

that H2COO strongly binds to Cu29 through the two O atoms. In the case of HCOOH, it is 

anchored through only one O atom and the dangling OH of HCOOH points away from 

the nanoparticle. Therefore, as shown in Figure 3.3, the H2COO** conformation on Cu29 

is 0.82eV more stable than HCOOH*, which contributes to a lower activation energy. As 



 

 

30 

 

a result, the reaction prefers to proceed through C-H bond formation rather than O-H 

bond formation.  

    The two possible pathways for the further H2COO hydrogenation were shown 

in Figure 3.3.  The H2COO intermediate can react via either the direct hydrogenation 

(H2COO** + 1/2H2 → H2COOH**) or the H-guided dissociation (H2COO** + 1/2H2 → 

H2CO* + OH*) . The production of H3COO was not included because such species do 

not survive during the geometry optimization. Depending on the different initial 

geometries, it dissociates back into either HCOO and gas-phase H2 or H2COO + H. The 

direct hydrogenation of H2COO is not energetically preferred (ΔE = +0.17eV, 

Ea = +1.69eV), though the H2COOH product species easily dissociates into H2CO and 

hydroxyl (OH) (ΔE = +0.28eV, Ea = +0.44eV). Instead, the direct formation of H2CO and 

OH via the H-guided dissociation is more favorable (ΔE = +0.45eV, Ea = +1.41eV) 

without going through the H2COOH intermediate. The resulting OH fragment is likely to 

combine with an H atom and desorb as gas-phase water under high temperature reaction 

conditions, which releases the Cu top site for further H atom adsorption and 

hydrogenation. The binding configuration of H2CO changes from η
1
-O (Figure 3.3) to η

2
-

C,O (Figure 3.4) to satisfy the tendency of tetravalency of C, by which H2CO binds more 

strongly to the nanoparticle by -0.11eV.  

According to our calculations, the η
2
-H2CO species is likely hydrogenated to η

1
-

H3CO (ΔE = -1.18eV, Ea = +0.11eV), where the C-Cu bond is broken and the H3CO 

binds via an O-Cu bond (Figure 3.4). Hydrogenation to form CH2OH (ΔE= -0.22eV) and 

the H-guided dissociation (H2CO** + 1/2H2 → CH2* + OH*, ΔE = -0.77eV, 

Ea = +1.29eV) cannot compete with it energetically. Finally, CH3OH is produced via 
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H3CO hydrogenation (ΔE = -0.04eV, Ea = +0.88eV). The alternative H-guided 

dissociation of H3CO to produce CH3 + HO has a much higher activation energy (ΔE = -

0.55eV, Ea = +1.58eV; Figure 3.4).  

In summary, the methanol synthesis reaction on a Cu29 nanoparticle proceeds via 

the pathway as follows,  

                           H2 + 2* → 2H*                                               (1) 

                           H* + CO2 → HCOO**                                   (2) 

HCOO** + H* → H2COO** +*                    (3) 

H2COO** + H* → H2CO** + OH*               (4) 

OH* + H* → H2O + 2*                                   (5) 

H2CO** + H* → H3CO* + 2*                        (6) 

H3CO* + H* → CH3OH*  + *                        (7) 

CH3OH* → CH3OH + *                                 (8)  

where “*” represents a free site and “*X” stands for the adsorbed X species. The 

corresponding geometries of TS are displayed in Figure 3.6. During the reaction, Cu29 

stays intact, but interaction with adsorbates induces some structural distortion. The 

flexibility of the Cu29 nanoparticle gives rise to added stability to adsorbate 

conformations that is not seen for the more rigid Cu(111) surface. 

3.3.2.Methanol synthesis on Cu(111) surface 

By comparison to Cu nanoparticles, the synthesis of methanol on extended Cu 

surfaces has been more extensively studied. Hu et al. studied the reaction mechanism on 

Cu(100) using dipped adcluster model (DAM) combined with ab initio Hartree-Fock 

(HF) and second-order Møller-Plesset (MP2).
31

 They identified the reaction intermediates 
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as HCOO, H2COO, H2CO and H3CO, and the rate-limiting step is the hydrogenation of 

HCOO to H2COO (Ea = +0.97eV). On Cu(111), several important elementary steps were 

studied. Mavrikakis et al.
52

 found that on Cu(111), CO2 reacts with H to produce 

bidentate HCOO (Ea = +0.83eV, ΔE = -0.30eV) via a monodentate HCOO intermediate. 

A similar pathway was also identified by Wang et al.
50

 and Mei et al
51

.  In particular, Mei 

et al., showed that HCOO hydrogenation to H2COO (Ea = +1.24eV) is energetically 

preferred over the HCOO decomposition pathway (Ea = +1.70eV). To date, a complete 

theoretical analysis of the reaction pathway for methanol synthesis on Cu(111) has not 

yet been reported.  

               In this study, the complete reaction pathway of methanol synthesis on the 

Cu(111) surface was studied. The geometries of the reaction intermediates and TS are 

displayed in Figure 3.7 and the energetics is shown in Figure 3.5. Molecular hydrogen 

undergoes dissociative adsorption on Cu(111) with an H atom binding energy of -

0.30 eV. The H atoms prefer to reside on the three-fold hollow site on Cu(111), which 

agrees well with previous theoretical studies
53,54

. The corresponding Ea is +0.93eV, and 

the H-H bond distance of the TS is 1.34 Å.  Both the activation barrier and the H-H bond 

length of TS agrees reasonably well with that found by Hammer et al
55

, when considering 

the differences in TS search method employed in the two studies.  

             Similar to the case of Cu29, CO2 cannot adsorb on Cu(111), but  reacts with H 

atoms to form bidentate HCOO via the ER mechanism with ΔE = -0.17eV and 

Ea = +1.23eV. Further hydrogenation of HCOO to form H2COO is endothermic 

(ΔE = +0.70eV) with Ea as high as +1.60eV, where H2COO binds to the surface through 

both of the O atoms. The more energetically favorable reaction with H atoms is the 
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dissociation of H2COO into H2CO and OH species.  The OH species preferentially adsorb 

on the three-fold hollow sites, while the H2CO binds to the surface weakly with a 

calculated binding energy of only -0.01eV. The C-O bond is roughly parallel to the 

surface and the C and O atoms are 3.86 Å above the surface. The reaction is slightly 

downhill (ΔE= -0.14eV) with an Ea = +1.60eV. Further hydrogenation of H2CO leads to 

the formation of CH3O residing on the three-fold hollow sites of the surface (ΔE = -

1.16eV, Ea =+0.69eV), which is eventually hydrogenated to CH3OH (ΔE = -0.06eV, 

Ea = +1.15eV). Our calculations are consistent with previous theoretical work performed 

by Mavrikakis et al.,
56

 who found that H2CO interacts with the Cu surface very weakly 

(binding energy of -0.10eV) and the production of H3CO by H2CO hydrogenation is 

facile (ΔE = -0.97eV, Ea = +0.45eV).  

              Generally speaking, the results from the present calculations on Cu(111) are in 

good agreement with previous theoretical studies, though our calculations tend to yield 

somewhat higher activation barriers. These differences can be attributed to the different 

methods used for the TS search and does not compromise the validity of this study since 

we are primarily interested in the relative energies of one step to another. 

3.3.3. Kinetic analysis for methanol synthesis on Cu29  and Cu(111) 

    The complete energy profiles for the methanol synthesis reaction on Cu29 

nanoparticle and Cu(111) surface are shown in Figure 3.5. The energies are presented 

with respect to a bare nanoparticle or clean Cu(111) surface, a CO2 molecule and three H2 

molecules in gas phase. One can see that the reaction on Cu(111) and Cu29 follows the 

same formate mechanism via the HCOO species and the reaction rate is controlled by the 

same step, i.e., H2COO (TS3) hydrogenation. However, the energies along the reaction 
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pathways differ significantly. Compared to Cu(111), the H atom bonds to Cu29 more 

strongly by occupying the corner sites, which are more flexible and generally considered 

more active than the terrace sites due to their low coordination.
45

 Similarly, the key 

intermediates, HCOO, H2COO and H2CO, are also more stable on Cu29 than on Cu(111) 

by +0.91eV, +1.23eV and +0.63eV, respectively (Figure 3.5). As a result, the 

corresponding activation barrier for the rate-limiting H2COO hydrogenation is lowered 

by 0.19 eV when moving from Cu(111) to Cu29, and therefore a higher activity is 

expected. A similar relationship between binding activity and reaction barrier was also 

observed in our previous study on the WGS reaction on Cu and Au nanoparticles and 

surfaces,
45

 showing that the binding energy of the key intermediate, OH, correlates well 

with the overall WGS activity.  

Similar to previous kinetic studies,
45,57-59

 we also considered the barrier of the 

rate-limiting step along the reaction pathway, Ea
h
, as a descriptor to estimate the relative 

catalytic activity. On both Cu29 and Cu(111), Ea
h
 corresponds to the energy difference 

between dioxomethylene (H2COO* + 2H2(g), Figure 3.5) and the transition state for 

H2COO hydrogenation (TS3, Figure 3.5). For the synthesis of CH3OH on Cu(111), Ea
h
 

equals to  +1.60 eV, while it is lowered to +1.41eV in the case of Cu29. Using the 

Arrehenius rate expression, rate ~ e
-Ea/kT

, and assuming the same  pre-exponential 

factor for reactions on both Cu29 and Cu(111), the differences in activation energies 

imply a methanol production rate that is ~ 50 times faster on Cu29 than on Cu(111). The 

calculated increase in rate agrees very well with experimental results, showing that rate 

increase on going from Cu(111) and ZnO-supported Cu nanoparticles
8
. Note, as 

documented by Stoltze, et al.,
60

 the measured apparent activation energy and the barrier 
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of the rate-limiting step calculated from DFT cannot be compared quantitatively, while 

the qualitative comparison of the variation from Cu(111) to Cu particles is more 

meaningful, which is our interest here. Two factors contribute to the enhanced ability of a 

Cu nanoparticle to convert CO2 to methanol. As shown in Figure 3.5, compared with 

Cu(111), the reactants, intermediates, transition states and products are more stable at the 

low-coordinated sites of Cu29. For CO2 hydrogenation to methanol, our calculations 

shows that the slow kinetics on Cu(111) is associated with low stability of H2COO and 

H2CO. Given that, the number of active low-coordinated sites is of great importance to 

the overall activity. In addition, the structural flexibility of Cu29 contributes to stabilize 

the intermediates and transition states on the surface. One can see that both factors must 

be taken into consideration when dealing with the reactions on metal particles.  

3.3.4. RWGS and CO hydrogenation reaction on Cu29 nanoparticle 

Besides methanol synthesis, the RWGS reaction also occurs over the same 

catalyst and under the same conditions simultaneously. Campbell et al.
20

 suggested that 

the RWGS reaction was roughly 3 orders of magnitude faster than methanol synthesis 

over Cu(110) at a total pressure of 5.1 bar (CO2 : H2 = 1 : 11).  Similar kinetics were  also 

observed on polycrystalline Cu
26

. To understand the effect of RWGS in the methanol 

synthesis reaction over Cu nanoparticles, we also considered the catalytic activity of Cu29 

for RWGS in this study.  

The reaction mechanism of WGS on Cu29 nanoparticles were reported 

previously
45

.  Therefore, the intermediates involved in the RWGS reaction on the Cu29 

nanoparticle and the relative energetics are also known based on the principle of 

microscopic reversibility. Again, the active sites for the RWGS on Cu29, is the low-
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coordinated Cu sites. This agrees well with recent studies of WGS reaction on Cu(321), 

where the presence of step sites affects the activity of WGS and hence the RWGS 

significantly.
61

  

 As shown in Figure 3.8, for the RWGS reaction on Cu29, the activation energy for 

the rate-limiting step , Ea
h
, corresponds to the energy difference between CO* + H* + 

OH* + 2H2(g) and TS3. Compared with methanol synthesis on Cu29, Ea
h
 for the RWGS is 

0.27eV lower (Ea
h
(RWGS) = +1.14eV).  The estimated reaction rate of RWGS is ~10

3
 

per second per site
 
at T= 573K, which is two orders of magnitude larger than that for 

methanol synthesis reaction. This also agrees with experimental observations
8,20,26

 that 

show that CO2 hydrogenation over a Cu catalyst produces a significant amount of CO.   

The question that now arises is why the CO produced from the RWGS reaction is 

a terminal product and does not react with hydrogen? To address this question, the 

hydrogenation of CO on Cu29 was also studied.  Two possible products were considered 

for the first step CO hydrogenation: HCO and COH (Figure 3.9). The production of HCO 

(ΔE= +0.37eV, Ea= +0.40eV) is energetically more favorable than the highly 

endothermic COH production (ΔE= +0.94eV). The further hydrogenation of HCO leads 

to H2CO (ΔE= -0.42eV, Ea= +0.45eV), rather than HCOH (ΔE= +0.68eV) (Figure 3.9). 

This is not surprising since H2CO binds to the nanoparticle much stronger (η
2
-C,O), 

while HCOH interacts with  the nanoparticle only through the C atom with a dangling 

OH.  

Eventually, the H2CO intermediate will follow the same pathway as shown in 

Figure 3.4 to form CH3OH. Note that Ea
h
 for CO hydrogenation to CH3OH, which 

corresponds to the energy difference between H3CO* + H2O(g) + 1/2H2(g) and TS7 



 

 

37 

 

(Figure 3.8), is not as high as that for CO2 hydrogenation via formate pathway (Figure 

3.5). Considering the fast kinetics of the RWGS reaction as demonstrated above, one 

would expect that the CH3OH synthesis via the RWGS pathway should dominate the 

formate pathway. However, our calculations (Figure 3.8) show that the reverse reaction 

in which CO is hydrogenated to HCO is almost barrierless (Ea = +0.03eV) and there is a 

barrier of +0.45eV to be overcome for the further hydrogenation to H2CO. Hence, the 

HCO intermediate is not stable, and quickly dissociates to CO* and H* before further 

hydrogenation. Since the formation of HCO cannot compete with its decomposition, CO 

from the RWGS reaction becomes a significant product as observed in our experiment. 

This suggests that the hydrogen coverage under reaction condition was not high enough 

to shift the equilibrium of CO* + H*  HCO* + * towards the direction of HCO 

formation since the HCO dehydrogenation is almost barrierless. In fact, HCO has been 

identified as an essential intermediate species in many reactions associated with CO 

hydrogenation on various metals, such as Pd, Pt, Ru, Co, Ni and Rh.
57,62-64

 The stability 

of HCO is identified as a key factor which may affect the overall reaction significantly. In 

the case of Cu, the CH3OH synthesis via the RWGS pathway is hindered by the low 

stability of the HCO intermediate, which eventually dissociates into CO and terminates 

the CH3OH formation via the RWGS pathway.  

Overall, methanol synthesis on Cu from CO2 hydrogenation proceeds via the 

formate pathway. In contrast, the faster RWGS pathway does not lead to the production 

of methanol, but the accumulation of CO, due to the low stability of the CO 

hydrogenation product, HCO, which prefers the H-C bond cleavage on Cu.  The 

flexibility and the active low-coordinated sites of Cu nanoparticles play key roles in the 
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methanol synthesis from CO2 by helping to stabilize key intermediates (HCOO, H2COO, 

H2CO and H3CO), the corresponding transition states and thereby lower the barrier for 

the rate-limiting H2COO hydrogenation. 

3.4. Conclusions 

A theoretical studies was carried out to investigate the methanol synthesis via CO2 

hydrogenation on Cu(111) and unsupported Cu29 nanoparticles. According to our 

calculated results, methanol synthesis on both surfaces follows the formate pathway via 

intermediates HCOO, H2COO, H2CO and H3CO, and the rate-limiting step is H2COO 

hydrogenation. Compared with that on Cu(111), the barrier for the rate-limiting step of 

methanol synthesis reaction on Cu29 is 0.19 eV lower which corresponds to a reaction 

rate ~50 times faster (T = 573K), which is in qualitative agreement with experimental 

measurements of ~15 times
8
. The activity enhancement can be attributed to the flexibility 

and the presence of the active low-coordinated Cu sites in the nanoparticle, which 

significantly stabilize the key intermediates and the corresponding transition states, and 

therefore lower the barrier for the rate-limiting hydrogenation process. These results 

clearly illustrate the need to consider catalyst particle-size effects in methanol synthesis 

reaction.  

The competing RWGS reaction was also considered. Compared to the methanol 

synthesis, the barrier of the slowest step of the RWGS is calculated to be -0.27 eV lower, 

with a corresponding reaction rate that is faster by a factor of ~10
2
 at T= 573K. This is 

consistent with experimental observations, showing that the RWGS reaction is 2-3 orders 

of magnitude faster and that the dominant product on Cu catalyst is CO rather than 

methanol
8
. Our calculations indicate that methanol production from CO hydrogenation 
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via the RWGS pathway is hindered by the first hydrogenation of CO to HCO. The latter 

is not stable on Cu and prefers to dissociate into CO and H. Therefore, the faster RWGS 

only leads to the accumulation of CO, rather the methanol formation.  
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Figure 3.1.   Structure for Cu29 nanoparticle 
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Figure 3.2. Possible reaction pathways for CO2 hydrogenation on Cu29 (Big brown: Cu; 

small white: H; small red: O; small grey: C) 
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Figure 3.3. Possible reaction pathways for formate and dioxomethylene hydrogenation on 

Cu29 (Big brown: Cu; small white: H; small red: O; small grey: C) 
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Figure 3.4. Possible reaction pathways for formaldehyde and methoxy hydrogenation on 

Cu29 (Big brown: Cu; small white: H; small red: O; small grey: C) 
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Figure 3.5. Potential energy diagram for the methanol synthesis reaction on the Cu(111) 

surface and Cu29 nanoparticle, where thin bar represents the intermediates and thick bar 

represents the transition states. The upper diagram (in red) corresponds to Cu(111) and 

the lower diagram (in black) corresponds to Cu29. 
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Figure 3.6. Structures of intermediates and transition states (TS) involved in the methanol 

synthesis reaction on the Cu29 nanoparticle  (Big brown: Cu; small white: H; small red: 

O; small grey: C) 
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Figure 3.7 Structures of intermediates and transition states (TS) involved in the methanol 

synthesis reaction on the Cu(111) surface (Big brown: Cu; small white: H; small red: O; 

small grey: C) 
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Figure 3.8. Potential energy diagram for the methanol synthesis reaction via RWGS 

pathway on the Cu29 nanoparticle, where thin bar represents the intermediates and thick 

bar represents the transition states. 
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Figure 3.9. Possible reaction pathways for CO hydrogenation on Cu29 (Big brown: Cu; 

small white: H; small red: O; small grey: C)  
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Chapter 4. Theoretical study of methanol synthesis from CO2 

hydrogenation on metal-doped Cu(111) surfaces 

This section was published in J. Phys. Chem. C, 2012, 116 (1), 248. 

4.1. Introduction 

Two conventional reaction pathways have been proposed for methanol synthesis 

reaction from CO2 hydrogenation over Cu-based catalysts.  One is the formate 

pathway
18,19,27,28,36,37

, where the reaction proceeds through the formation of HCOO, 

H2COO, H2CO, H3CO and the final product, CH3OH. The other possible pathway 

(RWGS + CO-Hydro) involves the reverse water-gas-shift (RWGS) reaction, where CO2 

is converted to CO (CO2 + H2 → CO + H2O) through HOCO intermediate, followed by 

CO hydrogenation to methanol (CO + 2H2 → CH3OH) via intermediate formyl (HCO) 

and H2CO
30

. More recently, Mavrikakis et al. 
34

 reported a modified formate pathway on 

Cu(111). It also starts with the HCOO formation, while different from traditional 

formate, the HCOOH was formed rather than H2COO. Instead of desorption, HCOOH is 

further hydrogenated to form H2COOH. The subsequent reaction steps overlaps with 

traditional formation pathway to produce H2CO and CH3OH.  On the other hand, Mei and 

coworkers
35

 proposed a H2O-mediated mechanism. The H source for hydrogenation is 

from H2O, while one of the O-H bonds in H2O breaks and the H reacts with the adsorbed 

CO2 to form HOCO, while the remaining OH group reacts with the surface H to produce 

H2O. The produced HOCO is further hydrogenated into dihydrocarbene (COHOH) by O-

H bond formation. The further dissociation of COHOH leads to the formation of COH 

and finally CH3OH via the intermediates HCOH and H2COH.   
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This chapter mainly focuses on the effect of metal dopants on Cu(111) to the two 

traditional pathways. The reaction network scheme of the two pathways is displayed in 

Figure 4.1. Our previous study
8
 showed that on the Cu(111) surface,  CH3OH synthesis 

from CO2 and H2 through the formate pathway is limited by the high barrier for 

hydrogenation of HCOO and H2COO. The alternative RWGS + CO-Hydro pathway is 

hindered by the hydrogenation of CO and formyl (HCO). Instead of further 

hydrogenation, CO prefers to desorb from the surface and HCO favors to dissociate back 

to CO and H. Thus, an extensive amount of CO was observed desorbing from the 

catalysts experimentally and the methanol yield on Cu(111) was low.
8
 To improve the 

catalytic performance, a promoter is needed to lower the barriers for HCOO and H2COO 

hydrogenations and therefore enhance the production of CH3OH via the formate pathway. 

Similarly, CO and HCO should be stabilized so that CO can be further hydrogenated to 

CH3OH. In particular, accelerating the conversion of CO and HCO to CH3OH seems to 

be more effective on Cu, which is a much faster reaction than the CH3OH synthesis via 

the formate pathway.
8

  

Alloys have been extensively used to improve the alcohol synthesis and syngas 

conversion
65-68

. However, so far there is no systematic study of the promoting effect of 

alloying on CH3OH synthesis. In this study, the effect of doping Ni, Pd, Pt, Rh and Au on 

the CH3OH synthesis from CO2 and H2 on Cu(111) was investigated.  Previous 

experimental studies
69-71

 have proposed that compared with the clean Cu(100) surface, 

the Ni modified Cu(100) surface displayed a superior catalytic activity with respect to the 

CH3OH synthesis from a mixture of CO, CO2 and H2. Such enhancement was attributed 

to the capability of Ni to promote CH3OH production by activating CO2
72

 and stabilizing 
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the intermediates due to the higher oxygen affinity of Ni compared to Cu. Later, a 

theoretical study by Nørskov et al. 
73

 also suggested that CH3OH synthesis from CO and 

H2 could take place on the Ni(111) surface. Pd and Pt were also considered as potential 

dopants to enhance the CH3OH production from direct CO hydrogenation because CO 

binds more strongly on Pd and Pt compared to Cu
74

. A stronger CO binding on PdCu 

alloy compared with Cu was observed in the previous DFT study
75

. Moreover, both Pd 

single crystal
76

 and oxide supported Pd catalysts
77-80

 have been shown to be catalytically 

active towards CH3OH synthesis from CO hydrogenation. Rh is known as an active 

catalyst for CO and CO2 hydrogenation even though the selectivity towards CH3OH is 

low
81-83

. The hydrogenation of CO and CO2 on Rh catalysts tends to form ethanol
58,84

 and 

hydrocarbons
80,85

. However, by alloying with Co
86,87

 or doping with alkali and alkaline 

earth oxides
88

, the CH3OH selectivity can be improved. Similar as the case of PdCu alloy, 

previous studies
89,90

 showed that CO preferred to bind to Rh sites on the RhCu alloy and 

the binding of CO to RhCu was stronger than that to Cu. For the purposes of comparison, 

Au was also included as a possible dopant in this study.  

In this study, density functional theory (DFT) calculations were first performed to 

determine the reaction mechanisms on the Cu(111) surface doped by metals, providing 

more insight into the effects of doping on the preference of reaction pathways, the 

possible intermediates and transition states.  To further elucidate the reaction kinetics, a 

KMC study based on the DFT results was also carried out. The KMC simulation is able 

to properly evaluate the surface chemical kinetics by combining the accurate description 

of the elementary steps from the DFT calculations with an account for their statistical 

interplay
91

. The results of such simulation include the rate of each elementary step at any 
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time so that it can be used to evaluate the catalytic activity by averaging the rate during 

steady-state operation. In the present study, the KMC study was conducted to estimate 

the CH3OH yield under experimental conditions.  A sensitivity analysis based on the 

KMC simulation also allows us to identify the descriptors which can describe the 

catalytic activity and therefore are useful for the rational design of better of Cu-based 

catalysts for CH3OH synthesis. 

4.2. Theoretical method 

The unrestricted DFT calculations were conducted using the code DMol
3 18,19

. 
 
The 

generalized gradient approximation proposed by Perdew and  Wang
9
 was employed for 

the exchange and correlation functional. The core-electron interaction was described by 

the effective core potentials. The wave functions were expanded in terms of a double-

numerical basis set with a polarization d-function on all non-hydrogen atoms. The global 

orbital cutoff was 5.5Å. A three-layer slab with a (3×3) unit cell was used to model the 

doped Cu(111) surface, which has been shown to be thick enough to well  describe the 

CO2 hydrogenation on the Cu surfaces. In addition, the surface segregation was not 

considered in the present calculation. It has been shown that among all the dopants, Pd, Pt 

and Au prefer to stay in the surface of Cu(111), while Ni and Rh favor the bulk
92

. 

However, according to the experiments by Chorkendorff et al. 
69-71

, the active adsorbates, 

such as CO, are able to pull the Ni atom out to the surface under CH3OH synthesis 

conditions. Therefore, the segregation of Ni and Rh into the bulk was not included in this 

study. Only atoms on the top layer were allowed to relax while the bottom two layers of 

atoms were fixed in their optimized bulk positions. One surface Cu atom was substituted 

by a dopant (Ni, Pd, Pt, Rh, Au) atom in each unit cell, corresponding to a dopant 
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coverage of 1/9ML. The transition state (TS) was located by synchronous transit methods 

42
. The Linear Synchronous Transit (LST) was conducted to bracket the maximum 

between the reactants and products, followed by repeated conjugate gradient 

minimizations and the Quadratic Synchronous Transit (QST) maximizations until a 

transition state was located. The convergence thresholds were set as that the root mean 

square (rms) forces on the atoms were smaller than 0.002 Ha/Å. Such methods yield 

results close to those obtained by eigenvector following methods. The KMC simulation is 

conducted with Kinetix, a software recently implemented in Material Studio 5.0
93

.  

4.3. Results and discussion 

In the present study, DFT calculations were first performed to determine the 

intermediates and transition states (TS) for CH3OH synthesis from CO2 and H2 via both 

the formate and the RWGS + CO-Hydro pathways. Previous experiments
8,18-20

 observed 

a large amount of HCOO produced on Cu nanoparticles and surfaces during CH3OH 

synthesis reaction. Our previous DFT studies also showed that HCOO formation was 

promoted by the low-coordinates sites present in the Cu nanoparticles with an activation 

barrier as low as +0.14eV.
8
 Although our calculations show the activated formation of 

HCOO on Cu(111), the barrier seems to be readily overcome under the experimental 

conditions associated with high pressures and temperatures according to the 

experiments.
7-9,23

 Therefore, it is reasonable to conclude that HCOO formation on Cu 

catalysts is facile and methanol synthesis is hindered by some other sequential steps. In 

this study, we used the metal-doped Cu(111) surfaces as a simplified model to study the 

promoting effect of alloy on the more difficult steps during the reaction.  Therefore, we 

skipped this step on the metal-doped Cu(111) surfaces and focused on the subsequent 



 

 

54 

 

hydrogenations of HCOO to CH3OH. According to the experiments
8,26

, CO is another 

main product under reaction conditions. Since Cu(111) is catalytically active towards the 

conversion of  CO2 to CO via the RWGS reaction,
8
 only the subsequent steps associated 

with the direct CO hydrogenation to CH3OH were considered here. In the following 

discussion, the results on doped surfaces will be compared to those on Cu(111), which 

have been partly reported in our previous study
8
.  

4.3.1. Reaction mechanism  

4.3.1.1. Ni/Cu(111) 

The potential energy diagrams for CH3OH synthesis on Ni/Cu(111) via the 

formate and RWGS+CO-Hydro pathways are shown in Figure 4.2 and the geometries of  

the reaction intermediates and TS are displayed in Figure 4.3. Our calculations show that 

along both pathways, the presence of Ni alters the energetics of the intermediates and TS 

involved in the case of Cu(111). Following the formate pathway, HCOO binds to 

Ni/Cu(111) in the bidentate configuration with one O residing on top of a Ni atom while 

the other one resides on top of a Cu atom (η
2
-O, O, Figure 4.3). The adsorption 

configuration is similar to that on Cu(111), yet the binding of HCOO on Ni/Cu(111) is 

0.37eV more stronger due to the direct Ni-O interaction. As a result, the activation barrier 

(Ea) of HCOO hydrogenation (HCOO* + 1/2H2 → H2COO*, Ea = +1.39eV, where “X*” 

represents an adsorbed species on the surface) is higher than that of Cu(111) by 0.30eV. 

The product H2COO also anchors through the two oxygen atoms (η
2
-O, O, Figure 4.3), 

with one O atom binding to the Cu-Cu bridge site and the other one binding to the Ni-Cu 

bridge site. For the dissociative hydrogenation of H2COO (H2COO* + 1/2H2 +* → 
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H2CO*+ OH*) on Ni/Cu(111),  Ea = +0.69eV, which is 0.91eV lower than the 

corresponding barrier on the Cu(111) surface.  

For the CO hydrogenation pathway, our previous study
8
 and the work from Mei et 

al.
35

 have shown that CO prefers to desorb from Cu rather than to undergo further 

hydrogenation to HCO, which favors dissociation back to CO and H. Both steps hinder 

the CH3OH synthesis from CO hydrogenation on Cu and experimentally, a large amount 

of CO was observed under CH3OH synthesis conditions.
8
 According to our present 

calculations, the doping of Ni helps to stabilize CO and improve the corresponding 

hydrogenation processes. CO binds Ni/Cu(111) on top of the Ni site (Figure 4.3), 

stronger than that on Cu(111) by 0.94eV. The hydrogenation of CO yields HCO (CO* + 

1/2H2  → HCO*), which is an endothermic reaction (reaction energy, ΔE= +0.77eV) with 

Ea = +0.93eV (Figure 4.2). On Ni/Cu(111), CO hydrogenation is preferred over CO 

desorption since the hydrogenation barrier is 0.73eV lower than for the desorption due to 

the stronger CO binding. In addition, HCO binds on Ni/Cu(111)  via the η
2
-C, O 

configuration (Figure 4.3), which is 0.78eV more stable than that  on Cu(111). The 

further hydrogenation of HCO to H2CO (HCO* + 1/2H2 → H2CO*, Ea = +0.29eV) is 

energetically comparable to the HCO dissociation back to CO (HCO* +*→ H* + CO*, 

Ea= +0.26eV).    

H2CO is produced by both H2COO hydrogenation via the formate pathway, and 

HCO hydrogenation via the RWGS + CO-Hydro pathway. The subsequent hydrogenation 

of H2CO to H3CO (H2CO* + 1/2H2 → H3CO*) is facile on Ni/Cu(111) with Ea as low as 

+0.19eV. Compared with that on Cu(111), H2CO on Ni/Cu(111) is 0.56eV more stable, 

where the C atom directly interacts with Ni, and the O atom interacts with Cu (η
2
-C, O, 
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Figure 4.3). Further hydrogenation of H3CO results in the formation of CH3OH (H3CO* 

+ 1/2H2 → CH3OH*) (ΔE= -0.11eV, Ea = +0.78eV), where CH3OH binding to the Ni site 

through the O atom.  

It is clear that the Ni sites on Ni/Cu(111) stabilize the O-containing intermediates 

and therefore lowers the activation barriers for most of the hydrogenation steps. Most 

importantly, Ni is able to significantly decrease the activation barrier for H2COO 

hydrogenation, which is the rate-limiting step in the formate pathway. Following the 

RWGS + CO-Hydro pathway, Ni stabilizes CO on the surface and promotes the 

hydrogenation of CO to HCO. In both pathways, higher CH3OH yield is expected on 

Ni/Cu(111) compared to Cu(111), which  is consistent with the previous observations on 

Ni modified Cu catalysts.
69-71

.  

4.3.1.2. Pd/Cu(111)  

For the formate pathway, both HCOO and H2COO prefer to bind to Cu sites on 

Pd/Cu(111) and the adsorption configuration is the same as on Cu(111). The stability of 

HCOO and H2COO on Pd/Cu(111) is therefore comparable to Cu(111). Compared to 

Cu(111), Pd/Cu(111)  does not promote the hydrogenation of HCOO (ΔE= +0.72eV, Ea = 

+1.45eV).  However, the H2COO hydrogenation is easier (ΔE= -0.13eV, Ea = +1.36eV) 

with a barrier 0.23eV lower than that on Cu(111).  

For the CO hydrogenation pathway, CO binds on top of a Pd site and the binding 

is 0.49eV more stable on Pd/Cu(111) than that on Cu(111). However, the barrier for CO 

hydrogenation to HCO (Ea = +1.25eV), which binds on top of Pd through a C atom (η
1
-

C), is comparable to that of CO desorption (Ea = +1.21eV). The further hydrogenation of 

HCO on Pd/Cu(111) is almost barrierless (ΔE= -0.24eV, Ea = +0.01 eV). Different from 
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the case of Cu(111) and Ni/Cu(111), the  barrier for HCO hydrogenation on Pd/Cu(111) 

is 0.65eV lower than that of HCO dissociation.  

Again, the hydrogenations of both H2COO and HCO are predicted to  yield H2CO 

on Pd/Cu(111). The binding configuration of H2CO is the same as that on Ni/Cu(111). 

Due to the relatively stronger binding of H2CO by 0.21eV, the subsequent hydrogenation 

(ΔE= -0.86 eV, Ea = +0.42 eV) is easier on Pd/Cu(111) than that on Cu(111). The 

product H3CO, which binds to Cu three-fold hollow sites, is further hydrogenated to 

CH3OH (ΔE= -0.27 eV, Ea= +0.70eV).  

Following the formate pathway, Pd/Cu(111) does not lower the HCOO 

hydrogenation barrier even though the barrier for H2COO hydrogenation is slightly 

lower. However, via the CO hydrogenation pathway, Pd/Cu(111) promotes the HCO 

hydrogenation and therefore higher CH3OH yield is expected.    

4.3.1.3. Pt/Cu(111)  

 The binding configurations of the intermediates on Pt/Cu(111) are the same as 

those on Pd/Cu(111). In addition, the energetics are also similar as those of Pd/Cu(111). 

In the formate pathway, the barrier for the hydrogenation of HCOO and H2COO on 

Pd/Cu(111)  is 0.33 eV and 0.28 eV lower respectively than that on Cu(111).  

In the CO hydrogenation pathway, CO hydrogenation to HCO (ΔE= +0.45 eV, Ea 

= +1.21 eV) is preferred over CO desorption (Ea = +1.38 eV) due to the strong binding of 

CO on top of a Pt site. Moreover, the HCO hydrogenation (Ea = +0.72 eV) is 

energetically comparable to the HCO dissociation (Ea = +0.76 eV).  
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The corresponding barrier for H2CO hydrogenation to H3CO is 0.59eV lower than 

that on Cu(111).  The H3CO hydrogenation to CH3OH is also easier on Pt/Cu(111)  than 

that on Cu(111) with Ea = +0.47eV.  

Pt/Cu(111) seems to promote the CH3OH production via the formate pathway by 

lowering the activation barriers of HCOO and H2COO hydrogenation. In addition, 

Pt/Cu(111) is able to stabilize CO and prevent the CO desorption, which allows for CO 

hydrogenation. Therefore, the CH3OH production via RWGS + CO-Hydro pathway 

should also be facilitated by doping Pt.    

4.3.1.4. Rh/Cu(111)  

The reaction intermediates involved in both pathways bind to Rh/Cu(111) in the 

same configuration as those to Ni/Cu(111). Similar to Ni/Cu(111), the hydrogenation of 

HCOO (ΔE= +0.76 eV, Ea = +1.43 eV) in the formate pathway on Rh/Cu(111) is more 

difficult than that on Cu(111). However, Ea for the hydrogenation of H2COO is lowered 

to +1.28eV, which is 0.32eV lower than that on Cu(111). For the CO hydrogenation 

pathway, CO strongly binds on top of a Rh atom with a binding energy of -2.13eV, which 

effectively prevents the CO desorption. However, the strong CO-Rh interaction also 

hinders the CO hydrogenation, where Ea for HCO dissociation (HCO* + * CO* + H*, 

Ea = +0.08eV) is lower than those for the CO hydrogenation to HCO (Ea = +0.90eV) and 

HCO hydrogenation to H2CO (Ea = +0.36eV). That is, energetically CO seems to be a 

very stable intermediate during the reaction on Rh/Cu(111). The subsequent 

hydrogenations of H2CO (ΔE= -0.53eV, Ea = +0.13eV) and H3CO (ΔE= -0.37eV, Ea = 

+0.19eV) are both facile on Rh/Cu(111).  
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Rh/Cu(111) does lower the barriers for the hydrogenations of most intermediates 

except for HCOO. CO is stabilized on Rh/Cu(111) with the strongest binding energy 

among the studies surfaces. However, it seems that CO-Rh interaction is too strong to 

favor the further CO hydrogenation to H3COH.  

4.3.1.5. Au/Cu(111)  

On Au/Cu(111), all the intermediates prefer to adsorb on the Cu sites instead of  

interacting with Au. Therefore, the number of active sites decreases by doping Au 

(ensemble effect)
94

, which is not surprising since Au is less active than Cu. The 

intermediate configurations are the same as those on Cu(111). The binding of the 

intermediates on Au/Cu(111) is either comparable to or even weaker than that on 

Cu(111) along both pathways due to the strain introduced by doping Au, which 

deactivates the Cu sites (ligand effect).
92,94

 The hydrogenations of HCOO (ΔE= +0.66eV, 

Ea = +1.55eV) and H2COO (ΔE= -0. 10eV, Ea = +1.65eV) on Au/Cu(111) are more 

difficult than those on Cu(111). CO binds to Au/Cu(111) with a binding energy of -

0.63eV, which is 0.09eV lower than that to Cu(111). The further CO hydrogenation is not 

preferred since the barrier is 0.29eV higher than that of CO desorption. The energetics of 

HCO dissociating back to CO (ΔE= -0.54eV, Ea = +0.38eV) are comparable to that of 

HCO hydrogenation to H2CO (ΔE= -0.57eV, Ea = +0.43eV). Any H2CO produced would 

be further hydrogenated to H3CO (ΔE= -1.03eV, Ea = +0.46eV) and finally to CH3OH 

(ΔE= -0.29eV, Ea = +1.41eV).  

According to the calculated energetics, Au/Cu(111) would appear to be a poorer 

catalyst than Cu(111). The intermediates bind more weakly on Au/Cu(111), and it neither 

facilitates the hydrogenation steps, nor does it stabilize CO or HCO. Such results are 
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expected since Au is inert and the strain introduced by doping Au deactivates the Cu 

atoms on the surface
92

.  

4.3.2. KMC simulations and the sensitivity analysis  

  In previous sections, the energetics for CH3OH synthesis along different 

pathways on doped Cu(111) surfaces have been addressed, which provide a better 

understanding of the doping effects on the thermodynamics. In this section, we will 

investigate how the energetics would affect the kinetics of the reaction. How do the 

different dopants affect the preference of the reaction pathways and the CH3OH yield? 

What are the key kinetic parameters or descriptors, being able to describe the catalytic 

activity of Cu-based catalysts towards CH3OH synthesis?  To answer these questions, a 

KMC calculation and a sensitivity analysis were conducted.  

4.3.2.1. KMC simulations 

The elementary steps included in the KMC simulation are summarized in Table 

4.1, where both formate and the RWGS + CO-Hydro pathways are included and the 

coadsorption of the reactants for each step is considered. For the conversion of CO2 to 

CO via the RWGS reaction on all the surfaces, the reaction energies and activation 

barriers on Cu(111) calculated by Mavrikakis et al
52

 were adopted. In addition, the HCO 

dehydrogenation (R6), the reverse reaction of R5, was also included explicitly, because 

our previous studies have shown the significant effect of  competition between HCO 

dissociation and HCO hydrogenation on the methanol synthesis on Cu.
8
 For all the 

surface reactions, the prefactor 1.0×10
13

s
-1

 was used. In the KMC simulations, the 

reactions conditions were chosen to be T=650K with PH2/PCO2=9:1. In this study, the 
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reaction rate of each elementary step was calculated by averaging the rate during the 

simulation time (60 seconds). 

To estimate the catalytic activity towards CH3OH synthesis, the reaction rate of 

CH3OH desorption (R13, Table 4.1) was calculated. Among all the doped surfaces 

studied here, there is an increase of CH3OH synthesis reactivity in the sequence: 

Au/Cu(111) < Cu(111) < Pd/Cu(111) < Rh/Cu(111) < Pt/Cu(111) < Ni/Cu(111) (Figure 

4.4). Au/Cu(111) is worse than Cu(111) since Au is not an active site in the reaction. 

Doping Au deactivates the Cu sites on Au/Cu(111) due to both ensemble and ligand 

effects (see Section III.1.5). However, Pd, Rh, Pt as well as Ni promote CH3OH 

production on Cu(111) . Under our reaction conditions, the CH3OH production rates on 

the doped surface are 2.5, 4.2, 5.2 and 7.5 times of that on Cu(111), respectively. 

The KMC simulations can also help in revealing the preference of reaction 

pathway. Both the formate and the RWGS + CO-Hydro pathways go through the same 

intermediate H2CO to the final product CH3OH. Therefore, in our simulations, the 

reaction rates of H2CO formation from R7 and R10 in Table 4.1 are considered to 

represent the CH3OH yield from the RWGS + CO-Hydro pathway and the formate 

pathway, respectively. Figure 4.5 shows the ratio of CH3OH production rate from the two 

different pathways on all the surfaces studied. Doped with inert Au, as demonstrated in 

Section III.1, all the reactions take place at the Cu sites of Au/Cu(111). In both 

Au/Cu(111) and Cu(111), the formate pathway dominates the reaction, though the Cu 

sites are deactivated by doping Au. By contrast, the RWGS + CO-Hydro pathway plays a 

more important role on Pd, Rh, Pt and Ni doped Cu(111) surfaces, even though both 

pathways contribute to the overall production of CH3OH. The CH3OH yield via the 



 

 

62 

 

RWGS + CO-Hydro pathway is 1.1 for Pd/Cu(111), 2.9 for Rh/Cu(111), 2.1 for 

Pt/Cu(111) and 1.3 for Ni/Cu(111) times of that via the formate pathway. The Cu(111) 

surfaces doped with the active metals are able to stabilize the surface adsorbates, in 

particular, CO and HCO, and therefore promote the CH3OH synthesis via the RWGS + 

CO-Hydro pathway. Our results imply that accelerating the conversion of CO and HCO 

to CH3OH is the more effective way to improve CH3OH synthesis on Cu-based catalysts, 

as the RWGS is a faster reaction than the CH3OH synthesis via the formate pathway.
8
 

4.3.2.2. Sensitivity analysis  

Effort was also devoted to identifying the key factors that control the CH3OH 

yield via different pathways. On the basis of the KMC simulation on Cu(111), a 

sensitivity analysis
58

   was carried out, where the activation barrier of each elementary 

step was varied arbitrarily and independently. Namely, the activation barrier of only one 

step is changed while keeping all the others the same. In this way the sensitivity of the 

CH3OH production rate to each activated elementary step can be evaluated. Among all 

the elementary steps which have been tested, the CH3OH production rate is most 

sensitive to the H2COO hydrogenation (R10), the CO desorption (R4) and the CO 

hydrogenation (R5).  

As shown in Figure 4.6, the CH3OH production can be improved by decreasing 

the activation barrier of H2COO hydrogenation. Meanwhile, the CH3OH contributed from 

the formate pathway increases accordingly (Figure 4.7). Lowering the activation barrier 

of the rate-limiting H2COO hydrogenation promotes the CH3OH production via the 

formate pathway and therefore increases the overall yield. The results agree well with our 

finding in the doped catalysts. As seen in Figure 4.8, the doped surface with a lower 
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H2COO hydrogenation barrier exhibits a higher CH3OH production rate. The H2COO 

hydrogenation barrier can thus be considered as one of the descriptors to scale the 

catalytic activity of CH3OH synthesis on Cu-based catalysts. 

It is also shown in Figure 4.6 that the catalytic activity strongly depends on the 

activation barrier of CO desorption and hydrogenation. Upon increasing the barrier for 

CO desorption or decreasing the barrier for CO hydrogenation, the rate of CH3OH 

production increases and the contribution from the RWGS + CO-Hydro pathway is 

correspondingly larger (Figure 4.7). This means that a stronger CO binding or a lower 

CO hydrogenation barrier enables faster CH3OH formation kinetics via the RWGS + CO-

Hydro pathway. However, among all the doped surfaces considered in this study, the CO 

hydrogenation barrier does not differ significantly, varying from +0.92eV to +1.25eV. In 

contrast, the dopants do change the CO binding energy considerably. Figure 4.9 shows 

the relationship between the CO binding energy and the relative CH3OH production rate 

on the doped surfaces. Upon going from Ni/Cu(111) to Au/Cu(111) in Figure 4.9, the 

CH3OH production rate decreases along with the decrease in CO binding energy. In the 

case of Rh/Cu(111), it does not show the highest CH3OH production rate even though it 

has the strongest CO binding. As observed in the KMC simulation, the strong CO-Rh 

interaction effectively prevents CO desorption; however, it also hinders the further CO 

hydrogenation to CH3OH (see Section III.1.4). Our KMC results show a buildup of CO 

on Rh/Cu(111) during the reaction, which is not seen on any other alloy surface in this 

study. We therefore attribute the decline of activity to CO poisoning the Rh/Cu(111) 

surface. If CO binding to the surface is too strong, the number of available sites for the 

reactions decreases. To verify this argument, we further increased the CO binding energy 
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on Cu(111) by 1.5eV, while keeping all the other barriers the same. A decrease in the 

CH3OH production activity, rather than a further increase as might be expected from the 

trend shown in Figure 4.6, was observed along with an increase of surface CO coverage. 

Hence, the CO binding energy can be considered as another descriptor to scale the 

catalytic activity of CH3OH synthesis on Cu-based catalysts. A good Cu-based catalyst 

should have a moderate CO binding energy, i.e., strong enough to prevent CO desorption 

and weak enough to avoid poisoning of active sites. 

4.4. Conclusions 

 A combined DFT and KMC study was carried out to investigate the effects of 

metal dopants on the catalytic performance of the Cu(111) surface towards the CH3OH 

synthesis via CO2 hydrogenation. Both the formate pathway and the RWGS + CO-Hydro 

pathway were considered in this study. Our results show that Ni, Pt, Pd as well as Rh 

promote the CH3OH synthesis reaction while Au deactivates the reaction. The CH3OH 

production rate was found to increase in the sequence: Au/Cu(111) < Cu(111) < 

Pd/Cu(111) < Rh/Cu(111) < Pt/Cu(111) < Ni/Cu(111).  

The KMC simulations also help in revealing the preferred reaction pathway. On 

Cu(111) and Au/Cu(111), the formate pathway dominates the CH3OH production. 

However, on Pd, Rh, Pt and Ni doped Cu(111) surfaces, the RWGS+CO-Hydro pathway 

plays a more important role even though both pathways contribute to the production of 

CH3OH. Doping these active metals stabilizes the surface intermediates, in particular, CO 

and HCO, and therefore promotes CH3OH synthesis via the RWGS + CO-Hydro 

pathway. 
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On the basis of the sensitivity analysis, two descriptors are proposed to describe 

the catalytic activity of Cu-based catalysts for CH3OH synthesis from CO2 

hydrogenation. One is the activation barrier for H2COO hydrogenation. With a lower 

barrier for H2COO hydrogenation, the catalyst should exhibit better activity towards the 

CH3OH synthesis reaction. The other is the CO binding energy. On one hand, the CO 

should bind to the catalyst strong enough so that CO can be hydrogenated to CH3OH 

before desorption; on the other hand, it should be weak enough so that CO poisoning on 

the active sites can be avoided. Therefore, an ideal Cu-based catalyst towards CH3OH 

synthesis should be able to hydrogenate H2COO easily and bond CO moderately, being 

strong enough to favor the desired CO hydrogenation rather than CO desorption, but 

weak enough to prevent CO poisoning. In this way, the CH3OH yield via both the 

formate pathway and the RWGS+CO-Hydro pathway can be facilitated.  
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Table 4.1  The elementary steps included in the KMC simulations. The reaction energies (ΔE) 

and activation barriers (Ea) are reported in the unit of eV.  
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Figure 4.1. Reaction network scheme of formate pathway and RWGS+CO-Hydro pathway 
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Figure 4.2. Potential energy diagrams for the CH3OH synthesis reaction via the formate and 

RWGS + CO-Hydro pathways on the Ni/Cu(111) surface. The thin bars represent the energy for 

the reactants, intermediates and products. The thick bars stand for the energy for the transition 

states (TS). 
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Figure 4.3. Structures of the intermediates and TS involved in the CH3OH synthesis reaction on 

the Ni/Cu(111) surface (Big brown: Cu; big blue: Ni; small white: H; small red: O; small grey: 

C). The corresponding energy of each configuration was shown in Figure 4.2. 

  

HCOO* TS1 

H2CO*+OH* 

H3CO* 

CH3OH* 

HCO* 

H2COO* 

CO* 

TS2 

TS3 

TS4 H2CO* TS5 

TS6 



 

 

70 

 

 

Figure 4.4 The relative rate of CH3OH production with respect to Cu(111) on the doped surfaces. 
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Figure 4.5. The ratio of CH3OH production rate via RWGS + CO-Hydro pathway (YRWGS+CO-

Hydro) to that via formate pathway (YFormate) on Cu(111) and the doped Cu(111) surfaces. 
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Figure 4.6 Sensitivity of CH3OH production rate on Cu(111) to variation in activation barriers 

for H2COO** + H* → H2CO* + OH* + * (R10),  CO* → CO + * (R4) and CO* +H* → HCO* 

+ * (R5), respectively. Positive ΔEa indicates the increase of the barrier from the original value 

on Cu(111) while negative ΔEa indicates the decrease of the barrier from the original value. 
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Figure 4.7 Sensitivity of the relative contribution of CH3OH from the RWGS+CO-Hydro 

pathway and the formate pathway on Cu(111) to variation in reaction barriers for H2COO** + 

H* → H2CO* + OH* +  * (R10),  CO* + H* → HCO* + * (R5) and CO* → CO + * (R4), 

respectively. Positive ΔEa indicates the increase of the barrier from the original value on Cu(111) 

while negative ΔEa indicates the decrease of the barrier from the original value. 
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Figure 4.8. The relationship between the activation barrier of H2COO** + H* → H2CO* + OH* 

+ * (R10) and the relative rate of CH3OH production with respect to Cu(111) on the doped 

surfaces.  
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Figure 4.9 The relationship between the CO binding energy and the relative rate of CH3OH 

production with respect to Cu(111) on the doped surfaces. 
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Chapter 5. Theoretical study of methanol synthesis from CO2 hydrogenation 

on inverse catalysts: metal oxides supported on Cu(111) 

5.1. Introduction          

Different metal oxides, e.g. ZnO
8,18,32,89-91

, ZrO2
28

, Al2O3
95

 and SiO2
24,28,95-99

,  have been 

used as the support in Cu-based catalysts for the methanol synthesis reaction. The activity of the 

catalysts can be significantly affected by the supports. Even though extensive experimental 

efforts have been devoted to understanding such a support effect, a fundamental understanding is 

still missing due to the complexity of the catalyst components and structures.  

Some theoretical studies have been reported that investigate the reaction mechanisms at 

the Cu-oxide interface by identifying key intermediates, active sites and the dominant reaction 

pathway.  Kakumoto et al. investigated the reaction mechanism on Cu/ZnO
100,101

 and concluded 

that Cu
+
 is the active site and the reaction is dominated by the formate pathway, where the 

reaction happens via intermediates HCOO, H2COO, H2CO and  H3CO.  The RWGS+CO 

pathway, where CO2 is converted into CO by the RWGS reaction followed by CO hydrogenation 

to CH3OH is also possible on Cu/ZnO. But the active site for CO2 conversion to CO is a Cu
0
 site 

while Cu
+
 is responsible for CO hydrogenation. More recently, Cu steps decorated with Zn 

atoms were proposed as the active site for the industrial Cu/ZnO/Al2O3 catalyst
102

. DFT results 

showed Zn promoted the reaction by strengthening the bonding of HCO, H2CO and H3CO due to 

its higher oxophilicity compared with that of Cu. Liu et al. studied the reaction at both the 

Cu/ZrO2 interface
30

  and O-rich Cu/ZrO2 interface
103

 by DFT-based KMC simulations. The study 

showed CO2 can be dissociated into CO and O directly, followed by CO hydrogenation to 

methanol at the Cu/ZrO2 interface. However, such a reaction will be deactivated fast due to the 

blocking of active sites by the oxidative species formed during the reaction. As a result, the O-
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rich Cu/ZrO2 interface is the main active site, where the formate pathway is preferred. The 

reaction rate is controlled by CO2 adsorption and H2CO hydrogenation. The first step of CO2 

hydrogenation was also studied on Cu/Al2O3
104

. The complete mechanism is missing from the 

study but HCOO was proposed to be a key intermediate because HCOO is the product of CO2 

hydrogenation at the interface of Cu on both dry and hydroxlylated Al2O3. 

So far there is not a systematic study trying to understand the effect of different metal-

oxide supports on methanol synthesis activity. Some fundamental questions remain unanswered. 

Do the metal oxides act as bystanders and only serve as supports to disperse the Cu 

nanoparticles? Can the supports participate in the reaction by interacting with the reaction 

intermediates directly or affect the activity indirectly by interacting with Cu to modify the Cu 

oxidation state? What is the nature of the active site? In order to gain some insights into the 

support effect on methanol synthesis activity, a systematic DFT calculation on a series of Cu-

metal oxide interface was carried out.  

Inverse catalysts, i.e., metal oxide particles deposited on Cu(111), were used to model the 

interface structures in this study. They still allow the reactants to interact with the Cu-oxide 

interface sites as in the case of a conventional model catalyst. The chemical properties due to the 

electronic interactions between Cu and metal oxides can also be described in these model 

structures.  Moreover, some inverse catalysts can even exhibit superior activity compared with 

their conventional counterparts due to the exposure of defect sites in the oxide nanoparticles
105

. 

In order to understand the size effect of metal oxide nanoparticles on the reaction mechanism and 

activity, both small metal oxide clusters and long metal oxide chain structures were included in 

this study. Small metal oxide clusters (Ti3O6, Zn3O3 and Mo3O9) were used to simulate the 

relatively small metal oxide nanoparticles. For comparison, long metal oxide chain structures 
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(TiO2, ZnO and MoO3) were also employed to simulate the interface between Cu and relatively 

large metal oxide nanoparticles with bulk-like structures. These models have been successfully 

employed in previous DFT studies in order to understand the reaction mechanisms of water-gas-

shift (WGS) reaction at the Cu-oxide interface
106,107

.  

Both formate pathway and RWGS+CO-Hydro pathway were considered here. As shown 

in the previous chapter,  methanol production on Cu-based catalysts can be promoted either by 

facilitating HCOO and H2COO hydrogenation or improving CO hydrogenation. Therefore, in 

this chapter, we focus on the effect of the metal oxide support on these key steps instead of 

calculating the complete reaction mechanisms. The energetics of HCOO and H2COO 

hydrogenation were considered in order to understand the effect of metal oxide support on the 

formate pathway. Similarly, the energetics of CO hydrogenation to H2CO via HCO were 

calculated to elucidate the metal oxide contribution to the RWGS+CO-Hydro pathway. 

5.2. Theoretical method 

Spin-polarized DFT calculations were carried out using the Vienna ab initio simulation 

package (VASP)
108-110

. The generalized gradient approximation proposed by Perdew and  Wang
9
 

was employed for the exchange and correlation functional. The plane-wave-pseudopotential with 

a cutoff energy of 400eV within the projector augmented wave (PAW)
111,112

 method was used. 

Cu(3p,3d,4s), Zn(3p,3d,4s), Ti(3s,3p,3d,4s), Mo(4p,4d,5s), O(2s,2p), C(2s,2p) and H(1s) 

electrons were treated explicitly as valence states ,while the remaining electrons were kept frozen 

as core states. A Gaussian smearing method with an electronic temperature of kBT=0.05eV was 

performed to obtain faster convergence. The Cu(111) surface was modeled by a four-layer slab. 

The bottom two layers of atoms were fixed in their optimized bulk positions while the top two 
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layers along with the metal oxides were allowed to relax. Brillouin-zone integrations were 

performed on a grid of 3×3×1 Monkhorst-Pack
11

 special k-points. 

    A (5×5) unit cell was used to model metal oxide cluster/Cu(111) structures. The 

vacuum layer is 20Å thick. To describe the electronic structures of Ti in the Ti3O6 cluster 

correctly, the DFT+U
10

 method was used. A U value of 4.5eV was applied to Ti
113,114

, which 

gives a reasonable description of electronic structure of rutile TiO2(110) surface.   

For metal oxide chain/Cu(111) structures, a unit cell of (4×4), (5×4) and (4×3) with a 

14Å thick vacuum layer was employed to describe ZnO/Cu(111), TiO2/Cu(111) and 

MoO3/Cu(111) respectively to minimize the interactions between the metal oxide chains.  

5.3. Results and discussion 

5.3.1. Geometries of metal oxide cluster/Cu(111) and metal oxide chain/Cu(111) 

Figure 5.1 displays the most stable adsorption geometries of the metal oxide clusters 

supported on Cu(111). The cluster adsorption energy is defined as:  

∆Eads=E[cluster/Cu(111)]-E[Cu(111)]-E[cluster(g)].                                  Eq(5.1) 

The adsorption geometries of Ti3O6 and Mo3O9 on Cu(111) are the same as described in the 

previous study
106

. The structure of the gas-phase Zn3O3 cluster is a six-membered ring of 

alternating Zn and O atoms
115

. After deposition, the Zn3O3 cluster is parallel to Cu(111)  and 

~2Å above the surface as seen in Figure 5.1(b). The binding energy of Zn3O3 on Cu(111) is -

2.62eV.  

The detailed structures of metal oxide chains (TiO2, ZnO and MoO3) deposited on 

Cu(111) were described in previous study
107

. The lattice constraint introduced by the metal oxide 

chain is small enough (<2%) to model the interface.  

5.3.2. Formate pathway 
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5.3.2.1. Energetics of HCOO and H2COO hydrogenation on metal oxide cluster/Cu(111) 

The energetics of HCOO and H2COO hydrogenation on metal oxide cluster/Cu(111) are 

shown in Figure 5.2(a). H adsorption energy is calculated by:  

∆Eads=E[2H_cluster/Cu(111)]-E[cluster/Cu(111)]-E[H2(g)].                                 Eq(5.3) 

HCOO adsorption energy is expressed as: 

 ∆Eads=E[2H_HCOO/Cu(111)]-E[2H/Cu(111)]-E[1/2H2(g)]-E[CO2(g)].              Eq(5.4) 

H2COO adsorption energy is expressed is defined as:  

             ∆Eads=E[H_H2COO/Cu(111)]-E[H/Cu(111)]-E[H2(g)]-E[CO2(g)].                       Eq(5.5) 

For comparison, the energetics on Cu(111) from our previous study
116

 were also plotted. The H, 

HCOO and H2COO adsorption energy on Cu(111) is -0.30eV, -0.32eV and +0.23eV respectively.  

The adsorption geometries of the intermediates on Ti3O6/Cu(111) displays in Figure 5.3. 

The adsorption of H atoms disturbs the cluster structure. As seen in Figure 5.3(a), H atoms 

interact with O atoms of Ti3O6 so strongly (∆Eads=-1.49eV) that cluster tilts up and the O-Cu 

bonds break. HCOO binds to Cu(111) in a bidendate configuration (∆Eads=-1.05eV), with one 

atom interacting with Ti directly. The hydrogenation of HCOO to H2COO (∆E= +0.09eV) is less 

endothermic than that on Cu(111). The adsorption of produced H2COO is also stabilized by 

Ti3O6 (∆Eads=-1.26eV). It tilts up to have one O atom interacting with Ti while the other one 

interacting with Cu (Figure 5.3(c)). Instead of being an exothermic step on Cu(111), the 

hydrogenation of H2COO to H2CO and OH is highly endothermic on Ti3O6/Cu(111) 

(∆E=+1.10eV).  

On Zn3O3/Cu(111), the adsorption of H on the clusters is the strongest among the systems 

considered here (∆Eads= -2.54eV). H atoms bind to ZnO so strongly that O atoms of the clusters 

are pulled up (Figure 5.4(a)). HCOO binds at the interface with one O atom bound to Zn and the 
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other to Cu (∆Eads= -0.53eV, Figure 5.13(a)).  The hydrogenation of HCOO is not facile 

(∆E=+1.55eV). The produced H2COO prefers to bind to an interface site also with a similar 

configuration with that on Ti3O6/Cu(111) ((∆Eads= -0.27eV). The further hydrogenation is also a 

mildly endothermic reaction (∆E=+0.39eV). 

On Mo3O9/Cu(111), all the intermediates stay on Cu(111) and away from Mo3O9 (Figure 

5.5). Mo3O9 is inert and the resulted reaction energetics on Mo3O9/Cu(111) are similar to 

Cu(111).  

5.3.3.2. Energetics of HCOO and H2COO hydrogenation on metal oxide chain/Cu(111) 

The energetics of HCOO and H2COO hydrogenation on metal oxide chain/Cu(111) are 

shown in Figure 5.2(b). The adsorption geometries of the intermediates on TiO2/Cu(111) are 

shown in Figure 5.6. The H atoms are strongly bound to those O sites of the cluster chain (∆Eads= 

-1.14eV). HCOO and H2COO prefer to bind to Cu sites and not to interact with TiO2 directly, 

which is different from those on Ti3O6/Cu(111). The bindings of HCOO (∆Eads= -0.51eV) and 

H2COO (∆Eads= +0.21eV) on TiO2/Cu(111) are slightly stronger than those on Cu(111) due to 

the hydrogen bond at the interface (Figure 5.6(a) and 5.6(b)). The hydrogenation of HCOO to 

H2COO is an endothermic reaction (∆E=+1.31eV). Instead of producing H2CO and OH directly 

from H2COO hydrogenation, it is likely that intermediate H2COOH is the direct product of 

H2COO hydrogenation because H2COOH is more stable on TiO2/Cu(111).  Such stabilization is 

due to the interaction of H with the O site of TiO2 via a hydrogen bond.  H2CO and OH will be 

produced from H2COOH dissociation (∆E=+0.72eV).  

For ZnO/Cu(111), H atoms are bound to ZnO strongly (∆Eads= -2.31) such that the O 

atoms are pulled up significantly. HCOO prefers to adsorb on the ZnO chain structure (∆Eads= -

0.66). The O atoms bind to the Zn sites with a bidentate configuration as seen in Figure 5.7(b). 
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The hydrogenation of HCOO would yield H2COO, which is highly endothermic (∆E=+2.12eV). 

H2COO prefers to adsorb at the Cu-ZnO interface, with O atoms binding to Cu bridges sites and 

one of the O atoms interacting with Zn (∆Eads= +0.30eV). The H2COOH structure observed on 

TiO2/Cu(111) was not found here on ZnO/Cu(111). The hydrogenation of H2COO would yield 

H2CO and OH directly (∆E=+0.30eV).  

Different from the inert Mo3O9/Cu(111), MoO3/Cu(111) is very active towards the 

adsorption of H(∆Eads= -1.35eV).  The adsorption of H atoms on MoO3 chain significantly 

distorts its structure (Figure 5.8(b)). Instead of a straight chain structure, MoO3 sits on Cu(111) 

with a ‘zig-zag’ like geometry after H adsorption. However, MoO3 still does not help stabilize 

HCOO and H2COO. HCOO and H2COO binds to Cu sites of MoO3/Cu(111), with a similar 

binding energy as those on Cu(111). The hydrogenation of HCOO to H2COO is mildly 

endothermic (∆E=+0.68eV). The intermediate H2COOH with a similar geometry as that on 

TiO2/Cu(111) was found on MoO3/Cu(111). The dissociation of H2COOH would yield H2CO 

and OH (∆E=+0.61eV). 

5.3.2.3. The effect of metal oxide on formate pathway 

Among all the systems considered in this study, H is significantly stabilized by the both 

metal oxide cluster and metal oxide chain deposited on Cu(111) except for Mo3O9/Cu(111). The 

key step in formate pathway, i.e. H2COO hydrogenation step is highly endothermic and a high 

barrier is expected as a result. This is because the binding of H to the oxide is so strong that it is 

difficult to break the O-H bond for the hydrogenation reaction. Therefore, the promotion of 

methanol production from formate pathway on metal oxide cluster/Cu(111) systems is limited. 

However, H can binds to Cu(111) as well under reaction condition. The hydrogenation by the H 

binding to Cu(111) will be investigated in the future study.  
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5.3.3. RWGS + CO-Hydro pathway 

5.3.3.1. Energetics of CO hydrogenation on metal oxide cluster/Cu(111) 

The energetics of CO hydrogenation to H2CO on metal oxide cluster/Cu(111) were 

calculated and plotted in Figure 5.9(a). For comparison, the energetics on Cu(111) from our 

previous study
116

 were also plotted. For Ti3O6/Cu(111), all the key intermediates i.e., CO, HCO 

and H2CO, prefer to bind at the Ti3O6-Cu interface sites as seen in Figure 5.10. The C atom is 

bound at Cu sites while O interacts with a Ti atom from the cluster. CO is stabilized significantly 

(∆Eads=-1.60eV) at the interface site. The hydrogenation of CO to HCO is less endothermic 

(∆E=+0.52eV) than that on Cu(111). The production of H2CO from HCO hydrogenation is 

exothermic (∆E= -0.16eV).  

The adsorption geometries of the intermediates are shown in Figure 5.11 for 

Zn3O3/Cu(111). Unlike on Ti3O6/Cu(111), CO and HCO do not like to interact with the clusters 

for Zn3O3/Cu(111). CO and HCO adsorb on the Cu sites. The production of HCO is highly 

endothermic (∆E=+1.89eV). The further HCO hydrogenation to H2CO is exothermic (∆E=-

0.46eV). H2CO is stabilized by the interface sites, where the O binds to both Cu and Zn while C 

is bound to Zn and O atoms simultaneously.  

There is no promotion effect observed on Mo3O9/Cu(111). All the intermediates involved 

in the reaction only interact with Cu(111) and stay away from Mo3O9 as seen in Figure 5.12. As a 

result, the energetics of CO hydrogenation to H2CO on Mo3O9/Cu(111) are very similar as that 

on Cu(111).  

As described in the previous chapter, CO binding energy can be used as a descriptor to 

predict the methanol production activity from RWGS+CO-Hydro pathway. Therefore CO 

binding energies on these different systems are compared as seen in Figure 5.13(a). The 
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relationship between CO binding and the methanol production activity obtained in last chapter is 

used here. The CO binding energy on Ti3O6/Cu(111) is within the optimum region. A significant 

promotion of methanol synthesis by Ti3O6 should be expected. The binding is moderate: strong 

enough to prevent CO desorption before hydrogenation and weak enough to prevent CO from 

poisoning the catalyst. However, no significant CO stabilization is observed for the rest of the 

systems.  

5.3.3.2. Energetics of CO hydrogenation on metal oxide chain/Cu(111) 

The energetics of CO hydrogenation to H2CO on metal oxide chain/Cu(111) were 

calculated and shown in Figure 5.9(b). Similar as the case on Ti3O6/Cu(111), the key 

intermediates CO, HCO and H2CO all prefer to adsorb at the Cu-TiO2 interface on TiO2/Cu(111) 

as seen in Figure 5.14. CO sits on a three-fold hollow site of Cu(111) while the O atoms 

interacting with Ti atom in the chain (Figure 5.14(a)). CO binds stronger on TiO2/Cu(111) (∆E=-

0.86eV) than that on Cu(111). The hydrogenation of CO to HCO is endothermic (∆E=+1.08eV). 

The produced HCO binds to the Cu-TiO2 interface with the C atom interacting with Ti and O 

binding to the bridge site of Cu(111) (Figure 5.14(c)). The further hydrogenation of HCO to 

H2CO is mildly endothermic (∆E=+0.09eV). H2CO also prefers the interface site, with a similar 

adsorption geometry as that of HCO (Figure 5.14(d)).  

For ZnO/Cu(111), the optimized geometries of intermediates are shown in Figure 5.15.  

CO prefers to adsorb on Cu(111), away from the ZnO chain structure. HCO production from CO 

hydrogenation is also highly endothermic (∆E=+1.56eV) on ZnO/Cu(111). HCO prefers to 

adsorb at the interface site. Zn stabilizes HCO by interacting with O directly. The further 

hydrogenation of HCO to H2CO is an exothermic reaction (∆E=-0.11eV). The resulted H2CO 
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interacts with the O site of ZnO chain structure strongly to form a tilted-up ‘H2COO’ like 

structure as seen in Figure 5.15(d).  

Similar to the formate pathway, MoO3 cannot help stabilize the O-containing 

intermediates. CO, HCO and H2CO still prefer to bind to Cu(111) sites. The hydrogenation of 

CO to HCO is endothermic (∆E=+0.48eV) and the further HCO hydrogenation is exothermic 

(∆E=-0.27eV).  

CO binding energy on different metal oxide chain/Cu(111) systems are plotted in Figure 

5.9(b). Among all the systems considered here, only TiO2/Cu(111) is able to promote methanol 

production from RWGS+CO-Hydro pathway due to a stronger binding of CO at the interface.  

ZnO and MoO3 should not affect the activity much via RWGS+CO-Hydro pathway. 

5.3.3.3. Metal oxide size effect on RWGS+CO-Hydro pathway 

Particle size cannot affect the activity at the interface of Cu and metal oxide for ZnO and 

MoO3. No promotion effect is observed on the metal cluster/Cu(111) or metal chain/Cu(111) 

structures. However, smaller TiO2 nanoparticles should show a superior activity than their bigger 

counterparts considering that the Ti3O6 cluster stabilizes CO even more than TiO2 chain structure.  

5.4. Conclusion 

DFT calculations were carried out in order to understand the support effect on the activity 

of Cu-based catalysts for methanol production from both the formate pathway and RWGS+CO-

Hydro pathway. Inverse model catalysts were used to model the Cu-metal oxide interface, where 

metal oxide clusters were deposited on Cu(111). To elucidate the size effect of the metal oxide 

nanoparticles, metal oxide chain structure were also employed in this study to model relatively 

larger particles with bulk-like structures.  
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The calculations show that H adsorption is stronger on all the systems except for 

Mo3O9/Cu(111). Metal oxide/Cu(111) cannot promote the methanol production efficiently via 

formate pathway because the H2COO hydrogenation step is difficult. This is due to the strong 

interaction between H and oxide, which makes the further hydrogenation barrier high. H binding 

to Cu(111) directly can also be the H source for hydrogenation reactions. More calculations need 

to be carried out to take H binding to Cu(111) into consideration.   

Among all the systems considered in this study, Ti3O6/Cu(111) should be able to promote 

methanol production from RWGS+CO-Hydro pathway because CO can be stabilized by the 

interface of Cu-Ti3O6. Such stabilization is also observed on TiO2/Cu(111). A better activity 

should be expected on Ti3O6/Cu(111) due to a stronger CO binding. No such promotion effect 

can be expected from the rest of the systems in this study. The stabilization of CO by Ti3O6 is 

due to its unique structure, which has an exposed Ti site for CO to interact with. A calculation on 

the full reaction pathways on Ti3O6/Cu(111) will be carried out in the future to understand the 

reaction mechanism completely.  

 

 

 

 

 

 

 

  



 

 

87 

 

 

 

 

 

 

 

 

 

   (a)                                                                (b) 

 

 

 

 

 

 

 

 

                           

                                                                         (c) 

Figure 5.1. Top view and side view of optimized geometries of metal-oxide cluster/Cu(111): 

Ti3O6/Cu(111) (a); Zn3O3/Cu(111)(b); Mo3O9/Cu(111) (c); (d).  (Brown: Cu; gray: Ti; blue: Zn; 

green: Mo; red: O) 
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Figure 5.2. Reaction energetics of HCOO and H2COO hydrogenation to H2CO on metal oxide 

cluster/Cu(111) (a) and metal oxide chain/Cu(111) (b).  
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                                    (c)                                                                        (d) 

Figure 5.3. Top view and side view of optimized geometries of adsorbates on Ti3O6/Cu(111): 

2H(a);2H+HCOO (b); H+H2COO(c); H2CO+OH(d). (Brown: Cu; gray: Ti; red: O; white: H) 
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Figure 5.4. Top view and side view of optimized geometries of adsorbates on Zn3O3/Cu(111): 

2H(a);2H+HCOO (b); H+H2COO(c); H2CO+OH(d).(Brown: Cu; blue: Zn; red: O; white: H)  
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Figure 5.5. Top view and side view of optimized geometries of adsorbates on Mo3O9/Cu(111): 

2H(a);2H+HCOO (b); H+H2COO(c); H2CO+OH(d). (Brown: Cu; green: Mo; red: O; white: H) 
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Figure 5.6. Top view and side view of optimized geometries of adsorbates on TiO2/Cu(111): 

2H(a); 2H+HCOO (b); H+H2COO(c); H2COOH(d) and H2CO+OH(e). (Brown: Cu; gray: Ti; red: 

O; white: H) 
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Figure 5.7. Top view and side view of optimized geometries of adsorbates on ZnO/Cu(111): 

2H(a); 2H+HCOO (b); H+H2COO(c); H2CO+OH(d). (Brown: Cu; blue: Zn; red: O; white: H) 
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Figure 5.8. Top view and side view of optimized geometries of adsorbates on MoO3/Cu(111): 

2H(a); 2H+HCOO (b); H+H2COO(c); H2COOH(d) and H2CO+OH(e). (Brown: Cu; green: Mo; 

red: O; white 
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Figure 5.9. Reaction energetics of CO hydrogenation to H2CO on metal oxide cluster/Cu(111) (a) 

and metal oxide chain/Cu(111) (b).   
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Figure 5.10. Top view and side view of optimized geometries of adsorbates on Ti3O6/Cu(111): 

CO (a); 2H+CO(b); H+HCO(c); H2CO (d).  (Brown: Cu; gray: Ti; red: O; white: H) 
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Figure 5.11. Top view and side view of optimized geometries of adsorbates on Zn3O3/Cu(111): 

CO (a); 2H+CO(b); H+HCO(c); H2CO (d).  (Brown: Cu; blue: Zn; red: O; white: H) 
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Figure 5.12. Top view and side view of optimized geometries of adsorbates on Mo3O9/Cu(111): 

CO (a); 2H+CO(b); H+HCO(c); H2CO (d).  (Brown: Cu; green: Mo; red: O; white: H) 
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Figure 5.13. CO binding energy on metal oxide cluster/Cu(111) (a) and metal oxide 

chain/Cu(111) (b).  
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Figure 5.14. Top view and side view of optimized geometries of adsorbates on TiO2/Cu(111): 

CO (a); 2H+CO(b); H+HCO(c); H2CO (d).  (Brown: Cu; gray: Ti; red: O; white: H) 
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                             (c)                                                                              (d) 

Figure 5.15. Top view and side view of optimized geometries of adsorbates on ZnO/Cu(111): 

CO (a); 2H+CO(b); H+HCO(c); H2CO (d).  (Brown: Cu; blue: Zn; red: O; white: H) 
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Figure 5.16. Top view and side view of optimized geometries of adsorbates on MoO3/Cu(111): 

CO (a); 2H+CO(b); H+HCO(c); H2CO (d).  (Brown: Cu; green: Mo; red: O; white: H) 
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Chapter 6. Surface dipole and charge transfer at an oxide-metal interface: a 

2PPE study of size-selected metal oxide clusters supported on Cu(111) 

6.1. Introduction 

Metal oxide supported Cu catalysts have attracted considerable attention because they are 

active towards several industrially important reactions, e.g. water-gas-shift (WGS)
117,118

, 

methanol synthesis
2,8

 and methanol steam reforming
116,119

. A synergetic effect has been widely 

reported between Cu and metal oxide supports because the supports can significantly affect the 

overall catalyst activity
2,117

. Besides dispersing the Cu nanoparticles, the support can also 

participate in the reaction directly or affect the activity indirectly by modifying the Cu oxidation 

state
2
. Therefore, a fundamental understanding of interactions at the Cu-metal oxide interface is 

desired in order to tune the catalyst activity as needed.  In this work, inverse catalysts were 

employed to model the Cu-metal oxide interface. Metal oxide nanoclusters were deposited onto 

Cu(111), which is different from the conventional model catalyst, where Cu nanoparticles are 

supported on a metal oxide. The use of such inverse catalysts makes electronic spectroscopy 

measurements possible due to the high conductivity of Cu(111), whereas most of the bulk metal 

oxide single crystals are insulators
120

. Moreover, inverse catalysts can even exhibit superior 

activity compared with its conventional counterpart due to the stabilization of defect sites on the 

oxide nanoparticles
105

.     

In this study, we investigated the interfacial electronic structures of a number of metal 

oxide clusters, Mo3O6, Mo3O9, W3O6, W3O9, Ti3O6 and Ti5O10, deposited on a Cu(111) surface 

using a combination of two-photon photoemission (2PPE) spectroscopy and density functional 

theory (DFT) calculations. Previous DFT calculations on the stoichiometric clusters Mo3O9, 

W3O9, and Ti3O6 showed that activity towards WGS reaction was strongly correlated to `the 
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detailed electronic structures at the Cu-metal oxide interface as a result of charge transfer 

between Cu and metal oxide clusters
106

.  The size-selected cluster beam deposition 

apparatus
121,122

 employed in this work allows us to investigate the same model system as in the 

theoretical study. The charge transfer at the Cu-metal oxide interface was probed by surface 

work function (Φ) measurements using 2PPE, because the work function is very sensitive to the 

surface dipole resulting from oriented adsorbate dipoles and adsorbate-surface charge transfer
123

. 

As shown in our previous study, the density of deposited clusters varies smoothly across the 

surface of the substrate and can be described by a Gaussian distribution
121,122

. By scanning the 

small focused UV laser spot (~250µm) used for 2PPE across the surface, it is possible to 

measure the coverage-dependent local work function from a single deposition. The surface 

dipole moment due to the Cu-cluster interactions can be easily derived from the relationship 

between work function cluster coverage using the Topping model
124

. Both stoichiometric 

(Mo3O9 and W3O9) and “reduced” (Mo3O6 and W3O6) clusters were investigated in this study in 

order to understand the role of metal oxidation state in the interaction between the oxide cluster 

and Cu substrate. Cluster size effects were also addressed by comparing the results for the two 

the stoichiometric clusters, Ti3O6 and Ti5O10.  

6.2. Experimental and theoretical methods 

6.2.1. Experimental setup 

The experiments were carried out using a size-selected cluster beam deposition apparatus, 

as described in our previous studies
121,122

.  The Cu(111) crystal (Princeton Scientific; 11mm 

diameter x 2 mm thick) was mounted on a Mo plate (0.01” thick) by Mo clips and screws to 

ensure optimal thermal and electrical contact. The crystal could be resistively heated by two Ta 

rods (1mm diameter) welded onto the Mo plate. Gold foil was placed between the crystal and the 
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mounting plate to optimize thermal conductivity. The crystal temperature was measured with a 

K-type thermocouple, which was held in a small hole on the edge of the crystal using high 

temperature ceramic cement (Omegabond 600). The Cu(111) crystal surface was routinely 

cleaned by two cycles of  Ar
+
 sputtering (30min at 1keV), followed by annealing (20 min at 

700K) before each measurement. No impurities could be detected on Cu(111) by Auger electron 

spectroscopy (AES) using this cleaning procedure.  

The metal oxide clusters were produced in a magnetron sputtering source. The metal 

targets were sputtered in a gas mixture of ~2% O2 in Ar. The exact O2 ratio was optimized for the 

best yield of each cluster of interest. The produced gas-phase cluster cations were mass-selected 

by a quadrupole filter and deposited onto the cleaned Cu(111) surface. For all the clusters studied 

here, the deposition kinetic energy was measured to be close to 0 eV, assuring soft-landing 

conditions. The total number of clusters deposited onto the surface was obtained by integrating 

the cluster ion current on the crystal during cation deposition.    

The detailed setup for 2PPE experiments was described in our previous studies
123

.  Work 

functions were obtained by one-color 2PPE measurements using the third-harmonic radiation 

(~277 nm, h = 4.48eV) from an ultrafast Ti: Sapphire laser system (Spectra-Physics Tsunami; 

750-900 nm, 100-fs pulse width). The laser pulse was p-polarized at an incident angle of 47.5˚ 

with regard to the surface normal. The beam was focused onto the surface to a spot with an 

estimated diameter of ~250µm. Photoelectrons were detected along the surface normal by a 

hemispherical electron energy analyzer (Specs Phoibos 100). A bias voltage of 4.0eV was 

applied to the crystal to enhance the detection efficiency of secondary electrons with low kinetic 

energy. The same electron energy analyzer was also used for the AES measurement. An electron 

beam of 5keV was used to excite the AES transitions. The crystal was translated along both 
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horizontal (x-axis) and vertical directions (z-axis) during AES and 2PPE measurements in order 

to obtain cluster coverage-dependent density and work function measurements, respectively.  

6.2.2. Theoretical methods 

Spin-polarized DFT calculations were carried out using the Vienna ab initio simulation 

package (VASP)
108-110

 to elucidate the cluster adsorption configurations on Cu(111). The 

generalized gradient approximation proposed by Perdew and  Wang
9
 was employed for the 

exchange and correlation functional. The plane-wave-pseudopotential with a cutoff energy of 

400eV within the projector augmented wave (PAW)
111

 method was used. Mo(4p, 4d, 5s), W(4f, 

5d, 6s), Ti(3s,3p,3d, 4s), O(2s, 2p) were treated explicitly as valence states, while the remaining 

electrons were kept frozen as core states. The DFT+U
10

 method was applied in order to correct 

the tendency to over delocalize electrons in standard DFT methods. A value of U = 4.5eV was 

applied to Ti, which gave a reasonable description of the electronic structures of rutile TiO2(110) 

surface
113,114

. A Gaussian smearing method with an electronic temperature of kBT = 0.05eV was 

applied to obtain faster convergence. The Cu(111) surface was modeled by a four-layer slab with 

a (5×5) unit cell, separated by a 20-Å-thick vacuum layer. The bottom two layers of atoms were 

fixed in their optimized bulk positions while the top two layers were allowed to relax. Brillouin-

zone integrations were performed on a grid of 3×3×1 Monkhorst-Pack
11

 special k-points. The 

initial structures of Mo3O9, W3O9 and Ti3O6 deposited on Cu(111) were taken from our previous 

calculations
106

.  To calculate the configurations of Mo3O6, W3O6 and Ti5O10 after deposition, the 

reported gas-phase Mo3O6
125

, W3O6
125

 and Ti5O10
126

 structures were placed on Cu(111)  and the 

structures were relaxed along with Cu(111) during self-consistent calculations. The charge 

transfer between the clusters and Cu(111) was calculated using Bader analysis program
127

, based 

on Bader’s theory
128

.  
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6.3. Results and Discussion 

6.3.1. Cluster distributions and 2PPE spectra 

To measure the cluster density across the Cu(111) crystal surface, Auger spectra were 

taken at 0.5mm steps along the horizontal (x-axis) and vertical (z-axis) directions. The step size 

is reasonable considering the diameter of the incident electron beam is even smaller (less than 

0.2mm). The area of the O (KLL) peak at ~512 eV was used to quantify the metal oxide cluster 

distribution due to the relatively low Auger sensitivity of the metal elements.  Figure 6.1 shows 

the O (KLL) peak area of Mo3O9/Cu(111) as a function of crystal position along the x-axis as an 

example. As seen in the figure, the cluster distribution can be well described by a Gaussian 

function and the center of deposition can be easily determined by a least-squares Gaussian fit. A 

similar Gaussian distribution is obtained along the z-axis. As a result, the metal oxide cluster 

distribution on Cu(111) can be well described using a two-dimensional Gaussian function. Using 

the measured total number of deposited clusters (N) by integrating the cluster ion current on the 

crystal during cation deposition, the number of clusters (n) within a specific area (S) can be 

easily calculated. If we define the cluster density na as: 

                                                         
 

 
 .                     (6.1) 

The local cluster coverage θ (ML) can be calculated by: 

            (6.2) 

where A is the cross sectional area of the cluster. The cluster area A was estimated assuming a 

circular cross section (elliptical cross section for Ti5O10 due to its asymmetrical structure) and a 

cluster radius derived from our DFT calculations. Figure 6.2 shows the adsorption configurations 

of the metal oxide clusters on Cu(111). Taking the Van der Waals radius of O (1.52Å
129

) into 

account, the metal oxide cluster radii and the corresponding coverage on Cu(111) were estimated 



 

 

108 

 

and listed in Table 6.1. Using the known laser beam size (~250µm diameter) to estimate S, the 

local coverage of metal oxide clusters can then be calculated using Eq(6.2).  

2PPE spectra were taken at 0.25mm steps along the horizontal (x-axis) and vertical (z-

axis) directions. Figure 6.3 shows the 2PPE spectra for the Mo3O9/Cu(111) surface acquired at 

several different positions of the crystal.  The spectra were plotted in terms of final state energy, 

in which the low-energy cutoff position corresponds to the work function. On clean Cu(111), the 

measured work function is ~4.85eV, consistent with previous reported values
130,131

. For the 

photon energy used here (h = 4.48 eV), the Cu(111) surface state (SS), lying 0.4eV below 

Fermi level (EF)
130,131

, and the first image state (IS1), lying 0.8eV below EF
130

, correspond to 

final state energies of 8.56eV and 8.53eV, respectively. These two features are not completely 

resolved in our experiment and correspond to the sharp asymmetric peak at ~8.48eV in our 2PPE 

spectrum of Cu(111). After the deposition of Mo3O9 on Cu(111), photoemission from IS1 and SS 

are quenched. Meanwhile, the low-energy cutoff shifts to a higher final state energy, i.e., a 

higher work function. Work function shift used in this study is defined as:  

                                ∆Φ = Φ[cluster/Cu(111)]-Φ[Cu(111)].                                          (6.3) 

Figure 6.4 shows the work function shift on Mo3O9/Cu(111) as a function of  crystal position 

along the x-axis. The work function shift can also be described by a Gaussian function as seen in 

the figure. The peak position corresponds to the center of deposition. The center of deposition 

from 2PPE and AES should be the same point if we assume the more clusters there are, the 

bigger the work function shift is.  Using the center deposition position as a reference point, the 

local coverage of each data point in 2PPE experiment can be calculated.  
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Similar 2PPE experiments were carried out for the W3O9, Ti3O6, Mo3O6, W3O6 and 

Ti5O10 clusters deposited on Cu(111). Similar to the data in Figure 6.3, all of the clusters studied 

in this work resulted in an increase in work function when deposited on the Cu(111) surface. 

6.3.2. Work function shift and surface dipole  

Figure 6.5 shows the work function shifts as a function of local coverage for all the 

clusters included in this study. The observed increases in work function with increasing cluster 

coverage can be attributed to the introduction of interface dipole moments by the deposition of 

the metal oxide clusters. Because the work function shifts to higher values, the resultant surface 

dipole moment is negative, i.e., pointing towards the surface. Even though the directions of the 

surface dipole moments are the same for all the clusters, the magnitude is strongly dependent on 

the specific cluster. In order to understand such cluster-dependent behavior more quantitatively, 

the Topping model
124

 was employed to analyze the data. The work function shift can be 

described as: 

                                                      
    

  
(  

     

 
 

  
                                             (6.4)                    

where e is the charge of an electron, na is the cluster density,    is the vacuum permittivity, µ is 

the normalized interface dipole moment per cluster, α is the cluster polarizability and   is a 

cluster mobility parameter. The second term in the bracket represents depolarization caused by 

dipole-dipole interaction and effectively reduces the magnitude of the surface dipole at higher 

cluster density. For randomly distributed dipoles on the surface, appropriate to our deposition 

conditions, the value of    is given by the lattice gas model, 132
  

                                                             =  
0.5

.                   (6.5) 

Taking Eq (6.2) and (6.5) into consideration, equation (6.4) can be rewritten in terms of the 

cluster coverage and cluster area as:   
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(  

   

   
 
 

    .                                                  (6.6)                        

The solid lines in Figure 6.5 are the fits of the cluster work function data to Eq(6.6).  The surface 

dipole moments μ extracted from the fits are summarized in Table 6.1. Note that the derived 

dipole moments represent the dipole directed along the surface normal since this is the only 

component that affects the surface work function.  

For Mo3O9/Cu(111), the derived surface dipole moment is 4.52 D. The negative sign 

indicates a dipole pointing towards the surface. The behavior of W3O9/Cu(111) is similar as 

Mo3O9/Cu(111), with a slightly smaller surface dipole moment ( =3.96D). In order to further 

understand the effect of oxidation state on Cu-cluster charge transfer, experiments were also 

performed on Mo3O6/Cu(111) and W3O6/Cu(111), which have formal oxidation states of  +4 

compared to +6 for the M3O9 (M = Mo, W) clusters. The surface dipole moments from these 

reduced clusters are significantly smaller ( =-1.71D for Mo3O6/Cu(111) and  =-2.30D for 

W3O6/Cu(111)) compared with their stoichiometric counterparts. The behavior of the 

Ti3O6/Cu(111) surface is quite distinct, with small work function shifts that are essentially linear 

with cluster coverage. This suggests that the effects of depolarization on the Ti3O6/Cu(111) 

surface are not evident over the coverage range studied in this work ( 1 ML). The small work 

function shifts lead to a correspondingly small surface dipole moment ( = 0.48 D). The 

depolarization effect is not obvious on the Ti5O10/Cu(111) surface either and the derived surface 

dipole is slightly bigger than that on Ti3O6/Cu(111) ( = 0.87 D). 

6.3.3. Origins of the observed surface dipole 

The observed surface dipole can be attributed to different origins: the intrinsic dipole of 

the adsorbates and the dipole associated with the charge transfer between the adsorbate and the 

substrate
133,134

. DFT calculations were employed in this study so that we can identify the 
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dominating origin of our observed surface dipole. Electrostatic potential energy along the surface 

normal from DFT calculation can provide a direct measurement of the system work function and 

interfacial dipole moment
134,135

 because it is the potential an electron experiences when it moves 

in the average field of all the nuclei and other electrons. The overall electrostatic potential of the 

clusters deposited on Cu(111) (           (    ) can be divided into three components as:  

                                                  (        (                      ,                        (6.7) 

where    (     and          are the electrostatic potentials of isolated Cu(111) and cluster. The 

difference between            (     and the sum of    (     and          is attributed to the 

potential due to the charge transfer between the cluster and Cu(111) (       ).          is 

calculated by fixing the geometries of the clusters to the same as those when adsorbed on the 

Cu(111) surface. 

Figure 6.6 shows the calculated average electrostatic potential along the surface normal 

for Mo3O9/Cu(111). The data are plotted such that the vacuum level energy is zero. With the 

known Fermi level energy from calculation, the work function can be derived conveniently.  By 

comparing the work functions of Mo3O9/Cu(111) and Cu(111), the work function shift due to the 

deposition of Mo3O9 can be calculated. The calculated work function of Cu(111) is 4.74eV, 

which is consistent with the experimental results. It shifts higher by 1.46eV as a result of the 

deposition of Mo3O9 (Table 6.1). The increase of work function after deposition agrees well with 

our experimental observations. The dominant factor controlling the work function shift on 

Mo3O9/Cu(111) is the charge transfer potential. It is not surprising considering the highly 

symmetric structure of Mo3O9 (Figure 6.2(a)) and the potential change along the surface normal 

due to Mo3O9 is as small as -0.02eV. By comparison, the charge transfer potential shows a shift 

up by 1.48eV along the surface normal, which indicates a charge transfer from Cu(111) to 
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Mo3O9. The charge transfer direction is also consistent with the Bader charge analysis result, 

which show a charge transfer of 1.40e from the Cu(111) surface to the Mo3O9 cluster (Table 6.1). 

Similar calculations were also conducted on the W3O9, Ti3O6, Mo3O6, W3O6 and Ti5O10 

clusters deposited on Cu(111). The calculated work function shift (∆Φ), potential change along 

surface normal due to cluster (∆Vcluster), potential change along surface normal due to charge 

transfer (∆Vcharge) and bader charge analysis results are listed in Table 6.1.  

As observed experimentally, the behavior of W3O9/Cu(111) from calculation is also 

similar to that of Mo3O9/Cu(111). The calculated work function shift is +1.57eV, slightly higher 

than that of Mo3O9/Cu(111). The dominant origin of the work function shift is also the charge 

transfer from Cu(111) to W3O9. The potential change along surface normal due to charge transfer 

is the same as that on Mo3O9/Cu(111) (∆Vcharge=+1.48eV), which is consistent with the Bader 

charge analysis, showing that charge transfer is nearly the same for Mo3O9 and W3O9 (Table 6.1). 

It is also worth pointing out that the electron affinities (EA) of these two clusters are also very 

close to each other
136

 (Table 6.1).  

The calculated work function shift on Mo3O6/Cu(111) is +0.20eV, which is significantly 

smaller than that on Mo3O9/Cu(111). Such trend agrees well with our experimental observation 

of a significantly smaller overall dipole moment on Mo3O6/Cu(111). The electrostatic potential 

from Mo3O6 is small and the charge transfer potential is still the dominant factor here. The 

potential change along surface normal due to charge transfer (∆Vcharge=+0.31eV) is smaller 

comparing with that on Mo3O9/Cu(111). It is not surprising considering a smaller Bader charge 

transfer from Cu(111) to Mo3O6 and a smaller electron affinity of Mo3O6 (Table 6.1). 

Qualitatively, the smaller charge transfer is due to the fact that the Mo atoms in Mo3O6 are 
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already reduced (+4) and it is more difficult for the cluster to accommodate additional electrons 

from the Cu(111) surface. 

By similar arguments, we would also expect the W3O6/Cu(111) surface to have a smaller 

charge transfer and work function shift than its more oxidized counterpart. Indeed, the 

experimentally observed surface dipole moment and calculated work function shift for 

W3O6/Cu(111) are significantly smaller and in the same direction as that for the W3O9/Cu(111). 

A careful look at Table 6.1, however, shows that work function shift is mainly due to the 

electrostatic potential from W3O6, rather than from the charge transfer potential as seen in the 

other systems. The relatively large cluster contribution to the work function shift can be traced to 

the DFT optimized geometry of the W3O6 cluster on the Cu(111) surface (Figure 6.2(e)), where 

the W3O6 structure is not symmetric anymore and the oxygen atoms are seen to bend away from 

the surface. This surface bonding is quite different from that of the W3O9 cluster, which makes 

three O-Cu bonds (Figure 6.2b), or any of the other clusters studied here. Bader charge analysis 

result shows a small charge transfer (0.28e) from W3O6 to Cu(111), even though the potential 

difference along surface normal is almost zero. These results suggest that the reduced W3O6 

cluster cannot accommodate more electrons from Cu(111). Note that this behavior would not be 

predicted from the electron affinity alone since the electro affinity of W3O6 is similar to that of 

Mo3O6
125

.  

Similar analysis were also conducted on Ti3O6/Cu(111) and Ti5O10/Cu(111). However, 

the direction of calculated work function shift is opposite of our experimental observation. The 

theoretical results show that the work function decreases as a result of TixOy cluster deposition.  

Such discrepancy can be accounted for by different reasons: i) the structures of TixOy/Cu(111) 

from DFT calculations are different from those in the experiments. It could be because the 
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optimized structures are only the local minimum and more efforts need to be devoted to 

searching the most stable configurations of TixOy clusters on Cu(111). It could also be because 

that the structures of TixOy clusters change significantly upon deposition during experiments, e.g. 

new structures are formed as a result of cluster agglomeration. ii) The employed DFT+U method 

cannot describe the electronic structures of TixOy/Cu(111) correctly. A closer look at the 

calculated Density of State (DOS) structure is necessary to make sure the employed U value is 

appropriate. The calculation is still under the way. As mentioned above, an increase in the 

overall surface dipole for the Ti5O10/Cu(111) surface compared to the Ti3O6/Cu(111) surface 

( = 0.48 D) is observed experimentally. Our Bader charge analysis also show the an increase 

in charge transfer from the Cu(111) surface to Ti5O10 than to Ti3O6, even though we understand 

we need to be careful about these results considering the incorrect direction of work function 

shift that DFT calculations predict. However, these results agree with chemistry intuition because 

one would argue that the larger Ti5O10 cluster can accommodate more charge due to the larger 

number of Ti
4+

 cations. This trend is also consistent the greater electron affinity of Ti5O10 

(4.13 eV) than that of Ti3O6 (3.15 eV)
137

. Chances are that a larger charge transfer from Cu(111) 

to Ti5O10 contributes to the experimentally observed larger dipole moment on Ti5O10/Cu(111) 

than that on Ti3O6/Cu(111). 

6.4. Conclusions 

In this work, experiments and DFT calculations were combined to investigate the 

electronic interactions at the interface of size-selected metal oxide clusters (Mo3O9, W3O9, Ti3O6, 

Mo3O6, W3O6 and Ti5O10) on a Cu(111) surface. The Cu-cluster interactions were probed by 

2PPE measurements which allowed us to obtain local work function data over a large range of 

cluster coverage.   For all the clusters included in this study, the work function shifts to higher 
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value as a result of interactions with the Cu(111) surface. An increasing work function with 

cluster coverage is consistent with a resultant surface dipole moment pointing towards the 

surface (negative). To quantitatively compare the results between different clusters, the Topping 

model was used to derive the surface dipole moment () resulting from cluster deposition. We 

assume the overall dipole moment can be resolved into two components, i.e, the dipole 

associated with the cluster itself and a dipole induced by the charge transfer between the cluster 

and the Cu(111) surface. Electrostatic potential energies along surface normal from DFT 

calculations were used to identify the origin of the observed surface dipole.  

For the stoichiometric Mo3O9 and W3O9 clusters, the measured dipole moments are close 

to each other. The dominant origin of the measured work function shift and dipole moment is the 

charge transfer from Cu(111) to the clusters. The results agree well with the Bader charge 

analysis which gives the similar magnitude of charge transfer from Cu(111) to Mo3O9 and W3O9. 

These results are also consistent with the known gas-phase electron affinities for Mo3O9 and 

W3O9, which are comparable. As expected, the charge transfer from Cu(111) to the “reduced” 

Mo3O6 cluster is smaller than the stoichiometric Mo3O9 cluster which can accommodate more 

charge. In the case of the “reduced” W3O6 cluster, the electrostatic potential energies from DFT 

calculations predict the charge transfer between Cu(111) and W3O6 is almost zero and Bader 

charge analysis even shows a small charge transfer at a reverse direction compared with other 

cases, i.e, from cluster to Cu(111). The observed negative dipole moment is due to the intrinsic 

dipole moment of the W3O6 structure after deposition. The measured surface dipoles on both 

Ti3O6/Cu(111) and Ti5O10/Cu(111) are negative, but the magnitude  is larger on Ti5O10/Cu(111). 

However, DFT calculations predict a positive dipole. More investigations are required to find the 

reason for such discrepancy. It is possible that the relatively greater charge transfer from Cu(111) 
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to Ti5O10 contributes to the observed larger dipole on Ti5O10/Cu(111) considering the bigger 

electron affinity of Ti5O10 compared with Ti3O6. The larger Ti5O10 cluster can accommodate 

more charge due to the greater number of Ti
4+

 cations. Overall, the results presented in this study 

show that a combination of detailed work function measurements and DFT calculations can be a 

powerful tool to investigate the electronic interactions at the metal oxide-metal interface.  
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Figure 6.1. The O KLL peak area as a function of position on the surface along the horizontal 

direction. The solid line is a Gaussian fit to the data. 
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                         (d)                                               (e)                                                              (f) 

Figure 6.2. Top view and side view of the optimized geometry of clusters Mo3O9(a), W3O9(b), 

Ti3O6(c), Mo3O6(d), W3O6(e) and Ti5O10(f) on Cu(111). (Brown: Cu; green: Mo; blue:W; gray: 

Ti; red:O)  
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Figure 6.3. 2PPE spectra of Mo3O9/Cu(111) at different local coverage.  

 

 

 

 

 

 

  



 

 

120 

 

 

 

 

 

 

Figure 6.4. The work function shift on Mo3O9/Cu(111) as a function of position on the surface 

along the horizontal direction. The solid line is a Gaussian fit to the data. 
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Figure 6.5. Work function shift with respect to local cluster coverage for Mo3O9(a), Mo3O9(a), 

W3O9(b), Ti3O6(c), Mo3O6(d), W3O6(e) and Ti5O10(f) on Cu(111). The solid lines are the fitting 

curves using Topping model.  
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Figure 6.6. Electrostatic potential energy along surface normal for Mo3O9/Cu(111).   
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Table 6.1. Properties of different clusters on Cu(111): calculated Radii and coverage θ; 

interfacial dipole moment (μ) derived from work function measurements using Topping model; 

calculated work function shift (∆Φ); calculated electrostatic potential change along surface 

normal due to cluster (∆Vcluster) and charge transfer (∆Vcluster); charge on clusters after deposition 

on Cu(111) from bader charge analysis; electron affinity of gas-phase clusters from Ref. 137,138 

and 139.  
 

 

 

 

 

 Mo3O9 W3O9 Ti3O6 Mo3O6 W3O6 Ti5O10 

radius (Å) 4.52 4.52 4.10 4.98 4.98 5.40/3.37 

θ (ML) 0.45 0.45 0.35 0.55 0.55 0.40 

μ(D) -4.52 -3.96 -0.48 -1.71 -2.30 -0.87 

∆Φ(eV) +1.46 +1.57 -0.51 +0.20 +0.51 -0.37 

∆Vcluster (eV) -0.02 +0.09 N/A -0.11 +0.50 N/A 

∆Vcharge (eV) +1.48 +1.48 N/A +0.31 +0.01 N/A 

Bader charge (e) +1.40 +1.38 +0.33 +0.72 -0.28 +0.80 

Electron affinity 

(eV) 

4.0 4.2 3.15 2.90 2.95 4.13 
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