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Abstract of the Dissertation 

Targeting the enoyl-ACP reductase in Mycobacterium tuberculosis: Mechanism of Time 

Dependent Inhibition and Cellular Consequence of Target Engagement 

by 
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in 
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2015 

 

 Tuberculosis (TB) infection is the single most lethal bacterial infections in the world. 

Isoniazid (INH), one of the most effective anti-TB drugs is usually administered to treat latent 

TB infection and is used in combination therapy to treat active TB. However resistance to INH is 

common and the emergence of multi-drug-resistant, extensively drug-resistant and now totally 

drug-resistant strains of TB, has resulted in an urgent need to develop novel anti-TB drugs. INH 

targets InhA, the enoyl-ACP reductase (FabI) from the Type II fatty acid biosynthesis pathway, 

and resistance to INH usually results from mutations in KatG, the enzyme that activates INH. 

Thus compounds that target InhA directly should be active against drug-resistant TB. 

 Drug-target residence time has recently emerged as a crucial parameter for drug discovery 

since drugs with long residence times on their targets will have sustained target occupancy 

leading to improved pharmacodynamics and safety. However, the molecular basis of drug-target 

residence time is poorly understood. In addition, methods to quantitate the lifetime of drug-target 
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complexes are also lacking. This gap in knowledge hinders the rational design of inhibitors with 

improved residence times. 

Utilizing InhA as our model system, we have developed a robust assay to accurately 

quantitate drug-target residence time. Using a combination of enzyme kinetics, computational 

modeling and X-ray crystallography, we have rigorously characterized the structure-kinetic 

relationships for 24 diphenyl ether-based InhA inhibitors, and have investigated the mechanism 

of time-dependent enzyme inhibition at the molecular level. This has led to the development of a 

2-step slow-onset inhibition model in which the InhA substrate-binding loop (SBL) undergoes an 

“open-to-closed” conformational change on the binding reaction coordinate. Site-directed 

mutagenesis suggests that the energy barrier associated with slow-onset inhibition results from a 

large- scale refolding of the SBL. Based on this finding, we have successfully designed a novel 

InhA inhibitor (PT504) with a 10-fold longer residence time compared to INH. Cellular studies 

suggest that PT504 is active against Mycobacterium tuberculosis and that the long residence time 

can be translated into a prolonged post-antibiotic effect. Further studies using a fragment-based 

approach together with phenotypic screening, have led to the identification of 3 different classes 

of InhA inhibitors with unique inhibition mechanisms, thus diversifying the current InhA drug 

candidate portfolio. 
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Chapter 1 Current therapeutics for tuberculosis control and the fatty acid biosynthesis 

FAS-II pathway as novel drug target 

 

Tuberculosis infection – demographic  

Tuberculosis (TB) is the single most lethal bacterial infection in the world. Each year, TB 

kills an estimated 1.7 million people and causes more than 9 million new cases of infection 

worldwide (2, 3). The current treatment of drug-sensitive TB requires duration of 6 months, with 

four drugs (isoniazid, rifampicin, pyrazinamide and ethambutol) (Figure 1.1) given in the first 2 

months (intensive phase) followed by isoniazid and rifampicin in the next 4 months 

(continuation phase) (1). However, many factors can complicate the current TB regimen. About 

12% of TB patients are co-infected with HIV and there is a convergence trend of the TB and 

HIV epidemic profile (2). When co-infected with HIV, the combination treatment with the 

antiretroviral therapy results in unwanted drug-drug interactions, toxicity, intolerance and loss of 

efficacy. These issues are compounding the challenge of next generation TB drug discovery (1).   

 

 The emergence of multidrug-resistant (MDR) TB as well as extensively resistant (XDR) 

TB has continuously added on the disease burden of TB infection. MDR TB is caused by strains 

of M.tb that are resistant to either isoniazid or rifampicin, while XDR TB is caused by MDR 

strains that are resistant to fluoroquinolones and one of the three injectable aminoglycosides 

(capreomycin, kanamycin and amikacin) (2) (Figure 1.2). In 2011, there were ~650,000 incidents 

of MDR-TB worldwide. The WHO recommend regimen includes at least 8 months of intensive 

phase treatment with at least four second-line drugs (injectable aminoglycosides, injectable 
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polypeptides, oral/injectable fluotoquinolones, linezolid etc.) for a total treatment duration of at 

least 20 months for newly diagnosed MDR-TB patients or 28 months for previously MDR-TB-

infected patients (1). However, only 10% of the MDR-TB patients receive such high-quality and 

appropriate treatment as suggested by the WHO. The emergence of XDR-TB worsens the TB 

treatment in a way that the duration of treatment is substantially longer than MDR-TB treatment 

and involves the use of third-line antituberculosis drugs (4, 5).  The drug resistance problem 

mitigates an urgent need for new drugs to treat drug-resistant TB infections.  
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Figure 1.1 First-line antituberculosis drugs 
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Frontline treatment and potential problems 

The need for long duration of treatment results from the slow replication rate of M. tb 

(doubling time 15-20 hrs), together with the ability of M. tb to persist in a latent state (2). 

Streptomycin (Figure 1.1) was the first antibiotic discovered that showed activity against M. tb 

(6). However, as a single drug treatment for TB, the rapid emergence of drug resistance soon 

became problematic (6). Isoniazid (INH) is the core of the first-line antituberculosis 

chemotherapy (Figure 1.1). The mode of action of INH was first discovered from the correlation 

between diminished activity of KatG catalyse activity and INH-resistant M. tb strains (7). Further 

!
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Figure 1.2 Selected Second-line antituberculosis drugs 
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studies suggested that INH was a prodrug, and itand that it needed to be activated by the 

catalaseperoxidase enzyme KatG in the cell (8) (Figure 1.3). The activated INH targets the 

enoyl-acyl-carrier-protein (enoyl-ACP) reductase (InhA) and β-ketoacyl-ACP synthase within 

the fatty acid elongation cycle (9-11). INH thus inhibits mycolic acid biosynthesis which 

eventually leads to the deterioration of the cell wall. However, the INH-resistant clinical isolates 

pose an urgent need for the discovery of InhA inhibitors that do not require activation of KatG 

(12). Pyrazinamide (PZA) (Figure 1.1) is one of the first-line antituberculosis drugs. The 

inclusion of PZA in the modern TB chemotherapy significantly reduces the treatment from 12-18 

months to 6 months since PZA can kill semidormant tubercle bacilli that cannot be killed by 

other antituberculosis drugs (13-15). PZA is thought to be converted to the bactericidal 

pyrazinoic acid inside the cells by pyrazinamidase/nicotinamidase (16). Studies on PZA-resistant 

M. tb further demonstrate that mutations in the pyrazinamidase-encoded gene are responsible for 

PZA-resistant M. tb strains (17). Yet the molecular target of the active form of pyrazinoic acid 

(POA) is still elusive and requires further investigation. Shi et al. suggested that POA targets the 

ribosomal protein S1 (RpsA) and inhibits trans-translation, providing a possible explanation for 

the eradication of the dormant bacilli by the drug (18). Another first-line antituberculosis drug is 

ethambutol (EMB) (Figure 1.1). The molecular target of EMB is thought to be the 

arabinosyltransferase. The drug functions by inhibiting the incorporation of arabinogalactan into 

the cell wall and eventually results in detrimental alteration of the mycobacterial cell wall 

structure (19, 20).  The fourth first-line antituberculosis drug is rifampicin (RIF) (Figure 1.1), 

which inhibits the bacterial DNA-dependent RNA polymerase (21). Most of the RIF-resistant 

strains have mutations in the rpoB gene (22). The following table shows the current first-line and 

second-line TB regimen and their mechanism of action.  
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Novel drug candidate discovery and repurposed drugs 

Next generation TB drugs have several requirements including the ability to shortenthe 

duration of treatment, ease of delivery, compatibility with antiretroviral therapy and withther TB 

drugs, low toxicity and low cost (1, 2). Over the past 5 years, there have been some promising 

drug candidates emerging in the TB drug pipeline (Figure 1.4 and 1.5). For example, 

diarylquinolone (TMC-207, or bedaquiline) which targets the mycobacterial ATP synthase has 

been recently approved as new chemical entity for TB treatment (23-25) (Figure 1.5). 

Bedaquiline has an MIC value t equivalent to INH and RIF and is active against both drug-

sensitive and drug-resistant strains. Interestingly, the evaluation on the clinical efficacy of 

bedaquiline further validates ATP synthase as a highly vulnerable target of M. tb (23).  
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Figure 1.3 Activation of INH by KatG 
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Table 1.1 First-line and Second-line antituberculosis drugs 

Drug Administration Year of 
Discovery Protein target Mechanism  

Isoniazid (26) Oral 1952 Enoyl-ACP 
reductase 

Inhibit mycolic 
acid biosynthesis 

Rifampicin 
(26) Oral 1963 

RNA 
polymerase, 
beta subunit 

Inhibit 
transcription 

Pyrazinamide 
(18) Oral 1954 

S1 component 
of 30S 

ribosomal 
subunit 

Inhibit 
translation, 

acidifies 
cytoplasm 

Ethambutol 
(26) Oral 1961 Arabinosyl 

transferases 
Inhibit 

arabinogalactan 
biosynthesis 

Para-amino 
salicylic (27) Oral 1948 Dihydroteroate 

synthase 
Inhibit folate 
biosynthesis 

Streptomycin 
(26) Injectable 1944 

S12 and 16S 
rRNA 

components of 
30S ribosomal 

subunit 

Inhibits protein 
synthesis 

Ethionamide 
(26) Oral 1961 Enoyl-ACP 

reductase 
Inhibit mycolic 

acid biosynthesis 

Ofloxacin (26, 
28) Oral 1980 

DNA gyrase 
and DNA 

topoisomerase 
Inhibit DNA 
supercolling 

Capreomycin 
(29) Injectable 1963 

Interbridge B2a 
between 30S 

and 50S 
ribosomal 
subunits  

Inhibit protein 
synthesis 

Kanamycin 
(30) Injectable  1957 30S ribosomal 

subunit 
Inhibits protein 

synthesis 

Amikacin (29) Injectable 1972 30S ribosomal 
subunit 

Inhibits protein 
synthesis 

Cycloserine 
(31)  Oral 1955 

D-alanine 
racemase and 

ligase 

Inhibits 
peptidyglycan 

synthesis 
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Another example of promising new TB drugs are the nitroimidazoles – i.e. PA824 and 

OPC-67683 (or delamanid) (Figure 1.5). Both PA824 and delamanid are active against both 

drug-sensitive and drug-resistant M. tb strains (32). These nitroimidazoles are prodrugs that 

require activation by deazaflavin-dependent nitroreductase (Ddn) and subsequently form the des-

nitroimidazole active form that produces toxic active nitrogen radicals within the cell (33-37). 

PA-824 functions through inhibition of mycolic acid under aerobic conditions and could also 

poison the respiratory system by generating NO radicals under anaerobic conditions (38). The 

mechanism of delamanid is more straightforward where it stems from the inhibition of mycolic 

acid biosynthesis (33).  Since nitroimidazoles are also active against both non-replicating and 

replicating M. tb, they bring up the possibility of shortened treatment duration (39). Currently, 

these nitroimidazoles are under clinical phase II (PA-824) and phase III (delamanid) 

development for the treatment of MDR-TB.  

 

A third example is SQ109 (Figure 1.5). SQ109 is a membrane protein MmpL3 inhibitor 

and its mode of inhibition stems from the inhibition of mycolic acid biosynthesis (40). 

Remarkably, SQ109 has shown synergistic effect when dosed together with bedaquiline (41). 

Other than SQ109, there are several different MmpL3 inhibitors that are currently in the 

development pipeline, such as AU1235, BM212, C215, NITD-304 and 349 (42-45) (Figure 1.4).  

 Other than novel drug candidate discovery, tremendous efforts have also been made on 

repurposed drugs – i.e. antimicrobial agent are initially discovered for the purpose of other 

bacterial infections but are reevaluated against TB infection (Figure 1.6). For example, a Phase 

III clinical trial was initiated to investigate whether the treatment of drug-sensitive TB could be 
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shortened from 6 months to 4 months by substituting ETH or INH with gatifloxacin or 

moxifloxacin (24). Another Phase III clinical trial was on rifapentine, where twice-weekly 

rifapentine was used in combination with moxifloxacin during continuation phase (24, 46).  

However, it is important to note that rifapentine might induce cytochrome P450 and lead to drug-

drug interactions with antiretroviral therapy or other TB drugs such as bedaquiline (25). In 

addition, oxazolidinones such as linezolid and sutezolid were shown to be effective against 

MDR-TB where sutezolid showed synergistic effects with other drug candidates, opening up the 

possibility for the development of novel combination therapies (47-49).  

 

Although much effort has been made to accelerate the development of novel 

antituberculosis regimen, the pipeline is still thin and challenges that need to be addressed for 

prospective drug candidates include shortening duration of therapy and tackling the drug 

resistance problem.  
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Figure 1.4 Current global pipeline of new tuberculosis drugs 
adapted from (1) 
!
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Figure 1.5 Site of action of different antituberculosis drug candidates 
adapted from (1) 
!
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Bacterial cell wall – fatty acid biosynthesis as drug target 

 The bacterial cell membrane not only protects the interior of the cell from the outside 

environment, but also participates in may crucial cellular activities. Therefore, the cell membrane 

is essential for cell viability. The fatty acid biosynthesis pathway of bacteria (Figure 1.7) is 

responsible for the first step in the formation of membrane lipids, thus playing a pivotal frole in 

cell physiology (50). In addition, bacteria are generally not able to obtain sufficient fatty acids 

!

!

Figure 1.6 Repurposed drugs for tuberculosis treatment 
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from the environment hence the need for de novo fatty acid biosynthesis (51). This is particularly 

true for M. tb which has long chain mycolic acids in the cell membrane which cannot be obtained 

from the human host. In addition, bacterial fatty acid biosynthesis has distinct structural and 

functional characteristics from the mammalian fatty acid biosynthesis. In bacteria, fatty acid 

biosynthesis is performed by the FAS II pathway, where a set of discrete enzymes with different 

functions is responsible for each step within the pathway (Figure 1.7). In contrast to bacteria, 

mammalian fatty acid biosynthesis follows the FAS I pathway where reactions are catalyzed by a 

single multifunctional polypeptide (52). Such low sequence homology between FAS II and FAS 

I allows a high selectivity and low toxicity profile for inhibitors targeting FAS II. Lastly, the 

individual enzymes involved in FAS II have high sequence similarities across different bacteria 

species, opening up the possibility of developing broad-spectrum antimicrobial by targeting this 

pathway. Overall, the FAS II pathway serves an attractive pathway for novel antimicrobial 

discovery.  

  

The FAS II pathway occurs in two main steps catalyzed by the initiation cycle and the 

elongation cycle. The initiation cycle starts with acetyl-CoA carboxylase (AccABCD), which is a 

multi-subunit protein that carboxylates aceyl-CoA for form malonyl-CoA (53-58). The malonate 

group on malonyl-CoA is then transferred to ACP by malonyl-CoA: ACP transacylase (FabD) to 

form malonyl-ACP (59, 60). The elongation cycle is initiated by β-ketoacyl-ACP synthase III 

(FabH), which condenses the acetyl-CoA with malonyl-ACP to form β-ketobutyryl-ACP (61). 

The β-ketoacyl-ACP is subsequently reduced by β-ketoacyl-ACP reductase (FabG) to product β-

hydroxyacyl-ACP (62). The β-hydroxyacyl-ACP is further dehydrated by FabA or FabZ to 

generate trans-2-enoyl-ACP (63-65). Finally, the enoyl-ACP is reduced to acyl-ACP by the 
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enoyl-ACP reductase (FabI, or InhA in M. tb) to finish up the elongation cycle (66). Subsequent 

elongation cycles are initiated by β-keyoacyl-ACP synthase I or II (FabB/FabF, or KasA/KasB in 

M. tb) (67). These condensing enzymes have unique substrate specificities to balance the flux 

and distribution of fatty acid products. Fatty acid biosynthesis in M. tb is atypical, where it 

contains bother FAS I and FAS II pathway. The FAS is responsible to generate shorter saturated 

alkyl chain fatty acid (C16 – C26), then these fatty acids are transferred to FASII to be elongated 

up to C56 as precursors of mycolic acid (68). 
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Figure 1.7 Bacteria Type II fatty acid biosynthesis pathway 
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Inhibitors of FabI 

 Among all the enzymes involved in the FAS-II pathway, the enoyl-ACP reductase (FabI) 

is the most extensively studied target for potential drug development. The FabI is called InhA in 

M. tb and is the primary target of INH. Other than INH, there are several different classes of 

InhA inhibitors and bellow we will summarize the efforts that have been to inhibit this enzyme. 

 

Isoniazid 

 INH must be activated by the Mtb catalase-peroxidase (KatG) (69, 70). KatG activates 

INH to enable formation of a covalent adduct with NAD+ or NADH (69) (Figure 1.8). The INH-

NAD adduct is a time-dependent inhibitor of InhA with a Ki* value of 0.75 nM and residence 

time of 62.5 min (71). However, most clinical isolates of INH-resistant M. tb contain mutations 

in KatG. Therefore, novel InhA inhibitors that do not require prior activation by KatG are not 

vulnerable to this key mechanism of INH resistance (72). 

 

 

 

 

 

 

 !

Figure 1.8 Structure of InhA in complex with INH-NAD adduct 
(pdb code: 1ZID) The substrate binding loop is shown in lightblue ribbon, the 
INH-NAD adduct is shown cyan sticks 
!

INH-NAD 
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Diazaborines 

 The diazaborines are a class of heterocyclic boron-containing compounds that inhibit 

FabI by forming a covalent bond between the boron atom and the 2’-hydroxyl group of the 

NAD+ nicotinamide ribose, allowing for the formation of a non-covalently bound inhibitor-

product complex (Figure 1.9). The boron hydroxyl forms a hydrogen bond with Y156 of E. coli 

FabI. In addition, the drug has π-stacking interaction with the nicotinamide ring of NAD+ and 

also forms a network of van Der Waals interactions within the hydrophobic substrate-binding 

pocket (73). Previous studies have also shown that the diazaborines are active against M. tb (74). 
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Figure 1.9 Structure of E. coli FabI in complex with diazaborine-NAD+ 
adduct  
(pdb code: 1DFG) NAD+ is shown in cyan sticks, diazaborine is depicted in 
grey sticks, Y156 is shown in magenta and forms a hydrogen with the phenolic 
hydroxyl on the inhibitor. 
!

Y156 

Diazaborine-
NAD adduct 
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Triclosan 

 Triclosan is a time-dependent, tight-binding inhibitor of E. coli FabI with a Ki* value of 

7 pM. The X-ray crystal structure of the enzyme-inhibitor complex shows that the phenol ring of 

triclosan makes a π-interaction with the nicotinamide ring of NAD+, and that the hydroxyl group 

forms a hydrogen bond with the catalytic residue Y156 as well as the 2’-hydroxyl of the 

nicotinamide ribose (Figure 1.10). Triclosan is not a time-dependent inhibitor of InhA, however 

previous work in our lab together with the studies described in chapter 3 have led to the 

development of much more potent InhA inhibitors based on the diphenyl ether scaffold.  
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Figure 1.10 Structure of E. coli FabI in complex with Triclosan  

(pdb code: 1QSG) NAD is shown in cyan, triclosan is shown in grey, and 
Y156 is shown in magenta. Ahydrogen bond is shown between Y156 and 
the hydroxyl of triclosan 
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Other InhA inhibitors under development 

There have been many efforts to identify direct InhA inhibitors to overcome the KatG-

mediated resistance (Figure 1.11). He et al. reported the discovery of a series of pyrrolidine 

carboxamides as novel class of direct InhA inhibitors through a combination of high-throughput 

screening and microarray parallel synthesis (75). AstraZeneca discovered a series of methyl-

thiazoles that bind to the “Y158-out” conformation of InhA (76). In addition, these methyl-

thiazole inhibitors bound to the E-NADH complex, in contrast to previously reported InhA 

inhibitors  that bind to E-NAD+. Subsequently, GSK reported a class of potent and selective 

aminoprolineInhA inhibitors using DNA encoded library technology (77). Hit-to-lead 

optimization yielded a potent InhA inhibitor with promising pharmacokinetic profile. In addition 

to synthetic compounds, several natural product FabI inhibitors have been identifies including 

pyridomycin, which has potent antituberculosis activity (78). These investigators also determined 

the X-ray crystal structure of pyridomycin in complex with InhA and found that pyridomycin 

adopted a unique binding mode that blocked both the cofactor and enoyl substrate binding sites 

(79) (Figure 1.12). In separate work, Mattheus et al. identified a functional FabI isozyme that 

enables the producer strain to resist the natural product kalimantacin/batumin (80). These 

examples of natural product inhibitors against InhA/FabI suggest that FabI is an attractive drug 

target.  
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Figure 1.11 Novel InhA inhibitors 
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Figure 1.12 Structure of InhA in complex with pyridomycin  
(pdb code: 4BII) NAD is shown in cyan, pyridomycin is shown in grey. The structure suggests 
that pyridomycin partially occupies the NAD binding pocket. 
!
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Time-dependent inhibition - mechanism, examples, target vulnerability 

Although novel chemical entities are populating the pipeline, the low success rate at 

moving compounds in late stage development through clinical trials remains a major problem 

(1). Historically, the in vitro assessment of drug-target interactions are quantified in terms of 

binding parameters, such as half-maximal inhibitory concentration (IC50), or more correctly, by 

the equilibrium dissociation constant for the drug-complex complex (Kd). Generally, these in 

vitro measurements are performed under closed-system conditions, which means the 

concentration of ligand and receptor can be considered invariant throughout the period of 

measurement. Under such conditions, the equilibrium dissociation constant is an appropriate 

metric for the level of target engagement (81). However, in open systems such as those found in 

vivo, the ligand concentration to which the target receptor is exposed is no longer constant, but 

changes as a function of (82). In this situation, the in vitro equilibrium dissociation constant can 

no longer fully describe the duration of target occupancy. Instead drug-target kinetics must also 

be used including thetarget-ligand dissociation rate constant, or off-rate (koff) (83). Since 

residence time by the definition is only related to the rate of complex dissociation, it can be 

quantified by the reciprocal of this dissociation rate constant (1/koff). Therefore, koff can be 

considered as a direct method of residence time measurement.  

 

Since drug-target residence time is such an important determinant of drug action, 

inhibitors should be optimized for both the dissociation rate constant (koff) and the equilibrium 

dissociation constant (Kd). Currently, there are three different kinds of inhibition mechanisms 

that can generate a slow off rate.   
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The first mechanism (mechanism A) is a simple one-step binding-dissociation process in 

which E and I combine to form EI (Scheme 1.1) (82). If theequilibrium dissociation constant 

(Kd) is a very small (nanomolar to picomolar), then by necessity the off rate will also be small. 

For example assuming that the on rate is diffusion controlled (kon = 5x108 M-1 s-1) then a 1 pM 

inhibitor will have a koff value of 5 x 10-4 s-1 and hence a residence time of ~33.3 min. 

     

 

 

 

 

 

 

 

 

 

Scheme 1.1 demonstrates the three difference types of slow onset inhibition mechanism: mechanism A 
depicts the one-step model; mechanism B depicts the induced-fit model; mechanism C depicts the 
conformation selection mechanism 

  

 

The second mechanism (mechanism B) is the slow onset induced-fit mechanism (Scheme 

1.1) (82). This two-step binding mechanism involves the initial formation of the enzyme-

inhibitor complex (EI) followed by a slow enzyme isomerization to the final enzyme-inhibitor 

complex EI* (84). Since the isomerization step is the slowest and hence limiting the complex 
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dissociation, k-2 can be considered as the off rate. Mechanism B is a very common mechanism in 

the cases of long residence time inhibitors.  

 

The third mechanism (mechanism C) is also called slow onset conformational selection 

mechanism (Scheme 1.1) (82). In this mechanism, the enzyme undergoes a slow conformational 

exchange between two states E and E*, only one of which (E*) binds the inhibitor. This 

mechanism is rarely encountered in the enzyme-inhibitor binding studies.  

 

To distinguish between these three mechanisms the observed peudo-first-order rate 

constant (kobs) is plotted as a function of inhibitor concentration. As shown in Figure 1.13, 

plotting kobs as a function of inhibitor concentration for mechanism A is linear, for both 

mechanism B and C are a hyperbolic curves. 
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Figure 1.13 kobs as a function of inhibitor concentration 
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Project overview 

 My thesis project has involved the discovery and analysis of slow-binding FabI 

inhibitors. The majority of these studies have focused on the FabI from M. tb (InhA). In chapter 

2, I describe a robust method to directly and accurately measure residence time in the FabI 

system. In chapter 3, I use this method together with traditional steady-state enzyme kinetics to 

perform a thorough kinetic characterization of different sets of InhA inhibitors based primarily 

on the diphenyl ether scaffold. In Chapter 4 I then evaluate the cellular activity of some of the 

inhibitors decribed in Chapter 3. In chapter 5, I describe thediscovery of novel InhA inhibitor 

scaffolds by leveraging the power of computational biology and high-throughput screening. 

Finally, in Chapter 6, I extend the analysis to the FabI enzymes from bioweapon pathogens such 

as Burkholderia pseudomallei.  
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Chapter 2 Development of kinetic tools to study slow binding inhibitors for enoyl-ACP 

reductase in Mycobacterium tuberculosis (InhA)  

 

This chapter is based on part of work that has been published in:  

 

Yu, W., Bommineni, G., Neckles, C., Chang, A., Pan, P., Liu, N., Spagnuolo, L., and Tonge, P., 

“A [32P]-Nicotinamide Adenine Dinucleotide Method to Identify and Quantitate Long Residence 

Time Enoyl-ACP reductase Inhibitors”, Journal of Analytical Biochemistry, 2015 

 

INTRODUCTION 

Widespread resistance to front-line and combinatorial antibiotic therapies continuously 

demands the development of new drugs (1-4). In the standard drug development pipeline, the 

strategy for developing lead compounds has mainly focused on the optimization of drug-target 

thermodynamics and in vivo pharmacokinetics (5, 6), while little attention has been paid to drug-

target binding kinetics due to the assumption that the dissociation rate of the drug from the 

complex (koff) is too rapid to play a significant role in drug pharmacodynamics (7). However, the 

high attrition rate of many lead compounds from high toxicity and/or lack of efficacy (8) 

suggests a lack of mechanistic understanding when translating in vitro lead optimization to later-

stage efficacy models and clinical trials. Recently, it has been suggested that drug-target 

residence time (tR = 1/koff) should be included in the traditional affinity-driven drug development 
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strategy, since the lifetime of the drug-target complex can modulate drug efficacy, selectivity and 

target occupancy under non-equilibrium conditions (5, 6, 9, 10).  

 

Drug-target residence time can be determined using a number of methods, including 

kinetic assays from which koff values can be extracted or approaches that measure koff directly. 

As slow-off ligands are commonly seen in time-dependent rather than in rapid equilibrium 

inhibition mechanisms (Scheme 2.1), progress curve analysis can be used to accurately 

determine koff values of greater than 0.01 min-1 by monitoring the slow onset of inhibition in a 

standard enzyme assay. Although this type of analysis is information-rich since other kinetic and 

thermodynamic constants can be determined (Scheme 2.1), it is also an indirect method for 

determining koff. In addition, it is limited by the pseudo-first-order rate constant (kobs) and steady-

state velocity (vs) when characterizing low nanomolar to picomolar affinity inhibitors. For 

example, inhibition of polypeptide deformylase (PDF) by the natural product antibacterial agent 

actinonin, which has a Ki value of ≤ 0.23 nM, can result in progress curves where the steady-

state velocity in the presence of inhibitor approaches zero, resulting in difficulties in estimating 

koff and distinguishing a potent reversible inhibitor from a true irreversible inactivator (11). 

While, jump dilution assays can be used as an alternative and more direct method to obtain 

residence time through the recovery of enzyme activity (12), high affinity and slow koff inhibitors 

pose similar problems to this approach. For instance, only partial recovery of enzyme activity 

was reported for the inhibition of PDF by actinonin and of hepatitis C virus NS3 protease by 

ITMN-191 (11, 13). Even though the koff can still be estimated through fixing the steady-state 

velocity to 100% of the enzyme activity, iterative data fitting is required to generate a relatively 

accurate estimate. In addition, data acquisition time under such conditions usually requires hours 
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or longer, which brings into question the stability of the substrate and/or enzyme (13). In general, 

the classical koff measurements using loss or regain of enzyme activity in progress curve kinetics 

are largely limited when inhibitors have residence times of many hours or days. 

Surface plasmon resonance (SPR) is a popular alternative method for directly analyzing 

drug-target binding kinetics. SPR relies on changes in the refractive index of the solvent during 

complex formation and dissociation to directly measure molecular interactions, which includes 

binding affinity and binding kinetics in real time without labeling the ligand (14, 15). While SPR 

is a sensitive method, deployment of this approach can be hindered by mass transport and the 

ability to detect the interaction of small molecules with the target protein (15). Due to such 

limitations, SPR is generally able to produce reliable data for ligands with molecular sizes 

ranging from ~300 Da to polypeptides or proteins (15, 16), with reported koff values normally 

ranging from 2 x 10-4 s-1 to 1 s-1 and a total data acquisition time of up to 1200 seconds (15, 17). 

To our knowledge koff values smaller than 10-4 s-1 have not yet been accurately reported using 

SPR because of technical limitations with monitoring slowly dissociating ligands (18, 19). 

!

Scheme 2.1 time dependent inhibitor binding scheme In the two-step induced-fit 
inhibition mechanism, the initial EI complex is formed rapidly followed by a 
much slower enzyme isomerization to form the final EI* complex. k1 and k2 
depict the association and dissociation rate constants for the binding step, 
respectively; k3 and k4 represent the forward and reverse rate constants for the 
isomerization step. In many cases k4 ≈ koff since the enzyme isomerization step 
occurs much more slowly than the initial binding event. Relevant thermodynamic 

constants for this mechanism include Ki and Ki* where K! = ! !!!! and K!∗ = !
!!

!!!!!!!
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Therefore, alternative methods to accurately measure slow koff values need to be developed for 

long residence time and high affinity inhibitors. 

 

 

 

 

 

 

 

Here we report a direct method for slow koff measurement based on Penefsky spin 

columns (20-22). This method has been successfully applied to the inhibition of the fatty acid 

biosynthesis enoyl-ACP reductase (FabI) enzyme by a series of diphenyl ether inhibitors. The 

diphenyl ethers are uncompetitive inhibitors, forming a ternary complex with the enzyme and 

NAD(P)+ (Figure 2.1). Since NAD(P)+ has a millimolar dissociation constant for the enzyme 

(23-26), [32P]-NAD+  can be used as a reporter of inhibitor dissociation. We demonstrate that this 

direct dissociation method is reliable and more accurate than progress curve analysis for long 

residence time inhibitors. We discuss the applicability and sensitivity of this method for 

measuring tR values of 5 minutes to more than 10 hours. Additionally, we address how 

temperature affects the dissociation rate. Finally, we demonstrate how this approach can be used 

to screen for long residence time inhibitors in the FabI system. This new assay is suitable for the 

!

Figure 2.1 The FabI inhibitor dissociation scheme 
As the FabI inhibitors require NAD+ for binding, [32P]-NAD+ was chosen as the molecule to 
monitor inhibitor dissociation. 
!
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whole FabI class of enzymes, and facilitates the identification and characterization of novel FabI 

inhibitors. 
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MATERIALS and METHODS 

FabI protein preparation: 

The FabI proteins from Mycobacterium tuberculosis, Staphylococcus aureus, Escherichia 

coli and Burkholderia pseudomallei were expressed following the protocols described previously 

(25, 27, 28). Briefly, the FabI gene was expressed in E. coli BL21(DE3) pLysS cells. Each 

protein was purified by affinity and size-exclusion chromatography, using His-bind Ni2+-NTA 

resin (Invitrogen) and Superdex 200 resin (AKTA purifier), respectively. The purity of the 

protein was analyzed using 12% SDS-PAGE gels and the protein was stored at -80°C in buffer 

containing 30 mM PIPES pH 6.8 150 mM NaCl and 1 mM EDTA.  

 

Substrate synthesis: 

Trans-2-octenoyl coenzyme A (Oct-CoA) was synthesized using the mixed anhydride 

method (25, 29). Briefly, 277 mg (1.95 mmol) trans-2-octenoic acid was dissolved in 3 mL 

tetrahydrofuran with 140 mg (1.38 mmol) triethylamine under nitrogen. 148 mg of ethyl 

chloroformate (1.36 mmol) was added dropwise into the solution leading to the formation of salt 

crystals. The reaction was stirred at room temperature for 3 hr under nitrogen, and the mixed 

anhydride solution was then centrifuged at 5000 rpm for 15 min to remove the precipitate. The 

mixed anhydride was then added dropwise into a 2 mL solution of 20 mg (0.03 mmol) CoA in 50 

mM Na2CO3 (pH 8.0) and tetrahydrofuran (1:1). The reaction was stirred at room temperature 

for 2 hr after which excess organic solvent was removed by rotary evaporation and the Oct-CoA 

purified using a CombiFlash 4.3 g C18 column. The column was equilibrated with 20 mM 

ammonium acetate (buffer A), and Oct-CoA eluted after 20 column volumes using a linear 
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gradient of buffer A to 100% acetonitrile at a flow rate of 18 mL/min. Fractions containing Oct-

CoA were pooled and characterized by electrospray ionization mass spectrometry (Figure 2.2). 

Trans-2-crotonyl CoA (Cr-CoA) was purchased from Sigma Aldrich (Cat# 28007).  
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Figure 2.2 MS spectrum of trans-2-octenoyl coenzyme A 

!
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Inhibitor synthesis:  

Triclosan was purchased from Fisher Scientific (Cat# NC 9022139). MUT056399 was a 

gift from Anacor. PT01, PT02, PT03, PT04, PT05, PT52, PT70, PT103, PT113, PT91 and PT92 

were synthesized as previously described (30-33), as were PT447 and PT119 (34). The synthesis 

of PT163, PT501, PT403, PT404, PT411, PT412 and PT417 is described in detail in the 

corresponding paper (35). 

 

[32P]-Direct dissociation kinetics: 

A mixture of 15 µM FabI, 20 µM NAD+, [32P]-NAD+ (800 Ci/ml American Radiolabeled 

Chemicals) and 200 µM inhibitor were incubated in 30 mM PIPES reaction buffer pH 6.8 

containing 150 mM NaCl and 1 mM EDTA at room temperature for 16 hr to allow full ternary 

complex formation. G25 resin (Sephadex) was hydrated in the reaction buffer and 2.5 mL resin 

was used to pack the Penefsky spin column. Five hundred microliters of the ternary complex was 

loaded onto the column which was then centrifuged using a swinging bucket rotor at 2500 rpm 

for 2 min to remove excess free ligand. The total radioactivity of the purified complex (~500 µL) 

was determined (Cmax in Equation 2.1) and then the solution was rapidly diluted into 60 mL of 

reaction buffer to initiate ligand dissociation. Subsequently, 600 µL aliquots of the diluted 

mixture were collected as a function of time, and immediately centrifuged in a Sartorius 

concentrator (10 kDa) at 13,400 rpm for 90 seconds. The amount of 32P in the flow-through was 

quantified using a scintillation counter (LS5801). Data were fit to equation 1 where C(t) and C(0) 

are the radioactive counts (cpm) at time points t and 0, respectively, Cmax is the maximum 

radioactive counts and koff is the inhibitor dissociation rate constant. This approach assumes that 
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NAD+ dissociates rapidly from the enzyme (millimolar Kd) once the inhibitor has dissociated 

from the ternary complex. All curve fitting was performed with KaleidaGraph 4.1. 

!(!) = !!(!) + !!!"# ∗ (1− !!!!!""!) 

                        Equation 2.1 

 

Inhibitor progress curve analysis: 

 Progress curve analysis was performed on a Cary 100 spectrophotometer (Varian). The 

reaction was performed at 20 °C by adding the enzyme (75 nM) to an assay solution consisting 

of Oct-CoA or Cr-CoA (200 µM – 1.5 mM), NAD(P)H (250 µM – 350 µM), NAD(P)+ (200 

µM), DMSO (2% v), inhibitor (0 – 4000 nM) and 8% glycerol. The substrate concentration used 

in the assay ensured that the progress curve in the absence of inhibitor was essentially linear for 

the first 10% of the reaction. NAD(P)+ (200 µM) was included in the assay since each inhibitor 

forms a ternary complex with the enzyme and the oxidized cofactor. Progress curve data were fit 

to equation 2.2 to obtain kobs,  

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! = !!! − !!!! − !! − !!! ∗ !1− !!
!!!""!

!!!"
 

Equation 2.2
 

where At and A0 are the absorbance at times t and 0, respectively, vi is the initial velocity, vs is 

the steady state velocity, and kobs is the pseudo-first order rate constant for the approach to the 

steady state. Equation 2.3 was then used to obtain koff, which is the dissociation rate constant of 

the inhibitor from the enzyme. In a single step mechanism, the vi corresponds to the initial 
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velocity when no inhibitor is present; while in the two-step induced fit mechanism, vi represents 

the initial velocity when the inhibitor initially binds to the enzyme. 

 

 

Equation 2.3 

 

 

Correlating the ternary complex concentration as function of time 

A set of curves describing the change of enzyme-drug ternary complex concentration as a 

function of time was constructed and plotted using KaleidaGraph 4.1. The equation used to 

generate these curves is derived as following:  

        

 

 

                                      ! = ! ![!"]!" = !−!!"" ∗ [!"] 

1
[!"] ∗ ! !" = !−!!"" ∗ !" 

1
[!"]
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[!"]!
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!!
∗ !" 
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[!"]!
[!"]!

= !!!!!""! 

[!"]!
[!"]!

  represents the drug-target ternary complex  

recovery after operating time “t”, 

therefore,  

! = !!!!!""! 
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RESULTS AND DISCUSSION 

The [32P]-Direct dissociation method 

The [32P]-direct dissociation method was designed to directly monitor the dissociation of 

the inhibitors in the FabI system assuming that the limiting step was dissociation of inhibitor 

from the ternary complex and that release of NAD+ from the resulting binary complex was rapid 

(Figure 2.3). FabI was incubated with excess amounts of NAD+, [32P]-NAD+ and inhibitor 

overnight at room temperature to generate the ternary complex. Since wild-type S. aureus FabI 

(saFabI) utilizes NADPH rather than NADH, the R40Q/K41N/S44L saFabI variant was used 

since the kinetic parameters of this mutant are similar to the wild-type enzyme except that the 

cofactor preference has been switched from NADP+ to NAD+ (34). After incubation, the E-

([32P])NAD+-I ternary complex was purified by size-exclusion spin column chromatography (20, 

21) to remove free ligands (Figure 2.3). The complex was rapidly diluted to initiate ternary 

complex dissociation, and the amount of unbound [32P]-NAD+ was quantified as a function of 

time following centricon separation (Figure 2.3). Although a small amount of radioactivity was 

present at time point 0, the subsequent change in the amount of [32P]-NAD+ released accurately 

described the release of the ligand. Data collection was continued until the amount of [32P]-

NAD+ in the centricon flow-through reached a maximum.  
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The challenges of this direct dissociation method arise through the development of the 

two separation steps (Figure 2.3). The purification of the ternary complex from the reaction 

mixture (Figure 2.3 first separation) must be performed with only limited dilution, since this will 

trigger ligand dissociation thus leading to inaccurate results. Therefore, we introduced a gel 

filtration technique using the spin column described before (20) in which size exclusion 

chromatography is performed using centrifugation. Several steps had to be optimized during 

development of this procedure to efficiently separate the protein from the ligand. This included 

adjustments to the bed resin volume of the size-exclusion spin column, the volume of sample that 

was loaded onto the column, the spin speed and the separation time. Figure 2.4 A shows the UV 

absorbance of the sample containing 15 µM protein before and after loading onto the spin 

column. While the A280 of a 15 µM FabI sample (500 µL) decreased from 0.15 before the spin to 

0.1 after the spin (Figure 2.4 A), the A260 of a 25 µM NAD+ solution (500 µL) decreased from 

0.44 to 0.04 after the spin (Figure 2.4 B). Using this procedure the ratio of A280 or A260 before 

and after the spin was used to determine the recovery of protein or NAD+, respectively, in each 

experiment. In Figure 2.4 C, it can be seen that recovery of the protein was as high as 70% - 80% 

Figure 2.3 The [32P]-NAD+ direct dissociation method  
15 µM FabI, 20 µM NAD+, [32P]-NAD+ and 200 µM inhibitor were incubated at room 
temperature overnight before loading onto the G25 Sephadex spin column. The ternary 
complex was purified from excess ligand using a 2 min spin at 2500 rpm. The complex 
was rapidly diluted 100-fold to initiate dissociation. 600 µL aliquots of the diluted 
inhibitor complex were collected as a function of time points loaded onto a centricon 
concentrator to separate the dissociated ligand from the enzyme-inhibitor complex. Free 
ligand was subsequently quantified using a scintillation counter to detect 32P. 
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for the four different FabIs, while the recovery of NAD+ was only ~5%, indicating the efficiency 

of the column for separating large and small molecules.  

The ability of the spin column to isolate the ternary E:NAD+:I complex was then 

evaluated (Figure 2.4 D).  While recovery of the ternary complex was as high as 80% (Figure 2.4 

D), omission of inhibitor from the enzyme incubation mixture resulted in only ~5% recovery of 

NAD+, in agreement with the expectation that NAD+ binds only weakly to the free enzyme.  

 

In the second separation (Figure 2.3 second separation), the NAD+ and [32P]-NAD+ that 

has dissociated from the complex needs to be separated from the remaining ternary complex. 

Since dissociation is still occurring during the second separation, purification of free 

NAD+/[32P]-NAD+ has to be performed significantly faster than the rate of inhibitor dissociation 

from the ternary complex. Although dialysis has previously been used to monitor radiotracer 

dissociation (36), we found this method to be too slow and instead adopted an approach that uses 

a centricon where the centrifugation time was shorter than the time interval between two 

different time points.  
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A)                                                                                  B)!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 

!

C)                                                                 D) 

!

Figure 2.4 Method validation 

A) The absorbance of enzyme at 280 nm before and after the spin column. 

B) The absorbance of NAD+ at 260 nm before and after the spin column 

C) The percent recovery of the enzyme and NAD+ was quantified by calculating the ratio of the 
absorbance before and after loading onto the G25 Sephadex spin column at 280 nm and 260 nm, 
respectively.  

D) The percent recovery of the E-NAD+ complex and E-NAD+-I complex was quantified by 
calculating the radioactive counts before and after loading onto the G25 Sephadex spin column. 

!

!
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Determination of drug-target residence time using the direct dissociation method and progress 

curve analysis 

Residence times determined using the direct dissociation method developed here were 

compared with those measured using progress curve analysis, which is widely used method for 

analyzing time-dependent enzyme inhibition (11, 13, 37-39). The direct dissociation method was 

first evaluated using a series of diphenyl ether inhibitors of the M. tuberculosis FabI (InhA). In 

Figure 2.5 A it can be seen that there is excellent agreement between the tR values obtained from 

the direct dissociation method and progress curve analysis when tR is under 100 minutes (R2 

0.99). The method was then extended to B. pseudomallei FabI (bpFabI), saFabI and E. coli FabI 

(ecFabI). As shown in Figure 2.5 B, 2.5 C and 2.5 D, this method was able to accurately 

determine tR values for bpFabI, saFabI and ecFabI inhibitor complexes (R2 0.78, 0.90 and 0.74, 

respectively). In Figure 2.5 E, all FabI datasets were compiled, which verified the accuracy of 

the new method and its applicability to different FabI systems.  

 

While good agreement between the methods was generally observed for drug-target 

complexes with tR values below 100 min, the direct dissociation method consistently gave larger 

tR values than progress curve analysis for longer residence time inhibitors (Figure 2.5 F). For 

example, the direct dissociation method gave a tR value of (148.4±13.4) min for PT91 bound to 

InhA, while progress curve analysis provided a shorter tR of (102.1±11.4) min (Table 2.1). 

Additionally, progress curve analysis gave tR values of 238.0 min and 68.6 min for PT404 and 

PT417 bound to bpFabI, while the direct dissociation method gave significantly longer tR values 

of 713.0 min and 198.5 min, respectively (Table 2.1). Similarly, in the saFabI system, progress 
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curve analysis underestimated the tR values of PT04 and PT119 (97 min and 120.3 min, 

compared to 461.5 min and 833.3 min, respectively, Table 2.1). 
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A)                                                        B) 

!! !

C)!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!D)!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

!! !

Figure 2.5 Comparison of residence times generated by the progress curve analysis 
and the 32P-NAD+ direct dissociation method for inhibitors with residence times 
under 100 min 

A) Data for M. tuberculosis FabI (InhA). Linear fit of the data gave R2 = 0.99. 

B) Data for B. pseudomallei FabI. Linear fit of the data gave R2 = 0.78. 

C) Data for R40Q/K41N/S44L S. aureus FabI. Linear fit of the data gave R2 = 0.90. 

D) Data for E. coli FabI. Linear fit of the data gave R2 = 0.74. 
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E)                                                        F) 

!!! !

Figure 2.5 E) Comparison of all data obtained using the direct dissociation method and 
progress curve analysis for inhibitors with residence times under 100 min. 

F) Comparison of all data obtained using the direct dissociation method and progress 
curve analysis for inhibitors with residence times up to 1000 min. 
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Table 2.1 Comparison of direct dissociation and progress curve analysis under different FabI systems 

M. tuberculosis FabI 

Compound Structure  
Residence time 

from progress curve 
analysis (min)1 

Residence time from 
direct dissociation 

(min)2 

PT04 

 

10.5±4.8 9.5±0.7 

PT05 

 

26.4±7.2 27.1±5.2 

PT70 

 

40.0±2.4 40.0±4.1 

PT119 

 

50.7±3.7 47.4±3.8 

PT113 

 

31.1±6.1 31.1±4.8 

PT91 

 

102.1±11.4 148.4±13.4 

PT13 

 

5.2±1.2 6.3±0.5 

PT96 

 

9.1±2.3 7.3±1.9 

PT163 

 

93.8±2.6 114.3±17.8 

PT501 

 

230.1±7.9 206.0±14.6 
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B. pseudomallei FabI 

Compound Structure Residence time from progress curve 
analysis (min)1 

Residence time from direct 
dissociation 

(min)2 

PT01 

 

22.5±5.0 31.3±1.2 

PT04 

 

35.1±6.0 22.8±1.1 

PT403 

 

60.5±5.0 61.2±3.7 

PT404 

 

238±149 713.0±24.7 

PT411 

 

43.3±7.0 29.1±1.4 

PT412 

 

95.7±16.0 80.0±5.5 

PT417 

 

68.6±9.1 198.5±25.6 
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S. aureus FabI 

Compound Structure Residence time from progress 
curve analysis (min)3 

Residence time from direct 
dissociation (min)2 

PT01 

 

63.8±9.5 83.3±9.5 

PT02 

 

60.6±9.2 105.8±17.5 

PT03 

 

300.3±135.3 189.5±100.8 

PT04 

 

974 461.5±142.7 

PT52 

 

35.3±6.2 28.2±5.4 

PT103 

 

76.9±7.9 82.2±10.1 

PT447 

 

136.4±6.2 127.7±21.7 

PT119 

 

120.3±41.3 833.3±69.4 
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E. coli FabI 

Compound Structure 
Residence time from 

progress curve analysis1 
(min) 

Residence time from 
direct dissociation2 

(min) 

PT01 

 

32.3±0.07 34.1±4.3 

PT04 

 

17.6±2.1 19.4±3.9 

MUT056399 

 

62.9±1.6 93.1±2.3 

PT103 

 

53.2±4.5 82.2±8.0 

Triclosan 

 

270.34 137.7±8.04 

PT447 

 

384.64 309.6±69.4 

1 mean value calculated from individual progress curves. Errors represent the standard deviation from the 
mean. 
2 value calculated by taking the inverse of koff where koff is obtained by equation 3. Errors are propagated 
from koff 
3 values from reference (34) 
4 values estimated from a single progress curve at a specific inhibitor  concentration 
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Progress curve assays are robust and have been widely used to analyze time-dependent 

inhibition in systems such as FabI (11, 13, 37-39). While thermodynamic and kinetic constants 

can be derived from progress curves yielding a detailed picture of the inhibition reaction 

coordinate (40), some caution should be exercised when applying this approach to highly potent 

compounds with very long residence times. In reality, progress curves are only accurate within a 

certain range of inhibitor concentrations. At high inhibitor concentration, kobs can be very fast 

and the low signal/noise of vs and/or solubility issues can limit the analysis. For instance, an 8-

fold difference in koff is observed in the PT119 inhibition of saFabI (Table 2.1). As shown in 

Figure 2.6 A and Table 2.2, this is because no significant change in vs can be detected at high 

inhibitor concentrations. Conversely, at low inhibitor concentrations, kobs will be small 

mitigating long detection times in order for vs to be reached but leading to issues with the time 

window of progress curve linearity. As shown in Figure 2.6 B and Table 2.3, the time window of 

progress curve linearity is ~ 30 min in the absence of inhibitor; however, the kobs value at low 

inhibitor concentration is 0.036 min-1, meaning that the conversion from vi to vs occurs in ~ 27 

min. Under such conditions, it is difficult to distinguish whether kobs represents the rate constant 

for the conversion of EI to EI*, or substrate consumption due to the limited linearity in the 

experimental window. In addition, since small kobs values usually lead to longer data acquisition 

times required to reach the steady state, this brings into question the stability of the substrate or 

the enzyme, and the accuracy of vs. Finally, obtaining koff through hyperbolic fitting of kobs and [I] 

can be indirect and inaccurate. For instance, a potent reversible inhibitor may not be 

distinguished from an irreversible inhibitor due to an extremely small koff value (11). Hence, 

these limitations hinder the use of progress curve analysis in the characterization of high affinity, 

long residence time inhibitors.  
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Table 2.2 Parameters obtained from progress curve analysis under different inhibitor concentrations 

Inhibitor concentration 
(µM) kobs (min-1) vs (µM-1 min-1) 

1 0.092 0.090 
2 0.19 0.085 

 

 

 

A)                                                                 B) 

!

Figure 2.6 Examples where progress curve analysis cannot accurately determine koff  
A) kobs and vs when inhibitor concentration is increased from 1 µM to 2 µM. 
B) kobs and vs determined using low inhibitor concentration. The intersection of the red dash 
line represents the time corresponding to the conversion of EI to EI*. 
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Table 2.3 Parameters obtained from progress curve analysis at low inhibitor concentration 

Low inhibitor 
concentration 

kobs (min-1) vs (µM-1 min-1) 
0.036 0.25 

 

 

Measuring residence time under physiological temperature is feasible by this method 

The direct dissociation method can be readily adapted to studying koff values as a function 

of temperature. In principal, this enables residence times to be determined under physiologically 

relevant conditions (37 °C) (41), and also facilitates Arrhenius type analysis for extracting 

enthalpic and entropic contributions to binding. Such analyses are problematic with progress 

curve kinetics, where long acquisition times required to capture formation of the final EI* 

complex are confounded by the decrease in NAD(P)H stability observed at elevated temperatures 

(42, 43). Since the direct dissociation method utilizes NAD+ rather than NADH, this method can 

be utilized at different temperatures, and in Figure 2.7 it can be seen that the residence time is ~ 

4-fold shorter at 37 °C compared to 25 °C for inhibitors bound to ecFabI (Figure 2.7).  
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Recovery of ternary complex correlates with the inhibitor dissociation rate constant 

Interestingly, we found a correlation between the amount of ternary complex recovered 

following centrifugation and the inhibitor off-rate (Table 2.4). After optimizing the procedure, 

we estimated that the minimum time from the start of chromatography to collection of the 

centricon flow-through was ~ 2 min. Ternary complexes that were isolated in less than 30% yield 

!!!!!!!!!!!! !

Figure 2.7 Comparison of koff values determined at 25 °C and 37 °C for inhibitors 
bound to E. coli FabI 
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involved inhibitors with tR values less than 10 min. Subsequent increases in tR led to higher 

recovery of the ternary complex. Based on this observation, we simulated a set of curves to 

investigate the relationship between ternary complex recovery and inhibitor koff values (Figure 

2.8 A). Using these simulated curves, we were able to estimate a theoretical koff range based on 

the yield of ternary complex. Surprisingly, we found a good agreement between the theoretical 

koff values and those determined experimentally by monitoring the dissociation of [32P]-NAD+ 

(Table 2.4). Compounds that gave ternary complexes in less than 30% yield corresponded to 

residence times of 1 – 2 min from the simulated curves, while experimental data indicated a tR 

value of ~1 min. For higher recoveries, the simulation yielded an estimate of tR values from 10 to 

20 min, while experimental values were 20.0 min, 19.6 min and 22.7 min respectively. Thus, we 

were able to estimate tR by simply analyzing the ternary complex recovery after a 2 min spin 

time. A replot of Figure 2.8 A, at a 2 min operating time, reveals that the yield of ternary 

complex recovery is greater than 80% when tR values are longer than 10 min (Figure 2.8 B). 

Thus, the percent of complex recovery cannot easily distinguish complexes with residence times 

longer than 10 min. However, the dynamic range of this method can be increased by altering the 

time period of the gel filtration step. If the separation time is increased from 2 min to 15 min, a 

replot of Figure 2.8 A (Figure 2.8 C) shows that the recovery of a 10 min tR enzyme-inhibitor 

complex decreases from 82% to 22% (Figure 2.8 B vs. Figure 2.8 C). However, the recovery of a 

60 min tR enzyme-inhibitor complex only decreases from 97% to 78% (Figure 2.8 B vs. Figure 

2.8 C). Therefore, while the spin column method is optimized for rapid separation of free and 

bound ligands, in principle it could be adapted to generate longer separation times by changing 

parameters such as the operating time and bed volume (data not shown). In addition, the longer 

tR enzyme-inhibitor complexes could also be differentiated by performing the separation at 
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different temperatures. Since a 4-fold increase in koff is expected as shown in Figure 2.7, the 

inhibitor that still shows high complex recovery under higher temperature indicates long 

residence time.  

 

 

Table 2.4 Comparison of koff values obtained from experiment and simulation 

Ternary complex 
recovery from 

experiment 

koff from experiment 
(min-1) 

Residence time 
from experiment 

(min) 

Residence time 
range from 

theoretical curve 
(min) 

18% 1.10 0.91 < 1 
28% 1.10 0.90 1 – 2  
58% 0.140 7.14 2 – 5  
82% 0.050 20.0 10 – 20  
84% 0.051 19.6 10 – 20  
87% 0.044 22.7 10 – 20  
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Figure 2.8 High throughput screening to identify slow off-rate inhibitors 
A set of simulated curves depicts the change of drug-target complex concentration over 
time.  
A) Using a 2 min and 15 min operating time, respectively 
B) A replot of ternary complex recovery following 2 min separation as a function of tR  
C) A replot of ternary complex recovery following 15 min separation as a function of tR 
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Direct dissociation method together with the conventional steady-state kinetics is able to cover a 

wide range for residence time measurement 

Since the direct dissociation method reported here avoids the use of steady-state kinetics 

measurements, it does not have the shortcomings found in classical progress curve or jump 

dilution methods. The koff is obtained by fitting the rate of formation of free [32P]NAD+ using a 

simple exponential decay function (Equation 2.1) without additional calculation or derivation. In 

principle, this direct dissociation method can be expanded by using other methods of detecting 

free ligand such as fluorescence. In this regard, Goolijarsingh et al determined the residence time 

of BDGA for heat shock protein (Hsp) 90 by monitoring the time-dependent change in BDGA 

fluorescence anisotropy following dilution of a BDGA-Hsp90 complex to trigger dissociation 

(44). In our system, the use of a radioactive ligand allows the method to be applied to very potent 

inhibitors where high levels of dilution are required to initiate complex dissociation. Using this 

method, we are able to measure tR values from 1 min (Table 2.4) to 800 min (Figure 2.5 F and 

Table 2.1). Recently, we have identified a diphenyl ether-based inhibitor that has a tR value of 

more than 2 days by this direct dissociation method (data not shown). Combined with steady-

state kinetics and SPR, the current methods are able to cover a broad timescale of koff from as 

short as seconds to several days (Figure 2.9).   
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Advantages and disadvantages of direct dissociation method 

Based on the correlation between the ternary complex recovery and inhibitor off-rate 

(Figure 2.8 and Table 2.4), we defined “slow off” inhibitors in the FabI system as those with at 

least 10 min residence time, which translates the qualitative terminology “slow” to a more 

quantitative concept. Furthermore, it is possible to use the method to identify compounds in a 

!

Figure 2.9 Relative timescales of methods to determine koff  
A representation of the time range that each method can cover on the koff 
timescale 
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library with relatively small off-rates. For example, compounds could be incubated with the 

enzyme and [32P]-NAD+ in a 96 well-plate format. After a fast spin, slow off inhibitors could be 

identified and residence times estimated by simply analyzing the complex recovery quantified 

scintillation counting. If necessary, one can perform the fast spin at a higher temperature, to 

study the effect of temperature on koff. The rate constant will be shortened at elevated 

temperatures thereby reducing the amount of ternary complex that is recovered. To our 

knowledge, this type of information is lacking in the determination of off-rates using high 

throughput screening (45). Therefore this method would be very valuable and useful for 

pharmaceutical industry at the early stage of drug development.  

 

There are still potential weaknesses of the method reported here (Table 2.5). First, our 

approach requires NAD+ as the cofactor when the inhibitor binds to the enzyme. If the inhibitor 

does not require a cofactor or is bound together with alternative cofactors, this method has to be 

modified. Secondly, this method is not as accurate for very short tR inhibitors. As discussed 

above, for inhibitors with short tR, we will lose considerable amounts of the ternary complex 

during the first separation. This will result in a relatively low yield of complex recovery. Also, 

we need to be cautious about the second separation step (Figure 2.3). Since inhibitor dissociation 

cannot be halted during the second separation, the amount of the free NAD+ that is quantified 

will be less accurate for short tR inhibitors due to their fast dissociation. For these short tR 

inhibitors, alternative strategies can be readily used, including progress curve analysis and jump 

dilution assays (Figure 2.9). Lastly, there could still be potential rebinding problems in this 

method (46). The way the method has been designed is to remove the excess ligand before rapid 

dilution without adding any competing ligand after the dilution (Figure 2.10 B)., One way to 
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improve this method for extremely potent inhibitors is to add a competing ligand to prevent 

ligand rebinding (Figure 2.10 C and 2.10 D). Motulsky et al has discussed in detail the 

determination of dissociation rates using a competitive binding assay (47).  

 

 

Table 2.5 Advantages and disadvantages of the direct dissociation method 

Advantages  Disadvantages  How to improve 

Direct method Requires NAD+ as 
cofactor for binding  

Synthesize radiolabeled 
cofactor through 

enzymatic reaction 

Accurate for long 
residence time inhibitors 

 
 

Not very sensitive to short 
residence time 
measurement 

 

N/A 
 

Applicable for FabI system 

 
 

Could have rebinding issue 
 
 

 
Adding competing ligand 

 

Potentially can be used as 
a high throughput 
screening method 
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!

Figure 2.10 Comparison of approaches to directly measure ligand dissociation 
A) A dissociation scheme without removal of excess ligands and no competing ligand 
B) A dissociation scheme with removal of excess ligands but no competing ligand 
C) A dissociation scheme without removal of excess ligands but with competing ligand 
D) A dissociation scheme with removal of excess ligands and in the presence of a competing 
ligand 



!

 
!

58!

CONCLUSION 

A novel method for the direct measurement of residence time has been developed and 

applied to the enoyl-ACP reductase system. The method showed very reliable results compared 

to classical steady-state kinetic analyses, and was more accurate than progress curve analysis for 

inhibitors with very long residence times. A correlation was found between the drug-target 

ternary complex recovery and off-rate enabling the method to be expanded to a high throughput 

format. An advantage of this method is the use of radiolabeled ligand that permits accurate 

quantitation of low ligand concentrations thus enabling off-rates to be determined for very potent 

compounds. Even though this method is designed specifically for the enoyl-ACP reductase 

system, our approach could be adapted to other systems in order to validate kinetic approaches to 

determination of drug-target residence times and also as a potential strategy for the high 

throughput discovery of long residence time inhibitors.  
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Chapter 3 Unraveling the slow onset inhibition of InhA, the enoyl ACP reductase 

from Mycobacterium tuberculosis: Mechanism and inhibitor design  

 

This chapter is based on the publication that under preparation: 

 

Yu, W., Spagnuolo, L., Eltschkner, S., Chang, A., Li, H., Reddy, G., Shah, S., Kisker, 

C., and Tonge, P. J.“Unraveling the slow onset inhibition of InhA, the enoyl ACP 

reductase from Mycobacterium tuberculosis: Mechanism and inhibitor design ”, under 

preparation, 2015 

 

Co-first author contributions: 

 

Yu, W. – Enzyme kinetics, mutagenesis 

Eltschkner, S. – X-ray crystallography 

Spagnuolo, L. – triazole diphenyl ether synthesis 

 

 

INTRODUCTION 

High attrition rates in the late stages of the drug development pipeline mitigate an 

analysis of aspects of drug discovery that are underappreciated and/or not fully exploited. 

In particular, drug-target kinetics has recently emerged as an important facet of the drug 

discovery process (1-4). Drug-target residence time, the reciprocal of the drug-target 

complex dissociation rate constant, is a key factor in modulating the efficacy of drug 
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action (1, 4). Three common mechanisms associated with time-dependent inhibition are 

listed in Table 3.1 (5). According to the New Molecular Entities (NME) approved by the 

US FDA between 2001 and 2004 (6), only 20% of the NMEs follow the mass action-

sensitive equilibrium binding, whereas 80% utilize conformational changes and/or non-

equilibrium kinetic mechanisms, indicating equilibrium binding alone is not sufficient to 

fully predict drug pharmacodynamics. Optimized binding kinetics can result in a variety 

of promising end results, such as greater efficacy, longer duration of response, 

differentiation of therapeutic indications and/or greater tolerability (4). Many systems 

have shown the importance of drug-target kinetics in bridging in vitro drug property with 

cellular or in vivo efficacy and safety (4). For example, Walkup et al studied a series of 

LpxC inhibitors that demonstrate slow binding kinetics in vitro and proposed that this 

contributes to prolonged inhibition of bacterial growth both in cellular and in vivo 

infection models after compound removal (7). In addition, the discovery of kinetically 

selective HDAC 2 inhibitors by Wagner et al indicated that the isoform selective 

inhibitors might mitigate some known mechanism-based toxicological effects associated 

with the inhibition of multiple HDACs (8). Furthermore, a small molecule IGF-1R 

inhibitor with a slow off-rate produced significant tumor growth inhibition at a 

remarkably low dose, suggesting the significant influence of drug-receptor off-rate on the 

overall profile of drug activity (9). In order to optimize drug-target off-rate, or residence 

time, a detailed mechanistic understanding of the formation and dissociation of drug-

target complex on the molecular level is required. However, a detailed description of the 

slow onset inhibition kinetics is often elusive, due to the transient nature of the initial EI 
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complex (10). So far, there is only limited number of systems where this process has been 

elucidated in detail (11-13). 

 

Using the enoyl-ACP reductase (FabI) (Figure 3.1) as our model system, we have 

shown a direct correlation between drug-target residence time and in vivo efficacy in a 

Tularemia mice infectious model (14). This finding indicated the importance of drug-

target residence time as a pivotal parameter in the FabI inhibitor lead optimization. 

Further, we have evolved a series of slow onset inhibitors of InhA, the FabI homolog in 

Mycobacterium tuberculosis (15), and solved a number of crystal structures to provide a 

structural basis for understanding this slow onset inhibition mechanism (16). The 

structural framework suggested that the transition state energy barrier associated with the 

slow onset inhibition from EI to EI* was a result of large-scale protein conformational 

change caused by the diphenyl ether class of compounds. This structural change 

corresponded to an open to closed conformation of the substrate binding loop (SBL) helix 

6, transforming the protein from a catalytic-active open active site into a closed structural 

state that incapable of natural substrate turnover (16). 
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Table 3.1 Kinetic parameters depicting the association and dissociation for the three 
common time-dependent inhibition mechanisms 

Parameter  Mechanism   

A 
 

B 
 
 

C 

 
Half-life 1/k-1 (k-1+k2+k-2)/k-1k-2 1/k-2 

kobs k1[I]+k-1 k-2+(k2/(1+Ki
app/[I])) k1+(k-

1/(1+[I]/Ki
*app)) 

Ki k-1/k1 k-1/k1 -- 
Ki

* -- k-1k-2/(k1(k2+k-2)) k-2/k2 
 

 

E + I
k1

k-1
E-I

E + I
k1

k-1
E*+ I

k2

k-2
E-I* E + I

k1

k-1
E-I

k2

k-2
E-I*

!

Figure 3.1 The Type II fatty acid biosynthesis pathway in M. tuberculosis  
InhA is the enoyl-ACP reductase in this pathway, where it reduces the enoyl ACP 
substrate into acyl ACP. 
!
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In the present work, we have established a comprehensive kinetic model to 

delineate all the kinetic parameters in the 2-step induced-fit slow onset inhibition model. 

We further break down the different attributes that can potentially contribute to a 

prolonged off-rate. Together with a more detailed structural-kinetic and structural-

thermodynamic study, we have successfully designed a novel inhibitor with a residence 

time of 10 hrs. Most importantly, mutagenesis on the substrate binding loop revealed a 

diminished energy barrier from EI to EI*, supporting the structural hypothesis that the 

isomerization between EI and EI* corresponds to the conformational change of the 

substrate binding loop. Finally, we have demonstrated that a long-lived enzyme-product 

complex as well as a relative high potency of the initial EI species enables information to 

be gained on the structure of the transition state. In summary, we have successfully 

established a comprehensive structural and kinetic framework to understand the 

molecular details of the slow onset inhibition mechanism in the InhA system. Our 

findings can potentially provide insight into and shed light on other time-dependent 

inhibition systems. 
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MATERIALS AND METHOD 

InhA purification:  

InhA was cloned and purified as described previously (17). Briefly, the FabI gene 

from Mycobacterium tuberculosis was cloned into the pET 23b plasmid (Novagen) and 

transformed into E. coli BL21(DE3) pLysS cells. After protein expression, the cells 

harvested and lysed, and the soluble FabI protein was purified using His-bind Ni2+– NTA 

resin (Invitrogen). Size exclusion chromatography using 30 mM PIPES buffer, pH 6.8 

containing 150 mM NaCl and 1 mM EDTA as the eluant gave protein with > 97% purity.  

Fractions containing InhA were combined and then fractionated and stored at  -80 °C.  

 

Progress curve analysis:  

Progress curve kinetics were performed on a Cary 100 UV-Vis spectrophotometer 

(Varian) at 20 °C using a procedure that has recently been published (18). Reaction 

velocities were measured by monitoring the oxidation of NADH to NAD+ at 340 nm. The 

enzyme reaction was initiated by adding 75 nM enzyme to the reaction buffer (30 mM 

PIPES, pH 6.8, 150 mM NaCl and 1 mM EDTA) containing trans-2-Oct-CoA (200 µM), 

NADH (250 µM), NAD+ (200 µM), DMSO (2% v/v), inhibitor (0 – 4000 nM) and 8% 

glycerol. The reaction was monitored until the progress curve became linear, suggesting 

that the steady state had been reached. High concentrations of substrate and low 

concentrations of enzyme were used to minimize substrate consumption and ensure that 

progress curves were essentially linear in the absence of inhibitor. The progress curve 

was fit into the Morrison & Walsh integrated rate equation,  
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                                                                                                       Equation 3.1               

where At and A0 are the absorbance at time t and 0, respectively, vi and vs are the initial 

velocity and steady state velocity, respectively, and kobs is the pseudo-first order rate 

constant for the approach to the steady state. To calculate koff from the progress curve, 

which corresponds to the dissociation rate constant of the inhibitor, equation 3.2 was used: 

 

 

                                                                                                       Equation 3.2 

Ki
app, which corresponds to the apparent value of Ki for the formation of the initial 

encounter complex (EI), was determined by plotting the fractional initial velocities as a 

function of inhibitor concentration and fitting to the isotherm equation:              

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
= ! 1
1+ [!]

!!!""
 

                                                                                                        Equation 3.3 

where vo is the control velocity, from the uninhibited progress curve. Ki
*app, which 

represents the IC50 value for the final (steady state) EI* complex formed was determined 

by plotting the fractional steady-state velocities as a function of inhibitor concentration 

and fitting to the isotherm equation: 

At = A0 − vst − (vi − vs )*
1− e−kobst

kobs

koff = kobs *
vs
vi
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                                                                                                        Equation 3.4 

 

[32P]-NAD+ direct dissociation kinetics:  

The direct dissociation kinetic experiments were performed as described as 

recently described (18). In general, 500 µL of reaction mixture containing 15 µM InhA, 

20 µM NAD+, [32P]-NAD+ and 200 µM inhibitor in the reaction buffer mentioned above 

was loaded onto a spin column followed by a 2 min centrifugation at 2500 rpm. The 

purified ternary complex solution was rapidly diluted into 60 mL of the same reaction 

buffer at different temperatures to initiate ligand dissociation. Subsequently, 600 µL 

aliquots from the diluted mixture were collected as a function of time and immediately 

loaded onto an ultrafiltration concentrator (Satorious, 10kDa) which was centrifuged at 

13,400 rpm for 90 seconds. The amount of 32P in the flow through was then quantified 

using a scintillation counter (LS5801). The inhibitor dissociation rate constant koff was 

obtained by fitting the data to equation 3.5, where C(t) and C(0) are the radioactive 

counts at time t and time 0, respectively, Cmax is the maximum radioactive counts and koff 

iss the inhibitor dissociation rate constant.  

 

! ! = !! 0 + !!!"#×(!1− !!!!""!) 

                                                                                                        Equation 3.5 
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Substrate synthesis:  

Trans-2-octenoyl coenzyme A (Oct-CoA) was synthesized using the mixed 

anhydride method as described previously (18). Briefly, 1.95 mmol of trans-2-octenoic 

acid was dissolved in 3 mL dry tetrahydrofuran with 1.38 mmol triethylamine under 

nitrogen. Following the addition of 1.36 mmol ethyl chloroformate, salt crystals formed 

and the reaction was stirred at room temperature for 3 hours under nitrogen. Subsequently, 

the reaction mixture was centrifuged at 5000 rpm for 15 min to remove the precipitate 

and the anhydride was added dropwise into a solution of CoA containing 50 mM Na2CO3 

(pH 8.0) and tetrahydrofuran (1:1) while being stirred at room temperature. After 2 hours 

excess organic solvent was removed by rotary evaporation and the sample was purified 

using a CombiFlash 4.3g C18 column. Chromatography was performed with 20 mM 

ammonium acetate as buffer A and 100% acetonitrile as buffer B over 60 min at a flow 

rate of 18 mL/min. Elution was monitored at 260 nm, and oct-CoA eluted at 20 column 

volumes over a linear gradient from buffer A to 100% acetonitrile. Fractions containing 

Oct-CoA were pooled and lyophilized. To remove all ammonium acetate, the substrate 

was dissolved in distilled H2O and lyophilized twice more. The product was 

characterized by electrospray ionization mass spectrometry. MS: 891; Found: 892.2 

 

Compound synthesis:  

PT04, PT05, PT70, PT113, PT91, PT92, PT163 and PT501 were synthesized as 

described before (18).  
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PT162 was synthesized from vanillin as follows. Addition of benzylmagnesium 

bromide to vanillin, followed by Barton's deoxygenation, and hydrogenolytic 

debenzylation afforded 2-methoxy-4-phenethylphenol, which was then treated with 1-

fluoro-4-nitrobenzene in the presence of K2CO3, DMF, 18-crown-6 at 110°C to give 2-

methoxy-1-(2-methyl-4-nitrophenoxy)-4-phenethylbenzene. PT162 was subsequently 

obtained by reduction of the nitro group, followed by denitration and demethylation. 

Positive ESI-MS (m/z): [M+H]+ calcd. 304.3, found 305.4. 

 

Synthesis of PT501: A solution of 1.0 M boron tribromide in CH2Cl2 (0.60 mL, 

0.60 mmol) was added dropwise to a solution of [4-cyclopropyl-1-(3-methoxy-4-(o-

tolyloxy)benzyl)-1H-1,2,3-triazole] (30 mg, 0.089 mmol) in dry CH2Cl2 (10.00 mL) at - 

78 °C. The reaction mixture was stirred under nitrogen for 19 h. The reaction was 

quenched with MeOH (5 mL) and the methanol was removed under reduced pressure. 

Dichloromethane was added to the mixture, which was poured into a saturated NaHCO3 

solution in a separatory funnel. The organic layer was obtained, washed with water, and 

then with brine. The combined organic layers were dried over MgSO4. Volatiles were 

removed under reduced pressure and the crude solid was purified by flash 

chromatography (SiO2; petroleum ether / acetone 85:15 to 70:30) to yield PT501 as a 

white powder (10.6 mg, 37 %). Positive ESI-MS (m/z): [M+H]+ calcd. 322.16, found 

322.2. 
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Synthesis of PT503: A solution of 1.0 M boron tribromide in CH2Cl2 (1.00 mL, 

1.0 mmol) was added dropwise to a solution of [1-(3-methoxy-4-(o-tolyloxy)benzyl)-4-

(m-tolyl)-1H-1,2,3-triazole] in dry CH2Cl2 (10.00 mL) at - 78 °C. The reaction mixture 

was stirred under nitrogen for 17 h. The reaction was quenched with MeOH (5 mL) and 

the methanol was removed under reduced pressure. Dichloromethane was added to the 

mixture, which was poured into a saturated NaHCO3 solution in a separatory funnel. 

Layers were separated and the aqueous layer was washed with dichloromethane while the 

organic layer was washed with water. The combined organic layers were dried over 

MgSO4. Volatiles were removed from the filtrate under reduced pressure and the crude 

solid was purified by flash chromatography (SiO2; petroleum ether / ethyl acetate 80:20 

to 60:40) to yield PT503 as a white powder (5.4 mg, 6 %). Positive ESI-MS (m/z): 

[M+H]+ calcd. 372.17, found 372.1. 

 

Synthesis of PT504: A solution of 1.0 M boron tribromide in CH2Cl2 (2.1 mL, 

2.1 mmol) was added dropwise to a solution of [4-cyclopropyl-1-(3-methoxy-4-(o-

tolyloxy)benzyl)-1H-1,2,3-triazole] (700 mg, 1.97 mmol) in dry CH2Cl2 (15 mL) at - 78 

°C. The reaction mixture was stirred for 18 hr and quenched with water (5 mL). Layers 

were separated and the aqueous layer was extracted twice with dichloromethane (10 mL 

portions). The combined organic layer was washed with saturated NaHCO3 and 

subsequently dried over MgSO4. Volatiles were removed from the filtrate under reduced 

pressure and the crude solid was purified by flash chromatography (SiO2; CH2Cl2:MeOH 

100:0 to 95:5) to yield PT504 as an off-white powder (35 mg, 5 %). Positive ESI-MS 

(m/z): [M+H]+ calcd. 336.16, found 336.2. 
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Synthesis of PT512: A solution of 1.0 M boron tribromide in CH2Cl2 (0.90 mL, 

0.90 mmol) was added dropwise to a solution of [2-(4-((4-cyclopentyl-1H-1,2,3-triazol-1-

yl)methyl)-2-methoxyphenoxy)benzonitrile] (110 mg, 0.289 mmol) in dry CH2Cl2 (5 mL) 

at - 40 °C. The reaction mixture was stirred for 18 h and quenched with water (5 mL). 

Layers were separated and the aqueous layer was extracted twice with dichloromethane 

(10 mL portions). The combined organic layer was washed with saturated NaHCO3 and 

subsequently dried over MgSO4. Volatiles were removed from the filtrate under reduced 

pressure. The crude solid was purified by flash chromatography (SiO2; petroleum 

ether:acetone 70:30 to 0:100) to yield PT512 as an off-white powder (35 mg, 33 %). 

 

Synthesis of PT514: A solution of 1.0 M boron tribromide in dichloromethane 

(1.35 mL, 1.35 mmol) was added dropwise to a solution of [4-ethyl-1-(3-methoxy-4-(o-

tolyloxy)benzyl)-1H-1,2,3-triazole] (170 mg, 0.451 mmol) in dry dichloromethane (10.00 

mL) at - 78 °C. After stirring for 19 h, the reaction was quenched with water (5 mL). The 

reaction mixture was poured into a 10 mL saturated NaHCO3 solution in a separatory 

funnel. Layers were separated and the aqueous layer was washed twice with 5 mL 

portions of dichloromethane. The combined organic layers were washed with brine, then 

dried over MgSO4. Volatiles were removed from the filtrate under reduced pressure. The 

crude solid was purified by flash chromatography (SiO2; petroleum ether / acetone 85:15 

to 70:30) to yield PT514 as a pale yellow powder (15 mg, 9 %). 
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Crystallization and structure determination of InhA ternary complexes with PT504, 

PT506, PT512 and PT514:  

After 2 h of incubation on ice and centrifugation for 20 min at 16000 x g and 4 °C 

the PT504-, PT506- PT512- and PT514-NAD+-InhA complexes were crystallized by the 

hanging-drop vapor diffusion method at 20 °C. Crystals of the [InhA·NAD+·PT504] and 

[InhA·NAD+·PT512] complexes were obtained in 1.6 M sodium acetate, pH 7.0 with a 5-

fold molar excess of cofactor and 50-fold molar excess of inhibitor over InhA at a protein 

concentration of 0.33 mM. The [InhA·NAD+·PT506] complex crystallized under similar 

conditions at a higher sodium acetate concentration (2.4 M), but required only a 20-fold 

molar excess of PT506. Crystals of the InhA-PT514 complex grew in conditions 

containing 3 M sodium chloride and 100 mM Tris-HCl, pH 9.0 at a 5-fold molar excess 

of cofactor and 50-fold molar excess of inhibitor. Prior to data collection the crystals 

were transferred to a cryoprotectant solution containing the mother liquor plus 30 – 35 % 

ethylene glycol.  

 

Data sets were collected at beamline BL 14.1 at the BESSY II synchrotron using a 

Pilatus 6M detector. The datasets were processed either with Mosflm 7.0.9 (PT504, 

PT512) or XDS (PT506, PT512) and the structures solved by molecular replacement 

utilizing the [InhA·NAD+·PT70] complex structure (PDB entry 2X23) as search model. 

Structure refinement was performed using the CCP4 works suite with Refmac version 

5.7.0029 for PT506 and PT504, and Refmac 5.7.0032 for PT512 and PT514. 
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Kinetic model:  

Based on the kinetic mechanism described before, a set of ordinary differential 

equations were formulated and solved numerically through Wolfram Mathematica 8.0. 

Each kinetic parameter in this mathematical model was carefully analyzed and the 

rationale was provided in Table 3.2. 

 

 

Table 3.2 Rationale of kinetic parameters for InhA in the Mathemetica Model 

Parameter Estimate Rationale 

KS 0.67 mM for oct-CoA 
Approximated based on a previously reported Km value 
(19).  

KNADH 0.48 µM Based on a previously reported Kd value (20). 

KNAD 4 mM Based on a previously reported Ki value (19). 

kon,S 6 x 108 M-1 min-1 

This arbitrary estimate is within an order of magnitude 
of the diffusion-limited rate constant, which represents 
the theoretical ceiling. The value will only affect the 
kinetic system if it is low enough to be rate limiting 
(approx. 6 · 106 M-1 min-1). 

kon,NADH
 9 x 106 M-1 min-1 This value approximates previously reported Km,NADH 

values (19, 20). 

koff, NAD
 8 x 102 min-1 

We assumed that PT52 and PT70 have similar affinities 
for saFabI and InhA, respectively, based on their 
similar drug-target residence times. To replicate the 
InhA progress curve, this is the value of koff, NAD that 
was derived. Consistently, this value makes NAD+ 

release partially rate limiting as previously suggested 
(19, 20). Additionally, mutations that likely accelerate 
NAD+ release (e.g. S94A) result in increased kcat values 
(21). 

kcat
 185 min-1 for oct-coA  Based on a previously reported kcat value (19, 20). 
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Arrhenius analysis:  

The Arrhenius analysis was performed to determine the activation energy (Ea) and 

pre-exponential factor (A) for the rate constants during the inhibitor dissociation phase, 

by linear regression analysis. [32P]-NAD+ direct dissociation kinetics were used to 

determine koff over a series of temperatures and data were analyzed using equation 3.6:  

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! = !!!!!/!" 

                                                                                                        Equation 3.6 

After taking the natural logarithms of equation 3.6, A corresponded to the y-intercept 

while Ea denoted the slope of the linear fitting in the Arrhenius plot.  

The activation enthalpies (ΔH‡) and entropies (ΔS‡) for the dissociation rate constant 

were also determined through the Arrehius-Eyring hybrid analysis. The activation 

enthalpy was calculated from Ea using equation 3.7: 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!"‡ = !!! − !" 

                                                                                                        Equation 3.7 

while the activation entropy was estimated from the pre-exponential factor A, using the 

following equation: 

!!!!!!!!!!!!!!!!!!!!!!!!!!!! = (!!!!
!

ℎ )!∆!‡/! 

                                                                                                        Equation 3.8 
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where T is the temperature, kB is the Boltzmann’s constant, h is Planck’s constant and R 

is the gas constant. 

 

Eyring analysis:  

Eyring analysis was also used to analyze the thermodynamic parameters for the 

dissociation phase from the rate constants by linear regression. The koff values obtained as 

a function of temperature were fit to the following equation:  

!!!!!!!!!!!!!!!!!!!ln !!""
ℎ

!!!"
= !−

Δ!!""‡

!" +
Δ!!""‡

!  

                                                                                                        Equation 3.9 

where ! is the transmission coefficient. A value of 1 was used for !. 

 

Site-directed mutagenesis, expression and purification of InhA mutants:  

For the InhA mutant sV203A, I215A and L207A, site-directed mutagenesis was 

performed using the QuikChange site-directed mutagenesis method with the primers 

listed in Table 3.3. The sequence of each mutant construct was confirmed by DNA 

sequencing. The expression and purification of these variants followed the same protocol 

as described above. 

 

Table 3.3 Primers for different InhA mutant constructs 
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Name  Sequence  
InhA V203A forward 5’ GAGTGCGATCGCGGGCGGTGCGCTC 3’ 
InhA V203A reversed 5’GAGCGCACCGCCCGCGATCGCACTC 3’ 
InhA I215A forward 5’ CCGGCGCCCAGGCGCAGCTGCTCGAG 3’ 
InhA I215A reversed 5’ CTCGAGCAGCTGCGCCTGGGCGCCGG 3’ 
InhA L207A forward 5’ ATCGTCGGCGGTGCGGCCGGCGAGGA 3’ 
InhA L207A reversed 5’ TCCTCGCCGGCCGCACCGCCGACGAT 3’ 

 

Thermofluor experiments:  

ThermoFluor experiments were performed as previously described to determine 

the inhibitor cofactor preference (22). A total volume of 20 µL containing 7.4 µM InhA, 

2.5 mM cofactor (NADH or NAD+) and 25 µM inhibitor (2% DMSO) was added to a 96-

well think-wall PCR plate (Concord) in the same reaction buffer. After 1.5 hrs incubation 

at 25 °C, 1 µL of 100 x Sypro Orange (Sigma) was added and the plate was sealed with 

microseal “B” Film (Bio-Rad). The samples were heated from 25 to 90 °C in increments 

of 0.2 °C/10 s. Data was processed on Bio-Rad CFX manager.  
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RESULTS and DISCUSSION 

A comprehensive kinetic model for the InhA system suggests that the release of NAD+ 

(koff, NAD
+) is partially rate limiting 

Based on the previous literature (19-21), we were able to establish a 

comprehensive enzymatic catalysis kinetic model (Figure 3.2). The rationale for the value 

of each kinetic constant used is listed in Table 3.1. One thing to note is that the last step 

within the catalytic cycle, which corresponds to the release of NAD+ from the E-NAD+ 

complex (koff, NAD
+) was directly related to the turnover of the enzyme catalytic cycle. 

Interestingly, the koff, NAD
+ for InhA had the same order of magnitude as the kcat and was a 

lot slower than observed for other FabI homologs, suggesting that the release of NAD+ 

was partially rate limiting during turnover (22). In support of this propose, previously it 

has been noted that mutations that likely accelerate NAD+ release (e.g. S94A) also result 

in increased kcat values (21).  

!

E

E-NADH

E-NADH-S E-NAD+-P

E-NAD+ + I E-NAD+-I E-NAD+-I

koff, NAD
+

kcat

kon, NADH[NADH]

kon,S[S]

k1

k-1

k2

k-2

9 x 106 M-1 min-1

6 x 108 M-1 min-1

185 min-1

800 min-1

Figure 3.2 InhA catalysis and inhibition kinetic model  
The scheme depicts the diphenyl ether inhibition mechanism along the enzymatic catalytic 
cycle. 
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Diphenyl ether inhibitors bind to the binary E-NAD+ complex generated through enzyme 

catalysis and follow a two-step induced fit mechanism 

As suggested by previous studies, diphenyl ether inhibitors prefer binding to the 

NAD+ cofactor and bind uncompetitively with respect to NAD+ to form the ternary 

inhibition complex (19, 23-25). In order to complete the inhibition mechanism scheme, 

we investigated the source of the NAD+ relevant to inhibitor binding. Progress curves for 

enzyme inhibition performed in the presence of 200 µM or 2000 µM exogenous NAD+ 

were essentially identical, indicating that the NAD+ product from enzyme catalytic cycle 

rather than exogenous NAD+ was the main source of the E-NAD+ complex to which 

inhibitors bind (Figure 3.3). In addition, we were able to validate the two-step induced fit 

mechanism for InhA inhibition by experimentally distinguishing vi and vs from the 

progress curve assay. Normally, the slow-binding inhibition follows one of the three 

kinetic mechanisms (Scheme 3.1). In mechanism A, the inhibitor forms the EI complex 

through a one-step slow association process. In mechanism B, the inhibitor usually forms 

the initial EI complex through a rapid process followed by a much slower process which 

involves in large-scale protein conformation change to yield a much more potent EI* 

species. Alternatively, the large-scale protein conformation change can happen before the 

rapid binding of inhibitor (mechanism C). To elucidate the mechanism of the slow 

binding inhibition, kobs obtained from individual progress curves was replotted as a 

function of inhibitor concentration. The hyperbolic fit unambiguously suggests that 

inhibition occurs through the two-step induced fit slow binding mechanism (Figure 3.4) 

(mechanism B). In addition, we were able to extrapolate Ki
app and Ki

*app by plotting vi/v0 
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E + I
k1

k-1
E-I

k2

k-2
E-I*

E + I
k1

k-1
E*+ I

k2

k-2
E-I*

and vs/v0 as a function of inhibitor concentration, further validating the two-step 

mechanism. It is interesting to note that other FabI homologs follow a special case of 

mechanism B where the initial inhibition is not detected at low inhibitor concentrations. 

In the case of InhA, the ability to observe two-step inhibition might result from the 

observation that the E-NAD+ InhA species is much longer-lived than fpr other FabI 

homologs – i.e. the koff,NAD
+

 for InhA is 800 min-1 while koff,NAD
+

 for other FabI homologs 

is ~ 104 min-1 (22, 26). Consequently, the concentration of E-NAD+ during the InhA 

catalyzed reaction is relatively high, while the initial EI complex still has a relatively low 

free energy. As a result, it is easier to capture the initial inhibition when the inhibitor first 

encounters the enzyme complex. Because of this reason, in a recent paper we were able 

to structurally characterize both EI and EI* along the reaction coordinate (16). We will 

discuss this point later in the chapter. The kinetic model we established was also 

validated thoroughly as shown in Figure 4 and thus a powerful predictive kinetic model 

has been successfully developed for a complex enzyme inhibition system. 

 

Mechanism A:  

Mechanism B:  

Mechanism C:  

Scheme 3.1 Three difference types of slow onset inhibition mechanism: mechanism A depicts the 
one-step model; mechanism B depicts the induced-fit model; mechanism C depicts the 
conformation selection mechanism 

 

 

E + I
k1

k-1
E-I
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Structure-activity relationship for the 2’ substituents suggests that the 2’-chloro group 

enhances residence time by improving binding affinity 

Since koff is a crucial parameter for in vitro drug evaluation, it is important to 

understand the factors that can potentially affect koff. As shown in scheme 3.2, the koff in 

a 2-step slow binding model is affected by the Ki* and kon,overall. Based on our previous 

promising drug candidate PT70, we developed a series of compounds with the same 

hexyl-acyl chain on the A ring but different substituents on the B ring for structure-

activity relationship comparison. Using a combined approach of kinetic model and 

!

Figure 3.3 Comparison of progress curves under different concentrations of exogenous 
NAD+  
A) The progress curves for the inhibition of InhA inhibition by 200 nM PT70 at 200 µM 
NAD+ (balck) and 2000 µM NAD+ (blue). The pseudo-first order rate constant kobs and 
steady state velocity vs from the fit were 0.21 min-1 and 0.17 µM min-1, respectively, at 200 
µM NAD+, and 0.18 min-1 and 0.19 µM min-1 respectively at 2000 µM NAD+. B) The 
progress curves interpreted InhA inhibition by 2 µM PT163 at 200 µM NAD+ (black) and 
2000 µM NAD+ (blue). The pseudo-first order rate constant kobs and steady state velocity vs 
from the fit were 0.081 min-1 and 0.17 µM min-1, respectively, at 200 µM NAD+, and 0.089 
µM min-1 and 0.089 min-1 and 0.17 µM min-1 at 2000 µM NAD+. 
!

!



!

 
!

80!

mechanistically informed kinetic assay, we analyzed a series of 7 InhA inhibitors with 

different  

!

Figure 3.4 Overlay of experimental and simulated progress curve analyses  
A) Experimental progress curves (blue) denoted PT70 inhibition at 100 nM and 200 nM. The 
simulated progress curves (black) were generated based on the parameters provided in Table 
3.1. B) The plot of kobs as a function of [I] unambiguously distinguish Mechanism B from 
Mechanism A and C. C) Experimental Ki

app (blue) and simulated Ki
app (black) was determined 

based on the vi from individual progress curve. D) Experimental Ki
*app (blue) and simulated 

Ki
*app (black) was calculated based on the vs from individual progress curve. 

!

!



!

 
!

81!

2’-substituent. As suggested in Table 3.4, the overall association rate constant (kon,overall) 

for the 7 inhibitors was essentially identical, indicating a very similar overall transition 

state energy barrier. This has also been reported in the saFabI system although it should 

be noted that saFabI inhibitors follow a 1-step slow binding mechanism. While tR was not 

affected by kon, overall, the Ki* which represents the final binding affinity of the inhibitor 

varied across these inhibitors and displayed strong linear correlation with tR in the double 

reciprocal plot (Figure 3.5), suggesting that tR was directly related to the stabilization of 

the final complex. The best inhibitor in the series, PT91 had a Ki* of 34 pM, indicating 

more than 10-fold tighter binding to InhA compared to the parent inhibitor PT70 (Ki* of 

560 pM). 
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Scheme 3.2 Different parameters that affect koff. In the simple one step mechanism, both the 
binding affinity of EI and the association kinetics contribute to koff. In the induced-fit 2-step 
mechanism, koff is given by the thermodynamic affinity of the EI* complex and the overall 
association kinetics. Note that the overall association kinetics can be further deconvoluted into the 
association rate of the second step and the thermodynamic affinity of the EI complex. 
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Table 3.4 Detailed kinetic characterization of 2‘-substituents diphenyl ether analogs 

Compound Structure  Ki
app 

(nM) 
Ki 

(nM) 
Ki

*app 
(nM) 

Ki
* 

(nM) 
k2 

(min-1) 

kon, 

overall 
k2/Ki 
(M-1 

min-1) 

k-2 (min-

1) tR (min) 

PT04 

 

112.6± 
10.7 3.5 38.7± 

2.8 1.9 0.17± 
0.12 

5.0 x 
107 

0.095± 
0.044a 

10.5± 
4.8a 

0.10± 
0.007b 

9.5± 
0.7b 

PT05 

 

134.9± 
28.5 2.5 14.3± 

0.7 0.49 0.19± 
0.07 

7.8 x 
107 

0.038± 
0.01a 

26.4± 
7.2a 

0.037± 
0.007b 

27.1± 
5.2b 

PT70 

 

256.2± 
38.0 9 23.7± 

3.6 0.56 0.4± 
0.01 

4.4 x 
107 

0.025± 
0.001a 

40± 
2.4a 

0.025± 
0.002b 

40± 
4.1b 

  

O

OH

5

1
6

5
4

3

2
2'

3'

4'
5'

6'

1'
A B

O

OH

7

O

OH

5
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PT113 

 

134.9± 
28.5 4.2 18.8± 

1.7 0.64 0.21± 
0.06 

5.0 x 
107 

0.032± 
0.006a 

31.1± 
6.1a 

0.032± 
0.005b 

31.1± 
4.8b 

PT91 

 

58.8± 
2.8 0.8 4.3± 

0.6 0.034 0.20± 
0.06 

2.5 x 
108 

0.01± 
0.001a 

102.1± 
11.4a 

0.0067± 
0.0006b 

148.4± 
13.4b 

PT92 

 

142.5± 
28.3 4 31.1± 

2.6 1.1 0.23± 
0.02 

5.8 x 
107 

0.066± 
0.008a 

15.1± 
1.8a 

0.024± 
0.004b 

42.3± 
6.8b 

PT119 

 

N/A N/A 27.5± 
0.8 1.1 N/A N/A 

0.02± 
0.001a 

50.7± 
3.7a 

0.02± 
0.001b 

47.4± 
3.8b 

a value determined from progress curve analysis 
b value determined from [32P]-NAD+ direct dissociation kinetics 
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Table 3.5Detailed kinetic characterization of 5-substituents diphenyl ether analogs 

Compound  Structure  Ki
app 

 (nM) 
Ki 

(nM) 
Ki

*app 
(nM) 

Ki
* 

(nM) 

k2 
(min-

1) 

k2/Ki 
(M-1 
min-

1) 

k-2 
(min-1) 

tR 
(min) 

PT162 

 

324.9± 
19.4  N/A N/A N/A N/A rapid <1 

PT163 

 

8382.9± 
365.2 310 185.2± 

8.6 7.7 0.44± 
0.06 

1.3 x 
106 

0.01± 
0.003a 

93.8± 
2.6a 

0.009± 
0.001b 

114.3± 
17.8b 

PT501 

 

10792± 
857 450 69.4± 

1.5 3.0 0.65± 
0.10 

1.4 x 
106 

0.0043± 
0.0001a 

230.1± 
7.9a 

0.0048± 
0.0003b 

206.0± 
14.6b 

PT503 

 

22633± 
2416 930 106.1± 

9.3 4.9 1.65± 
0.31 

1.8 x 
106 

0.0088± 
0.0009a 

114.3± 
11.6a 

0.01± 
0.001b 

96.6± 
11.9b 

O

OH

2

O

OH

N

NN

O

OH

N

NN

OH

N

O
NN
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PT504 

 

1249± 
226 ND 54.3± 

6.9 ND 0.11± 
0.02 ND 

0.0047± 
0.001a 

211.1± 
44.5a 

0.0016± 
0.0006b 

625.0± 
78.1b 

PT506 

 

NA ND NA ND NA ND  161.0± 
48.0a 

PT512 

 

68069± 
7634 ND 369.9± 

36.7 ND 0.70± 
0.08 ND 0.0042± 

0.0003a 
238.1± 
17.0a 

PT514 

 

12116± 
845 ND 248.1± 

16.2 ND 0.32± 
0.03 ND 0.0071± 

0.001a 
140.8± 
19.8a 

a value determined from progress curve analysis 
b value determined from [32P]-NAD+ direct dissociation kinetics 
NA: Not available 
ND: Not determined 
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5-Triazole substituents increase the residence time by a slower overall association rate 

After the analysis of Ki*, we further look into the effect of kon,overall on koff. Inspired by the 

crystal structure of InhA-PT70 complex (17), we hypothesized that the triazole ring will create 

an additional pharmacophore element to the diphenyl ether scaffold, providing rigidity when 

interacting with the protein target, therefore enhance the associate energy barrier by a decreased 

!

Figure 3.5 A double logarithmic plot of thermodynamic and kinetic constants for 2’-
substituents  
The plot suggests a strong correlation between thermodynamic affinity and dissociation kinetics 
(black) and a weak correlation between thermodynamic affinity and association kinetics (blue). 
!
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association rate constant. Using click chemistry as our strategy, we incorporated a triazole ring at 

the 5-position and synthesized 7 compounds to interrogate the hydrophobic and van der waals 

interactions about the A ring side chain that might affect koff. As we expected, the overall 

association rate kon, overall of PT163 decreased by 10-fold compared to PT70 (Table 3.5), the 

chemical structure of which only differed by the nature of the substituent at the 5-position. Yet 

the binding affinity was also weakened at the same time – i.e. the Ki* of PT163 was 7.7 nM, 

which was 14-fold weaker than PT70. As a result, the residence time was only prolonged by 

~2.6-fold from 40 min to ~100 min. With this knowledge in hand, we performed additional SAR 

studies on these bulky 5-substitents. Interestingly, when we replaced the triazole ring in PT163 

with an ethyl group (PT162), the latter completely lost slow binding behavior and became a rapid 

reversible inhibitor. We think the triazole might create a specific interaction for inhibitor binding 

such that it helps to anchor the inhibitor effectively into the binding pocket. In addition, the 

triazole ring helps modulate the steric bulk of the 5-substituent about the A-ring tail provided 

that the tail is oriented favorably with respect to the hydrophobic residues lining the pocket. For 

the rest of the triazole analogs, we found the substituted aromatic ring (PT503) was comparable 

to PT163, both in binding affinity and residence time (Table 3.4). In comparing the cyclopropyl 

to the cyclohexyl substituents (PT501 and PT514), the cyclopropyl had the best size for binding 

affinity, with a Ki* value of 3.0 nM, about 2.5 fold improvement from PT163. Consequently, the 

residence time was also improved by ~2.5 fold. Based on our findings together with a recent 

publication, the data suggest that the triazole is an important pharmacophore for InhA inhibitors 

and that click chemistry might be an attractive strategy for InhA inhibitor design (27-30). 
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The 5-triazole substituents decrease the overall onset rate constant by increasing the ground state 

energy of E-I. The onset rate constants of the slow binding step (k2) are essentially identical 

among diphenyl ether inhibitors 

As mentioned earlier, a stabilized ground state (i.e. a good Ki) as well as a destabilized 

transition state (i.e. a higher energy barrier) can both contribute to a slower dissociation rate of 

the drug. Therefore, finding out the molecular cause of the transition state energy barrier is very 

important for further design of slow binding drugs. As discussed earlier, both Ki* and kon,overall 

can affect koff in a 2-step slow-onset inhibition model. Moreover, kon, overall can be further 

dissected into k2/Ki, where k2 corresponds to the association barrier for the second step and Ki is 

the equilibrium constant for initial binding (Scheme 3.2).  Regarding kon, overall, it is interesting to 

note that the triazole-diphenyl ethers displayed about a magnitude slower overall association rate 

compared to the acyl-diphenyl ethers (~5.5 x 107 M-1 min-1 compared to ~1.5 x 106 M-1 min-1, 

respectively). If we further deconvolute the kon, overall into k2 and Ki, we find that the association 

rate constant for the second step (k2) is ~ 0.2 min-1, which is essentially identical among all 

compounds (Table 3.3 and 3.4). Although a 2-3 fold fluctuation was observed for k2, we don’t 

think this needs to be taken into consideration. Remarkably, there was a ~100 fold difference in 

Ki between the triazole and acyl diphenyl ethers. For example, the Ki for PT04 was 3.5 nM, 

while and Ki for PT163 was 310 nM. This significant difference in Ki predominantly accounts 

for the one magnitude slower overall association rate.  

 

Figure 3.6 further illustrates the relative energy levels on the same reaction coordinate. 

The ground state of EI among all the aliphatic diphenyl ethers is about the same, therefore we 
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chose PT70 as our representative. The one exception is PT91, for which both the ground state of 

EI and EI* is <10 fold more stable than the rest of the acyl diphenyl ethers. For triazole diphenyl 

ethers e.g. PT163, the Ki value is significantly raised so that the energy level of the EI state is 

raised ~35 fold, while the EI* state for this set of compounds is about the same as the EI of the 

aliphatic diphenyl ethers. As a result, the overall association rate constant for PT163 is slower by 

approximately 10-fold, yet the association barrier for the slow step (k2) is essentially identical, 

with only a 2-fold increase. From this figure, we can visualize that both Ki and Ki* can act 

synergistically to maximize the dissociation barrier of the drug in a way such that Ki* should be 

stabilized while Ki should be destabilized.  

 

Rational design of PT504 – A novel compound with 10 hours residence time 

Based on our previous observation that the 2’- chloro susbtituent can significantly 

improve Ki* and that the triazole 5-substituent can lower the overall association rate kon,overall, we 

expect that an inhibitor with a triazole on the A ring and a Cl on the B ring should have a 

significantly increased residence time due to the additive effect of an improved Ki* (a smaller 

Ki*) and a slower overall association rate (a smaller kon,overall) (Scheme 3.2). Based on this 

hypothesis, we designed the inhibitor PT504, and demonstrated that the residence time has been 

successfully increased to about 10 hrs with a low picomolar Ki* (Table 3.4). Because of the high 

potency of this compound, the progress curve analysis has difficulty accurately delineating koff, 

and so the [32P] direct dissociation assay was used to quantify residence time (Figure 3.7) (18). 

The true affinity Ki* was computed through the kinetic model described above. To sum up, we 

were able to design a novel InhA inhibitor with a residence time as long as 10 hrs based on our 
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kinetic analysis, which improved the residence time by 10 fold compared to the first-line anti-TB 

drug isoniazid (31).  

 

 

 

!

Figure 3.6 The relative energy level of four different diphenyl ethers on the same 
reaction coordinate 
The association barriers are within the same magnitude. The Ki for both PT70 and PT91 are 
similar, representing by an essentially identical ground state of EI. While the Ki for PT163 and 
PT504 are much weaker, depicting by a ~35 fold higher energy level of EI. The Ki

* of PT91 is 
the strongest, corresponding to the lowest ground state energy level of EI*. PT70 is 10 fold 
weaker than PT91, while EI* of PT163 is around the level of EI in PT70 and PT91. Based on 
this observation, PT504 is designed to maximize the dissociation barrier by securing a high 
energy level of EI while maintaining a low energy level of EI*. 
!
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Structure insight on the 2’ substituents  

A comparison of the environment and positioning of the 2’-substituents in different InhA-

diphenyl ether complex structures reveals significant differences, particularly between the 2’-CN 

and 2’-Cl groups. Both substituents are generally located in close proximity to the phosphate-

ribose portion of the cofactor, and also to amino acid residues A198 as part of α-helix 6 of the 

substrate-binding loop (SBL), and additionally to G96. However, the most striking difference 

can be seen in the distances of the 2’-substituents and the position of the Cβ of A198. The 2’-Cl 

!!!!!!! !

Figure 3.7 The 32-P NAD+ dissociation kinetics of PT504 

!
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substituents of PT91 and PT504 and also the 2'-methyl group of PT514 tend to be oriented more 

towards A198 (Figure 3.8 A and B), thereby forming close van-der-Waals contact with the Cβ of 

A198. Considering only subunits with fully defined SBLs, van-der-Waals distances ranging from 

3.17 Å (PT504) to 3.48 Å (PT91), and 3.35 Å to 3.48 Å within the InhA-PT514 complex 

structures can be observed. In contrast, the 2’-CN groups are oriented further away from A198 

and located in closer proximity to G96 (Figure 3.8 C and D), but only at a weak hydrogen-

bonding distance to the backbone NH of G96, ranging from 3.12 to 3.46 Å in the InhA-PT512 

complex and reach a maximum of 3.63 Å for PT506. Further approximation to the backbone NH 

would also be accompanied by a reduced distance to the backbone carbonyl moiety of G96, 

which would in turn lead to a repulsion between both negatively charged entities and thus the 

formation of a stronger hydrogen-bond may not be feasible. 

 

Our data therefore suggest that hydrophobic 2'-substituents, especially a 2’-Cl group, are 

engaged in van-der-Waals contacts with A198 belonging to α-helix 6, which leads to a better 

stabilization of the SBL in a more closed state upon inhibitor binding. The more polar 2’-CN 

substituents instead, are faced with offsetting attracting as well as repulsive forces. These 

structural observations are in good agreement with our kinetic results discussed earlier, where the 

2’-Cl substituent leads to a significantly improved binding affinity. 
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Figure 3.8 Orientation of different 2'-substituents relative to amino acids G96 and 
A198 within the substrate-binding pocket of InhA  
(a: PT504, b: PT514, c: PT506, d: PT512) 
!
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Comparison of PT506 and PT119 – the triazole greatly aids the interaction with the SBL  

PT119 and PT506 both consist of the common diphenyl ether scaffold known for slow-

onset inhibitors and possess in addition a cyano substituent at the 2’-position of the B ring. A 

striking difference between both compounds is the nature of the 5-position substituents on ring 

A: for PT119 it is a hydrophobic hexyl substituent whereas for PT506 it is a more bulky and not 

exclusively hydrophobic triazole moiety, supplemented by a cyclopropane ring. Due to this 

substitution pattern clear differences concerning the residence times of both inhibitors for their 

target enzyme InhA can be observed. PT506 shows an approximately 3.4 – 4.4-fold (tR = 161 ± 

48 min) higher residence time compared to PT119 (tR = 47.4 min), which can be explained by 

the extensive interactions of the 5-substituent with InhA, leading to the superior inhibitory 

potential of PT506 relative to PT119. 

 

In general, all interactions known to be characteristic for the binding of diphenyl-ether 

inhibitors to InhA, such as the hydrogen-bonding network and the typical π-π-stacking 

interactions established by the A ring are maintained by the core structure of PT506. In contrast 

to the hexyl substituent of PT119, which makes van-der-Waals contacts with F149, M199, I202 

and L218, the protein – inhibitor interactions of the 5-substituent of PT506 are more extensive 

and more diverse in nature: The triazole ring is in close vicinity to the aromatic ring of Y158, 

and also to F149 and I202. Cζ of the aromatic ring of F149 is located within a C-H – π- 

interaction distance (3.81 Å) relative to NAY of the PT506 triazole. In addition, the electron 

density in the crystal structure clearly shows a hydrogen bond to E219. E219 is located in close 

proximity to the 5-substituent (Oε2, E219 – NAO, PT506 distance = 3.01 Å) in the PT506 structure 
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(Figure 3.9 A), whereas the distances between Oε2, E219 and C3 and C4 of the hexyl substituent in 

the PT119 complex range from 5.62 to 5.68 Å, respectively. 

 

Because of its spatial requirements the cyclopropane ring of PT506, compared to the 

hexyl moiety of PT119, creates a larger interaction surface within the substrate binding pocket of 

the protein, which is reflected by numerous hydrophobic interactions with the residues of α-helix 

6 (I202) and α-helix 7 (I215, L218) in the SBL, as well as with other regions in InhA’s substrate 

binding cavity (M155, Y158). These additional interactions further stabilize the protein-inhibitor 

complex formed with PT506 and lead to a longer residence time of PT506 compared to PT119.   
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Figure 3.9 The dynamic nature of interactions between InhA and PT504/PT506  
A: Hydrogen bond between E219 and triazole moieties of PT504 (orange) and PT506 
(magenta) and protein surrounding of the triazole ring; hydrogen-bonding distance (green) is 
shown for PT506; B: Interaction of the triazole with either I202 (a, more open SBL 
conformation) or V203 (b, closed SBL); C: Amino acid shift between more open (a, dark 
red) and closed (b, gold) SBL conformation 
!
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Compared to the [InhA·NAD+·PT91] complex, which adopts a completely closed state of 

the SBL, both the PT506 and the PT119 complexes show a shift of amino acids A201 – V203 by 

approximately one amino acid (Figure 3.10). This shift leads to reduced contact interface 

between the inhibitor and α-helix 6 of the protein, excluding V203 from hydrophobic 

interactions with the compound. Instead, V203 now partially occupies the space within the 

hydrophobic cavity, which in the totally closed SBL state of [InhA·NAD+·PT91] would be 

occupied by I215 of α-helix 7. To prevent clashes between these residues, I215 has moved closer 

!

Figure 3.10 Comparison of amino acids A201 – V203 of the SBL's α-helix 6  
The closed conformation for PT91 is shown in yellow, the more open conformations are 
depicted in red (PT119) and magenta (PT506) 
!
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to the 5-substituent of the respective inhibitor, thus leading to a global rearrangement of the 

entire SBL in the PT506 and PT119 complex structures. 

 

Crystal structure of PT504  

The crystal structure of InhA in complex with NAD+ and PT504 belongs to space group I 

2 and contains one tetramer in the asymmetric unit (Figure 3.11). The inhibitor is bound to all 

four subunits in the tetramer, and the interactions known to be crucial for inhibitor binding to the 

binary [InhA·NAD+] complex are present in all four molecules of the crystal structure. These 

interactions consist of π-π-stacking interactions between ring A of PT504 and the nicotinamide 

ring of NAD+; accompanied by hydrogen bonds created by the 1-OH substituent of ring A with 

the hydroxyl group of Y158 as well as with the 2’-OH of the nicotinamide ribose. Ring B of 

PT504 is embedded in a hydrophobic environment created by residues G96, F97, M98, M103 

and Y158, as well as by I202 belonging to the SBL α-helix 6. The 2’-chlorine substituent is 

accommodated in a mostly hydrophobic pocket made up by G96, A198 as an integral part of α6, 

but also the ribose pyrophosphate portion of the cofactor (Figure 3.12).  

 

Similar to the ternary [InhA·NAD+·PT506] complex, Oε1 of E219 of InhA is directed 

towards the triazole NAN to form a hydrogen bond with distances between 2.64 and 2.96 Å in all 

subunits. Additionally, the triazole moiety is involved in several interactions with its 

surrounding. The nitrogen portion of the ring is in hydrophobic contact with P193 and M199; 

whereas the carbon half interacts with F149 and Y158 (Figure 3.9 A). Interestingly, the inhibitor 

is bound to all four subunits in the tetramer, but the SBL adopts different conformational states 
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in each subunit and differences in the protein- cofactor – inhibitor contacts can be observed in all 

four binding variants. In monomers A and E with a completely ordered SBL, this region of the 

triazole additionally interacts more closely with V203, whereas in the partially ordered state in 

monomers B and G, an interaction with I202 can be observed. This is due to the more open SBL 

conformation (Figure 3.9 B (a)) in subunits B and G which leads to a shift of I202 to the position 

where V203 would be located at a fully closed SBL state (Figure 3.9 B (b)).  

 

The cyclopropane interactions with the protein surrounding differ in some detail between 

the monomers, because the substituent can assume slightly different orientations within the 

hydrophobic pocket. In general, hydrophobic contacts can be observed with residues A157, 

Y158, I215 or L218. The differences in the interaction patterns of both, the triazole and the 

cyclopropane moieties correspond to the observed shift of amino acids A201 – V203 by one 

amino acid when comparing the subunits with partially disordered and completely ordered SBLs. 

In the closed state of subunits A and E (Figure 3.9 C (b)) the positioning of these amino acids 

matches the one observed for the completely closed [InhA·NAD+·PT91] ternary complex. In 

contrast, monomers B and G display an orientation of I202 more towards the direction of the 

hydrophobic pocket accommodating the inhibitor's 5-substituent, which resembles the SBL states 

mostly seen for the 2'-CN substituted inhibitors PT119, PT506 and in part PT512 (Figure 3.9 C 

(a)). 
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Figure 3.11 InhA tetramer with bound cofactor and PT504  
Cofactor is shown in pale green and PT504 in orange; SBL is depicted in raspberry 
!
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Comparison of PT506, PT504, PT512, PT514 PT91 and PT119 – hydrogen bond formation 

between Q214 and triazole ring reveals an energetically elevated intermediate state captured by 

5-bulky substituent, yet the entropically-favored inward conformation of I215 represented the 

final ground state  

The positioning of ring A and B within the substrate-binding pocket of all observed 

structures is similar and the previously described interactions of ring A with the cofactor and the 

!

Figure 3.12 Hydrophobic environment of the B-ring of PT504 within the substrate-binding 
pocket of InhA 
Catalytic Y158 is depicted in dark red 
!
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target enzyme known to be essential for inhibitor binding are maintained in each of the reviewed 

complexes. The general environment of ring B of all herein described structures is created by 

residues G96, F97, M98, M103, M161, Y158, and I202 (Cγ2) as part of the SBL and assumes a 

mainly hydrophobic character.  

 

The conformations of the SBLs in chains B and D of [InhA·NAD+·PT512] and 

[InhA·NAD+·PT514] are very similar to each other, and differ from the other subunits 

concerning the loop region between α6 and α7 (G205 - L207), assuming a more open state, 

which is not observed in any of the other complex structures (Figure 3.13). For all the other 

subunits of InhA in complex with PT504, PT506, PT512 or PT514 either a closed conformation 

(subunits A and E; A, C, F and A, C, E with PT504, PT512 and PT514, respectively) is observed 

as it is present in the [InhA·NAD+·PT91] complex or an intermediate state of the loop similar to 

[InhA·NAD+·PT119] (subunit E of the PT512 structure and the [InhA·NAD+·PT506] monomer) 

can be seen. Interestingly, the conformation of the loop region can be locally modulated without 

necessarily leading to an altered alignment of α-helices 6 or 7 between monomers of the same 

complex structure.     

 

 



!

 
!

103!

 

 

 

 

 

 

 

 

 

 

 

Compared to the ternary [InhA·NAD+·PT91], [InhA·NAD+·PT119] and 

[InhA·NAD+·PT506] complex structures, the SBLs of the InhA structures with PT504, PT512 

and PT514 differ within their position of α-helix 7. The N-terminal part of α-helix 7 more closely 

resembles the orientation of α-helix 7 as observed in the [InhA·NAD+·PT91] complex, whereas 

the C-terminal region of α-helix 7 in these structures rather approximates the alignment present 

within the [InhA·NAD+·PT119] and [InhA·NAD+·PT506] complex structures. Additionally, the 

orientation of α-helix 7 in the complexes with PT512 and PT514 is stabilized by a hydrogen-

bond formed between Q214 and the triazole moiety (Figure 3.14 A), which displays a clear 

!

Figure 3.13 Extraordinary conformation of the loop region between α-helices 6 and 
7 
The SBL within subunits B of the PT512 is shown in purple and PT514 in green; the 
PT91 (yellow) structure is shown as reference 
!
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difference to the observation for the [InhA·NAD+·PT504] and [InhA·NAD+·PT506] complexes 

involving E219 in hydrogen-bonding interactions instead (Figure 3.9 A). 

 

In the C-terminal region of α-helix 6, monomers of [InhA·NAD+·PT504], 

[InhA·NAD+·PT512] and [InhA·NAD+·PT514], possessing a rather closed SBL, more closely 

resemble the conformational character of the [InhA·NAD+·PT91] ternary complex. However, 

within the more open chains of [InhA·NAD+·PT512] (subunits B, D, E) and [InhA·NAD+·PT514] 

(subunits B, D), those regions present a higher similarity to the [InhA·NAD+·PT119] and 

[InhA·NAD+·PT506] structures; also relating to the altered arrangement of amino acids A201 – 

V203, making reduced hydrophobic contacts with the diphenyl-ether ring system in these 

monomers. In contrast to these differences in α-helix 6 and the loop region in the individual 

subunits of the [InhA·NAD+·PT512] complex, α-helix 7 is oriented in an identical slightly 

opened fashion in all subunits, except monomer C. In this subunit α-helix 7 is more closed and 

for that reason closer, but not fully, approximates the conformational state of 

[InhA·NAD+·PT91]. In this case no hydrogen-bond exists between the triazole ring of PT512 and 

Q214, because the position of Q214 is occupied by I215 instead (Figure 3.14 B). This inward-

rotated state of I215 is also present in the [InhA·NAD+·PT91] complex, which is thought to 

represent the final [EI]* state of the inhibitor-binding process, suggesting that the triazole 

hydrogen-bonded state to Q214 displays another intermediate state during the SBL ordering 

process, which is captured by the presence of bulkier groups at 5-position of ring A. 

Additionally, amino acids A201 – V203 of monomer C assume the same conformation as in the 

PT91 complex, indicating that here the final, energetically most favorable state is reached. Since 

the inward orientation of I215 can also be observed within the [InhA·NAD+·PT504] and 
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[InhA·NAD+·PT506] structures, together with an additional hydrogen bond between the triazole 

moiety and E219 (Figure 3.15), this buried state of I215 seems to be entropically favored. The 

inward-rotation of I215 in combination with the hydrogen-bond formed to E219 might have a 

positive synergistic effect on the residence times of these inhibitors. However, this phenomenon 

only seems to be possible for the inhibitors PT504 and 506 which possess a more flexible and 

less bulky cyclopropyl substituent compared to PT512 and PT514. This observation provided 

structural support in our kinetic characterization regarding the final ground state and reinforced 

the rational design of PT504.  
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Figure 3.14 Position of Q214 and I215 of InhA-PT512/PT514 complex 
a: Position of hydrogen-bond donor Q214 and I215 relative to PT512 (purple/ blue) and 
PT514 (green); b: Position of Q214 and I215 in the special case of monomer C (dark magenta) 
compared to monomer B (blue) within the PT512 structure 
!

!
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The multiple SBL conformations observed in the [InhA·NAD+·PT512] complex provided 

a good platform in understanding the transition state conformation captured by the triazole series 

along the reaction coordinate. In case of the [InhA·NAD+·PT512] and [InhA·NAD+·PT514] 

complexes it might be an entropical advantage to have Q214 instead of I215 solvent-exposed, 

again indicating that the hydrogen-bond formation of the triazole substituent with Q214 might 

!

Figure 3.15 Position of hydrogen-bond donor E219 and I215 within the substrate-binding 
pocket of InhA 
PT504 is shown in orange and PT506 in magenta. 
!
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stabilize an intermediate, energetically elevated state during the binding process, but does not 

represent the final [EI]* state. However, within [InhA·NAD+·PT514] the buried state of I215 is 

not observed in any of the monomers, although residues A201 – V203 also assume a 

conformation similar to the PT91-complex structure in some of the subunits. This might be due 

to the fact that the cyclohexyl substituent requires more space within the hydrophobic cavity, 

thereby forcing α-helix 7 to assume a different conformation. The role of the size of the 

cycloalkyl substituents is again underlined by the fact that for the inhibitors PT504 and PT506 

possessing only a cyclopropane ring, the inward-rotation of I215 is still possible. Considering the 

[InhA·NAD+·PT91] SBL conformation, including the typical orientation of residues A201 – 

V203 in α6 as final [EI]* state one can assume that the second most frequently occurring 

conformation of residues A201 – V203 as it is primarily observed for 2'-CN-substituted inhibitor 

complexes or subunits of 2'-Cl or 2'-methyl-substituted InhA-inhibitor complexes containing a 

partially disordered SBL depicts an energetically elevated [EI] state along the path towards the 

final [EI]* state of the inhibitor binding process, representing a local energy minimum. In case of 

the PT512-inhibitor complex the transition into an entropically favored (I215) conformation with 

a maximum of protein-inhibitor interactions (A201 – V203) might be facilitated by the 

hydrogen-bond formation between the triazole moiety and Q214. 

 

Another interesting difference arises in the orientation of the triazole ring’s nitrogen 

portion of PT504 and PT506 compared to PT512 and PT514. A torsion angle of ≈ 49° can be 

observed between the triazole ring plains of PT504 and PT506 and the ones of PT512 and PT514 

around an axis through CAK parallel to the ring plain (Figure 3.16 A and B). This orientation 
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further provides explanation for the different interactions of PT504 and PT506 with α7 occur 

compared to PT512 and PT514. While the nitrogen portions of PT504  

 

!

Figure 3.16 Dynamics of the substrate-binding cavity  
a - b: Comparison of the orientation of the triazole moiety within the substrate-binding cavity 
between inhibitors with smaller an larger cycloalcyl-substituents (a: PT504 (orange) vs. PT514 
(green), b: PT506 (magenta) vs. PT512 (blue); c - d: Comparison of the conformational freedom 
of the cycloalcyl-substituents within the substrate-binding cavity (c: PT504 (light green/ yellow/ 
orange) and PT506 (magenta), d: PT512 (blues) and PT514 (greens) 
!
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and PT506 form a hydrogen bond to E219 of the SBL, the torsion of the ring plains in PT512 and 

PT514 leads to the formation of a hydrogen bond with Q214. The variation of the interaction 

partner of the triazole moiety seems to locally influence the tilt of α-helix 7 and stabilize it in a 

distinct conformation. The different orientation modes of the triazole moieties may have their 

origin in the altered positions of the cyclopropane groups compared with the bulkier 

cyclopentane and cyclohexane substituents within the substrate-binding pocket. Due to their 

lower spatial requirements, the plains of the cyclopropane rings of PT504 and PT506 possess a 

higher rotational freedom within the substrate-binding pocket (Figure 3.16 C) and are thereby 

able to assume different orientations. The cyclopentane and -hexane rings of PT512 and PT514, 

however, adopt one distinct orientation in all subunits within the substrate-binding pocket 

(Figure 3.16 D), creating an altered contact interface with α7 by interacting with L217 rather 

than with I215. 

 

The energy barrier is predominantly from enthalpic contributions for the 5-alkyl substituents, 

while entropic contributions increased for the 5-triazole substituents 

Enhancing thermodynamic potency is a primary goal of any drug discovery effort. 

However, little effort is often expended to understand the underlying enthalpic and entropic 

components that contribute to the free energy. The 32P direct dissociation method, which we 

developed in Chapter 2 allowed us to measure the dissociation rate constant at different 

temperatures, making it possible to investigate the energy component during the drug 

dissociation process using the Arrhenius analysis and Eyring equation. We chose PT05, PT113 
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and PT119 as our acyl-chain analog representatives, and PT163, PT501 and PT503 as triazole-

analog representatives. The compounds of interest were assessed at 5 different temperatures, 

ranging from 4 °C to 25 °C. A large temperature interval is critical for the quality of the linear 

regression in determining the activation energy, but these conditions are rarely fulfilled with 

proteins (32). As expected, the kinetic rate constants increased with increasing temperature, yet 

at different rates and starting points among different inhibitors (Table 3.6). The activation energy 

(activation enthalpy) was extrapolated from the linear regression of the Arrhenius equation. As 

shown in Figure 3.17 A and Table 3.7, the energy component of PT05 and PT113 were similar to 

each other. The activation enthalpies were 13.96 kcal/mol and 15.62 kcal/mol, respectively; 

while the -ΔTS† were 7.98 kcal/mol and 6.21 kcal/mol. When the 5-substituent becomes more 

rigid and hydrophobic, the -ΔTS† has a bigger contribution in the activation free energy. The -

ΔTS† of PT501 increased to 8.12 kcal/mol, and further increased to 10.17 kcal/mol and 10.21 

kcal/mol for PT163 and PT503, respectively. It is interesting to note that the entropy enthalpy 

compensation iss observed for all of these compounds, as the activation free energies are around 

the magnitude across all inhibitors. Surprisingly, when compared to PT05 and PT113, PT119 has 

a much higher activation enthalpy of 27.88 kcal/mol and a negative ΔTS† of -5.97 kcal/mol. As 

the major difference among these compounds is the 2’-subsitutent, we speculate that the cyano 

group on PT119 creates a very strong repulsive interaction with the protein, leading to an 

increase in enthalpy and a less favorable entropy. This was confirmed with the previous 

structural analysis (Figure 3.8 C and D). To take a closer look at the enthalpy and entropy 

contribution to the Gibbs free energy, we replotted Figure 3.17A into Figure 3.17 B. As 

suggested in Figure 3.17 B, the activation enthalpy of dissociation, ΔH† contributes to most of 

the Gibbs free energy for the acyl-chain diphenyl ethers. The enthalpy component for the 



!

 
!

112!

dissociation of PT05 and PT113 is 64% and 72%, respectively. The entropic contribution to koff 

increased with hydrophobicity and rigidity. As the 5-substituent becomes more rigid and 

hydrophobic, the entropic component increases from 28% and 36% for PT113 and PT05, to ~50% 

for PT163 and PT503, respectively. The effects of these hydrophobic interactions are possible 

evidence for a dissociation process in which a more rigid and more hydrophobic substituent 

yields a slower off-rate. One could imagine creating the smallest possible solvent accessible area 

in the crevice between the loop region and A ring of the compound and thereby shielding the 

hydrophobic residues from interacting with the solvent, thus resulting in a lower koff (32).  This 

observation rationalizes the extremely long residence time of PT504, as Ring A of PT504 creates 

hydrophobic contacts with residues A157, Y158 and L218, while Ring B is also embedded in a 

hydrophobic environment created by residues G96, F97, M98, M103, Y158 and I202. Our 

conclusion is further supported by Meinhold et al (PERSONAL COMMUNICATION) from 

GSK who reported that larger, more hydrophobic and rigid compounds tend to have slower off-

rates as the physical properties of the compound limits the escape trajectory as well as excludes 

water in a more efficient manner. 

 

Figure 3.17 C further illustrates the enthalpy entropy compensation that was observed in 

the system. The plot comparing ΔH† and -TΔS† shows a negative correlation. Since free energy 

is the sum of ΔH† and -TΔS† and is held constant among different inhibitors, therefore enthalpy 

and entropy must be numerically negatively correlated (33).  
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Figure 3.17 Thermodynamic analysis of inhibitor dissociation phase  
A) Thermodynamic profiles for selected diphenyl ethers from 32-P NAD+ dissociation 
kinetics: ΔH† (red), -TΔS† (green), and ΔG† (blue). B) The percentage contribution of 
activation enthalpy or entropy to total activation free energy. C) Plot of activation 
enthalpy (ΔH†) VS. entropy (-TΔS†) 
!
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Table 3.6 koff at difference temperatures for various inhibitors 

Compound  koff at 24 °C 
(min-1) 

koff at 20 °C 
(min-1) 

koff at 15 °C 
(min-1) 

koff at 10 °C 
(min-1) 

koff at 4 °C 
(min-1) 

PT113 0.032 0.021 0.013 0.0074 0.0044 

PT05 0.038 0.018 0.011 0.0073 0.0056 

PT501 0.0048 0.0039 0.0027 0.0016 0.0010 

PT163 0.0087 0.0065 0.0053 0.0035 0.0024 

PT503 0.01 0.0081 0.0059 0.0043 0.0028 

PT119 0.014 0.0075 0.0040 0.0020 0.00084 

 

 

Table 3.7 Activation enthalpy, entropy and free energy for different inhibitors 

Compound  Ea (kcal/mol) ΔH† (kcal/mol) -TΔS† 
(kcal/mol) 

ΔG† (kcal/mol) 

PT113 16.21 15.62 6.21 21.83 

PT05 14.55 13.96 7.98 21.94 

PT501 12.99 12.41 8.12 20.53 

PT163 10.63 10.04 10.17 20.21 

PT503 10.70 10.11 10.21 20.32 

PT119 28.48 27.88 -5.97 21.89 
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The slow association barrier mainly derives from large scale refolding of α-helix 6: evidence 

from V203A, I215A, L207A InhA 

Based on the above analysis, we further investigated the molecular mechanism associated 

with the energy barrier for the second step (k2) (Scheme 3.2). According to our previous 

observations on the conformation between time-dependent inhibitors and rapid reversible 

inhibitor, we proposed in a recently published paper that the open conformation of α-helix 6 

represents the EI state, whereas the closed conformation represents the EI* state (16). From the 

extensive crystallographic analysis provided here, we were able to capture and distinguish 

different conformations of the substrate binding loop (α-helix 6) within different subunits of the 

InhA-inhibitor complex, which might depict the unstable intermediates along the reaction 

pathway. Therefore, we hypothesized that the energy barrier associated with the second step 

results from the loop motion change between α-helix 6 (SBL) (residue 197 to 210) and the 

adjacent α-helix 7 (residue 211 to 220), and that helix 6 has a larger scale of motion compared to 

helix 7 as the SBL closes over the active site from an open conformation to a closed 

conformation.  In order to test the hypothesis and link the structural insights with enzyme 

kinetics, we constructed alanine mutations on residue V203, L207 and I215, as structural 

analysis suggested that hydrophobic residues namely M199, I202, V203, L207 on helix 6 and 

I215 on helix 7 had close interactions with the ligand. These alanine mutations will allow us to 

explore the relationship between the loop motion and the barrier-crossing activity in inhibitor 

kinetics. 
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The Michaelis-Menten parameters for wild-type InhA, V203A, I215A and L207A 

variants were listed in Table 3.8. The kcat/Km values for all constructs were almost identical, with 

one exception - that of V203A where a ~3-fold change in kcat/Km was observed compared to 

wild-type InhA. To investigate how these alanine mutations would affect the second step slow 

onset barrier, we used PT70 as our model ligand to explore the change in the association barrier 

using progress curve analysis. As the progress curve analysis is limited to determining only 

particular kinetic and thermodynamic constants – i.e. Ki
app, Ki

*app, k-2, we use the kinetic model 

described earlier to obtain all the kinetic parameters. Overlay of the experimental and simulated 

progress curves for all the variants, (Figure 3.18 A to Figure 3.18 C), it was shows that the model 

is in good agreement with the experimental data, suggesting that the kinetic parameters generated 

from the model accurately represent the experimental values. In Table 3.9, we summarize all the 

kinetic constants from the model. Consistent with Km in the experiment, the Ks values from the 

model were almost identical between wild-type InhA, I215A and L207A, while the Ks of V203A 

was less than 3 fold higher than the value for the wild-type enzyme. The kcat generated from the 

model also follows a similar trend compared to experimental values. The most direct effect we 

would expect from a change of energy barrier would be a faster drug dissociation rate (koff), or a 

shortened residence time. However, as we discussed earlier in Scheme 3.2, both Ki
* and k2 could 

contribute to the overall koff. The model can be sued to determineif the change in koff is due to a 

change in the value of k2. The V203A variant has a 4-fold faster koff compared to wild-type InhA. 

Although the transition state barrier is reduced slightly (a less than 2-fold difference in k2), the 

change in koff is predominantly due to a destabilization of the EI* ground state. The I215A 

mutant has a 3-fold faster koff for the dissociation of PT70, however the k2 value is essentially 

identical to that fro the wild-type enzyme, suggesting that the change in k-2, or the reduced 
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residence time is mainly the result of a destabilized ground state. The difference in kinetic 

parameters between V203A and I215A indicates that α-helix 7 does not contribute to the energy 

barrier for the slow step, since k2 for I215A is identical to that of wild-type InhA, and instead 

that motion of α-helix 6 might be involved in the transition state barrier. Yet the change in k2 was 

insignificant and the loss of potency made it difficult to disentangle the true reason of change in 

dissociation rate constant. Crystal structure suggested that V203 and I215 were in close contact 

with the ligand (16); therefore it was not surprising to see a loss of potency effect.  

 

Table 3.8 Michaelis-Menten parameters of wild-type and variant InhA 

Construct  kcat (min-1) Km (µM) 
kcat/Km (µM-1 min-

1) 

Wild-type 116±9 14±3 9.0±1.8 

V203A 121±16 37±7 3.3±0.7 

I215A 95±4 9±1 10.6±1.3 

L207A 184±14 20±3 9.2±1.5 

 

Table 3.9 kinetics parameters of wild-type and variant InhA generated from the computational kinetic 
model 

Construct  Ks (µM) 
kcat (min-

1) 
Ki (nM) Ki* (nM) k2 (min-1) k-2 (min-1) 

Wild-type 800 185 9 0.6 0.4 0.025 

V203A 2000 185 15 2.2 0.7 0.10 

I215A 900 145 20 3.6 0.4 0.071 

L207A 900 185 31 1.5 4 0.20 
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We speculated that residues on α-helix 6 relatively far from the ligand might be the ideal 

place to investigate this loop motion without compromising the binding with the ligand. Based 

on this rationale, we designed the L207A variant. As we expected, the dissociation barrier was 

lowered by 10-fold (k-2 was 10-fold faster than wild-type), and this change was mainly from the 

lowered barrier of the transition state, rather than the loss of binding affinity. To visualize we 

have plotted kon and koff of each variant in Figure 3.18 D), where it can be seen that a faster koff 

(or a shortened tR) is observed for I215A and V203A, while the kon value is essentially identical 

for these two mutants, suggesting the change of koff was not due to the change of the transition 

state energy barrier. In contrast, for the L207A variant, an increase in koff is accompanied by a 

dramatic change in kon, indicating that the change in koff is a result of a weakened energy barrier. 

This suggests that the motion of α-helix 6 is associated with the energy barrier for the slow onset 

inhibition, coinciding with out previous structural hypothesis that the barrier corresponds to a 

large scale refolding process of α-helix 6. 

 

Hypothesis on the slow binding mechanism for diphenyl ether series 

Previously, we proposed that the diphenyl ethers are transition state analogs and that the 

deprotonated diphenyl ether mimics the substrate enolate intermediate. To test this proposal, we 

used PT163 as our model ligand and measured the Ki and Ki
* values at pH 6.8 and 8.5: since the 

pKa for the diphenyl ethers is ~ 7-8, an increase in pH should increase the population of ionized 

inhibitor and potentially result in improved affinity. We first evaluated the enzymatic activity at 

pH 8.5. As shown in Table 3.10, the enzyme activity was very similar at pH 6.8 and 8. We then 

performed progress curve analysis and observed a 3-fold enhancement of the apparent binding 
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affinity for the ligand (Table 3.10), in agreement with our proposal. This supports our argument 

that the diphenyl ethers bind to the protein in their deprotonated forms and thus are transition 

state analog inhibitors.  

 

 

 

 

 

!

Figure 3.18 Progress curve analysis for the inhibition of V203A, I215A and L207A by 
PT70 
 A) V203A, B) I215A, C) L207A. For A-C the control in the absence of inhibitor is shown in 
black whereas the experimental progress curves with inhibitors are depicted in blue, and the 
simulated progress curves based on parameters listed in Table 3.9 are shown in orange. D) 
Plot of kon and koff for each variant and wild-type InhA 
!
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Table 3.10 kinetic parameters of PT163 with wild-type InhA under difference pH values 

pH 
condition 

kcat (min-1) Km (µM) 
kcat/Km 

(µM-1 min-

1) 

Ki
app of 

PT70 (nM) 
Ki

*app of 
PT70 (nM) 

pH = 6.8 116±9 14±3 9.0±1.8 8383±365 185±8 

pH = 8.5 159±13 18±3 8.8±1.6 4513±158 54±2 

 

 

The energy barrier – structural and kinetic insight 

As discussed in our previous paper, we proposed that “self” inhibition of InhA occurs 

when α-helix 6 is in the closed conformation such that A201, I202 and V203 on α-helix 6  mimic 

a portion of the fatty acid substrate, while L197 mimics part of the phosphopantetheine group. In 

other words, helix 6 itself becomes an inhibitor and contributes to the potency of the bound small 

molecule such as PT70 (16). Together with the finding that diphenyl ethers bind to the enzyme-

product complex (E-NAD+ complex) generated during substrate turnover, we speculate that the 

transition state mimic of the enolate tricks the enzyme as it binds to the substrate and undergoes 

catalysis (Figure 3.19 A), therefore the substrate binding loop (helix 6) closes up to fill in the 

space where the fatty acid tail and phosphopantetheine arm occupy. The close-up of helix 6 

corresponded to a large-scale of refolding process, occupied portion of the active site, and this 

motion eventually resulted in the energy barrier along the reaction coordinate. This argument is 

supported by studies with the 4-pyridone class of FabI inhibitors. Thermofluor experiments 

suggesd that 4-pyridones bind to the initial enzyme-cofactor complex (E-NADH) (Figure 3.20). 

In addition, 4-pyridones do not have an ionizable group and the crystal structure of the a 4-
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pyridone inhibitor in complex with the enzyme show that helix6 is in an open conformation. 

Putting all pieces of data together, it was suggested that deprotonation of the compounds made 

them as transition state analogs and bound with enzyme-product complex after enzyme turnover, 

such behavior triggered the protein closed up the substrate binding loop and resulted in an energy 

barrier and a largely improved binding affinity (EI*) (Figure 3.19 B). On the other hand, 

compounds that not able to deprotonate are substrate analogs and bind to the E-NAD H complex, 

leaving the substrate binding loop open and not showing time-dependent inhibition (no EI* state) 

(Figure 3.19 B).  

 

We can also compare the InhA system with other FabI homologs. In this regard, it is 

interesting to note that the time-dependent inhibition in other FabI homologs is thought to be a 

one-step slow onset mechanism, where the initial enzyme-inhibitor complex EI cannot be 

observed and is thus a special case of 2-step induced-fit mechanism. Moreover, there is no 

significant structural change for the inhibition of other FabIs and thus no support for the 

existence of two different enzyme conformation states (viz EI and EI*). In contrast, it is clear 

that the InhA inhibitors follow a 2-step induced fit mechanism. Progress curve analysis clearly 

shows differences between the initial and steady state velocities, suggesting two distinguishable 

enzyme-inhibitor complexes; in support, X-ray structural analysis is clearly able to capture both 

the EI state as an open SBL conformation and the EI* state as a closed SBL conformation along 

the reaction coordinate. We try to understand why there is such discrepancy between InhA and 

other FabI homologs. As suggested by the kinetic parameters computed from our kinetic model, 

it is interesting to see that the dissociation rate constant of NAD+ from the enzyme-product 

complex E-NAD+ varies significantly amongst the different FabIs. For example, the koff, NAD+ is 
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104 min-1 for Staphylococcus aureus FabI (22), and around the same magnitude in Escherichia 

coli FabI (26); however the koff, NAD+ for InhA is only 800 min-1, and is thus partially rate-limiting. 

The dissociation of NAD+ from E-NAD+ determines the lifetime of the enzyme-product complex 

and the slower dissociation of NAD+ results in a longer half-life of E-NAD+ in InhA, which, 

together with low nanomolar to micromolar binding affinity for the first enzyme-inhibitor 

complex Ki, allows us to capture the EI species. Based on our finding, we conclude that the time-

dependent inhibition in the InhA system is a unique behavior of diphenyl ethers such that the 

deprotonation of diphenyl ethers mimics the transition state of the substrate analog in complex 

with the enzyme-product species and further triggers the large refolding process of the SBL from 

the open state to the closes state, resulting in an energy barrier along the reaction coordinate.  
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A) 
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!

B) 

!

!

Figure 3.19 Integrated structural – kinetic inhibition scheme  
A) illustrates the substrate enolate transition state. B) depicts the structural – kinetic 
relationship of diphenyl ethers and 4-pyridones, respectively. InhA is shown as surface in 
purple, the substrate binding loop (SBL) is represented in yellow. The ligands are shown 
as sticks in magenta. 
!
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Figure 3.20 Midpoint temperatures of the protein-unfolding transition (Tm) for 4-
pyridone 
In the presence of NADH is shown in blue and NAD in black 
!
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CONCLUSION 

Using a combination approach of enzyme kinetics, computational kinetic modeling and X-ray 

crystallography, we have rigorously characterized 24 diphenyl ether inhibitors of InhA and 

determined the kinetic parameters for each step on the reaction pathway. Based on the 

mechanistic insight we gained from our thorough analysis, we have designed PT504 which has a 

10-fold improvement on residence time compared to INH. Arrhenius analysis reveals that the 

energy barrier (Ea) associated with the slow step is ~ 10 kcal/mol. Further analysis using the 

Eyring equation suggests that the activation free energy for the dissociation process 

predominantly derives from the activation enthalpy. Site-directed mutagenesis supports the 

hypothesis that the energy barrier associated with time-dependent enzyme inhibition results from 

a large scale refolding of the SBL from an open to a closed conformation, linking kinetics with 

the structural hypothesis. Lastly, we determined that diphenyl ethers are transition state analogs 

and bind in their deprotonated states to the enzyme with a preference form the E-NAD+ product 

complex. This transition state mimic triggers the refolding process of the SBL, resulting in a 

partial overlap with the natural substrate and “self” inhibition, which greatly improves the 

binding affinity of the final EI complex. Finally, we conclude that unlike other FabI enzymes 

InhA displays 2-step induced-fit time-dependent inhibition, due to the fact that E-NAD+ 

complex to which inhibitors bind has a significantly longer half-life than in other FabI homologs. 

These findings will aid the future design of additional compounds with long residence times.  
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Chapter 4 Cellular Activity of Diphenyl Ether InhA Inhibitors – Killing Kinetics and Post 

Antibiotic Effect 

 

 

INTRODUCTION 

 Lead optimization has traditionally focused on thermodynamic properties for the 

interaction of compounds with their targets such as IC50, Ki, and MIC values (1, 2). However the 

high attrition rate of compounds in late stage development and clinical trials suggests that one or 

more fundamental concepts have been neglected when translating in vitro lead optimization to 

late-stage efficacy models and clinical trials (3).  One neglected area is the role of drug-target 

kinetics in modulating the efficacy of drugs in humans and as a result there is a growing interest 

in understanding and incorporating the time-dependence of target engagement into the drug 

development pipeline. If it is assumed that drugs only work when they are bound to their targets, 

then the rate at which the drug-target complex dissociates (koff) or the duration of time the drug 

remains bound to the target (residence time tR = 1/ koff) will have a critical impact on the duration 

of drug action.  

 

 A significant fraction of marketed drugs have residence times ranging from minutes to 

days (1, 4). In addition, we previously demonstrated a direct relationship between residence time 

and drug in vivo efficacy for inhibitors of the F. tularensis FabI (5). This stimulated our interest 

in exploring the translation of drug-target kinetics to antibacterial activity for FabI enzymes from 

other pathogens.  
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 Recently, Walkup et al demonstrated that the in vitro slow-binding kinetic profile of 

LpxC inhibitors could contribute to the prolonged suppression of bacterial growth (post 

antibiotic effect, or PAE) both at the whole cell level and also in a murine model of P. 

aeruginosa infection (6). Their finding provides the foundation for validating the link between 

target kinetics and in vivo efficacy. However, studies in the S. aureus and E. coli FabI systems 

revealed a very shallow correlation between drug-target residence time and PAE, (7) suggesting 

that factors such as target turnover and target vulnerability will impact the coupling between 

residence time and PAE. By constructing a mathematical metabolic flux model, Chang made the 

argument that FabZ instead of FabI, was the rate-limiting step that balanced the flux within the 

FAS-II elongation cycle. Moreover, Chang also pointed out that in fast-growing bacteria – i.e. S. 

aureus or E. coli, target re-synthesis acted as a significant challenge in the translation of drug-

target residence time to the suppression of bacterial growth.  Interestingly, Rubin et al examined 

the vulnerability of 6 protein targets in M. smegmatis and demonstrated that degradation of InhA 

completely inhibited growth (8). Together with the fact that InhA is the primary target of the 

successful frontline antituberculosis drug INH (9, 10), this observation has further stimulated our 

interest in determing the vulnerability of InhA and understanding whether InhA would be an 

appropriate system to analyze the connection between target kinetics and growth inhibition.  

 

 As elaborated in Chapter 3, we have extensively characterized two sets of diphenyl ether 

InhA inhibitors which have distinct binding kinetics. These analyses set the foundation for us to 

add an additional layer of complexity in the cellular context. The aim of this project is to 
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determine whether InhA is a vulnerable target and how well observations on one bacteria system 

can be applied to other bacteria species.  
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MATERIALS AND METHODS 

Compounds 

 PT04, PT05, PT91, PT70, PT119 were synthesized by Dr. Pan Pan (11). PT163 was 

synthesized by Dr. Gopal Reddy (12). PT500 series were synthesized by Ms. Lauren Spagnuolo, 

as described in Chapter 3. Isoniazid and Rifampicin were both purchased from Sigma Aldrich.  

 

Bacterial strains 

 Mycobacterium smegmatis (M. smeg) MC2 155 and Mycobacterium tuberculosis (M. tb) 

H37rV strains were used for MIC measurement. M. smeg was used for cellular killing kinetics 

and post-antibiotic effect experiments. 

 

MIC measurement 

 MIC values were determined by the microbroth dilution method followed by visual 

inspection according to the Clinical and Laboratory Standards Institute (CLSI) (13). Compounds 

were dissolved in DMSO and diluted in DMSO to prepare 10 two-fold dilutions at 2% final 

DMSO (v/v) in broth media. An equivalent volume (100 µL) of broth medium was added to a 

96-well round-bottomed microtitre plate (Thermo Scientific), followed by addition of another 

100 µL of bacterial broth containing ~106 CFU/mL cells. Final concentrations of drug from 

~0.05 µg/mL upwards were added to each well and the plate was incubated aerobically at 35.5 

°C for 3 days. The MIC was the minimum drug concentration that prevented visible growth. 



!

 
!

130!

Killing-kinetics  

 An aliquot of ~109 CFU/mL of M. smeg cells was diluted 100 fold in 7H9 media (Sigma 

Aldrich) supplemented with glycerol (0.4% v/v) and Tween 80 (0.1% v/v). The culture was 

shaken at 35.5 °C for ~20 hrs until an OD600 at ~0.6 was reached. Subsequently, this starter 

culture was diluted 200-fold into fresh 7H9 media containing either drug or an equal volume of 

DMSO. The culture was shaken at 35.5 °C, and 100 µL was removed every 2 hrs, serially diluted 

in fresh 7H9 media and plated on 7H10 agar plates. The number of viable colonies were then 

counted following a 3-day aerobic incubation at 35.5 °C. Killing kinetic curves were analyzed in 

KaleidoGraph Version 4.1. 

 

Post antibiotic effect (PAE) 

 An aliquot of ~109 CFU/mL M. smeg cells was diluted 100 fold in the 7H9 media 

supplemented with glycerol (0.4% v/v) and Tween 80 (0.1% v/v). The culture was shaken at 35.5 

°C for ~20 hrs until an OD600 of ~0.6 was reached. Subsequently, this starter culture was diluted 

200-fold into fresh 7H9 media containing either drug (4X, 8X and 16X MIC) or an equal volume 

of DMSO. The cultures were then shaken at 35.5 °C for 2 hrs, and subsequently, both treated and 

untreated cultures were diluted 1000-fold into fresh 7H9 media to remove the drug. Regrowth 

was monitored by removing an aliquot of 100 µL culture every 4 hrs and plating the serial 

dilutions on 7H10 agar plate. The number of viable colonies were counted after 3-day incubation 

at 35.5 °C. The PAE was calculated following the equation PAE = T – C, where T is the time it 

takes for the drug exposed culture to increase 1 log10 CFU after removal of the drug, and C is the 
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corresponding time it takes for the control group to increase 1 log10 CFU following dilution (14). 

Data processing was performed using KaleidoGraph Version 4.1. 

 

Theoretical maximum killing rate calculation  

 This work was performed by Dr. Fereidoon Daryaee. A mathematical model was 

constructed to model the lag-phase during killing kinetics (15). It was assumed that the rate of 

killing is a time-dependent process and reached the maximum killing rate at steady-state. 

                !! = !!"# ∗ 1− !!!∗!  

     Equation 4.1 

  

In Equation 4.1, kt is the killing rate-constant at time t; kmax stands for the maximum killing rate-

constant; α is the killing induction rate-constant. Assuming that bacterial death/growth defect is 

directly related to the fraction of bacterial target engagement level, the following equation was 

derived 

!"
!" = !!"#$%! − !! ∗ !" ∗ ! = !!"#$%! − !" ∗ !!"# ∗ 1− !!!∗! ∗ ! 

Equation 4.2 
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In Equation 4.2, kgrowth is the growth rate-constant in the absence of drug; TO is target 

occupancy, which represents the fraction of the target that is occupied at a fixed drug 

concentration; N is the total bacterial population. 

 

Equation 4.3 was generated after numerically solving Equation 4.2. 

log!"!! = log!"!! + 0.434 ∗ !!"#$%! − !" ∗ !!"# ∗ ! + !" ∗ !!"#! ∗ 1− !!!∗!  

Equation 4.3 

 Subsequently, all the experimental data were fit to Equation 4.3 to calculate the killing 

induction rate-constant α, where the reciprocal of α corresponds to the lag-phase time.  
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RESULTS AND DISCUSSION 

Diphenyl ether inhibitors are active against both M. smeg and M. tb  

In chapter 3, we have discussed the kinetic characterization of the diphenyl ether InhA 

inhibitors and have described the development of a series of triazole substituted diphenyl ethers. 

Subsequently, we have evaluated the antibacterial activity of these compounds against both M. 

smeg and M. tb (Table 4.1). As expected from our previous work, the akyl chain diphenyl ether 

analogs were active against M. tb H37rv (11), and also against M. smeg with MIC values in the 

range of 0.95 µg/mL to 7.45 µg/mL (Table 4.1). Interestingly, the triazole substituents 

demonstrated a better MICs against M. tb compared to the akyl analogs, with MIC values from 

0.16 µg/mL to 2.42 µg/mL. The lipophilicity (ClogP) suggests that the triazole series has better 

cellular permeability than the corresponding  akyl chain analogues indicating a possible reason 

of the observed MIC trend. In addition, a double logarithmic plot of Ki vs. MIC showed a linear 

correlation, providing evidence that these compounds act on the same target and had similar 

cellular profile (Figure 4.1).  

 

Killing kinetics revealed that a slower association rate constant could be translated into a slower 

killing rate 

 As MIC measurements are used for preliminary cellular activity evaluation and have 

many limitations (16), we used killing kinetics to investigate the cellular activity of the 

compounds at a fixed drug concentrationr. In the following analysis we chose PT04 and PT504 

as representatives from the two sets of inhibitors (alkyl and triazole, respectively) to interrogate 

the link between target engagement and cellular activity.  
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 The killing curve for PT04 is shown in Figure 4.3 A. A moderate dose response is 

observed. At 4X MIC, there was a 15 hr growth suppression followed by growth recovery 

comparable to the control group, suggesting the cells have not been fully saturated by the drug. 

Remarkably, a rapid killing effect was observed starting at 8X MIC concentration after a 15-hr 

lag phase. Similar result was observed at 16X MIC, with a faster killing rate. In general, it took 

25 hrs for PT04 to achieve a 4 log10 CFU bacteria reduction.  

 

 A similar dose-dependent effect was observed for PT504 (Figure 4.3 B). However, 

instead of the static effect and regrowth reported at 4X MIC of PT04, a moderate killing effect 

can be seen at the same concentration for PT504. The killing rate was faster at higher drug 

concentrations (8X and 16X MIC). Intriguingly, the lag phase was ~18 hrs, slightly longer 

compared to PT04, and bacteria sterilization was never achieved. Generally, it took ~20 hrs for 

PT504 to reach a 4 log10 CFU reduction.  
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Table 4.1MIC of diphenyl ethers against M. smeg and M. tb 

Compound  Structure  
MIC99 in 
M. smeg 
(μg/mL) 

MIC99 in 
M. smeg 
(μM) 

MIC99 in 
M. tb 

(μg/mL) 

MIC99 in 
M. tb 
(μM) 

CLogP 

PT04 

 

1.69 6.26 2.10 7.80 5.81 

PT05 

 

7.45 25.00 3.13 10.49 7.53 

PT70 

 

3.60 12.70 1.56 5.49 6.97 

PT91 

 

0.95 3.10 0.39 1.28 6.95 
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PT119 

 

3.70 12.50 2.50 8.46 5.90 

PT163 

 

8.90 25.00 ND ND 5.02 

PT501 

 

2.00 6.22 0.39 1.21 3.60 

PT503 

 

ND ND 2.38 6.41 5.50 

PT504 

 

1.06 3.10 0.16 0.47 3.62 
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CN
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N

NN
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PT506 

 

ND ND 0.27 0.81 4.00 

PT512 

 

ND ND 0.29 0.80 4.20 

PT514 

 

ND ND ND ND 4.90 

 ND: Not Determined 
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As shown by the killing kinetics, the diphenyl ether InhA inhibitors are bacteriacidal 

drugs against mycobacterial species, which contrasts with their bacteriastatic behavior against 

other pathogens such as S. aureus and E. coli (7). The lag phase is an estimate of the time that it 

takes for the downstream cascade to generate the full killing effect. We speculate that the 10-fold 

slower association rate of PT504 translates to the ~3 hr increase in the lag phase. It is worth 

noting that whereas a slower association rate is an alternative strategy to improve residence time, 

!

Figure 4.1 Double logarithmic plot of Ki vs. MIC of diphenyl ethers against M. tb 
The MIC values were obtained against M. tb H37rV strain. The linear correlation 
depicted the best fit with R-value of 0.7. 
!



!

 
!

139!

it could paradoxically lead to a slower target onset in the cellular context. In the meanwhile, 

PT504 is slightly more cidal than PT04, which could be a result of a combination effect of 

superior binding affinity and dissociation kinetics.  

 

 

 

 

 

 

 

 

 

 

Theoretical maximum killing rate and lag-phase calculation  

The lag-phase observed in the bacteria killing curves is not uncommon. As illustrated in 

Figure 4.2, several processes can lead to the lag-phase observed in killing kinetics such as drug 

permeability, drug-target complex formation and more importantly, the time needed for the 

translation of target engagement into the final cellular outcome. To understand this process in a 

more comprehensive manner, we constructed a mathematical model to extrapolate the lag-phase 

!

Figure 4.2 Target engagement workflow 
Drug-target kinetics is an crucial factor for final cellular readout 
!
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time and theoretical killing rate for each compound. As shown in Figure 4.4 A and B, the model 

shows good agreement with the experimental killing curves for PT04 at both 8X MIC and 16X 

MIC. The kgrowth calculated from the model was 0.269 hr-1 (Table 4.2), corresponding to a 

doubling time of 3.7 hrs, which is consistent with the literature (17). The killing induction rate-

constant α was 0.3079 and 0.25 hr-1 at 8X and 16X MIC, respectively. These observations 

subsequently yielded a lag-phase of ~3.6 hrs. Interestingly, if we assume that target occupancy at 

16X MIC is 100%, then the maximum killing rate kmax is ~0.75 Log CFU/mL/hr.  

 

 Along the same lines, the theoretical killing curve for PT504 is shown in Figure 4.5 A, B 

and C. Remarkably, the α was ~3-fold slower than PT04, translating to a much longer lag-phase 

time (Table 4.2). The simulation result was in good agreement with our experimental 

observations and corroborates the argument that a slower inhibitor onset rate constant is reflected 

at the cellular level in a much longer duration of the lag-phase. Moreover, the maximum killing 

rate kmax of PT504 was 1 Log CFU/mL/h, slightly faster than PT04. This simulation result also 

agrees with the fact that it takes a shorter time for PT504 to reach the same reduction in Log 

CFU compared to PT04.  

 

 We were able to validate our model through 2 sets of killing kinetic curves and 

extrapolated informative cellular parameters from the model. PT504 suggested a longer lag-

phase time and a faster maximum killing rate than PT04, in line with its target kinetic 

characteristics. It is critical to note the correlation of target level kinetics and killing kinetic curve, 

as the lag-phase might shed some light in determining the exposure time during PAE experiment. 

The maximum killing rate is comparable for both PT04 and PT504, consistent with the 
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knowledge that the kill rate is more closely related to thermodynamic parameters rather that 

kinetics at constant drug exposure.  

 

 

  
      A)                                                       B) 

!

!

 

Figure 4.3 Killing kinetics against M. smeg 
A) Killing curve of PT04 B) Killing curve of PT504 
!
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Table 4.2 Cellular parameters computed from the killing kinetic model for PT04 and PT504 

  4X MIC 8X MIC 16X MIC 

PT04 

kmax (Log 
CFU/mL/h) -- 0.64 0.75 

α (h-1) -- 0.31 0.25 
Lag phase (h) -- 3.23 4.00 

kgrowth (h-1) -- 0.27 0.27 

PT504 

kmax (Log 
CFU/mL/h) 1 1 1 

α (h-1) 0.10 0.11 0.14 
Lag phase (h) 10.0 9.09 7.14 

kgrowth (h-1) 0.27 0.27 0.27 
 

!

Figure 4.4 Overlay of killing curves from experiment and simulation 
A) PT04 at 8X MIC B) PT04 at 16X MIC 
!
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!!!!!!!!!!!!

!

Figure 4.5 Overlay of killing curves from experiment and simulation 
A) PT504 at 4X MIC B) PT504 at 8X MIC C) PT504 at 16X MIC 
!
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Post antibiotic effect and residence time 

 To investigate the relationship between post antibiotic effect and residence time in 

mycobacteria, we chose PT04 and PT504, 2 compounds which display drastically different 

residence times for preliminary studies. Based on the above killing kinetics and literature 

precedent, the drug exposure time was set to 2 hrs despite the slow doubling time of 

mycobacteria. The PAEs were run at 4X, 8X and 16X MICs (Figure 4.5). Interestingly, a drop in 

Log10 CFU was observed after removal of the drug under different drug concentrations as well as 

the control. The linear fit of the control revealed that it took 10 hrs for normal growing bacteria 

to achieve a 1 log10CFU increase in growth, translating to a doubling time of ~3.5 hrs, 

comparable to the value reported from the literature. Similar to the killing kinetics, a dose-

dependent effect was also observed under different drug concentrations. At 4X MIC, the PAE 

was ~12.3 hrs before recovery of normal growth (Table 4.3). At 8X and 16X MIC, we assume 

that the target is saturated with drug, so that no significant difference in PAE was observed. 

Intriguingly, the PAE at saturating drug concentrations shows a 1:1 relationship with the drug-

target residence time. 

  

Inspired by the result for PT504, we further examined the PAE of PT04, which has 

residence time of 10 min. Interestingly, a lag in normal growth was observed under different 

drug concentrations, as well as in the control group (Figure 4.6). In addition, the PAE was 

similar across all tested drug concentrations, which was ~10 hrs. Further experiment needs to be 

performed for a more comprehensive analysis, yet the preliminary results suggest that a shorter 

residence time leads to a shorter PAE. 
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Figure 4.6 PAE of PT504 against M. smeg under different drug concentrations 
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Table 4.3 Kinetic and cellular parameters of PT504 against M. smeg 

Compound  
MIC99 M. 

smeg 
(µg/mL) 

Ki* (nM) tR (h) 
PAE at 
4X (h) 

PAE at 
8X (h) 

PAE at 
16X (h) 

PT504 1.06 < 0.01 10 12.3 10.9 12.4 

 

 

!

Figure 4.7 PAE of PT504 against M. smeg under different drug concentrations 
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 The PAE studies of the first-line antituberculosis drugs rifampicin, ethambutol and 

isoniazid are reported to be 156 hrs, 8 hrs and 22 hrs, respectively (13). More recently, the PAE 

of a novel class of nitrofuranylamides were evaluated against slow-growing M. bovis giving a 

PAE comparable to rifampicin and much longer than ethambuol or isoniazid (4). However, very 

limited information could be found from the literature that links the drug-target kinetics with 

post-antibiotic effect.  

 

Theoretical target engagement  

 The theoretical target engagement was calculated based on the model described above. 

Based on the assumption that the target was 100% occupied at 16X MIC, kmax was 0.75 Log 

CFU/mL/h for PT04 (Table 4.2). As given by the model, the target occupancy x kmax at 8X MIC 

was 0.64, therefore the target occupancy at the corresponding concentration was 85%. This 

suggests that InhA needs to be engaged by at least 85% to achieve the bacterialcidal effect. This 

observation might indicate that InhA is possibly not a very vulnerable target as a high level of 

target engagement is required for cellular readout. However, target turnover is still a missing yet 

pivotal piece of information which could drastically affect in addressing the vulnerability of 

InhA.   
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CONCLUSION  

 We have demonstrated that the diphenyl ether compounds are active against both M. 

smeg and M. tb, and that the triazole series gives better MIC values possibly due to a better 

cellular permeability. Two representative compounds, PT04 and PT504 were chosen to 

investigate the effect of drug-target kinetics on killing kinetics. The results suggest that a slower 

association rate constant of the drug may translate to a longer lag phase for recovery of growth. 

A cellular kinetic model was successfully established and reveals that the lag-phase time is 

largely affected by the inhibitor association kinetics while the maximum killing rate is more 

related to the binding affinity of the inhibitor. PAE experiments reveal that inhibitors with 10-hr 

residence time correspond to a 10-hr PAE. However, further investigation needs to be completed 

to build a thorough relationship between residence time and PAE in the InhA system. 
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Chapter 5 InhA inhibitor discovery:  novel fragment-hits and scaffolds  

 

This chapter is based on part of the work that has been published in: 

 

Perryman, A.L., Yu, W., Ekins, S., Forli, S., Freundlich, J.S., Tonge, P.J., and Olson, A.J., “A 

Virtual Screen Discovers Novel, Fragment-sized Inhibitors of Mycobacterium tuberculosis 

InhA ”, Journal of Chemical Information and Modeling, 2015 

Manjunatha, U., Rao, S.P.S., Kondreddi, R., Noble, C.G., Camacho, L.R., Tan, B.H., Ng, S.H., 

Ng, P., Ma, N.L., Lakshminarayana, S.B., Herve, M., Barnes, S.W., Yu, W., Kuhen, Kelli., 

Blasco, F., Beer, D., Walker, J.R., Tonge, P.J., Glynne, R., Smith, P.W., and Diagana, T., 

“Discovery of novel direct InhA inhibitors active against Mycobacterium tuberculosis”, Science 

Translational Medicine, 2015 

 

INTRODUCTION 

 Tuberculosis (TB), caused by Mycobacterium tuberculosis (M. tb), kills 1.3 million 

people each year (1). According to the World Health Organization, M. tb infects approximately 

two billion people (1). Since a third of the global population has a latent M. tb infection, this 

creates an immense reservoir of disease due to the potential for reactivation (1). There are 8.3 to 

9 million new cases of TB annually, and half a million children get TB each year (1). M. tb kills 

more people in the world than any other bacteria.  Of all infectious diseases, only HIV kills more 

people than M. tb, and TB is the leading cause of death for HIV/AIDS patients (1). 
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Although effective TB drugs have existed for over 60 years, and drug-resistant TB was 

not a major issue twenty years ago (2), cases of multi drug-resistant TB (MDR-TB) and 

extensively drug-resistant TB (XDR-TB) continue to increase throughout the world in both 

frequency and distribution (1-7). Cases of MDR-TB, which is defined as resistance to both 

isoniazid and rifampicin ,have nearly doubled in just a few years (4). The global treatment 

success rate for TB is now less than 50% (1), and each year, one-half million new MDR-TB 

cases occur (i.e., M. tb infections that are resistant to INH and rifampicin). In addition, XDR 

strains evade fluoroquinolones and at least one of the 2nd-line injectable drugs (amikacin, 

capreomycin, or kanamycin) (1) (Chapter 1). Finally, with the emergence of totally drug-

resistant TB (TDR-TB) in several countries, no effective treatment options exist for these 

patients (3, 5-8).    

 

Novel InhA inhibitors effective against isoniazid-resistant strains are critical for treating MDR 

and XDR-TB 

InhA, the M. tb enoyl acyl-carrier protein reductase, is the primary target of the front-line 

drug isoniazid (INH) (9, 10) (Structure shown in Chapter 1). While it is one of the two most 

important antitubercular drugs and the only drug used for TB prophylaxis, INH suffers from 

resistance that continues to increase (1, 9, 11, 12). Data collected by the WHO indicate that up to 

28% of all TB cases are INH-resistant, and in previously treated TB patients, up to 60% exhibit 

resistance, making it extremely difficult, time-consuming, and expensive to treat these patients 

(if they can be treated at all) (1, 2, 13).  
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INH must be activated by the M. tb catalase-peroxidase (KatG) (14-16), and most 

clinically relevant INH-resistant M. tb strains involve mutations in or deletions of katG, which 

abrogate activation of the INH prodrug (17, 18). In some areas, 70% of MDR-TB strains have 

mutations in katG, as do 100% of sequenced XDR-TB strains (19, 20). Although katG mutations 

are generally responsible for high-level resistance to INH in clinical isolates, those mutations can 

be enhanced by additional mutations in the promoter region of inhA, which cause low-level INH-

resistance by increasing the amount of InhA produced (21, 22), and are found in up to 28% of 

INH-resistant clinical isolates (depending on the location of the study) (21-31). KatG activates 

INH to enable formation of a covalent adduct with NAD+ or NADH (14) (Inhibition scheme 

shown in Chapter 1). As has been previously demonstrated, novel InhA inhibitors that do not 

require prior activation by KatG are not vulnerable to this key mechanism of INH resistance (11, 

17).  

 

Current InhA inhibitors 

 There have been a lot of efforts to identify direct InhA inhibitors to overcome KatG-

mediated resistance and many inhibitors have been yielded that block the lipid-binding site. He 

et al. reported the discovery of a series of pyrrolidine carboxamides (Structure shown in Figure 

1.11 in Chapter 1) as a novel class of direct InhA inhibitors through a combination strategy of 

high-throughput screening and microarray parallel synthesis (32). AstraZeneca reported methyl-

thiazoles as InhA inhibitors that displayed a novel inhibition mechanism where the protein 

adopted an “Y158-out” conformation upon binding (Figure 5.1). In addition, these methyl-

thiazoles were NADH-preferred inhibitors, as opposed to the previously reported NAD+-

preferred inhibitors (33). Subsequently, GSK reported a class of aminoprolines as potent and 
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selective InhA direct inhibitors by means of DNA encoded library technology. Hit-to-lead 

optimization further yielded a compound with good InhA inhibition as well as pharmacokinetic 

profile (34). Remarkably, Hartkoorn et al. discovered the natural product pyridomycin with 

potent anti-TB activity. They also determined the crystal structure of pyridomycin in complex 

with InhA and found that pyridomycin adopted a unique binding mode that blocked both the 

cofactor substrate and the lipid substrate (35) (Crystal structure shown in Figure 1.12 in Chapter 

1).  

 

Although several novel classes of direct InhA inhibitors have been discovered, lack of in 

vivo efficacy compared to the front-line anti-TB drugs hints at the underlying hurdle of 

developing novel antituberculosis drugs.   

 

Virtual screening to identify novel inhibitor scaffolds 

High-throughput docking virtual screening (VS) studies have been used extensively in 

both academia and the pharmaceutical industry to discover inhibitors of select drug targets 

(median hit rate of 13% (36)) and are complementary to experimental target-based HTS (37). 

“Docking” flexible models of small molecules computationally probes the energetic landscape 

governing macromolecular recognition with a target protein, to help guide the discovery and 

design of novel inhibitors (38-45). By docking flexible models of ligands into atomic-scale 

protein targets the prediction of a) how tightly these compounds can bind; b) where they prefer to 

bind; and c) what specific interactions they can form at the binding site.  
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Many VS studies, including some against InhA, have involved computational studies in 

the absence of experimental validation of their predictions (46-52). In contrast, some pioneering 

VS against InhA have yielded predictions that were experimentally validated with enzyme 

inhibition assays (53) and/or whole-cell growth assays against M. tb (54, 55). M. vanbaalenii 

(56), or M. smegmatis (57). These previous, experimentally validated VS against InhA helped 

!

Figure 5.1 InhA in complex with methyl-thiazole 
Residue Y158 adopts the “Y158-out conformation (33). 
!

Y158 out 
conformation 
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establish the feasibility of computer-aided drug discovery against this system and laid the 

foundation for the research we will present. 

  

Whole-cell screening in identifying novel scaffold 

 Although high-throughput virtual screening has been highly productive in general, it 

usually requires the knowledge of the therapeutic target as a basis for chemical screens. 

Sometimes, these target-based screens reveal small molecules with potent activity against the 

enzyme target yet fail to inhibit the target in the in vivo environment (58). Due to the difficulty of 

converting compounds lacking whole-cell activity into ones with such activity, an alternative 

approach is to perform whole-cell screens against living organisms in the first place, where small 

molecules are tested against all targets simultaneously. Once the hit compound is identified, the 

challenge is to identify the target as further lead optimization will be hindered without knowing 

which protein target the compound inhibits (58). Various strategies for target deconvolution have 

been developed, such as selection of resistance mutants, biochemical affinity-based methods, 

gene overexpression and underexpression, and microarray technologies (58, 59).  

  

Although target deconvolution is generally challenging, the whole-cell screening strategy 

has been widely utilized in many different systems. Using a recombinant strain of M. tb that 

underexpresses DHFR, Kumar et al. reported the discovery of a quinazoline-ring based DHFR 

inhibitor that had whole-cell activity (60).  Stanley et al. also described the investigation of novel 

MmpL3 and DprE 1 inhibitors using whole-cell based high-throughput screening (61). In 

addition, this strategy has also been widely adopted in other Gram-positive and Gram-negative 

bacteria as well as fungal systems (62).  
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In the current chapter, we will discuss the discovery of novel InhA inhibitors based on 

heterocyclic and 4-pyridone scaffolds using both virtual screening and whole-cell activity 

profiling. 
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MATERIALS AND METHODS 

 

Discovery of novel fragment-sized inhibitors of InhA using virtual screening 

The Global Online Fight Against Malaria project and its relevance to TB research 

The Global Online Fight Against Malaria (or “GO Fight Against Malaria,” GO FAM) 

was a project on the World Community Grid that Dr. Alexander L. Perryman designed and 

executed while at The Scripps Research Institute (63-65). Utilizing compound libraries such as 

NCI, Enamine, Asinex, ChemBridge, and Vitas-M Labs with 3-D models obtained from the 

ZINC server (66), GO FAM has performed virtual screens of 5.6 million commercially available 

compounds against over 200 structures of targets from 22 classes of validated and potential drug 

targets for the treatment of malaria and other diseases. In addition, it has also generated a total of 

1.16 billion docking results.  

 

In this work we used GO FAM to dock a much larger number of compounds against 

InhA than all previous VS combined (48-57). The results presented here encompass only 5.6% of 

the compounds screened on GO FAM against InhA—we began with the NCI library, because 

NCI compounds are available to researchers for free, through the NCI’s Developmental 

Therapeutics Program (DTP).  
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Screening the NCI library of compounds against InhA using the GO Fight Against 

Malaria World Community Grid 

The docking was performed by Dr. Alex L. Perryman. AutoDock Vina (45) 1.1.2 (or 

“AD Vina”), which was grid-enabled for World Community Grid by IBM staff, was used to 

dock each compound from the NCI library against the crystallographic conformation of InhA-

PT70 (pdb code: 2X23) (67). In positive control re-docking experiments, the co-crystallized 

inhibitor PT70 docked to the target model of 2X23 with an RMSD of 0.49 Å. Additional 

(successful) positive control re-docking and cross-docking experiments that utilized AD Vina 

against other crystal structures of InhA bound to different ligands have been published recently 

elsewhere (68).  

 

InhA inhibition and kinetics experiments 

An InhA inhibition assay was performed on the hit compounds that were identified from 

docking by AD VINA. Briefly, the candidate inhibitor was assayed at 100 µM in a reaction 

buffer (30 mM PIPES, 150 mM NaCl, 1 mM EDTA, at pH 6.8) containing 30 µM trans-2-

dodecenoyl coenzyme A (DD CoA), 250 µM NADH, and 100 nM InhA. The enzymatic activity 

at 100 µM inhibitor concentration was quantified, and the three compounds that displayed the 

largest inhibition of enzyme activity were selected for further IC50 measurements. In general, 

IC50 values were determined by varying the concentration of inhibitors in the aforementioned 

reaction mixture. The data were analyzed using equation 5.1, where I is the inhibitor 

concentration and y is percent activity. 
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Equation 5.1 

 

To provide mechanistic insight, the top two compounds were chosen for subsequent 

measurements of their inhibition constants (Ki). The third best inhibitor displayed solubility 

problems at > 200 µM concentrations. The Ki value was calculated by determining the kcat and 

Km (DD CoA) values at several fixed inhibitor concentrations using the same assay conditions 

described above. The data were analyzed using the standard equations for competitive and non-

competitive inhibition (equations 5.2 and 5.3). 

 

           

Equation 5.2 

 

 

 

Equation 5.3 

 

 

Comparison with known InhA inhibitors. 

Dr. Sean Elkins performed the Principal Component Analysis (PCA) on the combination 

of the 157 known InhA inhibitors in TB Mobile 2 (Version 2 of a mobile application for 

antituberculosis drugs with known target) and the hit InhA compounds discovered from NCI 

!!! = !
!!"#[!]

!! ! 1+ ! !!! + ! !
!

!!! = !
!!"#[!]

!! ! 1+ ! !!! + ! (1+ ! !!!!)!
!

!
! = ! 100%

1+ ! !
!"!"!

!



!

 
!

159!

library from this study (69, 70). The file generated from the TB Mobile data set was used for the 

Principal Component Analysis (PCA), which was calculated using Discovery Studio 3.5 (71) and 

used eight interpretable descriptors (AlogP, molecular weight, number of rotatable bonds, 

number of rings, number of aromatic rings, number of hydrogen bond acceptors, number of 

hydrogen bond donors, and molecular fractional polar surface area).   

 
Minimum inhibitory concentration (MIC) assay vs. M. tb 

MIC assays were performed by Dr. Alex L. Perryman. For whole-cell in vitro studies, 

new batches of the NCI hit compounds were obtained from NCI.  The compound structure, 

molecular weight and purity were confirmed by 1H NMR (600 MHz), LC-MS and HPLC. MIC 

values of NCI 99389 and 111591 were determined following the microplate-based Alamar Blue 

assay (MABA) method as previously described (72). Fifty mM compound stock in DMSO was 

dissolved in sterile Middlebrook 7H9-OADC broth, making a 1 mM pre-test solution. One 

hundred µL pre-test solution was added into wells in column 1 of a sterile polystyrene 96-well 

round-bottom plate (CLS3795, Corning, NY). Wells in column 2 to 12 received 50 µL of sterile 

7H9-OADC broth. Serial two-fold dilutions of compounds were performed, and column 12 was 

set as drug-free (inoculum-only) control. Final concentrations of compounds were as follows: for 

INH, 0.012 to 25 µg/mL; for NCI compounds, 0.50 to 500 µM. M. tb wild type strain H37Rv and 

InhA over-expression strain mc24914 (10) were 1:1000 diluted in 7H9+OADC medium at mid-

logarithmic stage of growth (OD595nm=0.4). Fifty µL of diluted bacterial suspensions were place 

in each well, and the plates were sealed with Parafilm and incubated at 37 °C for seven days.  

Twenty µL of alamarBlue® reagent (Invitrogen, Frederick, MD) freshly mixed with 12.5 µL 20% 

Tween 80 was added into each well, followed by 24-hr incubation in 37 °C. The absorbance was 

read at 570 nm, using a reference wavelength of 600 nm, with a microplate reader (ELX808, 
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Biotek Instruments). The MIC endpoint was defined as the lowest concentration of the test agent 

that produced at least 90% reduction in absorbance compared with that of the drug-free control. 

 

Cellular toxicity assay 

Cytotoxicity assays were performed by Dr. Alex L. Perryman. The cytotoxicity of the 2 

most promising NCI compounds was determined using the 3-(4,5-dimethylthiazol-2-yl)-2,5-

diphenyltetrazoliuim bromide (MTT) cytotoxicity assay with the Vybrant MTT Cell Proliferation 

Assay Kit (Molecular Probes) (13). Vero cells (African green monkey kidney epithelial cells; 

ATCC) were plated in a sterilized 96-well plates (Costar 3595, Corning, NY) at 2 x 105 

cells/well with a volume of 50 µL and incubated for 3 hrs in a 37 °C incubator. NCI compounds 

were dissolved in DMSO at a final concentration of 10 mg/mL. In a separate 96-well plate, two-

fold serial dilutions of the compounds were prepared using Dulbecco’s modified eagle medium 

(Gibco) supplemented with 10% fetal bovine serum. Fifty µL of diluted compounds were added 

to appropriate test plate wells to generate final concentrations ranging from 0.78 to 100 µg/mL. 

Column 12 was utilized for a drug-free control. After 48 hrs treatment, 10 µL of 12 mM MTT 

stock solution was added into each well and incubated at 37 °C for 4 hrs. One hundred µL of 0.1 

g/mL SDS•HCl solution was subsequently added to each well in order to halt the reaction, 

followed by 4-hr incubation at 37 °C. The absorbance at 570 nm was determined with a 

VersaMax ELISA microplate reader (Molecular Devices), and the CC50 was calculated by 

plotting absorbance at 570 nm against concentration of untreated Vero cells control. 

 

Discovery of 4-hydroxy-2-pyridone InhA inhibitors using whole-cell high-throughput profiling 
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High-throughput cell-based screening and MIC determination 

 High-throughput screening and determination of MIC values were performed by Novartis. 

High-throughput screening of the Novartis compound collection was carried out using M. tb 

H37Rv, and MIC values against M. tb H37Rv were determined as previously described (73). 

 

Generation of drug-resistant mutants and whole genome sequencing 

 Selection of resistance mutations was performed by Novartis. M. tb H37Rv strain was 

plated on 7H11 agar plates containing 10x and 20x MIC of the test compounds. After 3 weeks of 

incubation at 37 °C single isolated colonies were propagated in drug free 7H9 broth. The 

resistance phenotype of the pyridone InhA inhibitors was confirmed by determining MIC values 

against compounds NITD-529, 564 and 916. Whole genome sequencing and single-nucleotide 

polymorphism analysis of the spontaneous resistant mutants was carried out as described before 

(73, 74).  

 

Binding Assay 

 Isothermal titration calorimetry (ITC) experiments were performed by Novartis using an 

ITC200 (GE Healthcare) at 25 °C, with 10-20 µM InhA in 20 mM HEPES pH 7.0, 150 mM 

NaCl and 2 mM TCEP in the sample cell. The compound at 125-500 µM was diluted, from a 10 

mM stock in DMSO, into the same buffer and titrated into the InhA sample supplemented with 

the same concentration of DMSO. NADH from a 5 mM stock dissolved in water was added to 

both the cell and syringe at a final concentration of 50 µM. Typically, 15 injections of 2.6 µL of 
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compound were injected into the sample cell at 2.5 min intervals. The data were fit to a single-

site binding equation using Origin. 

 

Thermo shift assay 

Thermofluor protein stability shift assays were performed to determine the cofactor 

preference of the compounds as previously described (75). A total volume of 20 µL containing 

7.4 µM InhA, 2.5 mM cofactor (NADH or NAD+) and 25 µM inhibitor (2% DMSO) was added 

to a 96-well think-wall PCR plate (Concord) in the aforementioned reaction buffer. After 1.5 hrs 

incubation at 25 °C, 1 µL of 100 x Sypro Orange (Sigma) was added and the plate was sealed 

with microseal “B” Film (Bio-Rad). The samples were heated from 25 to 90 °C in increments of 

0.2 °C/10 s. Data was processed on Bio-Rad CFX manager.  

 

InhA enzyme assay 

 InhA inhibition assays were performed as described above to determine IC50 values for 

the compounds.  

 

Crystallization and structure determination 

 Crystal structures were solved by Novartis. Crystallization conditions and data processing 

details were described in the corresponding paper (76). 
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RESULTS AND DISCUSSION 

Discovery of novel fragment-sized inhibitors of InhA using virtual screening 

Workflow of novel InhA inhibitor discovery by virtual screening 

We characterized the predicted binding mode of each compound in the NCI library, by 

the number and types of energetically favorable interactions with the InhA active site and the 

estimated free energy of binding, using a software-automated workflow (python and tc-shell 

scripts) and established protocols (78-80). The results were filtered to harvest compounds that 

displayed critical interactions (based on analyses of the features displayed by nanomolar 

inhibitors of InhA in existing crystal structures) (11, 33, 67, 81). These filters selected 

compounds for which the top-scoring binding mode/compound displayed base-stacking 

interactions between the candidate compound and the NAD+/NADH co-factor and at least two 

predicted hydrogen bonds to the active site.  The selected compounds also had to display an 

estimated free energy of binding (FEB) ≤ -8.0 kcal/mol, according to the AD Vina scoring 

function.  This set of docking filters harvested 91 compounds, whose binding modes were then 

visually inspected (Figure 5.2). 
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Visual inspection is a subjective process, but experience in macromolecular recognition 

and knowledge of the strengths and weaknesses of different modeling approaches used to view, 

A)                                                      B) 

!

Figure 5.2 Workflow Used to Discover Novel InhA Inhibitors in the Virtual Screen 
with the NCI Library on GO FAM  
(A) The workflow used energetic and interaction-based filters (e.g., requiring 
compounds to display an estimated free energy of binding ≤ -8.0 kcal/mol, base stack 
with the NAD cofactor, and form at least two hydrogen bonds with the active site) to 
filter the VS results and harvest NCI compounds for visual inspection.  Candidates that 
passed visual inspection were then ordered and tested in InhA inhibition assays.  Eight 
of the sixteen soluble compounds inhibited InhA activity by 27 to 71% at 100 µM. (B) 
The predicted binding modes for all eight novel InhA inhibitors are displayed as sticks-
and-balls with cyan carbons, while the InhA target is shown in magenta.  The NAD 
cofactor is rendered as CPK, and the key residues Gly96, Ser123, Phe149, Tyr158, 
Thr196, and Met199 are shown as thin sticks 

!
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measure, and judge/prioritize the docked results can be helpful.  The use of human knowledge 

(“in cerebro” quality control) to prioritize computer-aided (“in silico”) predictions has been a 

successful strategy in previous blind docking challenges, such as SAMPL2 and SAMPL4 (80, 

82, 83). Our visual inspection process incorporated multiple criteria, in an attempt to decrease 

the number of false positives that often result from virtual screens. Unfavorable aspects of a 

docking result included compounds that (a) have docked modes displaying distorted geometries 

(i.e., peptide bonds in the ligand models were allowed to freely rotate during docking, since the 

target was rigid, but docked modes displaying peptide bonds that were 30 to 90° from cis or 

trans were rejected); (b) have one or more large hydrophobic groups (e.g., phenyl or t-butyl) 

exposed to solvent; or (c) display more than three unfavorable electrostatic repulsion interactions 

with polar or charged groups in the target. Favorable aspects of a docked pose included 

compounds where (d) a majority of their heteroatoms are involved in favorable electrostatic 

interactions or hydrogen bonds (as discussed in our recent manuscript) (68), since heteroatoms 

will likely need to be added during the optimization process, without violating Lipinski’s rules 

(84); (e) the hydrophobic groups displayed van der Waals interactions with non-polar regions of 

the target (as measured by the AD Vina scoring function (45), characterized using distance-

dependent and atom pair-specific criteria implemented in the Fox software (78)); and (f) 

aromatic rings displayed pi-pi (base-stacking or T-stacking) (85-87) or pi-cation interactions 

with the target (86-88), as characterized by the Fox software (78). The AD Vina scoring function 

uses ambiguous atom types (i.e., hydrogen bond donors are treated as donor and/or acceptor) and 

a spherical hydrogen bond potential (instead of an angle-dependent potential) (45). 

Consequently, to verify the number of hydrogen bonds that the docking filters detected, the 

donor-acceptor distance and donor-hydrogen-acceptor angle (which should be between 120-
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180°) for predicted hydrogen bonds were all measured manually in PMV (89). Because rotatable 

polar hydrogen atoms in the ligands are placed in arbitrary torsion angles by AD Vina (45) and 

since the model of the target was rigid, structural intuition was also employed when deciding 

which hydrogen bonds the docked mode displayed. Special emphasis was placed on candidates 

that (g) displayed hydrogen bonds with invariant residues and backbone atoms, since previous 

studies with MDR HIV protease and MDR P. falciparum DHFR have shown that displaying 

these features renders the evolution of drug resistance less likely (90-106). 

 

The visual inspection led to the discovery of several novel inhibitors (Table 5.1). 

Nineteen compounds were ordered, but three of them were insoluble at 100 µM in DMSO and 

could not be assayed (Table 5.1).  Eight of the 16 soluble candidates were modest inhibitors of 

InhA (i.e., showed 27% to 71% inhibition at 100 µM).  Using the same assay conditions and 

protocol (i.e., without pre-incubating the compound with InhA), the very potent positive control 

compound PT70 displayed 75% inhibition at 100 nM (i.e., the well-optimized lead compound 

PT70 was >1000 times more potent than our best new inhibitor).   

 

The pairwise Tanimoto similarity (107) was calculated for each of the 8 new InhA 

inhibitors versus each of the 7 other compounds in order to determine the number of distinct 

scaffolds, according to a cut off > 0.7(108) (Table 5.2). In addition, to assess the chemical 

property space of the eight InhA inhibitors found, the pairwise Tanimoto similarity (107) was 

also calculated for each of the new InhA inhibitors discovered in the NCI library versus each of 

the 157 known InhA inhibitors from TB Mobile (69). This again used the TB Mobile dataset sdf 

for which MDL descriptors were calculated, followed by Tanimoto similarity using the “find 
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similar molecules by fingerprints” protocol in Discovery Studio 3.5 (71). This then enabled us to 

calculate the minimum, maximum and average similarity as measures of proximity to known 

InhA inhibitors. 

 

If scaffolds are defined as small molecule chemotypes that possess less than 70% 

similarity according to Tanimoto values (108), these eight inhibitors represent five novel InhA 

inhibitor scaffolds (see Figure 5.3 and Table 5.2). As required by the docking filters, all eight 

compounds are predicted to base stack with the NAD cofactor (Figures 5.4 - 5.5), instead of 

forming a covalent adduct with it. As demonstrated by the InhA activity assays, they do not 

require prior activation by M. tb KatG. “Hits” were classified in a way that involved the potency 

for a particular size of compound.  “Fragment hits” (novel inhibitors with a MW < 300 Daltons) 

(109) tend to display a potency in the 100’s of µM to low mM range (according to Ki or Kd) (82, 

109-115). Consequently, we defined fragment hits as novel inhibitors with a MW < 300 g/mol 

that displayed a Ki value < 100 µM. Therefore, using a more stringent metric, 2 out of 16 

compounds were novel fragment hits against InhA (i.e., a 12.5% hit rate), representing two 

promising new scaffolds which will be discussed below.  
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Table 5.1 Compound ID’s, 2D structures, and InhA inhibition data 

NCI ID Structure Kiapp (µM) & 
mechanism 

InhA inhibition at 
100 µM inhibitor 

660846 

 

 2.7% 

683622 

 

 9.2% 

609097 

 

 10.3% 

314884 

 

 10.3% 

371850 

 

 Not soluble 

11142 
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75300 
 

 Inhibitor precipitated 
in buffer 

75301 

 

 Inhibitor precipitated 
in buffer 

99389 

 

(ZINC01654204) 
 

54.1 ± 5.4 

 

competitive 

71.0% 

(estimated 

IC50 ~ 40 µM) 

111588 

 

(ZINC0135077) 
 

 29.1% 

111589 

 

(ZINC04994329) 
 

 33.7% 

111590 

 

(ZINC00129134) 
 

 30.9% 

111591 

 

(ZINC01703321) 
 

59.2 ± 8.7 

 

noncompetitive 

42.8% 
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112144 

 

(ZINC04878446) 
 

205.6 ± 46 

 

(precipitation 
observed at high 
concentrations) 

34.6% 

130836 

 

 9.1% 

135809 

 

(ZINC01722139)  

 29.1% 

196166 

 

(ZINC01734860)  

 27.3% 

213837 

 

 10.9% 

293934 

 

 9.1% 

 

 

 

N

H
N

NH

O

O

N
N N

N

N
N

H
NS

N N

-S

F

N N
N

O

N

O
N

Me

HN
O

HN F

O
N

N
N

Cl



!

 
!

171!

 

 

 

 

 

 

!

Figure 5.3 Summary of the 2D structures, docking scores, and InhA inhibitory 
activities of the eight new inhibitors discovered 
The most potent new InhA inhibitor discovered is shown in the top-left corner, while the 
least potent new inhibitor is displayed in the bottom-right corner. These eight new 
inhibitors correspond to five novel scaffolds versus InhA (i.e., NCI 111588 – 111591 
represent analogs of one scaffold, according to a Tanimoto cut-off of 0.7; see Table 5.2). 
FEB signifies the estimated free energy of binding value from AutoDock Vina’s scoring 
function, in kcal/mol.  The Lig. Eff. is the calculated ligand efficiency from AutoDock 
Vina, in kcal/mol/heavy atom.  The % inhibition of InhA activity was produced when each 
compound was present at 100 µM.  The region of each compound that was predicted to 
base stack with the NAD cofactor is highlighted with a red circle. 
!
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A)                                                                   B) 

!!!!!!! !

C)                                                                   D) 

!!!!!!!!! !

Figure 5.4 Predicted binding modes of the two most potent new InhA inhibitors discovered in 
GO FAM experiment  
The docked modes produced by AutoDock Vina are displayed as ball-and-sticks with cyan carbon 
atoms, and the InhA target (2X23.pdb) is displayed as magenta ribbons.  The NAD cofactor is 
displayed in CPK, and the key residues Gly96, Ser123, Phe149, Tyr158, Thr196, and Met199 are 
shown as thin sticks.  A close-up view of the predicted binding mode of the top fragment hit, NCI 
99389 (Ki

app = 54.1 ± 5.4 µM), is shown in (A), while the full view is displayed in (B). In (C) the 
docked mode of NCI 99389 is compared to the experimentally-determined binding mode of PT70, the 
inhibitor that crystallized with InhA in 2X23.pdb, which is displayed as ball-and-sticks with magenta 
carbons. In (D) the predicted binding mode of the 2nd most potent fragment hit, NCI 111591 (Ki

app = 
59.2 ± 8.7 µM), is displayed. 
!
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A)                                          B)                                          C) 

!!! !

D)                                         E)                                          F) 

!! !! !

Figure 5.5 Predicted binding modes of the least potent new InhA inhibitors discovered in GO 
FAM experiment   
The docked modes produced by AutoDock Vina are displayed as ball-and-sticks with cyan carbon 
atoms.  The InhA target (2X23.pdb) is displayed as magenta ribbons, with the NAD cofactor as CPK.  
The key residues Gly96, Ser123, Phe149, Tyr158, Thr196, and Met199 are shown as thin sticks.  The 
predicted binding modes of the following new InhA inhibitors are depicted: (A) NSC 112144 (Ki

app = 
205.6 ± 46 µM), (B) NSC 111589, (C) NSC 111590, (D) NSC 111588, (E) NSC 135809, and (F) NSC 
196166. 
!
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Table 5.2 Tanimoto Similarity of Each Novel Inhibitor Compared to the Other 7 New Inhibitors 
NCI ID 111590 111588 99389 111591 135809 196166 112144 111589 
111590 1.00 0.78 0.39 0.71 0.39 0.54 0.39 0.83 
111588 0.78 1.00 0.45 0.78 0.46 0.55 0.48 0.84 
99389 0.39 0.45 1.00 0.49 0.43 0.41 0.33 0.41 
111591 0.71 0.78 0.49 1.00 0.57 0.48 0.38 0.72 
135809 0.39 0.46 0.43 0.57 1.00 0.36 0.34 0.45 
196166 0.54 0.55 0.41 0.48 0.36 1.00 0.41 0.48 
112144 0.39 0.48 0.33 0.38 0.34 0.41 1.00 0.41 
111589 0.83 0.84 0.41 0.72 0.45 0.48 0.41 1.00 

Average 
similarity 

to the 
Other 7 

0.6 0.6 0.4 0.6 0.4 0.5 0.4 0.6 

Maximum 
Similarity 

to the 
Other 7 

0.8 0.8 0.5 0.8 0.6 0.6 0.5 0.8 

Scaffold # 
Using a 
Cutoff > 

0.7 

2 2 1 2 4 5 3 2 

 
 

 

 

2 fragment hits – NCI 99389 and NCI 111591 

The most promising new scaffold, NCI 99389, is a 4,6-diaminopyrimidine and was 

predicted to form the following quaternary interactions in the docking studies: base stacking with 

the nicotinamide ring of the NAD cofactor (similar to the crystallographic binding mode of 

PT70) (67); T-stacking with the side-chain of Phe149; hydrogen-bonding with the hydroxyl of 

Tyr158 (similar to PT70) (67); hydrogen-bonding with the 2'-hydroxyl of the ribose adjacent to 

the nicotinamide ring of NAD (similar to PT70) (67); hydrogen-bonding with the sulfur in the 
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side-chain of Met199; favorable electrostatic interactions with the hydroxyl of Tyr158; and 

favorable electrostatic interactions with the phosphate group proximal to the ribose of NAD 

(Figure 5.4 A).  As a reference, in addition to the aforementioned hydrogen bonding and base 

stacking interactions that the crystallographic binding mode of PT70 displays, PT70 also 

contains a six carbon alkyl tail that packs very well into a hydrophobic pocket of InhA.  Despite 

using a large grid box in these docking calculations, the predicted binding mode of 99389 

occupies a similar location to the crystallographic binding mode of PT70 (Figure 5.4 C).  

Experimental structure verification will be necessary to firmly establish the actual binding mode.  

Since this compound is an un-optimized fragment hit and lacks the long alkyl tail that PT70 

contains, it might not induce the same “closed” conformation that PT70 induces (67, 116) (which 

might give 99389 a different binding mode than what these docking calculations predicted), 

and/or it might have to pay a larger enthalpic penalty to induce the ligand-bound conformation 

that InhA forms (which, when combined with the numerous hydrophobic contacts that it lacks, 

might also explain part of the >1,000-fold difference in potency versus PT70).  NCI 99389 

displayed an IC50 of approximately 40 µM against InhA (Table 5.1).  In subsequent kinetic 

experiments (Figure 5.6 and Table 5.1), it displayed an apparent Ki of 54.1 ± 5.4 µM, and it 

demonstrated a competitive mechanism of inhibition with respect to substrate. 

 

The second most promising new scaffold discovered, NCI 111591, is a 5-amino-1H-

1,2,3-triazole and had a docked mode that displayed the following quaternary interactions with 

InhA: base stacking with the nicotinamide ring of the NAD cofactor; hydrogen-bonding with the 

hydroxyl of Tyr158; hydrogen-bonding with the 2'-hydroxyl of the ribose adjacent to the 

nicotinamide ring of NAD; hydrogen-bonding with the carbonyl oxygen of the nicotinamide 
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ring; favorable electrostatic interactions with the sulfur in the side-chain of Met199; favorable 

electrostatic interactions with the phosphate group proximal to the ribose of NAD; and favorable 

electrostatic interactions with the 2'-hydroxyl of the ribose that is adjacent to the nicotinamide 

ring of NAD (Figure 5.4 D).  When present at 100 µM, NCI 11591 inhibited InhA activity 

42.8%.  It displayed an apparent Ki of 59.2 ± 8.7 µM.  As shown in Figure 5.6, 111591 followed 

a non-competitive mechanism of inhibition (i.e., it can bind when the substrate is “not on or on,” 

meaning it could potentially bind to the holo enzyme, to the InhA:substrate complex, and/or to 

the InhA:NAD+:product complex).  To further confirm the inhibition mode, data were fit to both 

Equation 5.2 and Equation 5.3 for comparison.  The Ki values generated from the non-

competitive fit and competitive fit were 59.2 ± 8.7 µM and 54.0 ± 51.0 µM, respectively.  The 

much greater error for the competitive fit unambiguously confirmed the inhibition mechanism as 

non-competitive. 
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Figure 5.6 Kinetic data for the two most potent InhA inhibitors 
 NCI 99389 is a competitive inhibitor, while 111591 is noncompetitive inhibitor. IC50 values were 
measured for the top 2 fragment hits, followed by a detailed mechanistic study to measure the Ki values. 
NCI 99389 showed a Kiapp of 54.1 ± 5.4 µM and a competitive binding mechanism, indicating that the 
inhibitor competed with the CoA substrate and bound directly to the enzyme. Conversely, NCI111591 
had a Kiapp of 59.2 ± 8.7 µM and a non-competitive binding mechanism, suggesting a more complex 
scenario where the inhibitor could bind to both the holo enzyme and to the substrate-enzyme complex. 
!
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6 less potent NCI inhibitors 

The predicted binding modes for the six less potent new InhA inhibitors discovered are 

presented in Figure 5.5.  They were all predicted to base-stack with the nicotinamide ring of the 

NAD cofactor and to form a hydrogen bond with the hydroxyl of Tyr158.  Five of the six 

inhibitors (i.e., all except NCI 111590) docked to form both a hydrogen bond and an additional 

favorable electrostatic interaction with the 2'-hydroxyl of the ribose adjacent to the nicotinamide 

ring of NAD, but the predicted pose of 111590 only formed a favorable electrostatic interaction 

with that hydroxyl.  112144 was also predicted to make a hydrogen bond with the carbonyl of 

Gly96, but it was predicted to display unfavorable electrostatic repulsion with both phosphate 

groups of the NAD cofactor.  The amino and ether oxygen atoms of 111589 were predicted to 

form both favorable and unfavorable electrostatic interactions, respectively, with the sulfur in the 

side-chain of Met199, and it displayed an internal hydrogen bond between that amino and ether 

oxygen.  The conserved regions of the scaffold in 111590 and 111588 had docked modes that 

superimposed, and they formed favorable electrostatic interactions with the sulfur in the side-

chain of Met199 and with the hydroxyl of Ser123.  If a slight conformational change occurs in 

the side-chain of Phe149, they could both T-stack with it.  Docking of 135809 suggested 

favorable electrostatic interactions could be formed with the phosphate group adjacent to the 

ribose of the NAD cofactor, but it formed unfavorable electrostatic repulsion with both the sulfur 

in the side-chain of Met199 and the carbonyl of the nicotinamide ring of the NAD cofactor.  The 

weaker InhA activity of 135809 compared to the other compounds with the most similar 

structures to it (Figure 5.3 and Table 5.1) might be due to these unfavorable electrostatic 

repulsions and perhaps to the less stable / less likely protonation state of the central thiadiazole 
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ring (i.e., of the different independent models for the different protonation states of this 

compound that were screened, the model that passed the docking filters had a protonated 

thiadiazole, but ChemDraw predicts that this compound should be unprotonated at neutral pH).  

196166 was the least potent InhA inhibitor, and its docked mode displayed three unfavorable 

electrostatic repulsions with the phosphate adjacent to the ribose of the NAD cofactor.  The 

terminal pyridine also displayed unfavorable electrostatic repulsion with the sulfur in the side-

chain of Met161, but the pyridine that is part of the two fused rings might T-stack with Phe149. 

 

 

Principal Component Analysis (PCA) on the NCI compounds 

The 8 inhibitors discovered were compared to a set of 157 previously-characterized InhA 

inhibitors available in TB Mobile 2 (69, 70). Principal Component Analysis (PCA) showed that 

these 8 InhA GO FAM inhibitors were generally not part of the main clusters of known InhA 

inhibitors, but they do have similar chemical properties to them (Figure 5.7). Each inhibitor was 

also individually compared to all known InhA inhibitors in the TB Mobile data set to obtain sets 

of pairwise Tanimoto coefficients, which were then averaged. Their average Tanimoto 

similarities ranged from 0.27 to 0.45 (with 1.0 indicating identical 2D structures) (Table 5.3).  

The two most promising new scaffolds discovered, NCI 99389 and 111591, had a maximum 

Tanimoto similarity to a known InhA inhibitor of 0.413 and 0.463, with a minimum similarity of 

0.146 and 0.131, and average similarity values of 0.309 and 0.368, respectively (Table 5.3).  

These distinct cheminformatic analyses support these 8 GO FAM compounds as novel InhA 

inhibitors based on current literature data.  
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Table 5.3 Tanimoto Similarity to 154 Known InhA Inhibitors in the TB Mobile data set 

Compound IDs Average Similarity Maximum 
Similarity 

Minimum 
Similarity 

1) NCI 99389 

ZINC01654204 

 

0.3087 

 

0.4130 

 

0.1458 

2) NCI 111591 

ZINC01703321 

 

0.3681 

 

0.4634 

 

0.1311 

3) NCI 112144 

ZINC04878446 

 

0.4503 

 

0.5738 

 

0.15 

4) NCI 111589 

ZINC04994329 

 

0.4307 

 

0.5732 

 

0.1642 

5) NCI 111590 

ZINC00129134 

 

0.4296 

 

0.5522 

 

0.1935 

6) NCI 111588 

ZINC0135077 

 

0.4542 

 

0.5897 

 

0.1406 

7) NCI 135809 

ZINC01722139 

 

0.2731 

 

0.4366 

 

0.1061 

8) NCI 196166 

ZINC01734860 

 

0.3551 

 

0.4833 

 

0.1724 
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Figure 5.7 Comparison of the chemical space of the new InhA inhibitors to known InhA 
inhibitors 
A Principal Component Analysis (PCA) was performed on the combination of the 157 known 
InhA inhibitors in the TB Mobile 2 data set and the 8 novel InhA inhibitors discovered. Three 
PCs explain 84.8% of the variance observed. The 157 InhA inhibitors in the TB Mobile 2 data 
set are displayed in magenta.  The two most potent new InhA inhibitors discovered are 
depicted in green, and the other six novel InhA inhibitors identified are in blue.  A red circle 
highlights the location of NCI 111591. The PCA indicates that the 8 new InhA inhibitors have 
similar chemical properties to known InhA inhibitors, but they are generally not within the 
main clusters of these previously characterized InhA inhibitors. 
!

!
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Whole-cell evaluation on the NCI compounds 

The top two fragment hits were then studied with (a) whole-cell in vitro M. tb growth 

experiments, using both the wild type strain H37Rv and the inhA-over-expressing strain mc24914 

(10) and with (b) Vero cell cytotoxicity experiments (Table 5.4).  Unfortunately, the top InhA 

inhibitor discovered, 99389, displayed an MIC90 of 500 µM against wild type M. tb.  The MIC > 

500 µM it exhibited against the inhA-overexpressor strain of M. tb suggests that InhA might be 

the primary target against whole-cell M. tb.  However, this compound lacked sufficient efficacy 

against M. tb and displayed considerable cytotoxicity with Vero cells, with a CC50 < 3.0 µM.  As 

expected, the positive control INH displayed almost a 10-fold decrease in potency against the 

inhA overexpressor: MIC90 of 0.4 µM (0.05 µg/mL) against wild type M. tb and 3 µM (0.4 

µg/mL) against strain mc24914.  The second most promising InhA inhibitor discovered, NCI 

111591, displayed an MIC90 of 125 µM against both wild type M. tb and the inhA-

overexpressing strain of M. tb.  Although 111591 was 4-fold more potent against whole-cell M. 

tb, the lack of a shift in its potency against the inhA overexpressor indicates that InhA is likely 

not its primary target in M. tb.  In the PCA that compared the new inhibitors to the 157 known 

InhA inhibitors in TB Mobile 2 (69, 70), 111591 was further from the main clusters of known 

InhA inhibitors, while 99389 was at the edge of the central cluster (Figure 5.7).  NCI 111591 was 

less toxic against Vero cells, with a CC50 of 26 µM; however, it still displayed an insufficient 

selectivity index of 0.21. 
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Table 5.4 Summary of Antitubercular Efficacy and Mammalian Cell Cytotoxicity 

NCI ID Structure 
 

Vero cell 
cytotoxicity: 
CC50 (µM) 

MIC90 vs Mtb 

(µM) 

H37Rv 

wild type 

mc24914 

inhA 
overexpressor 

99389 

 

 
< 3.0 500 > 500 

111591 

 

 
26 125 125 

 

 

 

Although several InhA inhibitors with nM potency have been reported previously (11, 15, 

81, 117), novel chemotypes that inhibit InhA are needed for the following reasons:  (a) the 

presence of the phenol group in triclosan derivatives (11, 81, 117) poses a metabolic liability for 

in vivo applications (118-120), (b) other advanced InhA leads have fared poorly when 

administered in mouse models of TB (15) and (c) drug-resistant strains of M. tb (i.e., MDR-TB, 

XDR-TB, and TDR-TB) continue to evolve and spread throughout the world (1-7).  In addition, 
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since 28% to 60% of TB cases are INH-resistant (1, 2, 13), and InhA is one of the most validated 

targets for treating TB, new chemotypes that inhibit InhA without displaying cross-resistance 

with INH could eventually seed the development of urgently needed new drug combinations for 

the treatment of active and latent TB infections. 

 

The novel fragment hits we discovered against InhA displayed low µM potency, with Ki 

values of 54.1 and 59.2 µM for the two most promising new scaffolds.  Using stringent criteria to 

define a hit (a Ki value < 100 µM for a fragment-sized compound), this VS had a 12.5% hit rate.  

Thus, from a computational chemistry perspective, this VS was a success, since the median hit 

rate from hundreds of published VS is ~ 13% (36).  More importantly, these novel InhA 

inhibitors are all predicted to base stack with the NAD cofactor (instead of forming a covalent 

adduct with it).  Our InhA inhibition assays demonstrated that these novel inhibitors do not 

require prior activation by M. tb KatG, which means that they should not be susceptible to the 

main mechanism of INH resistance found in clinical settings.  In addition, the novel inhibitors 

discovered all lack the presence of the phenol group that poses a metabolic liability for triclosan 

derivatives.  Consequently, the two most promising new chemotypes discovered might 

eventually enable the development of new InhA inhibitors that are effective against MDR-TB, 

XDR-TB, and TDR-TB.  Since it is slightly weaker than NCI 99389, we consider NCI 11591 to 

be the second most promising new scaffold against InhA discovered in the present study.  

However, given its superior MIC against Mtb and its lower toxicity against Vero cells, NCI 

111591 seems to be a more promising scaffold versus whole-cell Mtb. 
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Although these new chemotypes discovered against InhA are somewhat weak inhibitors 

(i.e., they are “fragment hits” and not drug-sized “leads”), they were identified from a diverse, 

commercial library using freely available compounds.  In addition, they are both fragment-sized 

compounds (i.e., MW < 300 g/mol) (109).  Fragment-based hit discovery was not our initial goal, 

but it was the ultimate result of this pilot study.  Unlike traditional high-throughput screens, 

fragment-based drug discovery is founded on screening a smaller number of smaller-sized 

compounds, to advance the goal of discovering novel fragment hits with Ki or Kd values in the 

high µM to low mM range (110). Those initial novel fragments can then be optimized using 

structure-based and medicinal chemistry strategies to develop potent leads, some of which have 

advanced to become a clinical candidate (109) or an FDA approved drug (121). In the pioneering 

“SAR by NMR” study, the novel fragment hits discovered displayed Kd values of 100 µM to 9.5 

mM (115).  Although a few studies have discovered fragment hits with potencies as great as 24 

µM (122),  49 µM (122), 60 µM (122) or 80 µM (123). Most fragment hits have potencies (i.e., 

Ki or Kd values) in the 100 to 300 µM range, and many are in the low mM (82, 109-111, 113, 

114, 122-124). Thus, although our two fragment hits have a very weak potency when compared 

to well-optimized lead compounds (such as PT70), our hits have not yet been optimized against 

the InhA target or against whole-cell Mtb, and they are actually more potent than most novel 

fragment hits.    

 

Our most promising new fragment hit against InhA has a fairly simple structure and 

should be amenable to structure-based, medicinal chemistry-guided optimization.  Due to their 

lack of whole-cell efficacy against M. tb and their inadequate selectivity indexes for Vero cell 

cytotoxicity, both of our top fragment hits will need considerable optimization before advancing 
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to the lead compound stage.  Several previous studies performed structure-activity-relationship 

(SAR) experiments to guide the development of more potent InhA inhibitors (81, 117, 125-127). 

Those studies suggest that our most promising new fragment hit could perhaps be developed into 

a more potent InhA inhibitor by appending appropriate functionality off one or both of the 

phenyl rings to make additional energetically favorable interactions with residues such as Gly96, 

Phe97, Phe149, Met155, Pro156, Ala157, Pro193, Ala198, Met199, Ile202, Val203, Leu207, 

Gln214, Ile215, Leu218, or the NAD cofactor. 

 

The similarity in the substructures that are predicted to base stack with the NAD cofactor 

(Figure 5.3) suggests that click chemistry, especially target-guided click chemistry (128-131), 

might be a useful approach to aid the discovery and development of novel InhA inhibitors. 

Target-guided click chemistry is based on the principle that the azide and alkyne-containing 

fragments will interact with each other and click together (to form the triazole ring) only if those 

fragments are correctly positioned and have high affinity and long residence times in the target 

enzyme (128-131). Since inhibitors that display long residence times with pathogenic targets can 

have more favorable properties in vivo (67, 75, 116, 132, 133), and since our computational 

results indicate that the triazole ring is predicted to form key base stacking and hydrogen 

bonding interactions with InhA (instead of just serving as a linker), we suggest that in situ click 

chemistry should be investigated in future studies against InhA. 
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Discovery of 4-hydroxy-2-pyridones using microbiological profiling 

Identification of 4-hydroxy-2-pyridones and microbiological profiling 

A whole-cell high-throughput screen of the nearly 2.3 million Novartis compound 

collection against M. tb H37Ra, resulted in 20,000 hits with activity > 50% inhibition at 12.5 µM 

concentration. Promiscuous pan-active compounds (134), scaffolds of known anti-TB 

compounds, cytotoxic compounds against mammalian cells (Huh 7 or HepG2), compounds 

containing undesirable functional groups and compounds with Mw > 500, cLogP < 1 or > 4 were 

deprioritized, resulting in one of the hits NITD-529, a novel anti-TB compound (Figure 5.8). 

NITD-529, 4-hydroxy-6-isobutyl-3-phenylpyridin-2(1H)-one, is a small polar molecule with 

moderate activity against M. tb H37Rv (MIC50 1.5 µM) and good solubility. Structure-activity-

relationship studies with several 4-hydroxy-2-pyridone analogues revealed the importance of the 

pyridine core, 4-hydroxy group and R6 lipophilic group (Figure 5.8) for M. tb activity which led 

to the identification of NITD-564 and NITD 916 (Figure 5.8), a dimethylcyclohexyl derivative at 

the R6 position, and 30-fold more potent than isoniazid (MIC50 0.33 µM) and PA-824 (Structure 

shown in Chapter 1) (MIC50 0.4 µM) (135), and comparable activity to bedaquiline (Structure 

shown in Chapter 1) (MIC50 50 nM).  

!

Figure 5.8 Chemical structures and MIC50 of 4-hydroxy-2-pyridone analogs 
!

!
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4-Hydroxy-2-pyridones were also active against six different clinical MDR-TB isolates 

that are distributed into five prominent clusters representing global populations of M. tb strains 

(136). The minimum concentration required to inhibit 99% growth of the diverse drug-resistant 

clinical isolates (MDR 1 to 6) by NITD-529, NITD-564 and NITD-916 was in a similar range to 

that of wild-type M. tb H37Rv (Table 5.5). The MIC activity of NITD-916 against the MDR-M. 

tb strains ranged from 0.04 to 0.16 µM, demonstrating the potential of 4-hydroxy-2-pyridones for 

use against MDR-TB in the clinic.  

 

Identification and validation of the molecular target 

In order to identify the molecular target and elucidate the genetic basis of action of 4-

hydroxy-2-pyridones, whole-genome sequencing was performed (WGS) on three of the M. tb-

mutant strains that were spontaneously resistant to NITD-529. WGS results revealed two 

independent single-nucleotide polymorphisms in the InhA gene encoding the NADH-dependent 

enoyl-ACP reductase compared to the parental strain Mtb H37Rv (Table 5.6). In the 529-B2 

mutant, a missense mutation encoding S94A in InhA was observed, while 529-S1 and 529-S3 

mutants shared a common D148G mutation in InhA. In addition, sequencing of InhA in the 

remaining M. tb mutants revealed more missense mutations i.e., G96A, D148E, M161I, M161A 

and T17A (Table 5.6). To genetically validate InhA as the molecular target of NITD-916, we 

over-expressed wild-type or mutated copies of InhA under the control of the hsp60 promoter on 

a non-integrative plasmid pMV262. Over expression of mutated copies of InhA (D148G, D148E 

or S94A) in wild-type M. tb H37Rv resulted in > 10 fold shift in MIC, while over-expression of 

wild-type InhA resulted in a marginal 1.7 – 2.2-fold shift in MIC for both pyridines and isoniazid 

(Table 5.6). Thus resistance-conferring mutations seem to exert a dominant effect over wild-
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type. None of the mutations affected the MIC for streptomycin. Together, these data suggest that 

a mutation in InhA is responsible for the resistance to 4-hydroxy-2-pyridones. 

 

 

Table 5.5 Activity of 4-hydroxy-2-pyridone analogues against different drug resistance TB clinical 
isolates 

MIC99 (µM) 

Strains  Resistance  Genotype 
NIT
D-
529 

NIT
D-
564 

NIT
D-
916 

M R I S 

MDR1 SIR - 2.50 0.16 0.04 0.3 >5 >20 >5 

MDR2 SIR - 2.50 0.31 0.16 0.1
6 >5 10 >5 

MDR3 SIRM PZA 

rpoB, (S531L) 
katG, (S315T) 
rpsL, (43AGC) 
pncA, (11 ups, 

A>G) 

3.13 0.16 0.08 >5 >5 >20 >5 

MDR4 SIR PZA 
rpoB (S531L) 
katG (S315T) 
pncA (G132R) 

2.50 0.31 0.04 0.1
6 >5 >20 >5 

MDR5 SI - 2.50 0.16 0.08 0.3
1 

0.0
2 >20 2.5 

MDR6 SIR PZA 
rpoB (S531L) 
katG (S315T) 

pnkΔCCA(P69) 
2.50 0.31 0.16 0.1

6 >5 >20 >5 

MDR 
isolate 
with 
InhA 

mutatio
n 

IR InhA (I194T) 20 2.5 1.25   >20 0.6
3 

H37Rv None  
(wild-type) - 2.50 0.31 0.08 0.1

6 
0.0
2 

0.6
2 

0.

31 

Notes: S: Streptomycin; I: Isoniazid; R: Rifampicin; PZA: pyrazinamide; M: Moxifloxacin 
(Structures shown in Figure 1.6 in Chapter 1) 
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In vitro inhibition and biophysical interaction of 4-hydroxy-2-pyridones with InhA 

Enzyme-inhibition studies were performed to confirm that the 4-hydroxy-2-pyridones 

directly inhibit InhA. In these experiments, NITD-529 (MIC 1.54 µM) and NITD-564 (MIC 0.16 

µM) inhibited InhA activity with an IC50 of 9.60±0.72 µM and 0.59±0.05 µM, respectively 

(Table 5.7). Though there was a 3-fold increase in cellular potency when comparing NITD-916 

with NITD-564, no shift in the enzyme IC50 is observed, potentially due to the difference in cell 

permeability as NITD-916 has more than a log unit higher logP than NITD-564. The 4-methoxy 

cell-inactive analogue (NITD-560 MIC > 20 µM) is also inactive with the InhA enzyme (Figure 

5.8 and Table 5.7). Similarly, a para-chloro substituted-analogue on the R3 position (NITD-520 

MIC > 20 µM) is also inactive against the InhA enzyme unlike a meta-chloro substitution 

(NITD-716) (Table 5.7). 

 

Overall, within this limited set of compounds, InhA inhibition by the 4-hydroxy-2-

pyridones correlated with their M. tb MIC values. In vitro InhA enzyme IC50s of 4-hydroxy-2-

pyridone analogues are in general 4-10 fold higher than M. tb cellular activity. The difference in 

enzyme and cellular IC50 could be attributed to intracellular accumulation, differential sensitivity 

of InhA between in vitro and in vivo conditions and also potential direct or indirect effects 

including secondary molecular targets of 4-hydroxy-2-pyridones inside the cells. 
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Table 5.6 cross-resistance and whole genome sequencing analysis of 4-hydroxy-2-pyridone resistance 
mutants of M. tb 

Strains InhA 
genotype 

Catalase 
phenotype 

Compound MIC 50 (µM) 
NITD-

529 
NITD-

564 
NITD-

916 Isoniazid  ethionamide Streptomycin 

H37Rv 
WT WT + 1.54 0.16 0.05 0.25 1.66 0.08 

529-B2 
TCG to 
GCG 
S94A 

+ >40 4.04 0.78 0.86 9.74 0.06 

529-S3 
GAC to 

GGC 
D148G 

+ >40 1.73 0.38 0.15 - 0.08 

529-B4 
GGG to 

GTG 
G96V 

+ >40 14.60 >5.0 0.09 1.32 0.10 

529-B6 - + >40 >40 >5.0 0.11 1.41 0.09 

529-B8 
GAC to 
GAA 

D148E 
+ >40 >40 >5.0 0.31 1.91 0.08 

H37Rv:: 
pMV262 

-InhA 
InhA::InhA nd 2.59 - 0.11 0.51 - 0.074 

H37Rv:: 
pMV262 
-InhA:: 
D148G 

InhA::InhA 
D148G nd >60 - 3.08 - - 0.084 

H37Rv:: 
pMV262 
-InhA:: 
D148E 

InhA::InhA 
D148E 

 
nd >60 - >6.6 - - 0.079 

H37Rv:: 
pMV262 
-InhA:: 
S94A 

InhA::InhA 
S94A 

 
nd 28.71 - 2.40 - - 0.075 

 

 

 

  



!

 
!

192!

Isothermal titration calorimetry (ITC) revealed that NITD-529 binds to InhA only in the 

presence of NADH and no binding was observed in the presence of NAD or without any cofactor 

(Figure 5.9). NITD-529 and NITD-564 bind to the InhA-NADH complex with Kd values of 25 

and 0.56 µM, respectively (Figure 5.9, Table 5.7). Compound binding with NADH fits well with 

one binding site per monomer. Thermofluor experiment also confirmed that 4-hydroxy-2-

pyridones preferentially bind to the InhA-NADH complex similar to PT166 (137), in contrast to 

PT70 (138) (Chapter 3), a diphenyl ether derivative which forms a stable ternary complex with 

NAD+ (Table 5.7). NITD-529 binding to the InhA-NADH complex lead to a modest increase 

(∆Tm + 4.4 °C) in thermal stability compared to binding to the InhA-NAD+ complex, whereas the 

thermal stability of the diphenyl ether was higher with NAD+ (∆Tm -6.6 °C) (Table 5.7). Similar 

NADH-dependent binding has recently been shown for methyl-thiazoles (33). Collectively, the 

enzymology and biophysical-binding data have unambiguously demonstrated that 4-hydroxy-2-

pyridones are direct InhA inhibitors and that they preferentially bind to the InhA-NADH 

complex. 

 

Crystal Structure of cofactor-bound InhA with NITD-564 and NITD-916 

To further understand the molecular interaction of 4-hydroxy-2-pyridones with InhA, co-

crystal structures of ternary complexes with NADH-NITD5-64 and NADH-NITD-916 were 

solved by Novartis at a resolution of 2.9 and 3.2 Å, respectively (Figure 5.10).  The ligands 

NITD-564 and NITD-916 are bound in the same position and orientation (Figure 5.10 A). 

Consistent with the ITC and thermal-shift data, both NITD-916 and NITD-564 bind to the E-

NADH complex (Figure 5.10 B). The co-crystal structure revealed five key interactions of 4-

hydroxy-2-pyridones with InhA and the NADH cofactor, namely i) the aromatic pyridone ring of 
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4-hydroxy-2-pyridones π-stacks against the pyridine ring of the cofactor NADH, ii) the oxygen 

at the 4-hydroxy group of NITD-916 hydrogen bonds with the 2’-hydroxyl moiety of the 

nicotinamide ribose sugar and the hydroxyl of Y158 of InhA, a conserved residue of the enoyl-

reductase active-site triad; iii) the N- of the pyridine core interacts with the S of M199 (Figure 

5.10 B and 5.10 C); iv) the R3 phenyl ring is exposed to a narrow pocket of the enzyme and v) 

the cyclohexyl or dimethyl cyclohexyl moiety of NITD-564 

 

 

 

Table 5.7 Interaction of 4-hydroxy-2-pyridones with InhA 

   Thermofluor assay (Tm 
°C) ITC (NADH added) 

Compoun
d  

M. tb 
MIC5

0 
(µM) 

InhA 
IC50 
(µM) 

E-
NAD+

-I 

E-
NADH

-I 

ΔT
m Kd (µM) ΔH 

(cal/mol) 

ΔS 
(cal/mol

) 
N 

NITD-529 1.54 9.6±0.7 50.3 54.7 4.4 25±7 13100±420
2 -22.9 1 

NITD-564 0.16 0.59±0.0
5 56.3 57.8 1.5 0.56±0.0

7 11440±250 -9.8 1 

NITD-916 0.05 0.57±0.0
4 55 56.3 1.3 - - - - 

NITD-560 >20 >20 - - - - - - - 
NITD-716 2.67 4.3±0.5 - - - - - - - 
NITD-526 >20 >20 - - - - - - - 

PT70 11 <0.05 66.7 60.1 -6.6 - - - - 

PT166 10.5 <0.05 52.3 71.5 19.
2 - - - - 
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and NITD-916 respectively occupies the large hydrophobic pocket comprising o the side 

chains of F149, M155, Y158, M199, G192, P193, I215, L218 and W222 (Figure 5.10 B). 

Consequently, at the R6 position, when the isopropyl group in NITD-529 is replaced by 

cyclohexyl (NITD-564), it provides a better interaction between the ligand and these 

hydrophobic side chains, leading to a 10-fold increase in antitubercular potency as well as in the 

potency against the InhA enzyme (Table 5.7). Replacing the cyclohexyl with the more 

!

Figure 5.9 Isothermal titration calorimetry binding of NITD-529 and NITD-564 
Binding to apo InhA (triangle), with InhA-NAD+ complex (circles) and with InhA-NADH 

complex (squares) 
!
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hydrophobic dimethyl-cyclohexyl (NITD-916) further enhances M. tb activity by 10 fold. NITD-

916 binding to InhA leads to ordering of the substrate binding loop starting from residue 196 to 

211 (Figure 5.10 A). All five pyridine-resistant mutations mapped in InhA, T17, S94, G06, D148 

and M161 were within 6 Å of the NHAD binding site (Figure 5.10 C). 

 

Superimposition of the InhA:NITD-916 structure with the enoyl substrate bound form (139) 

revealed that NITD-916 partly occupies the fatty acyl-substrate binding pocket and the dimethyl 

cyclohexyl group forms hydrophobic interactions with the substrate binding loop (Figure 5.10 

D). Thus it is likely that the binding of NITD-916 to InhA-NADH complex prevents the enoyl 

substrate access to its binding site on the enzyme. Overlaying the structure of diphenyl ethers, 

pyrrolidine carboxamides and methyl-thiazoles (33) (126) (32, 140) along with the C-16 acyl 

substrate in NITD-916 structure revealed that these inhibitors all occupy the enoyl-substrate 

binding site (Figure 5.10 D). Recently, the natural product, pyridomycin (Structure shown in 

Figure 1.11 in Chapter 1) has also been shown to be a direct InhA inhibitor occupying both 

NADH and enoyl-substrate binding sites (141) (35). The InhA-NITD-916 complex has an open 

substrate binding loop conformation similar to the enoyl-substrate bound structure (139), unlike 

PT70 (140), which has a closed conformation (Figure 5.10 E). Thus, the co-crystal structures 

confirmed the NAD-dependent binding mode of 4-hydroxy-2-pyridones, and showed that these 

ligands partly occupy the enoyl-substrate binding pocket. 
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!

Figure 5.10 Structural analysis of 2-pyridone binding site in InhA-NADH complex 
A) superimposed crystal structures of InhA-NADH-NITD564 (yellow) and InhA:NADH-NITD 916 (orange), 

respective 2-pyridone ligands are shown in green and cyan. Substrate binding loop encompassing resides 196 to 211 
is shown in red. B) Close-up of NITD-916 (cyan) binding pocket InhA-NADH complex, with protein polar (cyan) 
and hydrophobic (grey) surfaces are colored. The side chains of Y158 and M199 residues are shown. The distance (in 
Å) between the ligand with Y158, M199 and NADH is highlighted dotted lines. C) Hydrogen bonding interactions of 
NITD-916 with critical residues in the active site of InhA. Side chains of amino acid residues responsible for NITD-
916 resistance (T17, S94, G96, D148 and M161) are shown. D) The InhA-NITD 916 (green) structure overlaid with 
the fatty acyl substrate (cyan, 1BVR), along with other direct InhA inhibitors viz., triclosan derivative (orange, 
3FNG), alkyl diphenyl ether (grey, 2X23), pyrrolidine carboxamides (Pink, 2H7I) and methyl-thiazoles (blue, 
4BQP).  E) The InhA-NITD 916 structure (red) overlayed with co-crystal structures of fatty acyl substrate (blue, 
1BVR) and alkyl diphenyl ether (yellow, 2X23). Ligands are colored as above. The shift in the conformation of 
substrate binding loop is shown by an arrow. 

!

!
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CONCLUSIONS 

The Virtual Screen of the NCI library using the InhA-inhibitor structure PDB ID: 2X23 (67) 

led to the discovery of two promising and novel fragment hits that inhibit InhA activity.  This 

pilot study demonstrated the utility of the (public domain / open access) GO FAM docking data 

against InhA and of our approach to its analysis.  Novel inhibitors of the key TB drug target 

InhA were discovered in an efficient manner, requiring the experimental assessment of fewer 

than 20 candidate compounds.  These open access GO FAM data against InhA and other targets 

for treating TB and malaria represent a valuable resource for the drug discovery community.  

 

  Utilizing phenotypic screening, identified series of 4-hydroxy-2-pyridone InhA inhibitors 

were also discovered. The antitubercular activity of this series does not require katG-mediated 

activation and that INH-resistant MDR/XDR-TB clinical isolates with katG mutations are fully 

susceptible to NITD-916. These efforts will facilitate further structure-guided rational 

approached to identify preclinical candidates.  
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Chapter 6 MUT056399 and p-Fluoro Diphenyl Ethers: Slow Binding Inhibitors of the 

Enoyl-ACP Reductase FabI from Burkholderia pseudomallei 

 

This chapter is based on part of the work in the following manuscript under preparation: 

 

Carla Neckles, Weixuan Yu, Gopal Reddy Bommineni, Maria Hirschbeck, Jason 

Cummings, Sandra Eltschkner, Fereidoon Daryaee, Zhuo Zhang, Minah Kim, Caroline Kisker, 

Richard Slayden, and Peter J. Tonge, “MUT056399 and p-Fluoro Diphenyl Ethers: Slow 

Binding Inhibitors of the Enoyl-ACP Reductase FabI from Burkholderia pseudomallei”, under 

preparation, 2015 

 

 

 

INTRODUCTION 

Melioidosis 

Melioidosis is a severe disease in Southeast Asia and Northern Australia. One of the 

most severe syndromes of this disease is melioidosis septic shock, which is often associated 

with pneumonia and bacteria that spread to distant sites (1). Melioidosis is caused by the Gram-

negative organism Burkholderia pseudomallei (B. pseudomallei). While B. pseudomallei is 

susceptible to therapeutics such as ceftazidime, chloramphenicol, doxycycline, 

amoxicillin/clavulanate acid, trimethoprim/sulphamethoxazole, ureidopenicillins, and 

carbapenems (2, 3) (Figure 6.1), mortality is high because of frequent relapses (4).  The ability 

to treat B. pseudomallei infections has become more relevant in recent years because of its 
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potential use as biological warfare. Currently, the Centers for Disease Control and Presention 

(CDC) has claimed B. pseudomallei as a Tier 1 Biological Select Agent or Toxin (BSAT) (4, 

5), which could be a potential threat to the public health if disseminated in large scale (5, 6). 

Therefore, novel therapeutics that can be used to treat B. pseudomallei infections effectively are 

urgently needed.  

 

Fatty acid biosynthesis as drug target 

Inhibition of the fatty acid biosynthesis (FAS) pathway is attractive because this pathway 

is responsible for the production of the bacterial phospholipid membrane, which is essential for 

bacterial survival. In addition, the low sequence homology and fundamental structural 

differences between the mammalian FAS system (FAS-I) and bacterial FAS system (FAS-II) 

open up the possibility to develop inhibitors with high selectivity and improved safety profile. 

Therefore the FAS-II pathway is known to be a good antimicrobial target (7, 8). In the FAS-II 

pathway, the enoyl-ACP reductase (ENR) is thought to be essential for bacterial viability, and 

also a key regulator of fatty acid biosynthesis (9). Hence, the ENR can be a promising drug 

target to treat B. pseudomallei infections. 
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Figure 6.1 Frontline B. pseudomallei treatment 
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Diversity of the ENR 

There are four known isoforms of the ENR , namely FabI, FabK, FabL and FabV. FabK is a 

flavin-dependent oxidoreductase that utilizes NADH as the reductant to reduce the flavin 

cofactor FMN while employs FMNH2 as an intermediate for the reductase (10). FabI, FabL and 

FabV isoforms belong to the short chain dehydrogenase superfamily, where FabI and FabL share 

the highly conserved active site motif Y-X6-K, while FabV has a slightly bigger active site motif 

Y-X8-K (11, 12). Interestingly, some bacteria species have more than one isoform of the ENR, 

for example, Bacillus subtilis expresses both FabI and FabL, while Streptococcus pneumoniae 

has FabK in addition to FabI (13, 14). The biological reasons for bacteria species to express a 

combination of different ENR isoforms are currently unknown.  

 

Although both FabI and FabV ENR isoforms coexist in B. pseudomallei, studies by Liu et 

al and Cummings et al demonstrated that FabI was a suitable drug target and compounds that 

targeted FabI showed a reduction in MIC values in B. pseudomallei efflux pump mutant strains 

(15, 16). The lead compounds in these studies were diphenyl ethers, analogues of the broad-

spectrum inhibitor triclosan (Figure 6.2 A). These diphenyl ethers were shown to be potent 

inhibitors with binding constants (Ki) ranging between 0.5 to 2 nM.  Moreover, these compounds 

demonstrated slow binding inhibition (15).  

 

 

Time-dependent inhibition 

Traditional drug discovery has focused on thermodynamic parameters, i.e. IC50, Ki or MICs. 

However there is a growing interest in understanding and incorporating the kinetic aspects of 
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drug-target interactions into the pipeline, as the rate of breakdown of the enzyme-inhibitor 

complex is a critical factor under in vivo conditions where the inhibitor concentration is not 

constant (17-19). The kinetic lifetime of an enzyme-inhibitor complex can be described by the 

dissociation rate constant (koff), residence time (1/koff) or dissociative half-life (0.693/koff) (18, 20, 

21). As discussed in Chapter 3, there are three possible mechanisms for a slow binding 

inhibition: (1) one-step binding mechanism (Scheme 6.1, Mechanism A); (2) an induced-fit, two-

step mechanism (Mechanism B); and (3) conformational selection, two-step mechanism 

(Mechanism C). In the one-step binding mechanism, the inhibitor can bind to the enzyme to form 

the binary complex (EI), where the association (kon) and dissociation (koff) rate constant of the 

inhibitor correspond to k1 and k-1 (20, 22). In the induced-fit, two-step mechanism, the inhibitor 

originally binds to the enzyme in a conformation that is not optimized for enzyme-inhibitor 

interactions. Subsequently, the initial enzyme-inhibitor complex (EI) isomerizes to yield the final 

state (EI*), in which enzyme-inhibitor interactions are maximized. The binding affinity for the 

initial enzyme-inhibitor complex is depicted by Kd (k-1/k1), while the binding affinity of the final 

enzyme-inhibitor complex is represented by Kd*, (k-1/(k1 + k1k2/k-2)) (20, 22). In the 

conformational selection, two-step mechanism, the enzyme interconverts between two 

conformational states (E and E*) and only one conformation (E*) is able to bind the inhibitor. 

The increasing concentration of inhibitor drives the formation of E*I, leading to a decrease on the 

population of free E* state. Comparing to the binding step, the interconversion between the two 

enzyme states is relatively slower along the reaction coordinate, representing the rate-limiting 

step. In this mechanism, the binding affinity of the inhibitor for the final complex (Kd*) is 

depicted by k-2/k2 (20, 22). Although conformational selection mechanism has been reported in 

some biological systems (23), the one-step and two-step induced-fit models are more commonly 
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seen. the most common slow binding mechanisms are the one-step and two-step induced-fit 

models. Liu et al demonstrated that the diphenyl ethers that target BpFabI were slow-onset 

inhibitors that followed an induced fit, two-step mechanism (15).   

 

Mechanism A:  

 

Mechanism B:  

 

Mechanism C:  

 

 

 

Mutabilis compound – potent FabI drug candidate 

Mutabilis FabI inhibitor, MUT37307, (Figure 6.2 B) is a diphenyl ether that targets the 

FabI ENRs (24). The addition of a p-fluoro group in the Gerusz et al compound series led to a 

2-fold improvement on the IC50 value against S. aureus FabI (25). Further optimization resulted 

in the second-generation inhibitor MUT056399 (Figure 6.2 C), which is potent 

antistaphylococcal clinical candidate (25, 26). Translation of MUT056399 inhibitory activity to 

other FabI enzymes, such as BpFabI, would help determine if this compound can be 

potentially used as broad-spectrum antimicrobial agent. Further SAR studies will shed light on 

the significance of the p-fluorine introduction in modulating the kinetic and thermodynamic 

properties of diphenyl ether. Therefore, we performed SAR studies with MUT056399 and 

other p-fluoro diphenyl ether derivatives to address structural features that were favorable for 

inhibition of BpFabI. Based on our thorough analysis unraveling the transition and ground 
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Scheme 6.1 Three different types of slow onset inhibition  



!

 
!

204!

states of the enzyme-inhibitor complexes, we have successfully yielded lead compounds with 

optimized kinetic and thermodynamic properties against bpFabI. Finally, the antibacterial 

activity of the lead BpFabI inhibitor was evaluated in an acute B. pseudomallei mouse model of 

infection. 
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Figure 6.2 FabI inhibitors 
A) Broad-spectrum inhibitor Triclosan B) MUT37037 C) MUT056399 
!
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MATERIALS AND METHODS 

Materials 

 Luria broth was purchased from VWR and His-bind Ni2+-NTA resin was purchased from 

Invitrogen. Crotonyl coenzyme A (Cro-CoA) was purchased from Sigma-Aldrich and trans-2-

octenoic acid was purchased from TCI. MUT056399 was a gift from Anacor Pharmaceuticals. 

All other chemical reagents were obtained from Fisher Scientific. All curve fitting was 

performed using KaleidaGraph Version 4.1. 

 

Expression and purification of BpFabI 

The FabI enoyl-ACP reductase from Burkholderia pseudomallei was expressed and purified 

as previously described (15). Briefly, the protein expression was performed using the E. coli 

BL21(DE3) pLysS cells in Luria Broth containing 0.2 mg/mL ampicillin. The cell culture was 

inoculated at 37 °C and induced at OD600 of 0.8 with 1 mM isopropyl-1-thio-β-D-

galactopyranoside (IPTG). Cells were incubated for an additional 16 h at 25 °C and harvested by 

centrifugation at 5000 rpm for 20 min at 4 °C. After the cell lysed by sonication, BpFabI was 

purified using His affinity chromatography. The protein purity was confirmed by 15% SDS-

PAGE, which gave an apparent molecular weight of ~28 kDa. 

 

Synthesis of substrates  

The substrate trans-2-octenoyl-CoA (Oct-CoA) was synthesized from trans-2-octenoic 

acid, respectively, using the mixed anhydride method (27) as described in Chapter 2 (28).  
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Synthesis of diphenyl ethers 

Compounds PT01 and PT91 were synthesized as previously published (29). The syntheses 

of fluoro-diphenyl ethers (PT403, PT404, PT411, PT412 and PT417) were synthesized as 

recently published (28). Briefly, the Friedel-Crafts acylation of 1 was performed with appropriate 

acid chlorides in the presence of aluminum chloride under reflux conditions for 3 days to form 2 

and 8. Metal catalyzed reduction of 2 and 8 with Zn/AcOH/HCl resulted in compounds 3 and 9 

in 60-80% yield, respectively. Coupling of the resulting phenol (3 and 9) with nitrobenzenes (4, 

10 and 11), followed by functional group transformations including reduction of nitro group, 

deamination, and demethylation resulted in the target molecules PT403, PT404, PT411, PT412, 

and PT417 (Scheme 6.2 and 6.3). PT406, PT407 and PT409 were synthesized by Dr. Fereidoon 

Daryaee and Mr. Zhuo Zhang. 
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Thermal shift assay 

ThermoFluoro experiments were performed as previously described to determine inhibitor 

cofactor preference (30). A mixture of 7.4 µM enzyme, 2.5 mM cofactor (NADH or NAD+) and 

25 µM inhibitor (2% DMSO) was added to a 96-well thin-wall PCR plate (Concord) containing a 

buffer solution of 30 mM PIPES, 150 mM NaCl and 1.0 mM EDTA at pH 8.0. After 1.5 h 

incubation at 25 °C, 1 µL of 100 × Sypro Orange (Sigma) was added and the plate was sealed 

with Microseal ‘B’ Film (Bio-Rad). The samples were heated from 25 to 90 °C in increments of 

0.2 °C/10 s. Bio-Rad CFX Manager was used to process the data. 
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Scheme 6.2 Synthesis of PT417. Reagents and Conditions: i. AlCl3, hexanoyl chloride, DCE, 
reflux, 3 days, 60%; ii. Excess of Zn, conc HCl, AcOH, rt, 8 h, 75%; iii. K2CO3, DMF, 18-Crown-6, 
120 oC, 2 h, 96%; iv. Zn, NH4Cl, MeOH/H2O, reflux, 1 h; v. t-BuONO2, DMF, 65 oC, overnight, 57% 
(two steps); vi. BBr3, DCM, - 78 oC to rt, overnight, 98%. 
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Preincubation inhibition assay 

Dr. Carla Neckles completed the pre-incubation inhibition assay. The preincubation 

inhibition assays were performed as previously described using a Cary 100 Bio (Varian) 

spectrophotometer at 25 °C in 30 mM PIPES, 150 mM NaCl and 1.0 mM EDTA at pH 8.0 (31). 

Assays were performed to determine the apparent inhibition constants for slow binding 

inhibitors. BpFabI (30 nM) was preincubated with fixed concentrations of DMSO (2%), bovine 

serum albumin (0.1 mg/mL), NAD+ (10-200 µM), NADH (250 µM), and inhibitor (0-1000 nM) 

for 16 h at 4 °C. The reaction mixture was warmed to room temperature, and initiated by the 

addition of oct-CoA (30 µM). The apparent inhibition constant Ki
app, was determined using 
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X
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Y
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!

Scheme 6.3 Synthesis of fluoro-diphenyl ether. Reagents and Conditions: i. AlCl3, Acetyl 
chloride, DCE, reflux, 3 days, 80%; ii. Excess of Zn, conc HCl, AcOH, rt, 8 h, 78%; iii. K2CO3, DMF, 
18-Crown-6, 120 oC, 3 h, 97%; iv. Zn, NH4Cl, MeOH/H2O, reflux, 1 h; v. t-BuONO2, DMF, 65 oC, 
overnight, 58% (two steps); vi. BBr3, DCM, - 78 oC to rt, overnight, 98%.  
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Equation 6.1, where v and vo are the initial velocities in the presence and absence of inhibitor, 

respectively, and [I] is the inhibitor concentration.  

! = ! !!
!!! [!]

!!
!""

                                  

Equation 6.1 

 

The Ki
app values obtained at different NAD+ concentrations were the fit to Equation 6.2 to 

describe the binding of the inhibitor to E-NAD+ (K1 ).  

    !!!"" = !!!(1+ !
!!,!"#
!"# !)    

Equation 6.2 

 

 

Progress curve analysis 

Slow-onset inhibition kinetics were monitored at 340 nM on a Cary 100 spectrophotometer 

(Varian) at 25 °C. The reactions were initiated by the addition of enzyme (2 nM) to a mixture 

containing glycerol (8% v/v), bovine serum albumin (0.1 mg/mL), DMSO (2% v/v), crot-CoA 

(750 µM), NADH (250 µM), NAD+ (200 µM) and inhibitor (0-2000 nM). All reactions were 

monitored until the steady-state was reached, indicated by the linearity of the progress curve. 

Moreover, low enzyme and high substrate concentrations ensured substrate depletion would not 

significantly affect the reaction rates, such that in the absence of inhibitor the progress curves 

were linear for over a period of 30 min (30, 32, 33). Data were analyzed as previously described 

(31, 34), and fit to the Morrison & Walsh integrated rate equation (Equation 6.3), where; At and 
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A0 are the absorbance at time t and 0; vi and vs are the initial and steady-state velocities; and kobs 

is the observed pseudo-first rate order constant for the approach to steady-state.  

 

!! = !!! − !!!! − !! − !!! ∗ !1− !!
!!!"#!!

!!"#
 

                            

Equation 6.3 

The plot of fractional steady-state velocities as a function of inhibitor concentration was fit 

to the isotherm equation (Equation 6.4) to determine the Ki
app, such that the values corresponded 

to the steady-state inhibition IC50. The parameters vs, vc, [I] represent the steady-state velocity, 

the uninhibited reaction velocity, and the inhibitor concentration, respectively.  

!!
!!
= ! !

!!! [!]
!!
!""

                   

Equation 6.4 

The dissociation rate of the inhibitor, k-1, was calculated from each progress curve using 

Equation 6.5. 

          !!! = !!!"# ∗ !!!!! 

                 

Equation 6.5 

The association rate of the inhibitor, k1, was calculated from each progress curve using 

Equation 6.6. 

!! = ! !!!!!
!""!!!                  

Equation 6.6 
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The inhibition constant, Ki, was then calculated by Equation 6.7. 

!! = !
!!!
!!

 

Equation 6.7 

 

Direct dissociation assay 

Using 32P-NAD+, the direct dissociation rate, koff was determined as previously published 

(28). A mixture of 15 µM bpFabI, 20 µM NAD+, 32P-NAD+ (800 Ci/mmol) and 200 µM inhibitor 

was pre-incubated at 4 °C overnight in the reaction buffer containing 30 mM PIPES, 150 mM 

NaCl and 1.0 mM EDTA at pH 8.0. Excess free ligand was removed by gel filtration and the 500 

µL reaction mixture was diluted into 60 mL reaction buffer to initiate inhibitor dissociation. 600 

µL aliquots from the diluted mixture were withdrawn at different time points, followed by an 

immediate ultracentrifugation at 13,400 rpm for 90 s. The radioactivity in the flow-through was 

quantified by LS5801 scintillation counter. Data were fitted to Equation 6.8. 

!(!) = !!(!) + !!!"# ∗ (1− !!!!""!) 

              

Equation 6.8 

 

Minimum inhibitory concentration determination 

Dr. Jason Cummings from Colorado State University performed the MIC measurement. B. 

pseudomallei 1026b (efflux-proficient) and B. pseudomallei Bp400 (1026b Δ[bpeAB-oprB] 

Δ[amrAB-oprA]) were grown to an OD600 of ~0.6, frozen at -80 °C in 10% glycerol and were 
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used as standard bacterial stocks for these studies. For each evaluation bacteria were prepared 

fresh by growth from the standard stocks on Luria-Bertani (LB) Agar, Miller (BD) grown at 37 

°C for 48-72 h. Bacteria recovered from the LB plates were used to inoculate 10 mL LB Broth. 

Broth cultures were then incubated for 18 h at 37 °C passed 1:100 and incubated for an 

additional 6 h at 37 °C. Bacteria were then diluted to a concentration of 1 x 106 colony 

forming units (CFU)/mL in cation-adjusted Mueller-Hinton broth (CAMHB; BD, Franklin 

Lakes, NJ) and 50 µL added to each well for each test plate. For MIC determination, compounds 

were added to a 96-well plate starting at 256 µg/mL in the first column and serially diluted 1:2 

to column 12 for a final concentration of 0.125 µg/mL in CAMHB. MIC plates were incubated 

at 37 °C for 18 h at which MIC was determined as the lowest concentration that inhibits visible 

growth. 

 

Evaluation of efficacy in acute B. pseudomallei mouse model of infection 

Dr. Jason Cummings from Colorado State University completed the in vivo efficacy studies. 

5-6 week old BALB/c female mice (Charles River Laboratories, Wilmington, MA) were 

challenged by intranasal infection with 5,000 CFU/mouse B. pseudomallei Bp400 (1026b 

Δ[amrAB-oprA] Δ[bpeAB-oprB]) (35). Animals were anesthetized with a mixture of 100 mg/kg 

ketamine and 10 mg/kg xylazine delivered intraperitoneally. The bacteria were diluted to the 

appropriate concentration in PBS to achieve an inoculum concentration of 2.5 x 105 CFU/mL. 

This inoculum was then delivered dropwise in alternating nostrils. Ceftazidime was formulated 

in PBS and test compounds in a lipid-based delivery system as previously described (16). 

Compounds were delivered intraperitoneally, b.i.d. (twice daily) starting at time of infection. The 

number of viable bacteria in lung and spleen was determined at 60 h post-infection by plating 
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serial 10-fold dilutions of homogenates on LB agar and incubating for 48 h at 37 °C. Bacterial 

burden was assessed and difference in group means was determined using a one-way analysis of 

variance (ANOVA) followed by Tukey’s multiple comparisons test. Significance was 

determined by a P value < 0.05. 
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RESULTS AND DISCUSSION 

Mutabilis compound, MUT056399, is a slow-onset inhibitor of BpFabI that follows one-step 

binding mechanism  

Mutabilis FabI inhibitor, MUT37307, is a first-generation p-fluoro analog of triclosan, 

and it was found to be specific for organisms that contain only FabI ENRs (24). 

MUT056399 was later synthesized as a second-generation p-fluoro diphenyl ether inhibitor (25, 

26). The Ki and residence time for MUT056399 against S. aureus FabI (saFabI) were ~0.08 nM 

and ~223 min, respectively (36) and the compound is currently undergoing clinical 

development to treat Staph infections in humans (25, 26). As BpFabI was suggested to be 

sensitive to diphenyl ethers, in which these compounds were slow-onset inhibitors with Ki 

values of 0.5-2 nM (15), we expanded our study on MUT056399 to investigate the potentiality 

of broad-spectrum inhibition on bpFabI. As suggested in Table 6.1, the apparent binding 

affinity (Ki
app) and residence time of MUT056399 for BpFabI were 209 ± 28 nM and 35 ± 8 

min, respectively. This compound exhibited a weaker binding affinity and shorter residence 

time for bpFabI compared to S. aureus FabI. This is expected as the compound is optimized for 

the inhibition on saFabI. Comparing to the uninhibited progress curves, the initial velocity (vi) 

under different inhibitor concentrations remained unchanged (data not shown). In addition, a 

plot of pseudo-first order rate constant (kobs) as a function of inhibitor concentration revealed a 

linear fit for this compound (Figure 6.3). These observations are characteristic of a simple one-

step binding mechanism and it unambiguously rules out the possibility of a conformational 

selection mechanism. In addition, these trends were consistent for all tested compounds in this 

study. Therefore, the data suggest p-fluoro diphenyl ethers bind to BpFabI via one-step binding 

mechanism.  
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It is important to note that Liu et al demonstrated slow-onset diphenyl ethers target BpFabI 

through an induced- fit, two-step model (15). However, a special case induced-fit, two-step 

mechanism is kinetically indistinguishable from a one-step binding mechanism. In such special 

case of the induced-fit model, the energy level of the initial complex EI is much higher than the 

final complex EI*. Under this circumstance, initial inhibition cannot be detected at low 

inhibitor concentrations while steady-state velocity can be affected. It is not unusual for 

slow-onset inhibitors to follow a special case induced-fit model with FabI ENRs, as 

suggested in the saFabI system (30). It is possible that bpFabI presents a similar scenario, yet 

unfortunately this factor is not kinetically distinguishable in our system. According to the data 

on MUT056399, further SAR studies were then conducted to understand kinetic and 

thermodynamic properties of p-fluorine introduction and how this modulated binding to 

BpFabI. 
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!

Figure 6.3 Representative plot of pseudo-first order rate constant (kobs) as a function of 
inhibitor concentration 

Selected compound MUT056399 reveals a linear fit with R2 = 0.98 for kobs plot. 
!
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Table 6.1 Kinetic and thermodynamic parameters for inhibitors against bpFabI 

Compo
und  Structure  Ki

app 
(nM) 

Ki 
(nM) 

kon
a

pp (M-1 
min-1)b 

koff (min-1) tR 
(min) 

MUT056
399 

 

209±2
8b 

177±4
4d 

1.60 
x 105 

0.0284±0.007
b 35±8b 

PT01 

 

28±2b 22±4d 2.08 
x 106 

0.0466±0.009
b 19±9b 

PT411 

 

26±3a 
26±3b 17±3d 1.36 

x 106 

0.0235±0.004
b 

0.0344±0.002
c 

41±7b 
29±1c 

PT91 

 

26±3b 20±6d 2.80 
x 105 

0.00551±0.00
169b 

196±71
b 

OH

F

O

F

O

NH2

OH

O

OH

O

F
OH

O

5

Cl
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PT417 

 

164±2
5a 
130±1
1b 

100±1
2e 

5.00 
x 104 

0.00515±0.00
2b 

0.00504±0.00
06c 

227±30
b 

198±26
c 

PT409 

 

26±2b 28±2d 4.05 
x 105 

0.0113±0.000
9b 89±7b 

PT412 

 

51±8a 
102±7
b 

100±2
8d 

1.40 
x 105 

0.0133±0.004
b 

0.0125±0.000
9c 

91±16b 
80±6c 

PT405 

 

4.0±0.
2b 

4.0±0.
3d 

1.01 
x 106 

0.00446±0.00
033b 

225±16
b 

PT406 

 

2.0±0.
3b 

3.0±0.
1d 

8.60 
x 105 

0.0023±0.000
6b 

436±11
b 

OH

O

F
5

Cl

OH

O

NO2

OH

O

NO2

F
OH

O

F

F

OH

O

F

Cl
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PT403 

 

50±6a 
27±3b 27±5d 6.10 

x 105 

0.0167±0.003
b 

0.0163±0.001
c 

66±5b 
61±4c 

PT404 

 

364±7
a 
66±12
b 

20±7e 7.00 
x 104 

0.0029±0.002
b 

0.0014±0.000
5c 

400±25
0b 
713±25

c 

PT407 

 

138±2
4b 

173±0.
1d 

2.20 
x 105 

0.038±0.0002
b 27±3b 

a Determined by fitting data obtained from pre-incubation assays. 
b Determined by fitting progress curves. 
c Determined by fitting the 32P-NAD+ dissociation kinetics. 
d Affinity was calculated using k-1 and k1 values obtained from progress curve analysis. 
e Affinity was calculated using the k-2 value obtained from the 32P-NAD dissociation assay since the dissociation rate 

was very slow. The k1 value was obtained from forward progress curve analysis. 
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The p-fluorine introduction may destabilize the transition state and ground state.  

Our previous work indicated that the diphenyl ether PT01 was a potent nanomolar slow-

onset inhibitor for bpFabI, as well as FabI homologs from S. aureus and Francisella tularensis 

(30, 34, 37). Optimization of this compound series on the A ring alkyl chain and B ring led to 

the synthesis of PT91, in which we demonstrated a significantly improved binding affinity and 

residence time against M. tuberculosis FabI homolog (InhA) (Chapter 3). In addition, PT91 

also showed efficacy in a M. tuberculosis infection model (29). Therefore, both PT01 and 

PT91 were selected to examine the effect of p-fluorine introduction on the inhibitor’s kinetic and 

thermodynamic properties. 

 

Addition of a p-fluorine substituent to PT91 (PT417) showed no significant effect on the 

koff or residence time (tR) in comparison to PT91 (Table 6.1). However, as discussed in detail 

in Chapter 3, koff depends on both binding affinity Ki and association rate constant kon. 

Therefore, despite similar koff values for PT91 and PT417, further analysis indicated that 

binding affinity weakened by 5-fold, from ~20 nM to ~100 nM after the introduction of p-

fluorine, and the association rate (kon) decreased by ~5 fold, from 2.8 x 105 M-1 min-1 to 5.0 x 104 

M-1 min-1 suggesting a higher transition state energy barrier. Thus, the koff was not affected as a 

result of kinetic-thermodynamic compensation between the ground state and transition state. 

 

p-Fluoro diphenyl ethers’ B-ring substituents may affect ground and/or transition states.  

We speculated that a similar trend in ground and transition states destabilization would 

occur on fluoro-substitution of  PT01 to create PT411 (Table 6.1) (25). However, the kinetic and 

thermodynamic parameters koff, kon and Ki were comparable between PT01 and PT411. As PT01 
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and PT411 lack the substituent on the B ring, we speculated that both a p-fluoro group on the 

inhibitor’s A-ring and an ortho- substituent on the inhibitor’s B-ring were essential for 

destabilization of the ground and/or transition states of EI*, as observed for PT91/PT417. 

Therefore, PT412 and PT409 were synthesized which containied an o-NO2 group on the 

inhibitor’s B-ring with and without a p-fluorine on the A-ring. Similar to the trends observed 

between PT91 and PT417, the p-fluorine introduction on the PT409/PT412 group showed no 

significant effect on koff or tR (Table 6.1). The binding affinity weakened by ~3-fold, from ~30 

nM to 100 nM after the introduction of p-fluorine on PT412, and the kon decreased by ~3-fold, 

from 4.05 x 105 M-1 min-1 to 1.41 x 105 M-1 min-1. The data support that both p-fluoro group on 

the inhibitor’s A-ring and an ortho- substituent on the inhibitor’s B-ring are important for 

destabilization of the ground and/or transition states of EI*.  

 

Comparing PT412 with PT411, the introduction of an o-NO2 group on the B-ring on the p-

fluoro diphenyl ether weakened the binding affinity by approximately 6-fold, and decreased the 

kon by ~10-fold, respectively. As a result, the koff was only altered by 2-fold from (0.024±0.004) 

min-1 (PT411) to (0.013±0.004) min-1 (PT412). Interestingly, while a bulky group such as nitro 

decreases the binding affinity as well as the association rate constant, such effect can be 

alleviated or inverted when a less bulky substituent is introduced on the B ring. For example, 

when an o-fluoro group was introduced on the B-ring (PT405), the Ki was improved by 

approximately 4-fold compared to PT411, leading to the same magnitude change in koff while kon 

stayed the same. When an o-chloro group was introduced on the B-ring (PT406), the Ki was 

enhanced by approximately 6-fold compared to PT411, similar to the o-fluoro substituent. Yet a 

2-fold decrease in kon was observed, from 1.36 x 106 M-1 min-1 (PT411) to 8.6 x 105 M-1 min-1 
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(PT406). Consequently, the improved Ki and decreased kon played a synergistic effect on koff, 

resulting in a ~10-fold slower koff of PT406. In general, the larger the substituent at the ortho-

position on the inhibitor’s B-ring, the smaller the kon, resulting in slower koff or longer residence 

time. Yet the bulkier group can also weaken the binding affinity, mitigating the overall outcome 

on the improvement of koff. Ideally, the medium-sized ortho-substituent such as chloro should be 

incorporated on B ring for a slower koff due to the enhanced binding affinity and a slower 

association rate.  

 

According to the above observation, SAR studies were continued with a medium-sized 

substituent at the ortho-position on the B-ring (o-Cl group) in analogs that also contained a p-

NH2 (PT403) or p-NO2 (PT404) group. Both PT403 and PT404 weakened the Ki by 6-9-fold 

compared to PT406 and had comparable Ki values to no substituents on the B-ring (PT411). As 

the electron-donating substituent (-NH2) at the para-position had little effect on kon (PT403 vs. 

PT406), the residence time was shortened by ~7-fold as a consequence of the weakened binding 

affinity (PT403 vs. PT406). On the other hand, the electron-withdrawing substituent (-NO2) at 

the para-position significantly decreased the kon by 12-fold (PT404 vs. PT406). Despite the fact 

that Ki was weakened by 6-9 fold compared to PT406, the residence time was still enhanced by 

1.6-fold in comparison to PT406 due to a significant decrease in kon. To confirm that the 

enhanced residence time was predominately due to the o-Cl not the p-NO2 on the inhibitor’s B-

ring, we synthesized a p-fluoro diphenyl ether containing only p-NO2 on the inhibitor’s B-ring 

(PT407). Compared to PT406, the Ki of PT407 was weakened by 58-fold and kon decreased by 4-

fold. As a result, the residence time was shortened by 17-fold. Since the residence time for 
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PT407 was only 27 ± 3 min, the long residence time for PT404 (713 ± 25 min) is predominantly 

due to the o-Cl not the p-NO2 on the inhibitor’s B-ring.  

 

SAR studies that included modifications to the inhibitor’s B-ring revealed changes in the 

Ki, kon, or koff values. Remarkably, both the association and dissociation kinetics of the p-

fluoro diphenyl ethers displayed a moderate linear correlation to binding affinity in a double 

logarithmic plot (Figure 6.4). This suggests that the energetics involved in residence time 

differentiation for the p-fluoro diphenyl ethers is based on the kinetic-thermodynamic 

compensation between the ground state and transition state for this inhibitor series. This is 

interesting because the conventional strategy to improve koff is through the enhancement of 

binding affinity Ki: in contrast destabilization of the transition state energy barrier upon 

inhibitor binding has been overlooked and has been rarely reported in other biological systems 

(18, 20, 21). Tian et al reported a series of benzothiazole transition state analog inhibitors of 

fatty acid amide hydrolase (FAAH) that display long residence time through an increased kinetic 

barrier (38). In our system we are able to interrogate the impact of the transition state barrier on 

the dissociation of the drug-target complex and this is the first time we have observed a 

correlation between transition state destabilization and koff in the FabI system. We believe this 

trend is unique to analogs of Mutabilis second-generation compounds since studies by Chang 

et al revealed a strong correlation between only the dissociation rates and thermodynamic 

affinity in a logarithmic plot for other diphenyl ethers (39 ) .  
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Figure 6.4 Kinetic and thermodynamic correlation  
A double logarithmic plot depicts a moderate correlation between both association kinetics log 

kon (black), dissociation kinetics log koff (blue) and thermodynamic affinity (log Ki). On each axis, 
logarithmic values were normalized such that their mean is approaching zero. 
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p-Fluoro diphenyl ethers form an E-NAD+-I complex with NAD+ generated from catalysis and 

exogenous NAD+.  

Thermal shift assays were performed to determine the preferred ternary complex that is 

formed in the presence of the inhibitor and either excess NADH or NAD+. Cofactor preference 

was determined by shifts in the midpoint temperatures of the protein-unfolding transition (Tm). 

For example, there was a 10 °C shift in Tm when PT412 was incubated in the presence of NAD+ 

in comparison to NADH (Figure 6.5). Furthermore, all compounds of interest in this study 

suggested a preference in NAD+ when formed ternary complex with the enzyme. The Tm shift 

between E-NAD+ complex and E-NADH complex were comparable as PT412 (data not shown). 

 

To examine the resource of the NAD+ that is responsible for the formation of E-NAD+ 

product complex, we varied the concentration of enzyme or NAD+ to interrogate whether the 

NAD+ is generated from catalysis or from exogenous NAD+. First, progress curves were 

performed at 200 µM and 1000 µM NAD+, while the concentration of enzyme and inhibitor 

(PT403) were held constant. The best-fit parameters for kobs and steady-state velocity (vs) were 

0.033 min-1 and 0.0091 µM-1 min-1 at 200 µM NAD+, and 0.048 min-1 and 0.0098 µM-1 min-1 at 

1000 µM NAD+, respectively. Although vs at both NAD+ concentrations remained relatively 

unchanged with only a 7% difference, kobs changed by approximately 31%. This observation 

suggests that inhibitors not only bind to the E-NAD+ binary complex generated from catalysis, 

but also from E-NAD+ formed by direct binding of exogenous NAD+ to the enzyme. This is 

distinct from other FabI homologs (e.g. InhA, saFabI and ecFabI), where the inhibitors bind 

exclusively to E-NAD+ originating from catalytic turnover (36, 39). In addition, the percent 

change for the rate constant conversion, from initial velocity phase to the steady state velocity 
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phase, was similar to the kobs observed when only inhibitor concentration was doubled. 

Moreover, the residence time decreased insignificantly by 1.4-fold, from approximately 70 to 50 

min.  

 

The next set of progress curves were performed at different enzyme concentrations, 2 nM 

and 8 nM with compound PT417, with the expectation that increasing the enzyme concentration 

would accelerate the approach to steady-state (a faster kobs). This 4-fold change in enzyme 

concentration led to a decrease in residence time approximately 4.5-fold from 227 ± 30 min to 

64 ± 2 min. To confirm if we are underestimating or overestimating residence time, the 

residence time was also measured by the 32P direct dissociation assay. The residence time was 

198 ± 26 min, which agrees with the residence time measured from progress curve analysis at 

lower enzyme concentration. Taken together the two sets of data demonstrate that the formation 

of E-NAD+-I complex is dependent primarily on oxidized cofactor generated from catalysis but 

still can take exogenous NAD+. (Scheme 6.4). 

!

Scheme 6.4 Detailed kinetic mechanism for inhibition of BpFabI by F-diphenyl ether 
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Structural insights of PT404 in complex with BpFabI 

Although there were no significant differences in inhibitor conformations between 

triclosan and PT404 bound to BpFabI (Figure 6.6 A), investigators have shown that the 

C−OH rotational barrier height in p-fluorophenols decreases as well as the −OH torsional 

!

Figure 6.5 Midpoint temperatures of the protein-unfolding transition (Tm) for PT412 
In the presence of NADH is shown in black or NAD+ in blue 
!
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vibration frequency (40, 41). Therefore, increasing the degree of freedom of −OH may be 

unfavorable for the kon of p-fluoro diphenyl ethers. It is possible that the removal of the 

fluoro-group on the A-ring allows the C−OH to be more rigid and positioned in a favorable 

conformation to hydrogen bond to the active site Y156 (Figure 6.6 B). Therefore, we speculate 

the slower kon and weakened binding affinity for the p-fluoro diphenyl ethers may be due to 

the time it takes to form a favorable hydrogen bond with the active site tyrosine. 

!

Additionally, the p-fluoro group in PT404 is in proximity to hydrophobic residues A197, 

I200, and F203 (Figure 6.6 C). Thus longer alkyl chain substituents next to p-fluorine on the 

inhibitor’s A-ring may adopt conformations that could enhance hydrophobic interactions 

between the C-F and alkyl chain. This can be unfavorable for the inhibitor’s alkyl chain to 

initially enter the hydrophobic substrate binding tunnel, which will eventually weaken the 

binding affinity as seen in the comparison of PT91 and PT417. These unfavorable inhibitor 

conformations may be circumvented by having a shorter alkyl chains next to the p-fluorine 

(PT01 vs. PT411). 

!
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Figure 6.6 Differences in the structures for PT404 and Triclosan in complex with BpFabI and 

NADH  

(A) Superposition of BpFabI bound to PT404 and triclosan (TCL), along with NADH 

(unpublished structures). (B) PT404 in complex with BpFabI and NADH (unpublished 

structure). (C) Hydrophobic residues in proximity to the p-fluoro group. TCL in complex with 

BpFabI is shown in dark pink; PT404 in complex with BpFabI is shown in grey; and hydrogen 

bonding interactions are represented by dashes. 
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In vivo efficacy of PT405  

Throughout our SAR studies, we evaluated optimal values for the parameters Ki
app, kon, 

and koff, with a focus on kon. It is important to note that one limitation in decreasing kon is that 

in vivo metabolism will have a greater impact on the rate of target engagement, which is 

important since diphenyl ethers are susceptible to Phase II conjugation reactions (42). Rest on 

these considerations, lead compound PT405 was later selected for animal studies for three 

reasons. First, it had a strong thermodynamic affinity to BpFabI with a Ki
app value of 4 ± 0.2 

nM. Second, it had a long residence time of 225 ± 16 min. Third, it had antimicrobial 

activity with MIC values of 128 µg/mL and 16 µg/mL towards wild-type B. pseudomallei 

(Bp1026b) and an efflux pump knockout strain (Bp 400), respectively. 

 

Based on the above rationale, the efficacy of PT405 was evaluated in the acute B. 

pseudomallei animal model using the efflux knockout strain Bp400 (Figure 6.7). Mice were 

challenged with 5000 CFU and bacterial burden was assessed at 60 h post infection in lung 

and spleen homogenates. The efficacy of PT405 was determined relative to an untreated 

control group and a positive control group in which animals were treated with 200 mg/kg 

ceftazidime. There was no significant reduction in lung burden; however, PT405 showed a 

significant reduction (P <0.001) of 1.69 Log10 CFU/mL in bacterial burden in the spleen. 

These data were compared with efficacy studies that used other diphenyl ether compounds. 

However, although previous studies suggested that these other diphenyl ethers should be active 

against pump mutant strains in vivo, the reduction in CFUs was insignificant in spleen. We 

speculated that the improved efficacy of PT405 could be a combination of its optimized binding 
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affinity and prolonged residence time. Further optimization on the similar classes of these 

inhibitors might open up possibilities of novel drug candidates to treat Melioidosis. 
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Figure 6.7  In vivo efficacy of PT405 in the animal model of melioidosis. 
The mean of each group was plotted and error bars indicating +/- standard deviation. Significance was 

determined by unpaired t-test analysis between untreated and treated groups. In vivo efficacy studies were 
performed using B. pseudomallei bp400 (1026b ΔbpeAB-oprB; ΔamrAB-oprA strain). 
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CONCLUSION 

SAR studies on fluoro-substituted diphenyl ethers that target BpFabI provide unique 

mechanistic insight, in which kon plays a pivotal role in governing the drug-target residence 

time. Optimization of the kinetic and thermodynamic properties allowed us to examine the 

transition and ground states of the enzyme-inhibitor ternary complexes, and yielded compound 

PT404 which has a 10-fold slower association rate constant and residence time of up to 700 min. 

Structural studies of the longest residence time inhibitor PT404 bound to BpFabI revealed 

interactions that could affect predominantly koff. Further optimization of these promising 

candidates can provide potential drug candidates for anti-bacterial activity against B. 

pseudomallei, which was shown in our in vivo efficacy animal model with lead BpFabI inhibitor 

PT405. 
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