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Abstract of the Dissertation

Numerical Modeling of Hydrodynamic Instabilities and

their Impact on Mix in Inertial Confinement Fusion

by

Jeremy Melvin

Doctor of Philosophy

in

Applied Mathematics and Statistics

Stony Brook University

2016

The simulation campaign to model Inertial Confinement Fusion (ICF) capsules has

come a long way since experiments with the potential to achieve net energy gain began in

2010. A remaining area of uncertainty is the modeling of instability growth and mixing of

ablator material into the core, degrading the capsules. We explore the instability growth by

applying techniques that have led to a proven track record of validation: the addition of a

front tracking (FT) algorithm and physical diffusion models.

For the first time, we have integrated our FT algorithm through an API into an ex-

ternal Rad-Hydro code FLASH, from the University of Chicago. With FT coupled into a

code capable of simulating ICF experiments with a full suite of physics, we conduct a pa-

rameter study on 2D simulations in spherical geometry to explore the impact FT has on

modeling the instability growth. We find the instability growth during the shock generated

Richtmyer-Meshkov phase is suppressed by a lingering capsule acceleration, providing a sta-

bilizing mechanism. Thus, FT does not impact the growth of these instabilities, since they

are suppressed. We find the late time deceleration phase Rayleigh-Taylor instabilities are

strongly radially dependent, occurring at inner regions of the shell, but not reaching the

ablator-fuel interface. In an Eulerian simulation methodology, numerical diffusion of ablator
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material into the fuel is shown to penetrate far enough on reasonable computational grids,

that strong instability growth captures it, amplifying the mixing. With FT coupled in, this

numerical diffusion is prevented. We analyze simulations with a physical diffusion model

coupled into the hydro equations to represent a physically consistent penetration of ablator

material.

To capture these effects, a 1D Buoyancy-Drag analysis is proposed to model the pen-

etration of ablator material and amplification due to instability growth. We compare the

1D model, analyzed off a 1D simulation, to actual growth observed in the 2D simulations,

to explore the predictive capabilities of this model. We find that ICF capsules are stable

but near a performance cliff where small perturbations or coupling effects between different

instability drivers has the potential to cause enough of a change in the dynamics to allow

ablator material to penetrate into the hot spot. In closing, we discuss the impact of a lack

of physical diffusion and FT models on the current state of ICF simulations.
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Chapter 1

Introduction

Inertial Confinement Fusion (ICF) is an approach to fusion in which a small plastic

capsule typically filled with Deuterium and Tritium isotopes (DT) is strongly compressed,

until temperatures and densities rise enough to generate a self-sustaining fusion burn which

produces a net energy gain [42]. ICF first began being heavily studied as a possible ap-

proach to generating energy back in the late 1950s and early 1960s, through work done at

Lawrence Livermore National Laboratory (LLNL) by John Nuckolls [56]. Over the decades

that followed, theoretical analysis, computational simulations and experiments at various

laser facilities worked together to develop an ICF design that would lead to ignition (net

energy gain). Up until 2009, no experimental laser facility in the world was strong enough

to create the conditions necessary for an ICF experiment to achieve ignition [44]. When

the National Ignition Facility (NIF) opened, the expectation was that within 3 years the

first ignition ICF experiments would be carried out [43]. However, nearly 7 years into the

experimental campaign at NIF and ignition experiments are still eluding researchers.

The first phase of ignition experiments was under a directive known as the National

Ignition Campaign (NIC) [43]. The NIC lasted from 2009 until 2012 and experimental shots

were characterized as “low foot”. In a low foot shot, the laser power profile is designed to

achieve a low adiabat (the ratio of pressure to an approximation of the Fermi degenerate

pressure [29]) for the cold shell (≈ 1.65), which allows for better compression of the capsule
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at the stagnation phase. Unfortunately, these shots largely underperformed expectations,

despite matching specified theoretical design specs and despite pre-shot simulations matching

design criteria which suggested the capsules should be able to achieve ignition [43, 13].

Alongside the experimental campaign is a computational campaign aimed at trying to

resolve discrepancies between numerical simulations and ICF experiments. A key aspect of

this campaign was to match as best as possible the in-shot conditions of each experiment,

with the hopes that this would improve the experiment to simulation discrepancies. To

accomplish this, these simulations, known as post-shot simulations, utilize a variety of tools.

Using a Velocity Interferometer System for an Arbitrary Reflector (VISAR) [5], which is an

experimental diagnostic to capture shock timings and velocities during the early phases of the

implosion, and a Convergent Ablator (ConA) platform [33], which measures the implosion

trajectory and velocities during the later phases of the implosion, the radiation drive used

for simulations of the ICF capsule can be tuned to match these in shot characteristics of

the implosion [17]. Coupled with the shock timings is an accurate accounting of the surface

roughness at the various material interfaces through the use of x-ray imaging and atomic force

microscopy of the capsule [17]. A thorough description of the post-shot modeling framework

is detailed in Clark et al. and the references therein [18]. For some experiments, such as ICF

shot N120321 [8, 17], this framework, coupled with high resolution 3D simulations, improves

the discrepancy in the neutron yield (a key observable in the experiments) to around 50%

[18], down from 1000% or higher in prior 1D and 2D simulations [28].

While this achievement is without question a success, some additional questions still

remain. These simulations are all run in the LLNL code HYDRA [48], which is at its heart

a Lagrangian code (i.e., the mesh deforms and moves based on the velocity field). Coupled

with the fact that simulations are run without a model to represent diffusion of materials,

there is no mechanism by which the outer shell material can be mixed into the fuel during

the implosion process except through the growth of perturbations at the DT-shell interface,

which simulations suggest do not produce enough mix to explain the observed quantities
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in the experiments. Since one of the major causes of the degradation of the experiments is

due to the mixing of this material into the central core of the implosion, additional mix is

needed in simulations to allow them to match experimental observations. To remedy this,

simulations in HYDRA are typically initialized in a pre-mix fashion, where shell material is

seeded in the inner regions of the capsule [17].

This dissertation will investigate ICF simulations which couple in a front tracking model

[26] to an underlying Eulerian simulation framework (where the grid stays fixed and the

material is advected thorough it). This computational model has had great success in prior

work modeling the types of instabilities that generate the perturbation growth observed in

ICF simulations [27, 41]. Through 2D simulations in a spherical geometry, we will explore

how the growth of these perturbations which generate mixing are altered under the use of

a front tracking model and what ramifications that may have for the current state of ICF

simulations.

We find that the main advantage of adding front tracking is in the numerics relative

to Eulerian simulations, where front tracking eliminates numerical diffusion of materials at

interfaces. In order to achieve this through simulations that do not include front tracking,

high levels of mesh refinement are needed that quickly become unfeasible for full 3D simula-

tions. Compounding this error for ICF are the instabilities in the capsule which can amplify

the length scales associated with this unphysical process, producing qualitatively different

solutions.

We also detail the stabilization of instabilities during the Richtmyer-Meshkov (RM)

stages of the implosion (details in Chap. 6 and 2.2) and discuss the mechanisms driving

this phenomenon. We also show a strong coupling effect between the size of the innermost

perturbation and the late time symmetry of the capsule, leading to smaller regions of hot

fuel in the core of the compression. The main observation from this analysis is that the

NIC capsules discussed here sit near a performance cliff in their design specifications. Thus,

while currently stable to individual drivers of instabilities, the coupling between these drivers
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and additional unmodeled effects can cause perturbations to the design which allow ablator

material to reach the edge of the stable regime and mix into the hotspot.

1.1 ICF Capsule Details

The simulations carried out in this dissertation are simulations of the inner part of an

ICF capsule. An ICF capsule is multi-layered with an inner region of DT gas, surrounded

by a cryogenically frozen region of DT ice. These DT regions consist of the fuel where the

initial fusion reactions are designed to take place. Surrounding the DT ice, is a thin shell,

typically made of plastic (CH) and referred to as the ablator. This shell usually is multi-

layered itself with each layer containing a different percentage (ranging from around 0-4%)

of a heavy metal material which is designed to improve the performance of the capsules [43].

A schematic of an ICF capsule is provided in Fig. 1.1 top, showing the different regions.

The capsule is around 1 mm in radius and sits inside of a cylindrical chamber (see Fig. 1.1

bottom) called a hohlrahm [43]. Lasers are shot into the hohlrahm to generate an x-ray field,

which ablates away the majority of the outer plastic layer and produces a strong compression

of the capsule. This approach is known as indirect drive and is the primary experimental

configuration carried out at NIF.

Our simulations use a post-shot framework, briefly described in the prior section and

detailed in Clark et al. [17]. We use experimental shot N120321 for our study and conduct

1D simulations in both HYDRA and the University of Chicago code FLASH [23] as well as

2D simulations in FLASH. Our capsule models are initialized to match as best as possible

the detailed description of shot N120321 provided in Table 1.1.

The entire ICF experiment lasts approximately 22-23ns and the capsule is driven to

achieve temperatures exceeding 4-5 keV, densities of nearly 1000 g/cc and pressures exceeding

200 Gbar in the hotspot (inner core region of the compressed capsule). As our simulations

are of the capsule only, we use an external radiation source to represent the x-ray field

generated by the laser-hohlrahm interaction. This allows us to achieve higher resolutions
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Table 1.1: Experimental capsule configuration for NIF experimental shot N120321. Length

scales of the individual layers and the material percentages are provided.

Region Radius Density D % T % H % C % O % Si %

DT gas 875.84µm 0.0003425 g/cc 60.91% 28.38% 2.33%

DT ice 945.64µm 0.2445013 g/cc 50.35% 49.35% 0.30%

Ablator 1 951.56µm 1.0465000 g/cc 57.20% 42.30% 0.50%

Ablator 2 958.48µm 1.0872090 g/cc 55.90% 41.34% 0.49% 2.28%

Ablator 3 992.35µm 1.1145280 g/cc 55.02% 40.69% 0.48% 3.81%

Ablator 4 1002.62µm 1.0797100 g/cc 56.14% 41.51% 0.49% 1.86%

Ablator 5 1140.56µm 1.0465000 g/cc 57.20% 42.30% 0.50%

inside the capsule as opposed to simulations which model the entire hohlrahm as well.

1.2 Outline of Dissertation

In Chap. 2 we provide the reader with some background on the key instabilities which

drive the growth of the perturbations and lead to mixing of ablator material into the hotspot.

We also introduce the front tracking method and detail the successful history of front tracking

when it comes to modeling these instabilities.

In Chap. 3 we detail the numerical model used for our simulations and provide details on

both HYDRA and FLASH. In order to couple a front tracking model into our 2D simulations

in FLASH, we adapted a previously developed Application Programming Interface (API) for

our existing front tracking library [38] and implemented the client side functionality. The

steps necessary to complete this installation process and the details of the implementation

are also provided in this chapter.

In Chap. 4 we use HYDRA to run 1D simulations of N120321 while adding an energy
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source to the DT ice region just prior to shock passage. This is designed to capture the

impact preheating of this region can have on the adiabat of the DT ice region as the capsule

is compressing. We also conduct 1D simulations in FLASH of this same phenomenon to

establish a baseline error for FLASH’s reduced physical model relative to HYDRA and verify

that FLASH is able to still observe meaningful simulation trends in this reduced capacity.

In Chap. 5 we conduct 1D simulations in FLASH with and without the use of front

tracking. We carry out a convergence study in 1D and discuss the impact numerical con-

centration diffusion has on ICF simulations in an Eulerian framework. Since front tracking

also prevents numerical diffusion across an interface that is tracked, we add a physical mass

diffusion model to investigate the difference between physical mass diffusion and numerical

mass diffusion at various grid levels. We also establish a baseline for our 2D simulations.

In Chap. 6 we carry out 2D simulations in FLASH with and without front tracking

and mass diffusion models and quantify the impact these computational models have on the

simulations. We focus on the various stages of the simulation, where different instabilities

drive the dynamics and discuss the overall implications these models have on each stage.

Using a buoyancy-drag 3D mix model, coupled into 1D simulations, to predict instability

growth, we compare the model to the 2D simulations and examine the performance cliff for

mix of ablator material into the hot spot.

Finally, in Chap. 7 we summarize the results we found and discuss possible areas where

the work could be extended. We also discuss the impact front tracking and mass diffusion

models may have on ICF simulations and other numerical simulations conducted in the high

energy density physics regimes.
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Figure 1.1: Top: A schematic of a typical ICF capsule used in indirect drive experiments.

Multiple layers of DT are contained within a plastic shell, which also consists of multiple

dopant layers. Image Credit: James Hager [30] Bottom: A capsule contained within a

hohlrahm, a cylindrical container which supports the capsule and is used by lasers to generate

an x-ray field to drive the implosion. Image Credit: lasers.llnl.gov
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Chapter 2

Numerical Modeling of Hydrodynamic Instabilities

As described in Sec. 1.1, an ICF capsule consists of layers of different phases and fluids.

At each boundary between layers lies a material interface where instabilities can present

themselves when the interface is accelerated. The two classical interfacial instabilities that

are of main interest to ICF are the Rayleigh-Taylor (RT) instability and Richtmyer-Meshkov

(RM) instability. In this chapter we provide the reader with some background on the RM

and RT instabilities and their relevance to ICF capsules. In addition, we discuss efforts to

numerically simulate the growth of these instabilities and the benefit front tracking has for

these simulations.

2.1 Rayleigh-Taylor Instability

At the boundary between two fluids of different densities lies a material interface. If

the light fluid accelerates into the heavy fluid, any small perturbations that were present at

that interface will begin to grow. This configuration is known as the Rayleigh-Taylor (RT)

instability [65]. The classical form of the RT instability is one in which the acceleration is

induced by gravity. When the material on top has a higher density than the one below it,

localized perturbations in the interface will cause the light fluid to accelerate into the heavy,

as it has more pressure than the hydrostatic equilibrium requires [65]. The RT instability was

first studied by Lord Rayleigh in the late 19th century [45] and by Taylor [70] in the 1950s.
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Taylor observed that this setup was equivalent to one in which an artificial acceleration was

introduced to accelerate a light fluid into a heavy one. Perturbation analysis was used on

the linearized Navier-Stokes equations to study what is known as the linear regime of the RT

instability. Fig. 2.1 shows a simulation of a single mode RT instability using Frontier [15].

The instability is in the non-linear regime and one can see the development of secondary

instabilities on the spike (heavy fluid (top) flowing into the light fluid region (bottom)) edges.

Figure 2.1: A single bubble Rayleigh-Taylor simulation using FronTier. This is well into the

non-linear regime. The heavy fluid is on top and the light fluid on bottom. The bubble is

still coherent, with secondary instabilities forming on the edges of the spike. This is before

full breakup and the turbulent mixing regime.

The RT instability can be observed in naturally occurring phenomenon such as nebulas
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and gas clouds in space [68], as well as in atmospheric applications [34]. It also shows up

in many engineering applications such as ICF [42] capsules. For ICF, RT instabilities (RTI)

occur during two phases of the implosion.

2.1.1 Ablative Rayleigh-Taylor

The first RTI arises at the edge of the capsule, between the heavy remaining ablator

material and the lighter ablator material due to it being vaporized. As the acceleration at

the edge of the capsule is inward, the configuration is RT unstable. The ablation process

itself is a stabilizing mechanism and so the growth of the RTI during this phase differs than

that observed in the classical RT instability [69]. The perturbation growth during this phase

leads to deviations in the symmetry of the shock waves and carries through to the remaining

interfaces and instabilities throughout the rest of the implosion. This RTI growth is studied

both numerically [20] and experimentally [7], and the hope is that with tuning of the laser

drive and materials, this instability can be largely suppressed in the ICF experiments.

2.1.2 Deceleration Phase Rayleigh-Taylor

The most pronounced mixing during the ICF implosion occurs during the late time

deceleration phase. This phase consists of the approximately 500 picoseconds between the

point of maximum implosion velocity and bang time. During this phase, the compression of

the capsule has built up enough pressure inside the core that the pressure gradient dP now

points inward, i.e. the higher pressure region is inside the core and the lower pressure region

is outside. This causes a rapid deceleration of the capsule as it approaches stagnation. The

stagnation of the capsule converts the kinetic energy into thermal energy, rapidly heating

the core and bringing the temperature and density into the regime where the fusion burn

begins to occur. The configuration of the capsule during this burn phase is paramount to

the successful ignition of the experiment. If the core were perfectly symmetric and pure

(consisting of only deuterons and tritons) the conditions necessary for ignition would be
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nearly satisfied [18]. However, the deceleration of the capsule, coupled with the density

gradient dρ pointing outward (higher density in the cold shell), makes this phase highly RT

unstable and perturbations at the interface begin to grow rapidly. As the RT instability

grows, it causes asymmetries in the configuration of the hot core, as well as potentially

bringing cold DT and ablator material into the hot spot. These work against the success of

the burn and are one of the primary areas of study to explain the under performance of NIC

capsules [43].

Since this is the most critical phase of the implosion, understanding the development

of the RTI and the mixing it produces is of high importance. In ICF experiments, x-ray

radiography is used to determine the final shape of the hotspot at bang time, which identifies

low mode asymmetries, which through RTI growth are responsible for distortions in the final

shape [62]. To determine the amount of mixing bringing ablator material into the hotspot, x-

ray spectroscopy can be used to get a ballpark figure on the mass of ablator material present

[60]. This gives an estimate for both simulations and theory to shoot for when trying to

model this instability. Theoretical estimates, by design, must use heavily simplified models

and have had varying success in matching experimental observations across the board [3].

However, in high resolution, high fidelity 2D and 3D post-shot simulations, a strategy of

seeding initial amounts of ablator material, based on experimental observations, into the

inner regions of the DT fuel is still required in order to get the desired late time mix [18].

This instability and the ensuing mix will be the focus of the simulations carried out in this

dissertation. Through the use of front tracking and a physical mass diffusion model, we will

investigate whether improving the accuracy of the numerical models can have an impact on

the amount of mix present during simulations of this RTI.

2.2 Richtmyer-Meshkov Instability

The Richtmyer-Meshkov (RM) instability is similar to the RT instability but instead of

a continuous acceleration field, the interface is subjected to a single impulsive acceleration.
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The impulsive acceleration is typically in the form of a shock wave, which as it interacts

with the interface deposits vorticity causing the initial perturbations to grow. The RM

instability was first characterized theoretically by Richtmyer [61] and experimentally verified

by Meshkov [50]. RM instabilities occur in a wide variety of engineering applications from

ICF [42] to hypersonic flight scramjets [75]. They can also be inferred in astrophysical

phenomenon such as supernova explosions [37].

The RM instability can occur for any density discontinuity, whether the shock travels

from the heavy to the light fluid or the light to the heavy. Under a heavy-to-light configu-

ration, the interface will initially compress and the phase will reverse while from a light to

heavy configuration the perturbations will begin to grow directly [6]. In ICF, the primary

shocks travel from the heavy to the light fluid, while reflected shocks which may reshock

the interfaces may travel from light to heavy. As there are multiple shock waves in ICF and

multiple interfaces, the wave structure quickly becomes quite complicated and thus will be

best studied using numerical simulations, as we carry out in this dissertation.

2.2.1 Shock Transit Richtmyer-Meshkov Phase

For N120321 and the low foot shots carried out during NIC, the laser drive generates a

series of four shocks that propagate through the capsule [29]. These shocks vary in strength,

scaling up from weakest to strongest, with the first having a shock speed of ≈ 10 km/s

and the final having a shock speed upwards of 35 km/s in the plastic ablator. As a result,

the subsequent shocks overtake the prior ones at various locations in the capsule. In the

simulations carried out here, which are tuned to match N120321, the final 3 shocks coalesce

before interacting with the fuel-ablator interface and all four coalesce before interaction with

the DT ice-gas interface. As the shocks cross the interfaces they deposit vorticity and provide

the mechanisms needed for initial perturbations to begin to grow.

The RM phase of the ICF implosion is where the initial seeds for the more critical de-

celeration phase RTI takes place. There is a carryover effect from the initial perturbations
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generated due to laser inhomogeneities [35], which feed into the perturbations generated dur-

ing the RM phase and eventually seed the RTI instability at late time. Thus it is important

to quantify the growth of these RM instabilities. Our 2D instability simulations start from

the point right before the first shock interaction with the fuel-ablator interface and carry

through to bang time (time of largest neutron production), to model the entire instability

regime. These simulations will be detailed in Chap. 6.

2.3 Numerical Modeling of Interfacial Instabilities

While theoretical models can give quite accurate representations of macro observables

such as growth rates during both the linear and non-linear regimes [65, 9], numerical simu-

lations provide detailed data on all aspects of the dynamics driving these instabilities. Even

relative to experiments, the researcher is at the mercy of the diagnostic resolution level and

availability at the time of the experiment. Thus, it has been a heavy area of research for

decades to produce accurate and predictive simulations of both RM and RT instabilities.

2.3.1 Verification and Validation

A key step for any numerical simulation is to verify itself against established theories by

comparing their simulation results to theoretical models. In addition, a numerical simulation

should be validated via comparison to experimental quantities when setup to model a specific

experiment. If a code can pass both verification and validation without the need for extensive

parameter tweaking, it is capable of predictive simulations which can greatly reduce the costs

associated with engineering and design.

For RM and RT instabilities a long standing debate had been focused on whether there

was a universal growth rate αb for the evolution of bubbles. Experiments had long observed

an αb of 0.05− 0.07, while numerical simulations suggested an αb of 0.02− 0.03 [22]. In an

extensive code collaboration study, the α-group paper of Dimonte et al. [22] hypothesized
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that one of the main reasons numerical simulations were unable to match experiments is due

to long wavelength initial perturbations present in the experimental data, but unaccounted

for in the numerical simulations. However, this was shown to only be a 5 − 10% effect for

the numerical simulations in question [27, 36]. The main reason put forth by Glimm et al.

[27] for the discrepancy between RT growth rates in simulations versus experiments, was

the excessive numerical diffusion occurring at material interfaces. With the use of a front

tracking algorithm [26], Glimm and his co-authors have a long history of success [27, 41, 24]

matching their simulated growth rates with that of experiments. In addition, in Lim et al.

[41], they conclude the experiment to experiment variability in αb is due to differences in

physical transport properties, such as molecular viscosity and species diffusion.

In ICF, a similar discrepancy in mixing has been the focus of extensive research and it

is believed that simulations may be predicting lower than observed growth of RM and RT

instabilities [28]. This lends itself to the focus of this dissertation, which is to determine if

front tracking can play a role for the growth of these instabilities in the high energy density

physics regime, where a much more complicated interaction of various physical processes

takes place.

2.4 Front Tracking

The idea behind front tracking is to couple a lower-dimensional surface, which is dy-

namically tracked with a standard Eulerian solver. In a typical Eulerian simulation, the

mesh stays fixed and the fluid is advected through the domain typically by calculating fluxes

at the grid cell boundaries. Since the solution is updated by interactions of a cell with its

neighbors, at areas of steep gradients, where the material or phase may change, i.e. at a

material interface, there is an unwanted mixing between neighboring cells. Front tracking

discretizes and advects a surface representing this material interface which can then be used

to adjust solution steps, so that the unwanted mixing between neighboring cells of different

materials is prevented.
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The front tracking algorithm used in this dissertation has been in development for over

30 years [15], and has been extensively verified and validated in turbulent mixing problems

[27]. A high level overview of the front tracking algorithm can be broken down into 3 main

steps.

1. The front is propagated in the normal direction by calculating the normal velocity

from a 1D Riemann solution. The input to the Riemann solution is taken via an

interpolation from the grid cells representing a single material bounding the front.

By design, the front represents the interface between two fluids, so this provides two

interpolated states which are the input states for the Riemann problem. Using only the

normal velocity, a resulting velocity of the contact wave can then be calculated, which

is used to advect the front point following Eq. 2.1, where X represent the position, Vn

the normal velocity and dt, the computational timestep.

Xnew = Xold + Vn ∗ dt (2.1)

2. After the front has been moved to its new location, any grid cells where the front

crossed their center, now have the wrong material for the side of the front they reside

on. Thus they are updated through the solution to another Riemann problem.

3. Finally, the interior solver can be applied where any stencil that crosses the front is

adjusted to replace the incorrect material state with a ghost cell extrapolated state

from the correct material [4].

The immediate benefits of front tracking are two-fold. Firstly, since there is no mixing

of materials at a tracked interface, no non-physical diffusion is introduced. Secondly, as

the front has a subgrid resolution, i.e. it provides a detail below the actual resolution of

the underlying grid, it can perform better at coarser resolutions. In the remainder of this

dissertation, we will investigate the impact front tracking has on ICF simulations.
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Chapter 3

Simulation Methodology

3.1 Model Equations

The computational model used for the ICF simulations conducted in this dissertation

starts with the well known Navier-Stokes equations for fluid flows, with the addition of a

species concentration equation for the coupling of the various ion species (See Eq. 3.1). Here,

ρ is the density, u is the velocity vector, Etot the total specific energy, Ptot the total pressure

and ψ is the species mass concentration vector. κ is the thermal conductivity, D is the mass

diffusivity and the viscous stress tensor τ = µ((∇u) + (∇u)T − 2
3
(∇ · u)I), where µ is the

dynamic viscosity.

∂ρ

∂t
+∇ · (ρu) = 0

∂ρu

∂t
+∇ · (ρuu) +∇Ptot = ∇ · τ

∂ρEtot
∂t

+∇ · (ρEtotu + Ptotu) = ∇ · κ∇T

∂ρψ

∂t
+∇ · (ρψu) = ∇ ·D∇ψ

(3.1)

For all the simulations carried out here, we set the dynamic viscosity coefficient µ

to 0. It has long been believed that viscosity plays a minor role in the ICF process and

it is typically left out of simulation models [72]. Recent work by Weber et al. [74, 73]

investigated the importance of viscosity models in ICF simulations and found that in 3D
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they helped to damp out turbulent structures in the hot spot, however had no major impact

on the thermodynamics of the hot spot and thus the performance of the capsule. In 2D, the

turbulent structures are not present and viscosity was found to have little to no impact on

simulations conducted in HYDRA by Clark et al. [18], thus reinforcing the assumption that

viscosity does not play an important role in ICF simulation models.

For our radiation-hydro simulations the total internal energy is broken into three com-

ponents to allow for separate modeling of the ion, electron and radiation energy fields,

etot = eion + eele + erad. Additional equations are then needed to extend the Navier-Stokes to

a 3T framework to allow the ion, electron and radiation temperatures to vary individually.

These additional equations are detailed in Eq. 3.2 where e is specific internal energy, P is

pressure, T is temperature, cv is the specific heat and τei is the electron-ion equilibration

time. The subscripts ele, ion and rad are used to denote that variable for a specific component.

∂ρeion
∂t

+∇ · (ρeionu) + Pion∇ · u = ρ
cv,ele
τei

(Tele − Tion) ,

∂ρeele
∂t

+∇ · (ρeeleu) + Pele∇ · u = ρ
cv,ele
τei

(Tion − Tele) ,

∂ρerad
∂t

+∇ · (ρeradu) + Prad∇ · u = 0

(3.2)

To model the radiation energy and its evolution, we use a flux-limited multigroup ra-

diation diffusion (MGD) approach. In MGD, the radiation energy is broken into multiple

energy groups and each energy group is evolved separately. The radiation energy is coupled

into the matter through absorption and emission processes, which modify the electron en-

ergy. For further details on MGD and its implementation we refer the reader to the standard

textbook by Mihalias and Mihalias [51] and the documentation for the FLASH [23] code.

3.2 FLASH Configuration

FLASH is a modular radiation hydrodynamics code designed for the simulation of a

variety of astrophysical and HEDP applications. For our ICF simulations, we use the split
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PPM hydrodynamics solver, coupled with multigroup radiation using 60 energy groups. The

energy groups are logarithmically spaced in three bands, i) 25 groups from 30 eV to 1 keV,

ii) 25 groups from 1 keV to 5 keV and iii) 10 groups from 5 keV to 100 keV.

Thermal conduction is also included in the FLASH distribution and was used for both

ions and electrons. As the Lee-More model [40] is an electron thermal conduction model,

it is not compatible with the ion transport module. Therefore, we use the FLASH Spitzer

model for both ion and electron conduction. To show the impact of the thermal conduction,

in Fig 3.1 we plot the same FLASH simulation midway through the deceleration phase

as a wave is reflecting off of the origin. Three curves are shown, representing the Lee-

More thermal conduction model with electron transport only (red dashed line), the Spitzer

thermal conduction model for electron transport only (blue dotted line) and the Spitzer

thermal conduction model for electron and ion transport (black solid line). The Lee-More

and Spitzer models without ion conduction both show an unphysically high spike in the

temperature as the wave reflects off the boundary. These elevated temperatures then remain

throughout the remainder of the deceleration phase until just before bangtime (time of

maximum neutron production rate) when the heat exchange unit nearly equilibrates the ion

and electron temperatures. While the Lee-More model does a slightly better job for peak

temperature, the effect of including ion conduction completely eliminates the unphysical

spike. Thus the choice to use both ion and electron transport with the Spitzer model is

clear.

The EOS used in our simulations is an ideal gas with a temperature dependent gamma

for the ions, set to achieve a γ(T ) = 5/3 in the hot spot and γ(T ) = 7/4 in the cold shell,

with a smooth transition between them. The value of 7/4 for the cold shell was chosen

from calibration to the Sesame EOS [32, 63, 64]. The exact value for γ(T ) is calculated via

Eq. 3.3, with T in keV. A and B set the range of γ(T ) values, while C controls the speed

of the transition of γ(T ) and D sets the midpoint of the transition. The values of C and D

are tunable and were chosen to maintain a γ of approximately 5/3 in any region where the
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temperature is larger than 1 keV.

This simple ideal gas EOS is one of the areas where the FLASH has reduced physics

and is thus a candidate for improvement in future work. It is the opinion of the authors

that for the simulations carried out in this work, this reduced model is sufficient for the

desired analysis. Thus, an implementation of a more advanced widely available EOS such

as SESAME [46] was not undertaken.

γ(T ) = A−B ∗ erf[C ∗ (T −D)]

A =
7/4 + 5/3

2
≈ 1.7083

B =
7/4− 5/3

2
≈ 0.0417

C = 15 D = 0.5

(3.3)

The FLASH simulations use 6 species (Deuterium, Tritium, Hydrogen, Carbon, Oxygen

and Silicon). For each of these species, a separate tabulated opacity table is maintained.

The opacities are generated from the Los Alamos TOPS Opacity database [47] using all

temperatures contained in the database and 74 densities logarithmically spaced from .001

g/cc to 10000 g/cc.

3.2.1 Initialization and Boundaries

At early times, the physics of the ICF capsule is dominated by radiation transport and

ablation. To take advantage of the more sophisticated models present in the HYDRA code,

we run a 1D HYDRA simulation until approximately 14.5 ns, about 500 picoseconds before

the first shock interacts with the DT-ablator interface. At this time, the state variables,

radiation group energies and materials are dumped from the HYDRA simulation and used

to initialize our FLASH simulation. While using FLASH to simulate the key RM and RT

phases of the implosion, we are able to take advantage of the additional front tracking and

mass diffusion models that we have added to the FLASH software during the key phases
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of the ICF capsule where transport and mix occurs. As the underlying HYDRA data is

1D, perturbations are seeded at the DT ice-gas interface and DT-ablator interface using

randomly assigned amplitudes and phases for spherical harmonics. Since ablation physics

dominate the edge of the capsule and FLASH does not have an ablation package, we set the

edge of our FLASH simulation to represent a Lagrangian point inside the first layer of doped

ablator material, which does not ablate in the HYDRA calculation. The 1D HYDRA data

is then tabulated for the remainder of the simulation at that specified Lagrangian cell and

the Lagrangian position along with its states and radiation group energies are then used as

a time and space dependent boundary condition in FLASH.

Since the HYDRA simulation uses a more complicated EOS model, QEOS [53], which

is not available in FLASH, it is over-specified for the currently employed FLASH EOS which

uses the simple ideal gas approximation discussed in Sec. 3.2. Thus, a choice between

matching either pressure or temperature must be made. Since the pressure is used to drive

the hydrodynamics, it is more important to match the pressures than the temperature profile,

so only the pressures and densities in the initialization and boundary conditions are matched

and the temperatures are set using a call to the FLASH EOS. In addition, this allows us to

capture the remaining shock waves as they come across our imposed boundary location and

achieve a similar shot trajectory as to the HYDRA simulation and the experimental shot,

N120321, that the HYDRA simulation is tuned to match.

3.2.2 2D Spherical Implicit Diffusion Solver

In its current release, FLASH does not have a working implementation for the solution

of an implicit diffusion equation in 2D spherical geometry. As our simulations require this

capability, we modified the FLASH source code files associated with the setup of the matrix

used for the 2D diffusion equation to contain the geometric terms that were currently missing

from the 2D Cartesian setup. The derivation of these terms is carried out below.

We begin with the general form of the implicit solver solved by FLASH, where f is the
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variable being diffused, A, B, C and D are coefficients and ∇sp is the spherical del operator.

A
∂f

∂t
+ Cf = ∇sp ·B∇spf +D (3.4)

As we are using a finite volume approach, the entire equation is integrated over the

computational cell volume Vi.

∫
Vi

Ai
∂f

∂t
dVi +

∫
Vi

CifdVi =

∫
Vi

∇sp ·Bi∇spfdVi +

∫
Vi

DidVi (3.5)

In a finite volume approach, the state variables and coefficients are represented by

volume average values over the cell volume, allowing us to integrate the majority of the

terms.

Ai
∂f

∂t
Vi + CifVi =

∫
Vi

∇sp ·Bi∇spfdVi +DiVi (3.6)

Applying Gauss’ theorem to the remaining volume integral turns it into a surface inte-

gral, where Si represents the surface and dSi = ndS .

Ai
∂f

∂t
Vi + CifVi = Bi

∫
Si

∇spf · dSi +DiVi (3.7)

The remaining integral amounts to the calculation of Bi∇spf on each face of the com-

putational cell. Since the del operator has a 1/r term in front of all θ derivatives, this was

the only necessary change in the FLASH source code to enable the implicit diffusion solver

to work in 2D spherical coordinates.

3.2.3 Physical Mass Diffusion

FLASH does not have a built in physical mass diffusion unit, so a diffusion unit was

added using the HEDP diffusion model developed by Daligault [21]. Daligault’s diffusion

model is an interpolation fit to molecular dynamics simulations covering a large range of in-

verse screening lengths and plasma coupling parameters. The model consists of two regimes,
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one model fit for small values of the coupling parameter and one model fit for large values

of the coupling parameter (Γ). We choose a switching criteria of Γ = 3 based on analysis of

the plots provided in Daligault’s paper [21].

The work to implement this model in FLASH was largely undertaken by my colleague

Verinder Rana and thus a further analysis of this model as well as a full discussion of the

implementation will be contained in his dissertation. For additional reference, we refer the

reader to Rana et al. [59], which contains additional details on this diffusion model and other

physical transport models applicable to the ICF regime.

3.3 Front Tracking API

The importance of front tracking for hydrodynamic instability simulations was discussed

in Sec. 2.4 and detailed in work led by Glimm and his students [27, 41, 24]. As our goal in this

work is to study the development and modeling of these instabilities during an ICF implosion,

it is important to consider their growth with and without the use of a front tracking algorithm

in order to quantify the potential impact this may have on key experimental observables.

In order to allow us to couple the front tracking algorithm into our ICF Rad-Hydro

simulations in FLASH we build on the work done by Kaufman et al. [38, 39] to develop

a front tracking library which can be linked into any hydro code. In its current form this

library (Application Programming Interface (API)) requires the user to develop a set of client

functions to pass information back and forth to the front to determine the velocities of the

front points and to receive information about where the front crosses the interior cells.

As this is the first time the front tracking API (FTAPI) has been coupled into a physics

code, in this chapter we start by detailing the required client functions and their implementa-

tions in FLASH. A website where source code and other information on the API is available

can be found at http://fti.ams.stonybrook.edu/FTAPI.html.
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3.3.1 Client Functions (FrontTracking Module)

All functions listed in this section are part of the Front Tracking module, designed for

the FLASH source tree. They are all named FrontTracking * where * is replaced with the

function name below. This follows the FLASH naming convention for module functions.

3.3.1.1 init

Summary: A simple interfacing function for the Front Tracking initialization routine.

The initialization step consists of passing the required Grid information to the Front Track-

ing library so that it can properly initialize the front. A call to the propagate routine with

a dt of 0.0 is needed to allow the front to simplify the surface that may have been created

during an initialization. In addition, a call to initialize the component array is invoked.

Inputs: None

Outputs: None

Library Functions Called:

• FTAPI init

3.3.1.2 updateComp

Summary: For efficiency, we maintain a data structure to store the components (ma-

terial IDs) at each cell center in the domain. Thus the updateComp function is needed to

update the components in each cell (if necessary) after the front is propagated.

When a cell center is passed by a moving front, the component changes in the process.

Since the physical state stored at that cell center is supposed to be representative of the

component of the cell, the state needs to be updated to reflect its new component. To
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update the state in a physically consistent way, we solve a 1D Riemann problem in the

direction of the front normal across the cell center. The direction of the front normal is

found via interpolation from normals on the front, using front points nearby to the cell. The

left and right input states for the Riemann problem are taken as the old state of the cell,

prior to front movement and the component change, and the cell’s ghost state, as defined in

the fillGhostStates function, for the material it is becoming.

The contact wave solution p∗ and u∗ (converted back to grid velocities using the inter-

polated normal vector and tangential velocity of the ghost front state) are the new state

pressure and velocity. The density for the new state is determined in a thermodynamically

consistent way, using a wave curve expansion based on the difference in pressure between p∗

and the ghost front state pressure.

Inputs:

• Ghost State Array calculated in fillGhostStates

Outputs:

• Component Array

Library Function Called:

• FTAPI getComponent (material ID at a coordinate point)

• FTAPI gridNormal (front normal vector interpolated to a grid point)

3.3.1.3 propagate

Summary: A simple interfacing function for the Front Tracking propagation routine.

The propagation step consists of four main parts:

1. FillGhostStates,
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2. UpdateGuardCells,

3. Propagate and

4. UpdateComp

. Updating guard cells is needed to allow for the ghost states set in the first step to be

applied to any buffer cells, using the appropriate boundary conditions. The Propagate step,

calls the API library function that invokes the propagation routine.

Included in the propagate routine is a subcycling loop, which can be needed if the front

dt restriction is more severe than that calculated by FLASH. This is a rare occurrence,

but can happen if the velocity at the front point is determined to be larger than those on

the grid. An alternate option would be to build in an interface to allow the front dt and

FLASH’s dt to both be taken into account when the step dt is calculated, however that

has not been implemented in this version. Instead, the front will propagate however many

times are necessary to allow it to reach the same elapsed physical time as that of the un-

derlying FLASH physics step. As long as the components and ghost states are updated in

tandem with each propagation, this will be physically consistent during the subcycling steps.

Inputs:

• dt of the current timestep

Outputs: None

Library Functions Called:

• FTAPI propagate
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3.3.1.4 getVel

Summary: The getVel function is designed to fulfill a request by the front for the

velocity of a front point (i.e. a location in the domain) so that it can be propagated. The

front represents the Lagrangian propagation of an initial isoconcentration surface between

two fluids. To be physically consistent in the Lagrangian propagation a Riemann problem is

solved between a representative state for the materials which we refer to as a left state and

right state. To determine the left and right states at the front point, we use a procedure

adapted from Bo et. al [4], which reconstructs front states on the fly from an interpolation

of a bounding box of cells relative to the front point. On the side of the interface where these

are physical (real) states, the real state is taken and on sides where the other material is

present, a ghost fluid state, obtained following the procedure outlined in the fillGhostStates

function is used.

The velocities for the left and right front states are then decomposed into a velocity

normal to the front and tangential to the front, by dotting with a normal vector for the front

point of interest. This produces a 1-dimensional input state along the normal direction of

the front, using the normal velocity.

The resulting 1-dimensional Riemann problem is solved, here using the built-in Riemann

solver in FLASH (using the method of Collela and Glaz [19]) and the Riemann solution con-

tact wave velocity, u∗ is the desired front point’s velocity. Note that since the front is only

propagated in the normal direction [4, 15], this is the velocity to be returned back through

the API to allow the Front Tracking library to move the points.

Inputs:

• Coordinates of the front point

• Left side component (material ID) at the front point

• Right side component (material ID) at the front point
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• Ghost State Array calculated in fillGhostStates

Outputs:

• Velocity of the front point

Library Functions Called:

• FTAPI normal (normal vector at a front point)

3.3.1.5 fillGhostStates

Summary: This function is a helper function in that it is not required to implement

the front tracking API, but helps organize and simplify the implementation. In the getVel

function, the velocity of a front point is obtained from the solution of a Riemann problem.

The inputs to this Riemann problem are a representative state for each component. To

obtain the representative state for component i, we interpolate from the nearby cells which

match that component ID. The bounding box of cells centers for the front point will almost

certainly not be all of the same component, as the interface surface must be between the

cells. Thus, instead of trying to handle interpolation of each case accordingly, a two-step

interpolation procedure is employed.

In the first step, which is carried out here in the fillGhostStates function, all cells

nearby to the front calculate a double-valued state function, one for each component ID. For

the component ID that matches the component of the cell being acted on, the physical state

is copied into the ghost state. For the other component ID, the one that does not match

the physical component in the cell, an average state is obtained from its neighbors with a

physical component matching it. For example, for a cell which has physical component 2,

GhostState2 would be set equal to the state in the current cell and GhostState1 would be

set to be an average of the neighbors to the current cell which have physical component 1.

The definition of a neighbor is somewhat arbitrary and depends on the underlying

structure of the mesh. For our implementation in FLASH, which uses a structured mesh,
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we define the average state from the closest bounding box of cells which contains a cell with

the desired physical component.

With the double-valued state function at every cell near the front, the second stage of the

interpolation, carried out as part of the getVel function can be carried out using a standard

bi-linear interpolation from a set of like component ghost states. The name fillGhostStates

may be somewhat of a misnomer, in that they don’t represent the ghost state as defined in

Bo et. al [4], but rather an average state, used to aid in the process of calculating the front

states.

The ghost states defined here are also used in the updateComp function, as the input

to the Riemann problem used to determine the correct state for a cell which has had its

component changed due to front propagation.

Inputs: None

Outputs:

• Ghost State Array

Library Functions Called: None

3.3.1.6 output

Summary: A simple interfacing function for the Front Tracking output routine. The

output step consists of passing a request to the front to dump either a checkpoint file or a

plot file.

Inputs:

• Flag for checkpoint or plotFile
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Outputs: None

Library Functions Called:

• FTAPI output

• FTAPI writeRestart

3.3.2 Modified FLASH functions

In addition to developing a set of client functions to allow FLASH to interface with

the FTAPI, modifications to existing FLASH files were needed to fully implement the front

tracking algorithm. Front propagation and consistency of the front surface is all handled on

the FTAPI side, but the other half of front tracking, which is the modification of stencils

during the interior update, needs to be directly applied to the interior solvers implemented

in the client code. The functions that were modified and a description of those changes are

listed here.

3.3.2.1 hy ppm block

In the current version of the FLASH FTAPI, the full active front tracking algorithm is

only implemented for the split PPM hydro solver. In an actively tracked algorithm, interior

stencils which contain states from both components are modified so that when solving a cell

for a particular component ID, only states which match that component ID are used in the

stencil. Since those states are not always physical, i.e. when the stencil takes you across

the front, they are replaced with a ghost cell state, determined from a Riemann solution

between the physical left and right states at the front. This Riemann solution provides

the pressure and velocity, the density is determined using a wave curve expansion for the

particular component. The reader is referred to the seminal front tracking paper [15] for a

full discussion of this algorithm.
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In hy ppm block the stencils are set up for the interior solve, so this is the natural

place to make adjustments to the stencil. Once the stencil has been corrected, the PPM

algorithm can proceed as designed. To correct the stencil, the sweep is carried out from

left to right only up to the point that the component changes. Once a component change

is encountered (i.e. a front point has been crossed), a Riemann solution between the two

distinct component cells bounding the front point is solved. This Riemann solution and its

corresponding midstate density for the component being solved is then used to populate the

rest of the stencil. This corrects the stencil and the PPM algorithm is allowed to proceed

from there. After a call to hydro 1d, fluxes for each cell face are stored for use in the

hy ppm updateSoln function. As these fluxes are only valid for the cells which had the

primary component ID, those fluxes are stored and the rest are discarded. The sweep then

continues starting from where it left off and working on this new component until a front

point is encountered. Again, a Riemann solve is used to populate the remaining stencil on

both the left and right sides and fluxes for only the valid component cells are stored. This

procedure continues until the entire sweep has finished.

At cell faces where the two neighboring cells have different components, two fluxes, one

for each component is calculated. A second array is created to flag the faces where the flux

function is dual-valued and store the alternate flux for use during the update to the state

variables carried out in the hy ppm updateSoln function. Having a double-valued flux

function at these faces creates a small error in conservation, which is the focus of ongoing

work [39, 66], and has been a known minor drawback of the current front tracking algorithm.

However, a long and extensive track record of verification and validation [27, 41, 24] suggests

that this should not have a meaningful impact on the current results.

3.3.2.2 hy ppm updateSoln

As detailed in the above section, the flux function is dual valued at cell faces which

border two cells with different components. Only a small modification is carried out here
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identifying when we have a face with a dual valued flux function and to choose the correct

one. This is done by consistently making the flux for the cell which borders to the left the

one that is stored in the alternate flux array.

3.3.2.3 rieman

The Riemann solver in FLASH uses the method of Collela and Glaz [19] and is configured

to run directly with the hydro unit over a specified 1-dimensional region in the domain, taking

a vector of inputs and producing a vector of outputs. For our added uses of the Riemann

solver for front tracking we only have a single Riemann solution that is needed. A duplicate

of this function was created and configured to take a single left and right state input vector

and produce a single output solution without the use of additional step through functions

to produce left and right extrapolated states.

In addition, instead of returning an average density, the function returns two densities,

one for the left side contact and one for the right side contact from the Riemann wave

expansion. To determine the correct densities for the left and right solutions, the input

pressures are compared to the Riemann solution pressure, p∗. If pI > p∗ the wave is a shock

and if pI < p∗ the wave is a rarefaction, where pI is the respective input pressure for that side.

Once the wave type is determined, a wave curve expansion can be calculated to determine

the thermodynamically consistent density for each side of the contact wave.

3.3.2.4 Additional functions

Additional minor changes are made in hy ppm interface and hy ppm sweep to allow

for the additional flux array structure. Since the major changes to the FLASH code impact

only the sweep algorithm, only minor changes, mainly for the purposes of invoking the Front

Tracking module functions described in Sec. 3.3.1, were also needed. A change was made to

Driver evolveFlash to add calls to FrontTracking propagate at the beginning of each

physics sequence. In addition, Driver initFlash and IO output were modified to add
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Table 3.1: Initial conditions for the Sod shock tube problem.

Right Left

Density 1 0.125

Pressure 1 0.1

Velocity 0 0

a call to the FrontTracking module’s FrontTracking init and FrontTracking output,

respectively.

3.3.3 API Testing and Proof of Concept

Since the API consists of a major implementation upgrade to FLASH, a few tests were

carried out to verify that the code was correctly solving the fluid equations and that there

were no bugs present in the implementation. Since both FLASH and FronTier have been

heavily verified and validated, simple A/B comparisons between FLASH with and without

the front tracking algorithm turned on can provide a solid testing suite as well as allow for a

proof of concept for the advantage of front tracking. We detail a few of the tests conducted

here and discuss the advantages of the use of front tracking.

3.3.3.1 Sod Shock Tube

One of the first tests that any fluid code should be subjected to is the shock tube problem

described by Gary Sod [67]. This is a basic test of a fluid solver modeled after a shock tube,

where a density and pressure discontinuity is initialized in the center of the domain producing

a shock wave, contact wave and rarefaction wave which propagate through the domain as

time evolves. The shock tube problem has the benefit of an analytic solution to compare to

[67]. The initial conditions for our problem follow those laid out in the FLASH manual and

detailed in Table 3.1 where the domain is setup from x = 0 to 1.
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The simulations are all run in 2D with a single symmetric interface at x = 0.5. This

simplifies to a 1D physics computational model. In Fig. 3.2 we plot both the FLASH base

simulation (blue, dotted) and the FLASH simulation with front tracking coupled in (red,

dot-dash), along with the exact solution (black, solid). The resolution for the FLASH runs

presented here is 250 grid cells. The exact solution is calculated at 1000 evenly spaced grid

points, using the exact Riemann code found at http://cococubed.asu.edu/code_pages/

exact_Riemann.shtml. In the left frame, we plot the full domain. Some differences, as

expected between the exact solution and the FLASH solutions are evident at the shock and

contact discontinuities. The shock, which is not tracked by FT, shows almost no differences

between the two FLASH simulations, while the contact shows a much sharper interface cap-

tured by the FT version of FLASH relative to the base case. To emphasize these differences,

the contact discontinuity is blown up in the right frame. The FLASH version with FT does

a much better job of capturing the sharpness of the contact relative to the base simulation,

even at this resolution of 250 cells.

For a quantitative analysis, we conduct a convergence study for both simulations ranging

over resolutions between 50 cells and 1600 cells. In Table 3.2 we plot the average relative

pointwise error in density for each simulation relative to the exact solution. The average

relative L1 error is calculated in a pointwise fashion, comparing each grid cell value in the

simulation to the exact solution at that point (see Eq. 3.8).

ErrorL1 =
1

N

N∑
i∈grid

|simi − exacti|
exacti

(3.8)

Table 3.2 shows that at the coarsest resolution, front tracking has about a 15% improve-

ment over the base FLASH simulation and that as the resolution increases, the improvement

decreases but for the most part is still maintained. As this comparison is taken over the

whole domain and front tracking only has a major impact on the small region around the

contact, we conduct the same analysis, calculating the relative L1 error only over the region

in space between x = 0.65 and x = 0.72, which brackets the contact discontinuity which
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occurs at 0.685 in the exact solution. A drastic improvement in the average L1 error is

observed in the contact region where front tracking has the main effect. The FT simulation

improves the average error by approximately 5 times throughout all resolution levels tested

here. We also calculate the convergence orders in both Tables 3.2 and 3.3. The convergence

order p = log2(Ec/Ef ), where Ec and Ef represent the errors on consecutive grid levels

with c the coarser grid and f the finer grid. The log2 in the convergence order calculation

is valid for resolution increases of a factor of 2. Over the full domain (Table 3.2), with the

exception of the first comparison, the convergence order is roughly the same between the

two simulations with some variability between them. For just the region near the contact

discontinuity (Table 3.2), the FT simulation shows an improvement of nearly a 1st order

convergence across all domain level, again with the exception of the 50 to 100 comparison.

This is an improvement over the base FLASH simulation which has a dropping convergence

order over the majority of the comparisons and is shy of 1 on all grids except for the first

two. A convergence order of 1, despite using a PPM method in FLASH which is formally

accurate to 2nd order for hydrodynamics, is to be expected for the shock tube problem as

the presence of shocks and discontinuities tend to prevent the observance of higher than 1st

order convergence.

3.3.3.2 Rayleigh-Taylor Single Mode

We conduct a 2D single mode RT simulation with periodic boundary conditions over a

domain ranging from −0.25 to 0.25 in x and reflecting walls over a range of −0.75 to 0.75 in

y. The initial perturbation is a velocity perturbation following the setup provide at http:

//www.astro.princeton.edu/~jstone/Athena/tests/rt/rt.html with vy = 0.0025(1 +

cos(4πx)(1 + cos(3πy)). The interface is at x = 0 with an upper density of ρH = 2 and lower

density of ρL = 1. The pressures are initialized to maintain hydrostatic equilibrium with

P = 2.5− 0.1 ∗ ρy with gravity = -0.1. The adiabatic index γ = 1.4. The resolution is 50 by

250 cells.
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Table 3.2: Relative L1 errors for the entire domain between the FLASH base simulation and

FT simulation relative to the exact solution. Resolution ranges from 50 cells to 1600 cells.

The FT simulation seems to show a slight advantage over the base FLASH simulation.

Grid Resolution Relative L1 error Convergence Order

Base FLASH FLASH with FT Base FLASH FLASH with FT

50 0.0183 0.0152 - -

100 0.0108 0.0111 0.76 0.45

200 0.0057 0.0056 0.92 0.99

400 0.0031 0.0030 0.88 0.90

800 0.0019 0.0017 0.71 0.82

1600 0.0008 0.0005 1.25 1.77

Table 3.3: Relative L1 errors for the region bracketing the contact discontinuity. Resolution

ranges from 50 cells to 1600 cells. The FT simulation has an average relative error around

5 times better than the base FLASH simulation for this region.

Grid Resolution Relative L1 error Convergence Order

Base FLASH FLASH with FT Base FLASH FLASH with FT

50 0.1081 0.0201 - -

100 0.0541 0.0145 1.00 0.47

200 0.0294 0.0076 0.88 0.93

400 0.0173 0.0038 0.77 1.00

800 0.0104 0.0019 0.73 1.00

1600 0.0055 0.0009 0.92 1.08
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In Fig. 3.3 we plot the FLASH simulations with (right) and without (left) front tracking

coupled in through the API. The plot is shown at a time corresponding to t = 10s, well into

the non-linear regime. Both simulations show similar macro structures relative to growth

of the instability and shape suggesting the API has been installed successfully. Some clear

advantages of front tracking are observable when comparing the two simulaitons. The front

tracking simulation has no numerical diffusion and is overlayed by the tracked front. Addi-

tional small scale details are visible in the front tracked solution, which as a result of the

numerical diffusion in the base FLASH simulation are not resolved. Also, the front tracked

solution has a better shape, a different length scale for the bubbles and spikes and eliminates

the dip observed at the top of the bubble. These highlight some of the key reasons front

tracking has been able to perform better with regard to RM and RT instability modeling.

3.3.3.3 Rayleigh-Taylor Multi Mode

Here we analyze A to B comparisons of a 2D multi mode RT simulation with an initial

random perturbation. The domain is a square box with both x and y ranging from −0.25

cm to 0.25 cm. The configuration is similar to the single mode RT problem described above

with densities of 1 g/cc and 2 g/cc, hydrostatic pressures and a gravity of −0.1 cm/s2. The

boundary conditions are periodic in x and reflecting in y with γ = 1.4.

The initial perturbation consists of random amplitudes, phases and mode numbers se-

lected from a mode number range of 8 to 30. The amplitudes are scaled to produce a

maximum initial perturbation amplitude of 0.003 cm. Since the smallest wavelength λ is

0.0167 cm, the amplitude is ≈ 0.2λ or starting just outside of the linear regime. The sim-

ulations are run with a grid resolution of 10002, providing ≈ 33 cells of resolution for the

smallest initial wavelength.

In Fig. 3.4 we plot the FLASH simulation with (bottom) and without (top) front tracking

coupled in. The plot is shown at t = 2.75s at which point bubble competition is beginning

to start but the structures are still relatively coherent. It is immediately apparent one of

36



the major advantages of front tracking, as the top frame contains quite a bit of numerical

diffusion acting at the interface between the two fluids. This numerical artifact is one of the

primary concerns we are investigating in modeling of these instabilities in the ICF regime in

Chapters 5 and 6.

Front tracking prevents this numerical diffusion and thus provides a role for a physical

diffusion model to be coupled in to allow for physically consistent length scales associated

with the diffusion processes in the problem of interest.
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Figure 3.1: Comparison between thermal conduction models of Lee-More (red, dashed) and

Spitzer (blue, dotted) for simulations run with only electron thermal conduction to the

Spitzer model (black, solid) used for both electron and ion conduction. The use of the ion

conduction model removes the unphysical spike in temperatures which persist from this point

midway through the deceleration to nearly bang time. Since FLASH only has capabilities

to use the Spitzer model for ion conduction and the inclusion of the ion conduction has a

major impact, we use the Spitzer model in all simulations carried out in the remainder of

this dissertation.
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Figure 3.2: Sod shock tube simulation at t=0.2 using 250 grid cells in the x direction. The

base FLASH simulation is the blue dotted line, the FLASH simulation with FT turned on

is the red dot-dash line and the exact solution is the black solid line. Left: full domain and

Right: zoomed in picture of the contact discontinuity, where front tracking has the major

impact.
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Figure 3.3: Rayleigh-Taylor single mode simulation at t = 10s. Comparison of FLASH run

without front tracking (left frame) to a FLASH run with the use of the front tracking API

(right frame). All diffusion occurring in the left frame is a result of numerical diffusion,

prevented by the front tracking algorithm. The grid resolution is 50× 250.
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Figure 3.4: Rayleigh-Taylor multimode simulation at t = 2.75s. Comparison of FLASH run

without front tracking (top frame) to a FLASH run with the use of the front tracking API

(bottom frame). All diffusion occurring in the top frame is a result of numerical diffusion,

prevented by the front tracking algorithm. The grid resolution is 1000 × 1000, providing

≈ 33 cells per smallest initial wavelength.
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Chapter 4

Hot Spot Sensitivity to Adiabat

Our goal in this dissertation is to better understand the dynamics driving mix between

the ablator material and the DT fuel during the ICF implosion and how they relate to

observed discrepancies between simulation and experiment. Before we address those issues

in Chap. 5 and 6, we analyze another possible cause of these discrepancies related to extra

energy in the DT ice layer due to preheat in front of the shocks. The extra energy changes

the adiabat and compressibility of the cold DT fuel, thus impacting the thermodynamics of

the hot spot and potentially the mix. In numerical simulations, this effect is typically left

out and Cheng et al. [11, 14] proposed it as a possible driver for thermodynamic differences

between the simulations and experiments. We conduct simulations designed to understand

the effects an added energy source can have on the thermodynamics and use this as a base

of comparison between HYDRA simulations and the reduced physics model in FLASH. The

first section, 4.1, has been reproduced from Sensitivity of inertial confinement fusion hot

spot properties to the deuterium-tritium fuel adiabat, J. Melvin, H. Lim, V. Rana, B. Cheng,

J. Glimm, D. H. Sharp and D. C. Wilson, Physics of Plasmas, 22, 022708 (2015) [49], with

the permission of AIP Publishing.
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4.1 HYDRA simulations

4.1.1 Simulation Methodology

1D post shot HYDRA simulations of the ICF capsule were performed [17], with a

radiation drive modified to match shot N120321 and a second set of simulations designed to

match shot N120405. Initial simulations designed to match these shots were used to establish

a baseline for the experimental quantities of interest. The baseline simulations (referred to as

“Nominal” going forward) are run with a frequency dependent diffusion source and no premix

initialized [17]. The radiation drives are designed to attempt to match key observables in

the experiments.

In the entropy enhanced simulations, energy is added to the DT ice layer uniformly over

the course of 2ns, between the third and fourth shocks. The energy is added spatially to

the entire DT ice layer simultaneously per unit mass. The range of energy added is up to

100kJ/g. The goal of this added energy is to increase the adiabat (α) in the outer region of

the DT fuel, typically referred to as the pusher [11] to the desired upper bound. The adiabat

(α = P/Pcold), which is defined as the ratio of DT pressure to the minimum DT pressure at

a density of 1000g/cc (Pcold), can also be fit to the entropy, computed as part of the EOS

package available in HYDRA, s [29].

α =

(
1 + exp

(
s− 0.455

0.063

))0.54

(4.1)

Using this relationship, we find that the simulated adiabats increase in the outer region

of the cold shell up to ≈ 2.30 for the highest entropy enhanced simulations relative to the

nominal simulation values of ≈ 1.50. The adiabat is evaluated at the time of peak implosion

velocity, defined dynamically within each simulation by a mass-weighted verge velocity over

the DT fuel region. This increase in the adiabat, up to around 2.5 is required to match

experimental data [11]. This higher adiabat in the experiment could be present from a

43



combination of sources. To name a few, hot electrons are believed to contribute in addition

to plasma kinetic effects [1, 52], self generated electric fields [1, 52] and mixing between the

DT fuel and ablator material [12]. Currently experiments are only able to verify the hot

electrons but it is the opinion of the authors that the other effects contribute to drive the

adiabat up as high as 2.6. In Fig. 4.1 left frame, we plot the fuel density at peak implosion

velocity for the N120321 nominal simulation and in the right frame for the 50kJ/g added

energy simulation. In the insets we show the adiabat as calculated in the outer region of

the DT fuel. We see that the adiabat is increased in this pusher region under the addition

of energy. The amount of energy added was chosen to allow the adiabat to range up to a

value of around 2.5. In Sec. 4.1.2 we investigate the relationships between changes in the

simulated adiabat, coupled with the nominal post shot simulations and the corresponding

hot spot thermodynamics.

Figure 4.1: Fuel density profile at maximum implosion velocity for simulated shot N120321.

Inset: Adiabat profile in the high density pusher. Left Frame: Nominal adiabat is approxi-

mately 1.5 for the high density pusher, Right Frame: 50 kJ/g increase to energy; adiabat is

approximately 1.85 for the high density pusher.
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4.1.2 Trends for Entropy Enhanced Simulations

We establish trends for the effects of initial entropy enhancement. Similar trends were

observed between both the N120321 and N120405 sets of simulations. Since N120405 ex-

perienced a large amount of mix in its experiment, its nominal simulation is further away

from experimental agreement. Since we do not couple a mix model into our 1D simulations,

N120405 is not an ideal candidate to focus an analysis of the change in adiabat. Instead it

would benefit more from the addition of a mix model and analysis to capture the capsule

asymmetries. Thus, in this section we will focus our analysis on shot N120321. Instantaneous

values are taken at bangtime (maximum neutron production rate), determined dynamically

within each simulation from the burn calculation. The simulations are run without alpha

heating, achieved by reducing the reactivity rates by three orders of magnitude. This is

then rescaled at the end to represent a “no burn” bangtime and yield. This “no burn” cal-

culation is chosen for our simulations to prevent the nominal case from achieving ignition.

In addition, since the experiment chosen to model did not have significant yield to ignite,

comparisons to a “no burn” calculation provide a better picture of the relationship between

the experiment and the simulation. This methodology is consistent with other investigations

into simulation to experiment discrepancies [17]. Our main result is the strong sensitivity

of hot spot densities, pressures and yields, as well as predicted mix to additional entropy.

Instantaneous ion temperatures decrease slightly and burn widths increase as the adiabat is

increased. The size of the hot spot also increases as entropy is added. However, as this is

affected by 3D mix, not coupled into the present simulations, a basis for direct comparison

to experimental data is not apparent for the radius and thus we report, but do not draw any

conclusions with regard to the behavior of the hot spot radius.

Fig. 4.2 shows the effects of added entropy into the cold shell relative to the nominal

simulation of shot N120321. From Fig. 4.2 top, we observe clear trends towards lower

densities in both the hot spot and the cold shell as the cold shell moves to a higher adiabat.

In addition, an improved agreement of the hot spot density with the experimentally inferred
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density is observed. To account for these density trends, we note that added energy in the

cold fuel has the effect of introducing less compression, which lowers the hot spot density

and increases the hot spot radius.

In Fig. 4.2 center frame, we compare the pressures among the entropy modified simu-

lations and the corresponding experimentally inferred pressure. We observe that pressure

is also sensitive to entropy enhancement and decreases as the entropy is increased. For the

range of energies considered here, the hot spot densities and pressures come close to reaching

their experimentally inferred values.

In Fig. 4.2 bottom frame, we compare the ion temperatures at maximum neutron time.

When adding energy, we observe a slight decrease in ion temperatures at bang time. However,

to facilitate ion temperature comparisons with experimentally inferred values, we present in

Table 4.1 the burn weighted ion temperatures amongst the simulations conducted here and

experiment N120321. We use the burn-weighted temperatures to approximate the nTOF

(neutron Time of Flight) temperature calculation from the experiment, as all HYDRA sim-

ulations were run on the open network where the neutron transport module that could be

used to estimate an nTOF calculation in HYDRA is unavailable. Typically, nTOF simu-

lated temperatures are lower than the burn-weighted ones. Burn-weighted temperatures are

calculated as an integral over time and space of the neutrons created multiplied by the tem-

perature. We then divide by the total yield to get the overall burn-weighted temperature.

We see that the burn weighted temperatures show a decreasing trend under modest amounts

of added entropy.

In Table 4.1 we observe the trends of other experimentally relevant values under an

increase in the adiabat. The neutron yield is calculated from the burn module with alpha

deposition turned off. The areal density (ρr) is a burn weighted value, where the density is

first integrated over the DT fuel region and then weighted by the yield calculated during that

timestep. The DSR is directly calculated from the areal density using the common relation

DSR = ρr/21 [29]. The adiabat is calculated using the relation in Eq. 1. Finally, we also
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Figure 4.2: Post shot simulations of N120321 with added entropy to the cold shell. Top frame:

Densities, Center frame: Total Pressure, Bottom frame: Ion Temperatures. Comparisons

to the nominal simulation and experimental values for shot N120321 are shown [8]. The

experimental waist and (larger) pole radii are shown separately.
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Table 4.1: Experimental quantities and those observed in the simulations with various

amounts of added entropy. Neutron yields, Down Scatter Ration (DSR), Burn weighted

ion temperature, Total DT fuel areal density ρr, Adiabat and Burn Width are compared

between entropy modified simulations and experiment.

Run Yield DSR Ti ρr Adiabat Burn Width

(Name) (1014) (%) (keV) (g/cm2) (ps)

N120321 [17, 8] 4.2 6.26± 0.46% 3.07± 0.14 136± 24

N120321 - Nominal 19.33 4.67% 2.95 0.98 ≈ 1.50 123.8

N120321 - 25 kJ/g 16.85 3.69% 2.89 0.78 ≈ 1.70 127.9

N120321 - 50 kJ/g 14.40 3.53% 2.80 0.74 ≈ 1.85 135.7

N120321 - 100 kJ/g 12.62 3.22% 2.74 0.68 ≈ 2.30 154.0

present the burn widths for the simulations in Table 4.1. The burn width or full width half

maximum is defined as the time period during which at least 50% of the maximum neutron

production rate is observed. The bang time is not included in Table 4.1. In all N120321

simulations, nominal and entropy enhanced, we observed the bangtime to be within a few

picoseconds of 23.00ns, slightly larger than the experimental value of 22.91± .04ns. However,

we note that adding entropy has the effect of flattening out the burn and thus causing the

burn to begin earlier in time, with the bangtime behaving more like a random variable with

a small variance. Defining the beginning of the burn as the point at which at least 50% of

the maximum neutron production rate is first observed, we see a trend from 22.92ns for the

nominal case to 22.89ns for the 100kJ/g case.

High foot experiments tend to observe higher temperatures than the low foot shots

presented here [58]. The fact that we do not meet this observed experimental trend could be

a result of additional physical relationships between the high foot drive and ion temperatures,
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such as a stronger shock in the the high foot implosions. Since these are not present when

simply adding energy to increase the adiabat, we don’t expect to see the same relationship.

We believe the decrease in ion temperature under addition of entropy is a result of the hot

core compressing less in the modified entropy simulations. Since energy is only added to the

cold DT fuel, the temperature of the hot core decreases as we add additional entropy. In

some variables, DSR and total yield for instance, we see downward trends, consistent with

that observed in high-foot experiments [58]. In other variables, burn-weighted temperatures

and bang times, the trend we observe through added entropy is not the same as that observed

in the high foot experiments. Relative to the low foot shot in question, N120321, we observe

improvements in neutron yield, densities and pressures, with the burn width staying in the

experimental error bars. However in the other variables, our modified simulations produce

values which diverge from the experimental values. This fact suggests additional effects

such as mix, 2D and 3D effects, asymmetries and other incomplete physical models play a

role. The success of positive trends in some of the experimental quantities is, in the authors’

opinions, suggesting of a role to play by the adiabat in the cold shell. We believe that further

investigation into this avenue is warranted and could help contribute to future improvements

in the comparison of simulation to experiment.

4.2 FLASH simulations

Using FLASH we conduct 1D simulations of the RT deceleration phase only, initialized

off of the nominal HYDRA simulation, run without preheat. To account for the added

energy, we add energy at the time of initialization into the DT ice regions of the capsule and

the time dependent boundary conditions taken from HYDRA. Since the simulations are only

of the deceleration phase, we use a Lagrangian boundary point that represents the edge of

the DT ice region.

In Fig. 4.3 we present a companion figure to Fig. 4.2 which shows the impact the added

energy has on the 1D hot spot thermodynamics. FLASH shows relatively good agreement
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with HYDRA for the base case when simulated for this short 500 picosecond interval rep-

resenting the deceleration phase. The main discrepancy in the FLASH simulations is the

elevated temperatures which cause diagnostics such as those compared in Table 4.1 to be

far away from their experimental counterparts. Thus, as expected, FLASH is not able to

perform better with regard to diagnostics than HYDRA and so we focus solely on the trends

present in the parameter study of added energy. The added energy in FLASH was done by

increasing the ion temperature variable by a specified quantity (20eV, 40eV) which produce

a roughly similar effect to the 25 kJ/g and 50 kJ/g energy added to the HYDRA simulations.

The trends observed in the FLASH simulations are qualitatively consistent with those

in HYDRA and thus similar conclusions can be made through the FLASH simulations even

with the reduced physics model present. The main conclusion we can draw from the plots is

that the change in the adiabat through a preheating mechanism can produce thermodynamic

changes in the hotspot that would create a reduced neutron yield and bring simulations closer

to the observed experimental quantities.

We conclude from this analysis that by focusing on the trends present in on-off A/B

comparisons carried out in the remainder of this dissertation, FLASH will be successful

in representing how observed trends would fare in simulations run in a similar fashion in

HYDRA. Since the source code for HYDRA is not available to the authors, the added

functionality we are interested in exploring can only be implemented in an open source

software package like FLASH. It is the opinion of the authors that the qualitative analysis

presented in this section verifies that trends observed in FLASH should result in similar

trends in other simulation codes like HYDRA.
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Figure 4.3: 1D FLASH simulations of N120321 with added energy to the cold shell region

at initialization. Top frame: Densities, Center frame: Total Pressure, Bottom frame: Ion

Temperatures. Comparisons to the nominal HYDRA simulation and experimental values for

shot N120321 are shown [8]. The experimental waist and pole radii are shown separately.
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Chapter 5

1D Simulations

In the prior section, Sec. 4.2, we saw that FLASH was able to reproduce a study con-

ducted in HYDRA to show that modifications to the adiabat in the cold shell resulted in

trends towards lower neutron yields and better agreement between simulation and experi-

mental observables. This persisted across both FLASH and HYDRA despite differences in

their computational models. In this chapter we start our study of 1D simulations earlier

in FLASH, at the beginning of the RM phase, around 14.5ns. As we are now relying on

FLASH to simulate a longer time frame where radiation physics has a larger role in the

driving forces, FLASH’s reduced computational model will have a more apparent impact on

the late time thermodynamics and thus any diagnostic quantities. In addition, the approach

used for modeling of the boundary conditions has a more significant effect over the extended

simulation time. As the location of the Lagrangian boundary point moves in the FLASH

simulation, it is then reset to match the location of the associated Lagrangian point in the

HYDRA simulation. Thus it is not tracking a Lagrangian point relative to FLASH. As the

FLASH simulation calculates larger velocities in the early stages the computational region

extends allowing for more CH to remain in the shell as there is no physical model to allow for

FLASH to ablate this material. Thus, we get more mass remaining in the shell (upwards of

20%) at bang time and more inertia, causing slightly more compression than the companion

HYDRA simulation. Thus, our FLASH simulations are no longer a good model for shot
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N120321, but are instead more representative of the ICF regime as a whole. Additional

boundary conditions were explored to attempt to improve the modeling, but this approach

was found to be most consistent with the dynamics of the HYDRA simulation across the 1D

and 2D runs. Since we are mainly concerned with numerical effects and mixing, which are

sensitive to the dynamics, this approach to modeling the boundaries was chosen.

For this reason, our focus in the rest of this work is on A to B comparisons where we turn

on or off an additional computational model and determine its impact in the ICF regime. As

these models (Front tracking and mass diffusion) require modifications to the source code,

our only vehicle for these studies is FLASH.

One of the major concerns for Eulerian based numerical models is that as material is

advected across the boundary between computational cells, an unphysical numerical diffusion

process occurs. Many approaches are used to remedy this from adaptive mesh refinement

(AMR) schemes [2] to interface reconstruction methods like volume of fluids (VOF) [55].

Unlike the other methods, front tracking, which we use for our studies here, completely

eliminates the unphysical numerical diffusion.

To investigate the resulting benefit for ICF like simulations using an Eulerian compu-

tational framework, we conduct two sets of 1D calculations, one using the base FLASH

configuration (referred to as F-BASE) and one using the base FLASH configuration with

front tracking enabled at the DT-ablator interface (referred to as F-FT). We find two main

results.

1. Due to the convergent nature of ICF simulations, numerical diffusion on reasonable

3-dimensional Eulerian grids ends up extending over a meaningful fraction of the com-

putational domain remaining at bangtime, from ≈ 2% on the finest grids considered

here in 1D to ≈ 15% on the coarsest grids. A mitigation strategy to prevent this nu-

merical diffusion is desired to allow for qualitatively correct solutions and front tracking

is shown to accomplish this on all grids.

53



2. When front tracking is added to remove numerical mass diffusion, the effects of physical

mass diffusion can be studied. We find that the addition of an ICF applicable mass

diffusion model shows no meaningful length scales when added on top of FLASH and

front tracking, emphasizing that for a physically realistic ICF simulation there should

be little to no mass diffusion, whether numerical or physical.

5.1 Pseudo-1D vs. Pure 1D

In its current iteration, the FTAPI does not support a 1D configuration. Since we are

interested in comparing 1D physics, the F-FT runs were all run in a 2D configuration with

8 computational cells in the theta direction and an initialization profile that is a function of

radius only. We refer to this as a pseudo-1D simulation. In theory, these pseudo-1D runs

should be identical to a corresponding pure 1D simulation, as only 1D physics is present in the

computational model. However, a few factors contribute to make these runs differ slightly. In

the pure 1D simulations, since there are no computational cells in the theta direction, there

are no theta velocities present. However, in the pseudo-1D simulation, small errors in the

discrete representation of the geometric terms used in the radiation diffusion and thermal

conduction implicit solvers produce small theta velocities during the simulation. These

velocities are typically around four orders of magnitude smaller than the radial velocities

and thus have a very minor effect on the simulation. These small velocities also cause small

differences in the calculated timestep, which due to our time and space dependent boundary

conditions, cause a slightly different representation of the state at the boundary. Since the

boundary is the main driver for the simulation, this also contributes a minor difference.

All of these minor errors contribute to a small, but not negligible difference, between a

corresponding pure 1D simulation and pseudo-1D simulation.

To legitimize the comparisons that will be carried out between F-BASE simulations

using a pure 1D configuration and F-FT simulations using a pseudo-1D configuration, a

baseline for the errors between a corresponding pure 1D and pseudo-1D simulation needs

54



to be established. In Fig 5.1 we plot an F-BASE simulation using both the pure 1D and

pseudo-1D simulation strategies at approximately bang time. The figure suggests that only

minor differences arise between the two simulations and that direct comparisons between the

two simulation strategies is meaningful. To quantify the extent of the differences, the two

simulations were compared using a relative L1 error, as in Eq. 3.8, where instead of an exact

solution, the 1D simulation was used in place of the exact value in that formula. The relative

L1 error was found to be 0.013 which equates to an average error of about 1% between a

corresponding pure 1D and pseudo-1D simulation.

5.2 Mesh Convergence

With a baseline error between the pure 1D and pseudo-1D models determined, we

analyze the convergence of the bang time density profile for the F-BASE simulation. In the

left frame of Fig. 5.2 we plot four levels of mesh resolution. The coarse grid (blue, dot-dash)

has a resolution of ≈ 0.50µm, the medium grid (red, dash) has a resolution of ≈ 0.25µm,

the fine grid (green, solid) has a resolution of ≈ 0.167µm and the very fine grid (dark gray,

dotted) has a resolution of ≈ 0.125µm. From the figure it appears that at a resolution of

≈ 0.25µm the density is nearly converged. In addition, while the coarse grid has certainly

not converged, structurally it appears similar to the converged solution. The key features

that are different, i.e., the wave positions and peak densities in the cold shell, have an error

of around 7% and around 12.5%, respectively.

Both of those errors improve in the coarse grid F-FT simulation, shown along with

the FT medium grid simulation and the F-BASE very fine simulation in the right frame of

Fig. 5.2. The peak density error between the F-BASE very fine solution and the F-FT coarse

grid (0.5µm) simulation improves to ≈ 7.4% from the ≈ 12.5% on the comparable F-BASE

coarse grid simulation. The location of the peak density position dramatically improves

using the F-FT configuration from an ≈ 7% error to ≈ 1.5%.

To assess the overall improvement, we again use the relative pointwise L1 error analysis
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Figure 5.1: Fuel density profile for an F-BASE simulation at approximately bang time using

both a pseudo-1D (red, solid) and pure 1D (blue, dashed) simulation strategy suggesting

that these configurations can be interchanged with only minor errors. These simulations

have a resolution of ≈ 0.42µm per cell.

of Eq. 3.8 using the very fine F-BASE simulation as the “exact” solution. In Table 5.1

the convergence of the density for the F-BASE simulations are calculated. The convergence

order recovers a nearly 3rd order convergence rate for the finest grid levels, matching the
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Figure 5.2: Fuel density profiles at approximately bang time. Left: Mesh refinement for the

F-BASE simulations over 4 different resolutions. The solution appears converged using a

grid resolution of ≈ 0.25µm and results obtained using the resolution of ≈ 0.5µm should still

be meaningful. Right: Comparison of the ≈ 0.5µm and ≈ 0.25µm F-FT simulation to the

very fine ≈ 0.125µm F-BASE simulation. Improved agreement in the use of the coarse grid

is obtained when front tracking is coupled into the FLASH solver. The F-FT and F-BASE

simulations are converging to similar solution profiles.

underlying accuracy of the 3rd order PPM interior solver being used in FLASH. To compare

the F-FT simulation on the coarsest grid, we calculate in Table 5.2 the error associated

with both the F-BASE and F-FT simulations relative to the very fine F-BASE simulation.

The first column quantifies the error over the entire domain, where the F-BASE simulation

outperforms the F-FT simulation on average. However, a review of the right frame of Fig 5.2

shows that the major error between the F-FT and F-BASE simulations occurs in the wave

furthest from the origin, behind the hot spot and cold shell, and thus not in a region of

interest. With this in mind we reanalyze the error over the hot spot and cold shell regions

only, from 0 to 50µm and tabulate the errors in the second column. As the figure suggests,
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Table 5.1: Relative L1 errors for the density profile at bangtime for a mesh convergence

study using F-BASE, taking the very fine grid solution as the “exact” solution. The solution

appears to nearly converge at the medium grid relative to the key features desired. The

convergence order once the solution has converged retains its 3rd order converge of the

underlying interior PPM solver in FLASH.

Resolution Relative L1 error Convergence Order

F-BASE Coarse (0.50µm) 0.199 -

F-BASE Medium (0.25µm) 0.077 1.37

F-BASE Fine (0.167µm) 0.023 2.98

the coarse F-FT simulation has around a 10% error on average in the hot spot and cold shell

regions, almost a 3× improvement over the similar resolution F-BASE simulation. From this

analysis we identify two facts.

1. A resolution of ≈ 0.25µm is needed to achieve near mesh convergence. In the capsule

designs that are under study here, namely low foot NIC campaign capsules using a CH

ablator, the design specs are for a capsule that is around 1150µm [29]. This implies

that upwards of 5000 computational cells in the radial direction would be necessary

to achieve that resolution. Certainly in 1D, that is not a problem. For 2D simulation,

depending on the needed resolution in the angular direction and the availability of

computational resources, this should also be fairly reasonable. However, in 3D, if we

use the benchmark simulations of Clark et al. [18] as a guide, 1000 cells in both angular

directions were used in their 3D simulations. Coupled with 5000 grid cells in the radial

direction, that would be a requirement of 5 × 109 computational cells. Clark et al.

reports that for their 3D HYDRA simulations, using a 400 × 1000 × 1000 grid (they

only need 400 cells since HYDRA is a Lagrangian code), ≈ 4.5× 106 CPU-hours were

needed to complete a single simulation.
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Table 5.2: Relative L1 errors between the coarsest F-BASE and F-FT simulations relative

to the F-BASE very fine solution profile. Over the entire domain (left column) the coarse

F-BASE solution has improved agreement. When isolated to the area of interest (hot spot

and cold shell), the F-FT solution drastically improves relative to the F-BASE solution,

achieving a nearly 3× improvement in relative error.

Entire Domain Hot Spot and Cold Shell (0-50 µm)

Coarse F-BASE 0.199 0.270

Coarse F-FT 0.276 0.103

For high resolution 3D simulations carried out on Eulerian grids, we use the simulations

carried out by Haines et al. [31], using Los Alamos National Lab’s RAGE code [25] as

a guide. Due to the cost prohibitive nature of a full 3D simulation, these simulations

used a 2D-3D simulation strategy where the capsule is first simulated in 2D and then

at the point when 3D physics become most important, the 2D simulation is rotated

into 3D and completed. These simulations are of Omega capsules which are direct

drive ICF experiments performed on the Omega laser in Rochester. These capsules

are only around 450µm, about 2.5 times smaller than the NIF capsules discussed

here. In addition, RAGE employs an AMR strategy for dynamic refinement of the

computational grid around areas of interest. With all of these advantages, the 3D

portion of these simulations still use over 1 × 109 computational cells using a base

resolution of 0.5µm and refining as needed from there. These strategies can be used

for a single production simulation, but for a full comprehensive parameter study or

sensitivity analysis study, the requirements needed for a fully resolved 3D simulation

is cost-prohibitive. This brings us to our second conclusion.

2. Even in 2D, a fully converged 5000 (or higher)× 1000 grid can be rather cost prohibitive

and thus the ability to simulate with under resolved features is necessary to be able to
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contribute meaningfully to the understanding of these ICF experiments. Consequently

the need to develop effective computational strategies at coarser, non-converged grids

that allow the capturing of important physical effects for the problem under study are

beneficial. This emphasizes one of the benefits from the use of front tracking in the

F-FT simulations, especially when used in an underresolved simulation. The coarse

grid F-FT simulation does a better job of capturing the wave positions and has a

smaller error in the peak density of the cold shell, relative to the converged F-BASE

and F-FT solutions. Since the main focus of this work is to investigate mixing during

hydrodynamical instabilities, the shock timings and wave speeds, as well as the density

gradients and hot spot configuration are most important to that analysis. Thus, our

strategy going forward is to use the F-FT simulations as a check on the convergent

properties of the F-BASE simulation by doing A to B comparisons at the coarsest grid

level. We believe this is justified by this analysis and would be an applicable strategy

for other simulation codes using our designed API, with a reference implementation in

FLASH described in Sec. 3.3 and code available at the website referenced therein.

5.3 Numerical Concentration Diffusion

The reason the F-FT simulations are better able to capture the converged solution is

two fold. First, the tracked front can be thought of as an infinite resolution at the tracked

surface and thus is the realization of infinite refinement in an AMR or mesh refinement

process. This allows for the important dynamics at this interface to be completely resolved

by the front tracking algorithm and thus an improvement in the simulation is observed.

The second, which is a byproduct of the first, is the ability of front tracking to remove all

numerical diffusion at a tracked front, similar to what occurs at every cell boundary in a

Lagrangian formulation such as in HYDRA.

To emphasize the impact of this, in Fig. 5.3 we plot the normalized carbon concentration

profiles at approximately bangtime for the F-FT coarse and various resolution F-BASE
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simulations. With the exception of a slight change in position between the mesh refined

F-FT simulations and the coarse grid plotted here, the coarse grid F-FT is a very good

representation of the converged F-FT solution in the concentration variable. This is one

of the primary advantages of front tracking, which for all mesh resolutions provides infinite

resolution at the tracked discontinuity. The carbon concentration is a good representation

of the fraction of ablator material in various areas of the capsule and is here normalized by

the maximum carbon concentration at initialization of 42%. At our coarsest resolution of

0.5µm, numerical diffusion at the 20% carbon contour is ≈ 4.5µm (≈ 20% of the compressed

capsule at bang time) or about 9 grid cells. For the more refined simulations, similar relative

distances of about 8-9 grid cells of numerical diffusion persist.

If the ablator material begins to diffuse into the cold shell region it can have two main

effects. The first is an altering of the wave structure and compressibility as can be observed

in Fig. 5.2 when comparing the F-BASE coarse grid with excessive numerical diffusion to

the F-FT coarse grid with no numerical diffusion, which agrees much better on these two

datapoints with the converged F-BASE simulations. The second will be explored in more

detail in Chap. 6, but focuses on the fact that the deceleration phase RT instability has

a much larger impact and more severe growth in the middle regions of the shell than at

the fuel-ablator interface. Thus the further the ablator material diffuses inward, the more

it is caught up in the strong RT instability and thrown forward towards the hotspot. As

the design specifications of the NIC ICF capsules call for no more than 100ng of ablator

material to be allowed to mix into the hotspot [29], it is important that any mixing observed

in simulations be the result of a physical process. This will allow studies aimed at mix

minimization.

5.4 Physical Concentration Diffusion

With front tracking in use and numerical diffusion removed from the contact disconti-

nuity between the fuel and ablator, a physical diffusion model can be added to determine a
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physical penetration of the ablator material into the DT fuel. We conduct a similar set of

1D FLASH simulations with the addition of front tracking and the physical mass diffusion

model of Daligault [21], which we will refer to as F-FTMD.

In Fig. 5.4 we plot at bangtime, both the F-FTMD and F-BASE normalized carbon

fractions as a function of radius for the 0.5µm resolution simulations. The addition of a

physical mass diffusion model allows a small amount of diffusion at this fuel-ablator interface,

but it is minor compared to the numerical diffusion present in the untracked simulation. We

find that no meaningful difference is observed between our F-FT and F-FTMD simulations

with regard to important observables such as density and temperature in the hotspot. As

a result, we choose to exclude mass diffusion from our 2D studies carried out here. A more

in depth study on the sensitivity to mass diffusion and other transport terms is the focus of

ongoing work.
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Figure 5.3: Carbon concentration as a function of radius for our 1D F-BASE mesh refinement

study overlayed against the F-FT coarse grid solution. At the coarsest grid (blue, dot-dash)

of ≈ 0.5µm, numerical concentration has resulted in about a 20% penetration distance

relative to the size of the capsule at bang time. As the mesh is refined the medium grid

≈ 0.25µm (red, dashed), fine grid ≈ 0.167µm (green, solid) and very fine ≈ 0.125µm (black,

dotted) grid maintain a consistent 8-9 grid cells of numerical mass diffusion persists. The

front tracking solution on all grids (gray, solid), here the coarse grid solution, maintains the

sharp discontinuity as a key feature of its algorithm.
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Figure 5.4: Normalized carbon concentration as a function of radius for the 1D F-BASE

(blue, dot-dash) and 1D F-FTMD (red, solid) simulations at the coarsest grid (≈ 0.5µm).

The physical mass diffusion produces a slight amount of mix across the tracked front, pro-

ducing a slight elevation in the carbon percentage in neighboring cells. Relative to numerical

mass diffusion, this has very little significance and shows very little impact on the overall

simulation observables.
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Chapter 6

2D Simulations

To fully study the interfacial instabilities and their impact on ICF capsules, multi-

dimensional simulations seeded with perturbations are needed. While 3D simulations would

be ideal, as discussed in Sec. 5.2, the computational cost for running a single simulation

at a meaningful resolution can be prohibitive. Thus, we choose to study axially symmetric

2D simulations in a spherical geometry, which will allow us to explore the impacts of Front

Tracking while exploring a variety of parameters and mesh levels. To conduct these 2D

simulations, we use the University of Chicago rad-hydro code FLASH [23] in 2D spherical

geometry. Each mesh cell represents an r-theta (polar angle) wedge, which is revolved around

the z-axis (assumed symmetric in the azimuthal angle). As all of our simulations range from

0 to π in theta coordinates, when revolved under the assumption of azimuthal symmetry,

they represent the entire spherical capsule. Our main conclusions are as follows.

1. During the RM phase, a latent capsule acceleration is present which acts as a stabilizing

force on the perturbations. Therefore at the fuel-ablator interface, no meaningful

growth is experienced. While the perturbation is stabilized, there is still vorticity

that has been deposited as a result of the shock passage and when the interior ice-gas

perturbations are increased, the excess vorticity overcomes the stabilization for the

inner parts of the capsule.

2. For the late time deceleration phase, we find only a minor impact on the growth of
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the instabilities and the resulting hot spot thermodynamics with the addition of front

tracking at the fuel-ablator interface. We do find a significant sensitivity in the insta-

bility growth and hot spot thermodynamics to increased vorticity in the problem. This

results from larger initial perturbations at the ice-gas interface which lower the overall

distribution creating larger low temperature regions and smaller high temperature re-

gions. These effects would have negative consequences with regard to performance of

the capsule. This suggests that while the design of NIF capsules is stable and no single

effect is responsible for the degradation of performance observed in the experiments,

the design is near a performance cliff. The combined effects of multiple instability

drivers along with those such as surface defects and ablation instabilities which are not

modeled here, can couple to push the capsule past the edge and allow excess mixing

of ablator material into the hotspot. This is consistent with the observations of Clark

et al. [18] where multiple combined degradation effects are needed to get simulations

near agreement with specific experiments.

3. We also find that the use of a buoyancy-drag model to predict 3D instability growth

from an input 1D simulation dataset during the RT deceleration stage does a good

job of picking up the approximate growth of the instabilities. The model is slightly

overpredictive but captures the main trajectory of growth and should be a good guide

for analyzing 1D simulations.

6.1 Initial Perturbations

The 2D simulations are similar to the 1D simulations discussed in Chap. 5 but include

initial perturbations seeded at both the DT-ablator and DT ice-gas interfaces. The simula-

tions begin at a time equivalent to ≈ 14.5ns in the experiment, which is before the shocks

have passed over either perturbed interface where we seed the perturbations. Thus simple

perturbations of the constant states on either side of a material interface are needed. To
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generate the perturbations, we choose random amplitudes (Ai), mode numbers (Bi) and

phases (Ci) for spherical harmonics (Y 0
Bi

) with a range of Legendre mode numbers between

8 and 30. Since these are 2D simulations, the perturbations are 1-dimensional and thus a

choice of φ = 0 is used for the spherical harmonics. The sum of these randomly generated

spherical harmonics are then used to form the base perturbation Sp (See Eq. 6.1).

Sp =
N∑
i

AiY
0
Bi

(θ + Ci, φ) (6.1)

Sp is then scaled so that the root mean square (RMS) of the perturbation has the desired

amplitude. To accomplish this, a scaling parameter k, which is the RMS of Sp is computed

(Eq. 6.2) and the new scaled amplitudes a0 ∗Ai/k are used to produce a series S∗p (Eq. 6.3)

which has the RMS = a0.

k =

√
1

π

∫ π

0

S2
pdθ (6.2)

S∗p = a0

N∑
i

Ai
k
Y 0
Bi

(θ + Ci, φ) (6.3)

This approach to seeding of the initial perturbations allows us to study the broadband

mix at a lower range of mode numbers, but does not include specific capsule features such as

the tent and fill tube which have recently been areas of focus for ICF simulations [18]. We

also do not include more specific tuning to the as shot perturbations, as are carried out in

Clark et al.’s [18] simulations, which include using diagnostics taken from the actual N120321

capsule right before the experiment was carried out. While this approach certainly leads to

improved modeling of a specific shot for comparisons of diagnostics, it is not necessary for

the analysis carried out here. In this study we are not focused on obtaining agreement with

the experiment, but instead in better understanding how the addition of effects such as front

tracking interact with the baseline mixing in simulations that do not include these effects.
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6.2 Richtmyer-Meshkov Phase Mixing

The first stage of the simulation that interests us is the time between the first shock

passage over the DT-ablator interface and the beginning of the deceleration from the build up

of pressure in the core of the compression. We refer to this phase as the Richtmyer-Meshkov

(RM) phase, as the growth of instabilities are largely governed by the shock passage across

the material interfaces, i.e. an RM unstable configuration. This lasts approximately 7ns

in the N120321 experiment, from a physical time of ≈ 15.3ns to ≈ 22.6ns. There are two

shock passages across the interfaces, one from the weaker first shock and the second from the

coalesced 2nd, 3rd and 4th shocks, which combine before shocking either of the interfaces.

In this section we show that there is a latent acceleration in the capsule during the RM

phase which works to counter instability growth. We investigate across a range of simu-

lations with different configurations (F-BASE vs F-FT) and different initial perturbations

(low mode numbers, nominal perturbations and increased initial amplitudes) to understand

the competing effects between deposited vorticity by shock passage and the stabilizing ac-

celeration.

In a standard RM simulation, an interface is typically shocked, at which point vorticity

is deposited at the interface and the initial perturbations, which are compressed during

shock passage begin to grow [71]. At that point, there are typically no other forcings in the

simulation, as gravity, which may create the conditions for a more dominant RT instability

to take effect, is left out of RM simulations. However, in our ICF simulations, that is not

the case. In Fig 6.1 left, we plot the total pressure Ptot = Pion + Pele + Prad as a function

of time at the Lagrangian boundary point used to drive our implosion. As discussed in

Sec. 3.2.1, this data has been exported from a 1D HYDRA run taken at a fixed Lagrangian

cell, representing approximately the edge of the first layer of ablator material. For most of

the time covered by the RM phase, the pressure continues to rise at the edge of the simulation

domain, except for a few isolated dips caused by shock waves and reflected waves crossing

over it. This makes sense in the context of low foot ICF experiments where the laser driver is
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used to produce multiple shock waves of increasing strength. The temperature and pressure

in the hohlraum continue to rise through the RM phase of the implosion [29]. In addition,

N120321 is classified as a “o-coast” shot [17], which implies that it is designed to switch

straight from the laser driven acceleration phase to the deceleration phase. The deceleration

phase is responsible for the strong increase in pressures at the boundary at late time, which

is coming from the outward moving stagnation shock as opposed to inward moving waves

during the RM phase. The lack of a coasting period was designed to limit the instabilities

and a different shot which did have a coasting phase, may have a different pressure profile

at the boundary we have used. The impact of this increasing pressure at the boundary is

that a small but latent inward acceleration in the capsule is generated. The acceleration

profile for the boundary point is shown in the right frame of Fig 6.1. This acceleration is

acting from the heavier ablator material to the lighter DT fuel and thus represents an RT

stable configuration. This has a stabilizing effect on the interface and its perturbations,

which helps to limit and damp out any growth that would of been induced by a standard

RM configuration.

To study the impact of this stabilizing effect we begin by analyzing a 2D F-BASE (no

Front Tracking or mass diffusion models coupled in) simulation with perturbations initial-

ized at both the ice-gas and fuel-ablator interfaces. The RMS for these perturbations are

both chosen to be 1µm. A perturbation of 1µm at the ice-gas interface is consistent with

the expected size of the perturbations in the ICF experiment for N120321 [16]. For the

fuel-ablator interface, a nominal perturbation is ≈ 200nm and so this represents a slightly

larger perturbation than may be found in the experiment for this interface. We will refer

to the 1µm perturbation at both interfaces as our nominal perturbation going forward. The

resolution for this simulation and the others discussed here are 2000× 100, which represents

a grid cell size of ≈ 0.5µm for the radial direction. In the theta direction, 100 cells provides

a resolution of approximately 7 cells for the smallest wave lengths in the initial perturbation

and approximately 25 cells for the largest wavelengths. In lieu of higher mesh resolution
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Figure 6.1: Pressures (left) and accelerations (right) at the time dependent boundary point

used to drive our FLASH simulations. The edge of the simulation domain is a Lagrangian

tracked point in the middle of the CH shell. Pressures slowly increase for the majority of

the simulation causing a latent inward acceleration during the RM phase which produces a

stabilizing effect on the instability growth during this time.

simulations, we will use the comparisons to the front tracked solution as a measure of deter-

mining if the solution is converged. The front tracked solution had around a 10% error in

the 1D simulation study over the area of interest, which we feel should be sufficient to study

the hot spot thermodynamics and ablator mix.

In Figs. 6.2 and 6.3 we plot a series of four plots showing the progression of the growth

of the instabilities during the RM phase. The plots are presented in the r− θ plane to allow

for magnification of the perturbations which are not easily observed in the cartesian plane.

In Fig. 6.2 top, the initial perturbations in black contour lines are overlayed on the density

grid. Two distinct perturbations are present and the initial location of the first shock can be

observed at approximately 955µm, where the plot switches to the dark red color. In Fig. 6.2

bottom, the simulation is at ≈ 17.5ns, midway between the passage of the first shock and the

second shock across the fuel-ablator boundary. The initial perturbation has been compressed

by the first shock and is not growing as one would of expected for an RM instability. This

is due to the stabilizing effect of the acceleration.
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Figure 6.2: Contour plots of density in r − θ space, with black contour lines representing

the ice-gas and fuel-ablator interfaces. Top: Initial conditions for the F-BASE nominal

perturbation. Bottom: Midway between the first and second shocks interacting with the

outer interface and before the first shock has interacted with the inner ice-gas interface. A

post-shock stabilization of the perturbation due to a latent inward acceleration of the capsule

has diminished the perturbation at the ice-gas interface.
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In Fig. 6.3 top, we have progressed to ≈ 21ns, about 2ns after both interfaces have been

shocked by the coalesced final shock wave. The fuel-ablator interface still has no instability

present as the stabilizing acceleration has been the dominant driver on that interface. The

ice-gas interface on the other hand shows a perturbation similar to its initial state. This is a

function of multiple dynamics occurring in the simulation. The first is that the inner interface

is closer to the inward moving shock, which when it crossed through the interface refracted

and is now distorted. The reverberation of the transverse waves between the shock and inner

contact [6] are adding vorticity to the ice-gas interface which helps strengthen the driver for

the perturbation growth. The ice-gas interface acts as a stop gap, weakening transverse

waves that try to reach the fuel-ablator interface and thus the overall vorticity is larger at

this inner interface. Since there is vorticity present at these interfaces, deposited when the

shock waves interacted with them, in the absence of a stabilizing mechanism, there would be

sufficient mechanisms to allow the perturbations to grow. Thus a balancing effect between

these two forces results in seemingly random ripples which come and go on the interfaces.

Thus at this particular time the interface happens to be at a point where perturbations

have developed slightly. At later frames this will subside and then grow again, in an almost

random fashion. Finally in Fig. 6.3 bottom, we are at the approximate end of the RM phase,

where maximum implosion velocity is reached. At this stage in the implosion the capsule

has about a factor of 6 compression and the perturbations at the fuel-ablator interface are

approximately of the same order as the initial perturbation. The ice-gas interface has had

its perturbations suppressed again by the lingering acceleration. From this 2D F-BASE

simulation there appears to be only a minor change in the initial perturbation amplitudes

over the range of mode numbers and for the broadband mix studied here during the RM

phase. This suggests that no meaningful broadband mix or growth occurs during this phase

and that the size of the initial perturbations at the beginning of the RT phase is comparable

to those that are initially seeded.

We now examine the RM phase of the same simulation using a 2D F-FT configuration,
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Figure 6.3: More contour plots of density for the F-BASE nominal perturbation simulation.

Top: ≈ 2ns after the final shock has interacted with both interfaces. The outer DT/CH

interface (right contour line) is still stabilized and the inner ice-gas interface (left contour line)

is experiencing random ripple growth, due to the competition between deposited vorticity

and the stabilization effect. Bottom: End of RM phase, approximately where the capsule has

achieved maximum implosion velocity. Both interfaces have experienced minimal instability

growth due to the RM phase stabilizing latent acceleration.
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which adds only front tracking to the model. In Fig. 6.4 we again overlay the interfaces

in black on the density grid in r − θ space. This frame is taken near maximum implosion

velocity at the end of the RM phase. It is directly comparable to Fig. 6.3 bottom. We

see hardly any difference in the perturbation growth between both the F-FT and F-BASE

simulations. The suppression of the instability growth during the RM phase as a result of the

lingering acceleration does not interact in any meaningfully different way with the tracked

front simulation.

To complete this analysis, we show in Fig. 6.5 four more simulations at the end of

the RM phase. The top row represents simulations using the F-BASE configuration and

the bottom row the same simulation using the F-FT configuration. The left column are

low mode simulations, where only mode numbers 6-12 were seeded at initialization with as

manufactured amplitudes. The right column are simulations where the initial perturbation

was increased by 5× at the DT ice-gas interface (referred to as “strong” simulations). The

low mode simulations tell largely the same story as the nominal perturbation simulations

from above. The strong simulations however, show some significant perturbations at the end

of the RM phase. We first focus on the bottom left corner, the F-FT strong configuration. In

this simulation a slightly amplified signal is present at the front tracked fuel-ablator interface,

but for the most part this is not significantly different than the nominal perturbation from

Fig. 6.4. The inner ice-gas interface however, which is where the initial perturbations were

amplified, shows quite a bit of growth as a result of the RM phase. The top left corner shows

the same strong simulation this time using the F-BASE configuration, without the use of

front tracking. The ice-gas interface is mostly similar to the F-FT simulation, as neither

has a tracked front at this contact so the dynamics are largely the same. For the outer

fuel-ablator boundary there is a meaningful perturbation, which is different from the largely

stabilized instability of the F-FT simulation.

To account for this we focus on the dynamics generated by the stronger initial pertur-

bation at the ice-gas interface. A stronger initial perturbation results in additional vorticity
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Figure 6.4: Contour plot of the F-FT nominal perturbation simulation at the end of the

RM phase. This figure can be compared directly to the companion F-BASE simulation in

Fig. 6.3 bottom. No meaningful difference in the perturbations is apparent at the end of

the stabilization phase. This suggests that the addition of front tracking at the fuel-ablator

interface has little to no effect on the perturbation growth of the DT/CH interface and no

coupling effect to the untraced ice/gas interface, since it is dominated by a stabilizing RM

phase latent acceleration profile in the capsule.
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Figure 6.5: Contour plots at the end of the RM phase. The top row represents F-BASE

configurations and the bottom row F-FT configurations. The left column are low mode

simulations, only initialized with mode numbers 6-12. The right column are strong pertur-

bations, where the ice-gas interface initial amplitude is 5 × the nominal amplitude. For the

low mode simulations (left column) the interfaces are completely stabilized and the impact

of FT has no effect. For the strong simulations (right column) notable growth has occurred

at the interior ice-gas interface. The stronger initial perturbation adds more vorticity to

the dynamics allowing the inner interface to overcome the stabilizing effect. The top right

F-BASE simulation also shows slightly amplified mixing relative to the companion F-FT

simulation in the bottom right.
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deposited at the interface and generated by the ricocheting transverse waves. This results in

about a factor of two increase in the vorticity present for the strong simulation relative to the

nominal initial perturbation. For the ice-gas interface, this vorticity is enough to overcome

the stabilizing effect especially towards the latter end of the RM phase, when the stabilizing

acceleration for this interior interface has largely dissipated. The stronger vorticity from

the shock contact interaction continues to be carried back towards the fuel-ablator interface

through reflected waves. This interaction between the two interfaces provides enough rota-

tional energy to overcome the stabilization effects at the outer interface as well, allowing some

increased instability growth at the more crucial fuel-ablator contact. For the corresponding

F-FT strong simulation, we argue that the reason the instability growth does not show up

as significantly at the fuel-ablator interface is due to the same reasons front tracking has

been able to perform better relative to experimental growth rates in past validation studies

of RT growth [27]. The growth of these instabilities is driven by the density gradients at the

interface. Allowing for numerical diffusion, the density gradients smooth out and the local

Atwood number decreases, resulting in reduced growth [24]. The stabilization effect is gov-

erned by the same density gradient. Since the front tracking maintains a sharp gradient at

the interface, its local Atwood number is larger and thus the stabilization effect is amplified,

limiting the amount of instability growth the added vorticity can produce.

Overall, the RM phase instability at the tracked front fuel-ablator interface is largely

stabilized by the latent acceleration in the capsule. Additional simulations not shown here

were run with different random sets of perturbations, stronger initial perturbations at both

interfaces and different sets of initial and boundary conditions, representing Lagrangian

points at different locations in the ablator region. Over this parameter study, there was

no significant difference to those simulations presented here, where the only parameter that

seems to have an impact on instability growth is the initial perturbation amplitude for

the ice-gas interface. In typical RT and RM simulations where front tracking has shown

a meaningful impact on instability growth, the impact has been observed relative to the

77



growth rates and since we have minimal growth here, we would expect to see no meaningful

difference between the tracked and untracked simulations.

6.3 Deceleration Phase Rayleigh-Taylor Phase Mixing

The primary instability growth occurs during the deceleration phase where a stagnation

wave works its way against the compression of the capsule. The deceleration works to push

the light hot DT core into the cold DT shell, causing an RT unstable configuration. This

phase lasts from the time the capsule experiences maximum implosion velocity through

bang time, when the maximum neutron production rate is achieved. For N120321, this lasts

around 500 picoseconds.

6.3.1 Numerical Concentration Diffusion

We begin our analysis by examining the impact the numerical diffusion at the DT

fuel-ablator interface has upon the late stage instability growth. The simulations discussed

here are the same 2000 × 100 simulations discussed in Sec. 6.2. In Fig. 6.6 we plot the

normalized carbon fractions for 4 simulations at bang time. The top row consists of F-

BASE simulations with both the nominal perturbation (top left) and strong perturbation

(top right). The bottom row is the same simulation using the F-FT configuration. We

also show two temperature contours, representing the boundary of the 2 keV (black) and

5 keV (gray) regions at bang time. It is immediately apparent that a major qualitative

difference exists between the tracked and untracked simulations. As was the case in the 1D

simulations in Sec. 5.3, as a key feature of the front tracking algorithm, numerical diffusion

is prevented at a tracked interface. The resulting diffusion in the top frames is purely the

result of numerical diffusion at this coarsest grid level of ≈ 0.5µm as these simulations

are run without the coupled mass diffusion model. Comparing the top left (nominal) to

the top right (strong), we see that the enhanced instability growth at the interior regions
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of the capsule in the right frame has resulted in the carbon concentration being pulled

further inward. This extra instability growth has also lowered the temperature in the inner

regions of the core, completely eliminating the 5 keV region. Some impact from the front

tracking can be observed on the temperature contours comparing the top row to the bottom.

However, this change, resulting in larger regions of higher temperature regions and slightly

more symmetric regions is minor when compared to the more drastic impact of the larger

perturbations (comparing the left column to the right).

To further examine the penetration of the ablator material from the coupling of insta-

bility growth and numerical diffusion, we plot in Fig. 6.7 the contour position of the ablator

material (using carbon as a surrogate) for the F-FT simulation at the 5% and 25% contour

levels. Bang time is between 23.10 - 23.12ns for all the simulations considered here. The

left frame shows the locations of the contours for the nominal perturbations and the right

frame for the strong perturbation initialization. Up until just before bang time, the nominal

and strong perturbations show little difference in the distance of the numerical diffusion

penetration. However, in the final 100 picoseconds before bangtime, the excess perturbation

growth in the strong configuration begins to pull the ablator material further inward.

To quantify the penetration observed at bangtime, in Table 6.1 we calculate the radius

of the 5%, 25% and FT contour (where FT represents the companion F-FT simulation which

has no numerical diffusion) and the resulting penetration fraction, defined as the ratio of

the difference between the contour and the front tracking contour with respect to the front

tracking contour. The 5% contour is strongly impacted by the instabilities, being pulled

upwards of 15% further into the core than the 1D profile for the numerical diffusion. In the

strong perturbation, this effect is amplified and the 25% contour also sees a strong effect,

being pulled nearly 20% of the way into the core from the front tracked position. As a

reference point, we note that the hot spot boundary, defined as the 2 keV contour from

the associated 1D simulation is at ≈ 28µm, resulting in the 5% contour from the strong

perturbation being pulled into the hot spot region.
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Figure 6.6: Normalized carbon concentrations for the F-BASE nominal (top left), F-BASE

strong (top right), F-FT nominal (bottom left) and F-FT strong (bottom right) simulations.

Front tracking completely removes this numerical artifact while the F-BASE simulations are

susceptible to the strong RT growth amplifying the penetration distance of the numerical

diffusion. The 2 keV ion temperature (black) and 5 keV (gray) contours are also shown. The

stronger initial perturbation (right) completely removes the high temperature 5 keV region

at bangtime.
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Figure 6.7: Time dependence of the furthest penetration for the 5%, 25% and F-FT contour

of ablator material in the last 300 picoseconds of the implosion. Bang time is between 23.10ns

and 23.12ns for all simulations. Left: Nominal perturbation. Right: Strong perturbation.

The stronger growth in the strong perturbation case causes a drastic increase of the contour

positions in the last 100 picoseconds or so before bangtime. Only the F-FT solution, which

completely removes this numerical artifact is physically accurate.

Table 6.1: Contour radius and penetration fraction for the ablator material resulting from

numerical diffusion in the coarse F-BASE simulations compared to the position of the fuel-ab-

lator interface in the associated front tracked simulation which has no numerical diffusion.

The strong instabilities during the deceleration phase amplify the 1D numerical diffusion

effects to pull the ablator material further into the inner regions of the capsule, crossing the

≈ 28µm hot spot radius from the associated 1D simulation.

Nominal Perturbation Strong Perturbation

Contour Contour Penetration Contour Penetration

Radius Fraction Radius Fraction

F-BASE 5% 31.0µm 21.03% 25.9µm 28.68%

F-BASE 25% 34.6µm 12.02% 28.6µm 21.36%

F-FT 39.3µm - 36.4µm -
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As we observed in Sec. 5.4, when numerical diffusion is prevented through the use of

front tracking and replaced with a physical mass diffusion model, no meaningful diffusion

of the ablator material is observed. Thus the diffusion effect is purely a numerical artifact.

While increased resolution in the F-BASE simulations would certainly mitigate this effect

somewhat, the strength of the RT instabilities can still amplify even mostly suppressed

diffusion. Thus, there is a clear need for mitigation strategies for numerical diffusion in

Eulerian simulations. This is an undesired effect that has the potential to contaminate the

solution. Front tracking is a straightforward way to remove this diffusion completely, whereas

AMR and interface reconstruction methods may still allow some numerical diffusion, which

may get caught up in these instability cliffs in the regions just near the fuel-ablator boundary.

It can be inferred that with stronger instabilities, which may come from unmodeled physical

processes here such as the ablation front instabilities or individual surface defects, that the

only true way to prevent the numerically diffused ablator material from being amplified is

to completely remove it with the use of a front tracking strategy.

6.3.2 Hot Spot Thermodynamics

To complete the study of the RT deceleration phase we focus on the two main inputs

to neutron yield calculations, the temperature and density at bang time. We do not cal-

culate yields directly as FLASH does not have Monte Carlo neutron transport capabilities

or other sophisticated burn models. Instead we focus on the trends observed across our

parameter study of simulations, identifying the impact of front tracking and stronger initial

perturbations.

In Fig 6.8 we display a pseudocolor plot of density with contour lines representing

increasing temperatures, from 1 keV stepping to 5 keV as the solid contour lines move

inward. The top half are the 2D simulations which are compared with the 1D simulations in

the bottom half of each figure. The 2 keV contour is representative of the edge of the hotspot

and the 5 keV temperature shows the size of the hot core region in the 1D simulation. The
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top frame represents the F-BASE simulation and the bottom frame the companion F-FT

simulations where both of these are using the nominal initialization. Overall, we notice a

slightly less perturbed capsule and as a result, slightly larger regions of higher temperature

in the F-FT simulation. The instability growth at the fuel-ablator interface is negligible

for these simulations and thus no real impact for front tracking is observed there. It is not

clear if the slight differences between front tracking and the untracked version are solely

the impact of numerical diffusion present in the untracked F-BASE simulation or additional

effects that may be masked by this phenomenon. Further studies with additional refinement

would be needed to examine that in more detail. Overall, it appears that front tracking has

a minor impact on the bangtime thermodynamics when used at the fuel-ablator boundary.

This may simply be a surrogate for a converged solution, as we observed in Sec. 5.2 and note

that these regions are also larger in the associated F-FT 1D simulation. We conclude that

front tracking’s main contribution is with regard to the removal of numerical diffusion at the

fuel-ablator interface. These simulations show no meaningful impact on the thermodynamics

from the fuel-ablator mix, and thus emphasize that to allow the amount of ablator material

that is present in the experiments to make its way into the hotspot, it would appear to

be from a here unmodeled cause. We point to ablation front instabilities [60] as a leading

hypothesis to explain this phenomenon.

In Fig 6.9 we plot the same set for the strong initial perturbations at the DT ice-

gas interface. We observe a strong effect on the final configuration of the capsule with

these initial conditions. The more deformed hot spot has drastically reduced the regions of

highest temperature (completely removing the 5 keV contours) and created a much more

asymmetric hotspot which are both negative indicators with respect to overall neutron yield.

Front tracking again has a minor impact on the thermodynamics, with the regions of high

temperature increasing slightly and the density profiles mostly unchanged. Again, we believe

this is a surrogate for a converged solution. The impact of the numerical diffusion may again

be responsible for the slightly larger perturbations in the non-front tracked solution, but
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Figure 6.8: Density profile (colorbar) and temperature contours (1 - 5 keV, solid lines as you

move inward) for the bangtime configurations of the nominal perturbation capsules. Top half

are the 2D simulations compared with the 1D simulations in the bottom half of each figure.

Structurally, the F-BASE (top) and F-FT (bottom) simulations largely agree with regard to

these important observables. The tracking at the outer fuel-ablator interface, demarcated

by the higher density (red) regions outside of the mixing region, has a small impact on the

thermodynamics, most likely representing a closer to converged solution.
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more refined simulations using the F-BASE configuration would be needed to definitively

answer that. The main takeaway from the late time is that there is indeed a strong sensitivity

in the thermodynamics to increased rotational energy in the configuration. Here that was

accomplished with increased perturbations at the ice-gas interface, but other mechanisms

such as 3D effects and ablation instabilities could be a surrogate for that as well. As the

mixing is increased, it is more likely that small perturbations at the fuel-ablator interface

get pulled into the inner regions of the capsule and degrade the neutron yield as observed in

the experiments.

6.4 Buoyancy-Drag Model

In this section we explore the use of the well known buoyancy-drag model [10] for RT

and RM instability growth and apply it to the late time deceleration phase. As inputs, the

model requires a 1D profile, taken from a coupling into our 1D simulations. As output,

the model produces a predicted growth of the spikes based on the 1D flow conditions. We

compare this model to our 2D simulations and examine the efficacy of the model for the ICF

regime.

6.4.1 Model Description

The buoyancy-drag model is an Ordinary Differential Equation (ODE) developed as

a phenomenological model to represent the evolution of the leading edges of the mixing

fronts in both RM and RT instabilities. It has a long history of validation against RM

and RT experiments [54] and is commonly used as a comparison for RM and RT numerical

simulations [10]. There are multiple forms of the model [57, 9] and in our analysis we will

use the one proposed by Cheng et al. [10], presented in Eq. 6.4.

dVi
dt

= (−1)iA(t)g(t)− (−1)iCi
1− (−1)iA(t)

2

V 2
i

|Zi|
, i = 1, 2 (6.4)
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Figure 6.9: Density profile (colorbar) and temperature contours (1 - 5 keV, solid lines as you

move inward) for the bang time configurations of the strong perturbation capsules. Top half

are the 2D simulations compared with 1D simulations in the bottom half of each figure. Top:

F-BASE, Bottom: F-FT. Stronger initial perturbations have resulted in enhanced mixing,

deforming the hotspot and reducing regions of hot temperature (eliminating the 5 keV region)

relative to the nominal perturbation (Fig. 6.8). Some qualitative differences exist in the hot

spot shape between the top and bottom, but overall these effects are dwarfed relative to the

change between the nominal perturbation (Fig. 6.8) and the strong perturbation here.
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Here Vi is the velocity of the ith edge of the mixing zone, A(t) =
ρi−ρ′

i

ρi+ρ′
i

is the Atwood

number, g(t) is the acceleration, Ci is the drag coefficient and Zi is the position of the ith

edge. Ci is set as follows from [9] with k = 1 and αs set from αb using the relations in Cheng

et al. [9].

Ci =

1

αi
− 2 ∗ (1− (−1)iA(t))

2 ∗ (1− (−1)iA(t))
(6.5)

To use the buoyancy-drag model to predict the growth of the instability, we start with

a 1D or pseudo-1D simulation. We couple the buoyancy-drag model into the simulation

and have three free parameters which need to be set, a0, v0 and αb, the initial amplitude,

velocity of the perturbation and bubble growth rate, respectively. Using the Lagrangian

position of the edge of the perturbation as predicted by the buoyancy-drag model at any

given step, we calculate the local fluid acceleration from a time-derivative of the velocity at

the Lagrangian point. To define the Atwood number, we calculate the minimum density and

maximum density over a bounding box of computational cells covered by the perturbation at

that given time with the addition of a 1µm buffer to allow for small random sensitivities in

the simulation to dominate the effects. As one would expect and as is clear from Eq. 6.4, the

buoyancy term A(t)g(t) typically acts to increase the velocity of the perturbation and thus

has the same sign as the penetration growth for that material. For simplicity, we then define

A(t) =
ρH − ρL
ρH + ρL

where ρH is the maximum density and ρL is the minimum density over the

region. Our g(t) in Eq. 6.4 is then set to the negative of the local acceleration, to ensure that

the buoyancy term has the correct sign. This is consistent with Eq. 6.4, where A(t) changes

sign depending on which material is being considered. Our goal with the buoyancy-drag

analysis is to capture the perturbation growth of the ablator material spike into the hot spot

region.
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6.4.2 RT Deceleration Phase

Using the buoyancy-drag model we predict spike penetration into the hot spot during the

deceleration phase. Using the F-BASE simulation, we start tracking the Lagrangian point

which represents the center of the mixing zone at 22.60ns, approximately the beginning of

the deceleration phase. We use a starting amplitude of 1µm, based on the analysis from

Sec. 6.2 that suggests the RM instability experiences a stabilizing RT acceleration which

prevents the initial instabilities from growing. For the initial velocity, we arbitrarily choose

1.e − 8 cm/ns, which should have only a minor impact on the early time of the growth as

the RT instability quickly becomes independent of its initial conditions [10].

In Fig. 6.10 we plot 3 curves, starting at three different locations in the capsule. The

outermost curve (red, dot-dash) was initiated at a point representing the Lagrangian location

of the 50% contour of the CH boundary at t = 22.60 in the 1D F-BASE configuration.

The middle curve (blue, solid) was initiated at a mid point in the cold shell, which is

designed to capture the strong instability growth observed in Fig. 6.8, which begins at the

thermal gradient that develops at the edge of the hotspot, midway between the ice-gas

and fuel-ablator interfaces. The innermost curve (gray, dotted) was initialized at the 50%

concentration level representing the boundary between the ice and the gas. The dotted black

line represents the edge of the 2 keV temperature contour at bangtime, used to represent

the edge of the hot spot. The growth of the ablator material does not reach the edge of

the hotspot, consistent with that predicted by the 2D simulations. The deformation of the

hotspot from the 1D symmetry is a result of the growth of the instability at the thermal

gradient, represented roughly by the middle curve. This growth causes spikes of colder

material to push into the hot spot regions, causing asymmetries in the containment which

degrades the capsule.

To examine the accuracy of the buoyancy-drag model we compare the model’s spike pen-

etration to a companion 2D simulation where we post-process the data to obtain the location

of the spike tip. For the simulations, we compared both the F-BASE nominal perturbation

88



Figure 6.10: Buoyancy-Drag calculations of the RT deceleration phase. The outermost

curve (red, dot-dash) begins at the fuel-ablator interface, the middle curve (blue, solid)

begins at a point which is the main Lagrangian point for the instability growth observed in

the 2D simulations and the inner curve (gray, dotted) begins at the ice-gas interface. The

black dashed line represents the edge of the hotspot as determined by the 2 keV contour at

bangtime. The most noticable growth occurs for the middle curve, causing spikes developing

at this temperature gradient to penetrate inwards and cause the deformation of the hot spot

from symmetry observed in the Fig. 6.8 and 6.9.
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and the F-BASE strong perturbation to the buoyancy-drag model. In Fig. 6.11 we compare

the F-BASE strong perturbation to the buoyancy-drag prediction for the DT/CH boundary.

The 50% contour is calculated at each datapoint in the simulation and plotted against the

buoyancy-drag mix model. Early time disagreement is due to the small growth encountered

in the F-BASE strong perturbation during the RM phase. The nominal perturbation has a

similar growth shifted slightly further out, to account for the stronger stabilizing effect in

the nominal simulations. The 2D simulations agree relatively well with the buoyancy-drag

prediction. During the final 100 ps or so before bangtime, the buoyancy-drag model over

predicts the growth by about 5− 10% allowing it to catch up to the F-BASE strong pertur-

bation. Overall the model does a good job of capturing the growth of the instability. A few

contributing factors to the slight disagreements observed in the model can be a combination

of the 2D vs 3D instability growth effects and the spherical geometry vs planar assumptions

of the model. The 2D simulations should result in an overprediction by the 3D growth model

and the spherical geometry should result in an underprediction, so to resolve these competing

effects a more thorough study would be needed to fully explore potential improvements to

the model. In its current form, the buoyancy-drag model described here should be a good

predictor of instability growth in 3D simulations and the experiments.

The main concern for capsule performance is related to the ablator material flowing

into the hotspot. While this does not occur from the nominal design specifications, since

a stronger instability is present as we move inward from the initial fuel-ablator interface,

any perturbation of the 1D location of that interface is at risk for getting caught up in the

strong thermal instability and being carried into the hotspot. We use the buoyancy-drag

model to test a range of Lagrangian points inside the cold shell to determine how large

of a perturbation would be necessary to achieve a CH spike that would penetrate into the

hotspot. In Fig. 6.12 we plot the same 1D position for the DT/CH boundary along with two

additional Lagrangian points, one that represents an 11µm perturbation (blue, solid) which

just reaches the hot spot boundary at bang time and a 16µm perturbation from the DT/CH
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Figure 6.11: Buoyancy-Drag calculations of the RT deceleration phase (red, dot-dash) plotted

against the 2D FBASE strong simulations’ (blue, solid) observed growth of the fuel-ablator

instability. The black dashed line represents the edge of the hotspot as determined by

the 2 keV contour at bangtime. Relatively good agreement is observed with the strong

simulation over-predicting the early time growth due to lingering effects from the RM phase

and the buoyancy-drag model slightly over-predicting the late time growth. Overall the

buoyancy-drag model appears to predict the instability growth well.
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boundary, which eclipses the hot spot boundary. As we observed a large stabilization of the

interface during the RM phase, the simulations don’t observe a large enough perturbation for

this to occur. Additional effects that are unmodeled here, such as the ablation instabilities

which carry through to the RM phase or surface defects which can cause jets of ablator

material to propagate inward may be large enough to reach this size perturbation and deposit

ablator material into the hot spot. Based on this, we argue that the NIF capsules sit on a

performance cliff where small perturbations in the design specifications which can generate

additional instability growth are at risk of having a coupled effect which causes a small

perturbation of ablator material, which gets caught up in the stronger instability in the

inner regions of the cold DT shell. This can then result in ablator material ending up in

the hotspot, which is one of the key mechanism believed to be responsible for the lower

performance in the NIC low foot capsules [43].
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Figure 6.12: Buoyancy-Drag calculations of the RT deceleration phase. The outermost curve

(red, dot-dash) begins at the fuel-ablator interface, the middle curve (blue, solid) begins at a

point 11µm interior to the fuel-ablator interface and the inner curve (gray, dotted) begins at a

point 16µm interior. The middle curve starts far enough inward that the stronger instability

would pull ablator material from that position to approximately the hot spot boundary,

represented by the black dashed line. With the 16µm perturbation, ablator material would

eclipse the hotspot boundary and degrade the capsule performance.

93



Chapter 7

Conclusions

In this dissertation we studied the growth of hydrodynamic instabilities and the resulting

mix during the ICF implosion process. We focused on whether the current modeling of the

RT and RM instabilities could be improved with the use of a front tracking model as has been

demonstrated for pure hydrodynamic instabilities of these types. To accomplish this we used

the University of Chicago code FLASH and coupled in a front tracking algorithm through the

use of an API (http://fti.ams.stonybrook.edu/FTAPI.html). With the addition of front

tracking we compared on/off simulations in both one and two dimensions using a spherical

geometry.

We found that the main benefit of front tracking lies in the enhanced numerics, whereas

the typical numerical diffusion observed on Eulerian grids at steep concentration gradients

are removed as a design feature in the front tracking algorithm. The numerical diffusion

observed in the base FLASH simulations, without the use of front tracking was shown to be

near an instability cliff, where if it penetrated too much it would get caught up in the strong

RT instability and mixed inwards. At reasonable computational grids for 3D simulations,

the observed numerical diffusion was large enough that this occurred in the 2D simulations.

Additional observations were that a latent acceleration during the RM phase led to a

stabilization effect at the outer fuel-ablator interface and only with the impact of a stronger

than nominal perturbation at the ice-gas interface was enhanced mixing able to be realized.
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This emphasizes a strongly coupled effect between the inner ice-gas boundary and the strong

thermal gradient that develops at the edge of the hot spot and is the main driver for RT

deceleration phase growth.

As a result of the major growth occurring in the inner regions of the capsule, we found

limited impact on the bang time thermodynamics due to tracking at the fuel-ablator interface.

In 1D simulations, we added a mass diffusion model on top of the front tracking algorithm to

model a physically consistent diffusion of ablator material and found that this had little to

no effect. This emphasizes the importance of the numerical improvement of front tracking,

preventing a qualitatively incorrect solution from numerical diffusion.

We also considered a buoyancy-drag model based on 1D simulation data to predict the

spike penetration of ablator material into the hotspot. We coupled the model into the late

time deceleration phase simulations to dynamically calculate local accelerations and Atwood

numbers and the predicted mixing front. This model was compared to the 2D simulation data

to determine the efficacy of this model typically used for standard RM and RT instabilities

for the ICF regime studied here and found to have reasonable predictive capabilities but

not perfect agreement, which we largely attribute to spherical effects not included in the

buoyancy-drag model used. The model was used to analyze trajectories of ablator material

that would be needed to contaminate the hotspot. This suggested that the NIC design is near

a performance cliff where small perturbations in the as designed specifications or coupling

effects between various instabilities drivers could cause the NIC low foot capsules to allow

ablator material to enter the hot spot near bang time.

To expand on these studies, we enumerate a few outstanding questions.

1. We observed a slight suppression of the bang time instabilities with the use of front

tracking which could be a mesh refinement effect, where the front tracking simulation

is able to achieve a better converged solution than the companion untracked solution.

Further studies with refinement in the F-BASE simulations would be necessary to fully

investigate that phenomenon.
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2. We observed little to no impact with the use of a physical mass diffusion model appli-

cable to the ICF regime. A full sensitivity to mass diffusion as well as other physical

transport quantities such as viscosity and thermal conduction is the focus of ongoing

work, with the hopes of fully confirming the hypothesis that only thermal conduction

plays an important role in the physics of ICF [73].

3. Our simulations here tracked only the outer fuel-ablator interface where little growth

was observed. The impact of front tracking at the late time thermal gradient or the

interior ice-gas interface is still an open question.

4. Lastly, our simulations only modeled from the RM phase onwards, missing out on any

seeded instability growth from laser inhomogeneities and ablation front RT instabilities.

There is experimental evidence [60] to suggest that these are a leading candidate for

ablator mix into the hot spot and thus extended simulations or theoretical analysis

that includes an effect based on these earlier instabilities would be of interest.
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