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Abstract of the Dissertation

Uncertainty Quantification For Physical and Numerical

Diffusion Models In Inertial Confinement Fusion

Simulations

by

Verinder S. Rana

Doctor of Philosophy

in

Applied Mathematics and Statistics

Stony Brook University

2016

This thesis concerns simulations of Inertial Confinement Fusion. Inertial confinement is car-

ried out in a large scale facility at National Ignition Facility. The experiments have failed to

reproduce design calculations, and so uncertainty quantification of calculations is an impor-

tant asset. Uncertainties can be classified as aleatoric or epistemic. This thesis is concerned

with aleatoric uncertainty quantification. Among the many uncertain aspects that affect the

simulations, we have narrowed our study of possible uncertainties. The first source of uncer-

tainty we present is the amount of pre-heating of the fuel done by hot electrons. The second

source of uncertainty we consider is the effect of the algorithmic and physical transport dif-

fusion and their effect on the hot spot thermodynamics. Physical transport mechanisms play

an important role for the entire duration of the ICF capsule, so modeling them correctly be-

comes extremely vital. In addition, codes that simulate material mixing introduce numerical

(algorithmically) generated transport across the material interfaces. This adds another layer

of uncertainty in the solution through the artificially added diffusion. The third source of

uncertainty we consider is physical model uncertainty. The fourth source of uncertainty we
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focus on a single localized surface perturbation (a divot) which creates a perturbation to the

solution that can potentially enter the hot spot to diminish the thermonuclear environment.

Jets of ablator material are hypothesized to enter the hot spot and cool the core, contributing

to the observed lower reactions than predicted levels.

A plasma transport package, Transport for Inertial Confinement Fusion (TICF) has

been implemented into the Radiation Hydrodynamics code FLASH, from the University

of Chicago. TICF has thermal, viscous and mass diffusion models that span the entire ICF

implosion regime. We introduced a Quantum Molecular Dynamics calibrated thermal con-

duction model due to Hu for thermal transport. The numerical approximation uncertainties

are introduced by the choice of a hydrodynamic solver for a particular flow. Solvers tend

to be diffusive at material interfaces and the Front Tracking (FT) algorithm, which is an

already available software code in the form of an API, helps to ameliorate such effects. The

FT algorithm has also been implemented in FLASH and we use this to study the effect that

divots can have on the hot spot properties.
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Chapter 1

Introduction

1.1 Background

Inertial confinement fusion is an experimental program to enable fusion reactions in capsules

that contain Deuterium and Tritium (DT) isotopes. The DT isotopes in the fusion reaction

compresses to a point where self-sustainable reactions are generated thereby producing a

positive net energy gain [21]. The DT thermonuclear reaction produces a 3.5 MeV alpha

particle 4
2He and a 14 MeV neutron:

D + T → 4
2He + n (1.1)

The National Ignition Campaign was the experimental effort to find an optimal ICF design

target such that net gain can be achieved [20]. The facility where the ICF experiments

are carried out is known as the National Ignition Facility [20]. ICF shots fall within two

categories called low-foot and high-foot shots [26]. The most notable difference between the

two categories are in the number of shock waves that are used to acquire net gain. Both

of the approaches did not produce successful experiments given that the initial conditions,

which are the initial as designed manufactured conditions, are optimal for the problem.

In parallel with the experiments, computational scientists are designing numerical meth-
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ods and using computationally plausible meshes to match simulations to experiments. Much

of the computational work is done using HYDRA [22] which is a Lagrangean based hydro-

dynamic code, which is from Lawrence Livermore National Laboratory. HYDRA is a full

physics capability code for the high energy density physics (HEDP) regime. In spite of being

able to have optimal initial conditions, the HYDRA code cannot replicate experiments.

1.2 Motivation

In ICF simulations, the effect of algorithmic and physical transport uncertainties have to

be estimated for. The algorithmic uncertainties are associated with truncation errors which

occur via the discretization which are used to solve the exact equations. Physical trans-

port uncertainties are the uncertainties in the diffusion models, whose exact values are not

available for the HEDP regimes. Then there are uncertainties associated with the physical

degradation of the capsule itself. For example, the ’pre-mix’ of the ablator material into the

hot spot and where its originating from. In this section we briefly provide support for the

mentioned cases.

1.2.1 Algorithmic Transport

Eulerian codes are sensitive to the computational mesh especially in regard to artificial

diffusion across a material interface. A subproblem for the ICF community is to determine

the early time ablative and the late time Rayleigh-Taylor Instability [30] (RTI) bubble growth

rate αb of the mixing zone which is used to compute the bubble penetration hb (t) from the

light to the heavy fluid. It follows the Sharp-Wheeler law [31],

hb (t) = αb · A · g · t2 (1.2)

Similarly, the penetration of the heavy fluid into the light fluid is known as the spike,

given by,
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hs (t) = −αs · A · g · t2 (1.3)

where g is the acceleration and A is the Atwood number given by

A =
ρ2 − ρ1

ρ2 + ρ1

(1.4)

where ρi, i = 1, 2 represents two fluids of different densities.

The total penetration h (t) in the RTI mixing zone can be defined by

h (t) = hb (t)− hs (t) (1.5)

and we can further define the penetration ht in terms of a total α = αb + αs,

h (t) = α · A · g · t2 (1.6)

The rate of growth of the mixing zone can then can be computed in the following manner

ḣ =
dh

dt
= 2 · α · A · g · t (1.7)

The immediate benefits of front tracking are two-fold. Firstly, since there is no mixing

of materials at a tracked interface, no non-physical diffusion is introduced. Secondly, as

the front has a subgrid resolution, it provides a detail below the actual resolution of the

underlying grid, it can perform better at coarser resolutions.

Lim and Iwerks [19], obtain excellent agreement of α with experiment. They show that

the experimental and the computational estimates for α span 0.042 < α < 0.07. This

verification and validation study of RT mixing used a compressible hydro code, making the

importance of large eddy simulations (LES) a necessity, along with sub grid scaling terms to

compensate for the under resolved scales. The Schmidt number of the simulations vary from

one to five hundred sixty. They concluded that front tracking is an important algorithm that
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has capability to keep sharp and distinct interface between two fluids.

Thanks to the work contributed by Kaman et al [16], the value of α has been shown not

to depend on initial conditions, for the Smeeton-Youngs experiment validated and verified

with respect to these experiments. Their goal was achieved by recreating initial conditions

for the RTI and hypothesizing that possibility of pre existing or hidden long wavelengths

which might be embedded in the initial data will effect α. The methodology of recreating

initial data from experiment is based on Fourier transforms. They found that the Front

Tracking compressible code was able to match the α for several different experiments. In

addition to matching simulation α with experiment, they concluded that the possibility of

long wavelength present in initial conditions does not impact α by more than ±5%.

1.2.2 Physical Transport

Transport processes enhance and impact the hydrodynamical instabilities. We refer to molec-

ular dynamics (MD) calibrated transport models. We include mass, viscous and thermal

transport models which will be described in more detail in a later section. The transport

package is a comprehensive plasma transport interface that has been included in the FLASH

code. The package is available to download from www.ams.sunysb.edu/ticf.

ICF flow is mostly dominated by radiation, thermal and mass diffusion. Viscous diffusion

does not have a significant effect on the thermodynamic properties of the hot spot. Physical

transport models can potentially influence the modeling of the hydrodynamics instabilities

that occur in ICF simulations. Since the ICF regime covers the strongly coupled regime

to the weakly coupled regime, the simulations must use an accurate diffusion model that is

sensitive to large variations in the deforming thermodynamic conditions.

1.2.3 Degradation Sources

The NIC experimental campaign identified four possible sources that could be responsible

for the degradation of the thermonuclear condition during the implosion on the NIF facility
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[7]. The sources are:

• Pre heating of the fuel which is done by ’hot’ electrons. Laser-plasma instabilities that

occur in the holhraum emit electrons that have higher thermal velocities. We study

this type of uncertainty in our 1D post-shot simulations.

• The presence of the ablator material into the hot spot. Since simulations are not able

to correctly capture the right amount of mix, they pre-add ≈ 1 µg of ablator material

into the hot spot. However, it is not entirely certain how the origination of such mixing

occurs and what are the potential sources that may cause.

• The capsule support tent which seeds a single large low-mode perturbation on the

capsule. Experimental diagnostics using in-flight radiographs have confirmed that the

capsule support tent decreases the neutron yield by a factor of two, bringing simulations

closer to experiment.

• The large low-mode perturbation effect on the fuel shape due to the asymmetry in the

radiation drive also gives a factor of two reduction in the neutron yield, also reducing

the discrepancy of simulation to experiment.

1.3 Outline

Chapter 2 presents our simulation model. The simulation methods employ FLASH, which is

a University of Chicago HEDP code. We will discuss the Front Tracking API (FTAPI) and

our transport package TICF. In addition, we provide present background on the key plasma

parameters which are used to determine which plasma regimes which arise within the ICF

implosion process.

Chapter 3 presents a 1D post shot simulation of shot N120321. This is study is designed

to capture the effect of the ’hot’ electrons on the adiabat of the cold shell as the capsule
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compresses. To model this effect we add energy to the DT ice region just before the shock

crosses this interface.

In chapter 4, we present two simulations related to modeling mix correctly in ICF. They

are:

• 1D simulations from the HYDRA code to quantify the dimensionless transport coeffi-

cients on the various stages of the simulation. The Schmidt and Prandtl number are

determined from the thermal, mass and viscous diffusion models.

• 2D simulations in FLASH with and without front tracking and mass diffusion models to

quantify the impact on the various stages of the different instabilities. The Buoyancy-

Drag model is used to predict 3D mix from 1D simulations, which is then compared to

the 2D simulations and examined for a performance cliff where mix of ablator material

into the hot spot can occur.

Chapter 5 presents 1D uncertainty quantification simulation studies. The 1D study varies

the thermal and concentration diffusion coefficients by up/down factor of two to capture the

range of the thermodynamic variables at the time of maximum neutron production. The

simulations begin at the time of the Ricthmyer-Meshkov instability [27, 24] and are carried

to the time of maximum neutron production (bang time).

In Chapter 6 we carry out 2D perturbed simulations that represent a pure CH divot, which

is a localized surface perturbation. The simulations present an uncertainty quantification

study as the algorithmic and physical transport models are varied. The divot is initialized

at the beginning of the RTI, which is the start of the stagnation phase. Finally, in Chapter

7 we summarize the results we found and discuss possible areas where the work could be

extended.
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Chapter 2

ICF with FLASH, FrontTracking and

TICF

2.1 FLASH Numerical Model

We use FLASH [12], version 4.0 to simulate the ICF pellet. FLASH is a publicly available

multiphysics multiscale simulation code that is used to study high energy density physics. It

is written in FORTRAN90 with a modular structure. FLASH is designed for large multi-core

computers and uses the Message-Passing Interface library for inter-process communication.

FLASH is also equipped with a Adaptive Mesh Refinement (AMR) package but we do not

take advantage of this feature. Instead we rely on Front Tracking which an adaptive method

in the spirit of ALE (arbitrary Lagrangean Eulerian) codes, but not otherwise mesh refining.

2.1.1 Multigroup Radiation Model

The radiative transfer equation represents the conservation of photons. In FLASH, the

radiative transfer equation is

1

c

∂I

∂t
+ Ω · ∇I + ρκI = η (2.1)
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where I
(
~x, Ω̂, ν, t

)
is the radiation intensity of photon frequency ν at a position ~x traveling

along the unit direction Ω̂, c is the speed of light, ρ is the mass density, κ (~x, ν, t) is the

opacity in cm2

g
, η (~x, ν, t) is the emissivity. Rewriting this equation as,

1

c

∂I

∂t
+ Ω · ∇I = η − ρκI (2.2)

shows us that the right hand side is the total energy emission. The total energy emission is

emission minus absorption. Consider a infinite range of photon frequencies 0 < ν <∞. We

can partition that range into a finite number of subsets, called photon groups. A group is

formed by the photons whose frequencies belong to a certain frequency range. The groups

are defined by an upper and lower boundary νga < νgb . Group g is the set of photons whose

frequencies belong to νga < ν < νgb

Kirchoff’s law states that emissivity is equal to absorption. Kirchoff law can be written

as

η (~x, ν, t) = κ (~x, ν, t) · Is
(
~x, Ω̂, ν, t

)
(2.3)

where Is is spectral intensity source term. This law only holds when the source term is equal

to Plancks function,

Ip (T, ν) =
2ν3

c2
·
(
e
hν
kT − 1

)−1

(2.4)

We use sixty radiation groups, twenty-five groups from 30 eV to 1 keV, twenty-five groups

from 1 kev to 5 kev and ten groups from 10 kev to 50 keV.

2.1.2 Radiation Hydrodynamics Equations

Under these assumptions, the mathematical model describing the evolution are equations of

radiation hydrodynamics. FLASH solves a coupled system of hydrodynamic, radiation, and
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thermal relaxation equations. The hydrodynamics equations

∂ρ

∂t
+∇ · (ρu) = 0 ,

∂ρu

∂t
+∇ · (ρuu) +∇Ptot = 0 ,

∂ρetot
∂t

+∇ · (ρetotu + Ptotu) = ∇ · q ,
∂ρeion
∂t

+∇ · (ρeionu + Pionu) = ρ
cv,ele
τei

(Tion − Tele) ,

∂ρeele
∂t

+∇ · (ρeeleu + Peleu) = ρ
cv,ele
τei

(Tele − Tion)−∇ · qele ,
∂ρerad
∂t

+∇ · (ρeradu + Pradu) = ∇ · qrad

(2.5)

are solved in FLASH, where ρ is the fluid density, u the fluid velocity and etot = eion +

eele + erad + 1
2
u · u is the total internal energy, the total internal energy, written as the sum

of internal energy of the ions, electrons and radiation and the kinetic energy. The total

pressure Ptot = Pion + Pele + Prad is a sum of ion, electron and radiation pressures, with

the cold pressure included in Pele. Tele and Tion represent the electron and ion temperature

respectively. The electron specific heat is given by cv,ele. q denotes the total heat flux

and includes contribution from the electron thermal conduction qele = −Kele∇Tele and the

radiation heat conduction qrad =
Ng∑
g=1

qg with each energy group g contributing qg to the total

radiation flux. The total heat flux is then q = qrad + qele. Kele is the Lee-More electron

thermal conductivity.

2.1.2.1 Riemann Solver

After discretization, we are left with piecewise constant data, separated by discontinuities

at the cell boundaries, whose equation of motion is in the form of a differential conservation

law. This configuration is known as the Riemann problem. Analytical solutions to the

Riemann problem involve characteristic curves and present discontinuities. In classical fluid

dynamics, such solutions are obtained by some combination of shock and rarefaction waves;

but they can be written down explicitly. This is at the base of the approach used by most
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simulation software to solve the Euler equations. This portion of the software is called a

Riemann solver.

Split solvers first follow the domain along some coordinate axis, considering a sweep of

cells together, which reduces the problem to one dimension. The process is then repeated

on for each dimension until the solution is found for each cell. FLASH contains several

Riemann solvers, implemented in their hydrodynamics unit. These solvers feature several

improvements with respect to the simple procedure sketched above.

An example among all: the Piecewise Parabolic Method (PPM) - that we broadly use in

this work - assumes the data to be piecewise constant and approximates them with parabolic

functions. So, it is considering more than two cells at the time, and allows the introduction

of several additional mechanisms (i.e. slope limiters) that control and eliminate possible

unphysical waves. The PPM features second-order accuracy, and it is considered one of the

most reliable methods.

2.1.3 Equation Of State

Although the FLASH code is completed with internal EOS solvers for the materials used

in the simulation, we use an ideal equation of state with a temperature dependent gamma

γ = γ (T ). The overall goal is to set γ (T ) = 5/3 in the hot spot and γ (T ) = 7/4 in the cold

fuel with a smooth transition between them. The value of 7/4 for the cold shell was chosen

from calibration to the Sesame EOS [13, 28, 29]). The exact value for γ (T ) is

γ (T ) = A−B · erf[C · (T −D)]

A =
7/4 + 5/3

2
≈ 1.7083

B =
7/4− 5/3

2
≈ 0.0417

C = 15 D = 0.5

(2.6)
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with T in keV. A and B set the range of γ (T ) values. C controls the speed of the transition

of γ (T ) and D sets the midpoint of the transition. These parameters were chosen to give

agreement with HYDRA and to maintain a γ of approximately 5/3 in any region where the

temperature is larger than 1 keV.

2.2 FrontTracking API

Front tracking [6] is a numerical method which actively tracks the movement of surfaces of

discontinuity, ensuring that numerical diffusion does not occur across surfaces. It is therefore

an ideal method for modeling the mixing of two or more immiscible fluids separated by a

contact discontinuity, as occurs in Rayleigh-Taylor instability. With front tracking, our aim

is to attain a superior resolution of interfaces between fluids, and maintain this resolution

throughout the simulation. This algorithm benefits the solver by minimizing numerical mass

diffusion associated with steep concentration or thermal gradients. Results are satisfactory of

tracked solutions versus untracked solutions from coarse to ultra fine grids. The numerical

smearing is decreased by preventing the fluids from across the interface from interacting

numerically and mixing. The front then partitions the fluids according to their distinct

physical characteristics.

In the Front Tracking code, the surfaces of discontinuity are represented by a lower

dimensional dynamic grid, known as the interface, which separates fluids into two distinct

components. In three-dimensional computations, this interface consists of one or more two-

dimensional surfaces discretized by triangles. After a problem has been initialized, a typical

Front Tracking time step proceeds in the following chronological order :

1. Normal propagation of the interface.

2. Tangential propagation of the interface.

3. Untangling of the interface.
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4. Parallel communication of the interface.

5. Construction of the (finite difference) computational grid.

6. Construction of gridline-interface crossings.

7. Dimensionally split sweep of the interior solver.

8. Sweep close-to-interface grid points.

9. Parallel subdomain communication.

10. Output of time step data.

11. Commencement of a new time step or termination of the run.

The propagation of interface points takes place in a dimensionally-split manner, in a

local coordinate system defined by the normal direction to the The 1D tracking for our 1D

post shot calibrated simulation was enabled using Front Tracking. Previous convergence

analysis studies have been done. Appendix A gives 2D passively tracked and untracked RT

interface study with FLASH. An in depth study was carried out using the FTAPI to study

the hydrodynamic instabilities in ICF[23].

2.3 Transport ICF (TICF)

Molecular transport is a necessary feature of plasma simulation codes. We develop a trans-

port package that has the capability to model the wide range of regimes that occurs in

the ICF implosion. The package is written in Python and is easily portable to codes writ-

ten in other languages. The package is called TICF and is available for download from

www.ams.sunysb.edu/TICF. The package consists of thermal, mass and viscous transport

models. The thermal transport is based on the model due to Hu[14, 15]. The mass and

viscous diffusion models which we use are calibrated using quantum molecular dynamics

simulation and will be described in future section.
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2.3.1 Quantum Molecular Dynamics (QMD) and Transport Mod-

els

Precise multi-material, multi-temperature equation-of-state (EOS) models are needed for

ICF simulations. Being in a HEDP regime, the temperatures are expressed in kilo-electronVolt

(keV) whereas the pressures are in giga-bars (GB). Plasma transport theory is crucial in de-

termining conductivity, viscosity and diffusivity for such regime. Because experiments to

determine such quantities are difficult and the data is sparse, simulations are used. It is a

known fact that presently there are no good approximations for such transport coefficients

plasmas that fall under the strongly coupled regime [9]. For weakly coupled plasmas, plasma

transport theories are well approximated. The most common thermal models for hot, diffu-

sive plasmas are Spitzer [32] or Lee-More [18]. When the plasma is on the boundary of weak

and strong, it is in the regime known a warm-dense matter. Liquid metal and warm-dense

matter have complicated physical structures and approximating plasma transport coefficients

in this regime becomes computationally difficult.

In this thesis we explore thermal, mass and viscous models calibrated using QMD. The

choice for such models allows for the flexibility of modeling the entire ICF regime. At the

beginning of the experiment, the capsule is cold and very dense, which can be described

as a strongly coupled plasma. As the shock waves heat the capsule, the capsule undergoes

regime change. During bang time, the capsule is in the weakly coupled regime. QMD

theory, under the Born-Oppenheimer approximation, treats the electrons using quantum and

classical mechanics, which makes QMD an effective method to predict EOS properties [8].

To make QMD simulations computationally feasible, a density functional theory approach

is taken (DFT).
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2.3.2 Dimensionless Transport Coefficients

To characterize the ICF flow regime we discuss related dimensionless Schmidt and Prandtl

numbers. We have computed the Prandtl and the Schmidt numbers using our TICF package

which will be discussed in the next chapter. Since numerical methods can give rise to

numerical diffusion in simulations, they have to be controlled. The mixing rate for the

Rayleigh-Taylor and Richtmyer-Meshkov instabilities are dependent on the dimensionless

transport coefficients and initial conditions. Therefore our goal is to accurately model mix

by estimating the true value of the mixing rate.

Mixing between two fluids can result in molecular mixing or stirring. Pure molecular

mixing occurs when the constituents are mixed on a molecular scale, where the regime of

atomic physics is relevant. Pure stirring occurs with no transport across a separating interface

between the constituents, which is then is stretched. In increase in the interfacial area does

not imply molecular mix. Atomic and molecular mix between DT-CH would require scales

of a few atoms where as typical fluid dynamics simulations have larger scales. Due to the

very small and fine scale structure in ICF flows, diffusion is necessary to model on these

scales. The Schmidt number, which will be defined in the next section, influences the mixing

rate.

Numerically, the Front Tracking API (FTAPI) achieves desirable results for flows with

large Schmidt and Prandtl numbers. The algorithm works on a mesh which can provide

up to a refined resolution of the momentum equation. Therefore simulations that allow

tracking of the interface between fluids are more accurate in determining the mixing growth

rate as opposed to untracked simulations. Untracked Eulerian conservative codes give rise

to numerical, mass and thermal diffusion during the hyperbolic step. Due to hyperbolic

transport, which is associated with a non zero velocity field, the untracked codes compound

error in the numerical solutions that are averaged over grid cells.

Many untracked codes require that the equations of momentum, energy, species and

continuity be resolved in order to achieve a precise simulation. In order to achieve this goal,
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the untracked simulation codes must use an over resolved mesh beyond the point required

for the momentum equation to be over resolved. Subgrid models can be used to quantify and

control mass and thermal diffusion errors, however, they cannot cure the effects of numerical

diffusion since subgrid models only add diffusion. In order to accurately model the atomic

scale mixing, the FTAPI is extremely beneficial. The FTAPI reduces numerical diffusion in

the species, continuity, and energy equations, even for coarse grids.

2.3.2.1 Schmidt Number

The Schmidt number gives the ratio of kinematic viscosity to mass diffusivity. This ratio

is a measure of the relative influences of kinematic viscosity and mass diffusion in a mixing

fluid. It is defined as

Sc =
ν

D
(2.7)

where ν is the kinematic viscosity and D is the mass diffusivity. In our ICF application,

the Schmidt number is a function of concentration. For pure CH ablator material the Sc

is less than 0.3 which suggests that the FTAPI is not useful. For a 10% DT concentration

we notice that the Sc number has a peak with a value of 1.2, suggesting a role for Front

Tracking.

2.3.2.2 Prandtl Number

The Prandtl number gives the ratio of kinematic viscosity to thermal diffusivity. The Prandtl

number in a plasma is dependent on ionization levels, nuclear charge, and temperature. It

is defined as

Pr =
ν

α
(2.8)
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where ν is the kinematic viscosity and α is the thermal diffusivity. The Prandtl number

is also concentration dependent but is not as sensitive as to the Schmidt number. As the

concentration of CH increases the value of the Pr ∼ O(10−4). This indicates a highly heat

diffusive plasma and no benefit from tracking.

2.3.3 Plasma Frequency and Debye Shielding

Consider a quasi neutral plasma with an equal number of electrons, with mass me and charge

−e, and ions, with mi and charge +e. We can treat the ions and electrons as an ideal gas

Pi,e · V = ni,e · R · Ti,e where Ti,e is the temperature of the ions or electrons measured in

Kelvin. Quasi neutrality requires that ni ≈ ne = n. We can now define the plasma frequency

ωp =

√
4 · π · n · Z · q2

ele

m
(2.9)

where ni, ne and n are the number density of the ions, electrons and the combination of the

two. qele is the charge of the particle and m is the mass of the particle and Z is the ionization

level. In plasma physics, the plasma frequency defines the fundamental time-scale.

The plasma frequency, also called the critical frequency, is the frequency of oscillation that

occurs in a plasma disturbed from local electrical neutrality as it relaxes toward equilibrium.

For example, in an ICF implosion there are multiple shock waves that drive the dynamics.

This will result in a separation of positive and negative charges in the plasma and therefore

will give rise to an electrostatic force that will cause the electrons to travel back to the ions.

As they move towards equilibrium they will first overshoot which will cause the force to

reverse directions, creating a harmonic motion of the electrons about the ions. The motion

is about the ions because the electrons are much lighter than the ions. The frequency of this

oscillation depends on basic fundamental constants of the electron together with the density

of free electrons in the plasma.

The free electrons are suspended in the background and cloud around the ions. The
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screening length associated with the ’cloud’ from the ion is given by the Debye length defined

as [18],

λD =
1√(

4·π·q2ele·ne
kB ·
√
T 2
ele+T

2
f

)
+

(4·π·ni·Z2·q2ele)
kB ·Tion

(2.10)

where Tf is the Fermi temperature and kB is the Boltzmann constant. The ionization level

Z governs the charge of the ion which is Z · qele, where qele is the charge of the electron. The

Debye sphere gives an average approximation of the nele that are in the cloud and is given

by

ND =
4

3
· π · n · λ3

D (2.11)

When ND >> 1, the charge screening is well described by classical plasma physics theory.

However, in an ICF capsule, the plasma is very complicated as it is switching from ideal to

non ideal plasma and vice versa.

2.3.3.1 Yukawa OCP and the Coloumbic OCP

Charge screening plays an important role when the ingredients in an ICF reaction are con-

centration dependent. We will carry out analysis in a later section that shows this is the

case. To incorporate the screening effects into our transport package we investigated the

influence of pair potential during different regimes in an ICF implosion.

For the Yukawa one component plasma model description, the interaction for two particles

separated by a distance r is

v (r) =
Z2 · q2

ele · exp −r
λs

4 · πε0
(2.12)

where ε0 is the electron permitivvity constant and Z is the ionization level. More will be

discussed in a future section on Z. The electron screening length λs is a modification of the

Debye screening length. However, λs captures the effect of screening for non ideal plasmas
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as λD is meant for ideal plasmas. λs will be defined below.

The Coloumbic one component plasma is the limit as λs →∞. It is defined as

v (r) =
Z2 · q2

ele

4 · πε0
(2.13)

This is the case when there is no electron screening effect. Screening is synonymous with

shielding and therefore we can describe the shielding effect as follows, the high energy elec-

trons that are penetrating to the nucleus of the atom observe low energy electrons that

shields them from the nucleus. As a result, the high energy electrons see a smaller nuclear

charge.

In the ICF regime, the plasma starts off as being non ideal and eventually transitioning

into a pure OCP. To characterize this transition, we make the use of two parameters Γ and

κ. We define κ to be the electronic screening parameter,

κ =
a

λs
= a ·

√
4 · π · Z · nion · q2

ele√
(kB · Tele)2 +

(
2
3
· Ef

)2
, (2.14)

where Tele, TFermi are the electron and Fermi temperature and a is the Wigner-Seitz radius

a =

(
3

4 · π · nion

) 1
3

(2.15)

As λs →∞, κ→ 0 and we are in the COCP regime.

Γ is defined as

Γ =
Z2q2

ele

a · Tion · kB
, (2.16)

where Tion is the ion temperature. For Γ� 1, the plasma is weakly coupled, and for Γ� 1,

the plasma is strongly coupled. When the plasma is weakly coupled, it is characterized as

being hot and diffusive. Otherwise the strongly coupled plasmas are considered to be cold
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and dense. Another parameter of interest is the degeneracy parameter, Θ, it is defined as

Θ =
kB · Tele
Ef

, (2.17)

where Ef is the Fermi energy. If Θ ≈ 1 and Γ ≈ 1, then the plasma is in a warm dense

matter state. The applications of these parameters will be discussed in a future section.

2.3.4 Thermal Conduction

We use three thermal conduction models for a 1D uncertainty quantification study, see Chap-

ter 5. The models are the Lee-More, Hu and Spitzer thermal conductivity models. FLASH

offers Lee-More and Spitzer conduction models to use. TICF has the default implementa-

tion of the Hu conductivity model, which is calibrated using QMD. The Spitzer conductivity

model offered in FLASH is the standard implementation for many hydrodynamics codes,

defined as

Kele =

(
8

π

) 3
2

· k
7
2
B

e4 · √mele

· 1

1 + 3.3
z

· T
5
2
ele

z · ln (Λ)
. (2.18)

where ln (Λ) is the Coulomb logarithm. Thus we will introduce the Lee-More and the Hu

conduction models.

2.3.4.1 Lee-More

The Lee-More model computes the thermal conduction Kele as

Kele = nele · kB · kB · Tele · τ ·
Aβ
mele

, (2.19)

where nele is the electron number density, kB is the Boltzmann constant, Tele is the electron

temperature, τ is the Lee-More relaxation time and Aβ is the Spitzer thermal conduction
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limit. More specifically, τ in 2.19 is represented by

τ = max (α, β) (2.20)

where α is given by

α =
3

2
√

2.0 · π
· k1.5

B ·
√
mele

q4
ele

· T 1.5

Λ · z̄ + 3.3 · nele
·
(
1 + e−µ·∇kT

)
· Fermi 1

2
(2.21)

and β is given by

β =
4·π·nion

3

−1/3

√
3·kB ·T
mele

(2.22)

and Fermi 1
2

is given by,

Fermi 1
2

=
nele

2 · mele·kB ·T
2·π·h̄2

3/2 (2.23)

2.3.4.2 Hu

The Hu model provides thermal conduction for the DT and CH materials unlike the Spitzer

and Lee-More models. The key difference between the Hu, Lee-More and Spitzer model

is the computation of Coloumb logarithm which allows conductivity for the DT and CH

materials. Here, the Kele for the DT and the CH material is

Kele =
20 ·

(
2
π

)1.5 · k3.5
B · T 2.5

√
me · z̄ · q4

ele

· 0.095 · (z̄ + 0.24)

1 + 0.24 · z̄ · 1

lnΛQMD

. (2.24)

lnΛQMD is the calibrated Coulomb logarithm and is defined differently for DT and CH. For

DT the Coulomb logarithm is
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lnΛQMD = exp

(
α0 +

5∑

i=1

αi · (lnΓ)i + βi · (lnθ)i
)

(2.25)

and for CH it is defined as

lnΛQMD = exp

(
α0 +

6∑

i=1

αi · (lnΓ)i + βi · (lnθ)i
)

(2.26)

where αi and βi are material dependent parameters calibrated using QMD and Γ and Θ are

the coupling and degeneracy parameters.

2.3.5 Mass Diffusion

Physical concentration diffusion is sensitive to the variation in the plasma coupling regime.

The TICF package includes a physical concentration diffusion model which conforms to the

coupling. Within the weakly coupled regime, we use a kinetic theory approach of Chapman-

Spitzer which takes into consideration the screening induced by ions [9]. When the plasma

is strongly coupled, the diffusion between the constituents is modeled as an extension to the

Daligault model [10, 11].

2.3.6 Viscous Diffusion

Viscosity has a secondary role in ICF simulations but not enough to influence the implosion

dynamics [1]. Viscosity is also dependent on the plasma regime and thus needs careful con-

sideration for any simulations that do require viscous modeling. Viscosity models themselves

are sensitive to the coupling and the degeneracy parameter. Thus the absolute and kine-

matic viscosity coefficients computed from these models are functions of the thermodynamic

variables (ρ, Tion) in the plasma regime of interest.

When the ICF plasma is weakly coupled the degeneracy level becomes important in
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applying the correct model. When the plasma is weakly coupled we use:

• Γ < 0.5 the standard Braginskii [3] viscosity model

and when the plasma is in the warm dense matter regime:

• Γ > 0.5 and 0 < Θ < 1 the Yukawa viscosity [25] model which has been calibrated

using QMD [25]. This model has been used in a previous study related to turbulence

in ICF [33]

and in the strongly coupled regime we use:

• Γ > 0.5 and Θ > 1 the Bastea viscosity model [2].
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Chapter 3

Post-shot 1D simulation

The first uncertainty we quantify is the effect from the electron preheating [4, 5] on the

capsule core. The earlier, initial laser-plasma instabilities give rise to ’hot’ electrons. During

the acceleration phase, the ’hot’ electrons can prematurely reach the core of the capsule

thereby preheating the fuel which increases the adiabat and the compressibility. This has

direct consequence on the hot spot thermodynamics and the resulting mix. The amount of

preheating is certainly not known beforehand and so we vary this parameter which allows

us to understand the effects of added energy on the performance of the core.

We conduct a set of 1D simulations which model the configuration of the hot spot and

how the effect of preheating can influence the mixing of the fuel and cold shell. We conduct

simulations using the HYDRA code and compare the results to the FLASH simulations.

Our main result is that the hot spot thermodynamics is very sensitive to the amount of

preheating. In addition, the FLASH simulations are in qualitative agreement with the HY-

DRA simulation and therefore similar conclusions exist for the two simulated results. See

Appendix B.
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Chapter 4

Length scales for mixing

The underlying physical transport coefficients (and instability initial conditions) are essential

inputs to determining the mixing properties of an ICF implosion. The physical transport

coefficients are sensitive to mixture composition and thus become dependent on them. In

our second uncertainty quantification study we simulate the effects of transport coefficients

while varying the species concentration. The ablator material is C2H3 and the properties

are are used as given in [17] to model the ablator material.

We show the significance of the Schmidt and Prandtl number as a function of concen-

tration. We notice that the flow is dependent on the concentration of the species and can

be divided into two characteristic regions depending on the Schmidt number; that is, the

Schmidt number of O(1) and Sc << 1. At the regime where the Schmidt number is much

smaller than unity, mass diffusion proceeds at a faster speed than momentum diffusion, and

the mass boundary layer becomes much larger than the momentum boundary layer.

The simulations reveal that the Prandtl number is always negligible over different con-

centrations and thermal conductivity dominates. The value of the Schmidt number over the

different concentrations suggests that atomic mix occurs in the cold shell. We also couple a

1D buoyancy drag mix model for the mixing zone edges in the FLASH code. See Appendix

C.
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Chapter 5

1D Uncertainty Quantification

This chapter is dedicated to the sensitivity of the ICF flow under various thermal and concen-

tration diffusion models. In ICF, this topic is of importance because the physical transport

models influence the hydrodynamics and energy transport. For our third uncertainty quan-

tification study, we conduct an ensemble of 1D simulations which vary three different thermal

diffusion models with a single concentration diffusion model.

We evaluate the variation in the physical transport coefficients by a factor of two and

observe the effects on the hot spot thermodynamics. The aim is to quantify the effect of the

variation on the simulations as opposed to agreeing with shot N120321 values such as the

neutron yield or the burn-weighted temperature. The thermodynamics are determined from

the underlying models used for inertial fusion simulations and so it is necessary to quantify

the sensitivity of these models.

The simulations start at the beginning of the Richtmyer-Meshkov phase which occurs at

14.5 ns. For the sensitivity analysis we only focus on two physical transport models: thermal

and mass. To examine the model uncertainty we carry out the following three sets of 1D

simulations:

• The first simulation study has two purposes:

– The first purpose is to study the variation across the thermal diffusion models
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of Lee-More, Spitzer and Hu. Each model is then further multiplied or divided

by a factor of two to capture the range of possible values of the temperature at

bang time. The ion temperature varies by ≈20% in the direction of the variation.

Other related thermodynamic variables are mostly unchanged thus there is an

insignificant change on the hot spot thermodynamics. See Figs. 5.1, 5.2, 5.3, 5.4

and Table 5.1.

– The second purpose is to study the effect of the Hu thermal diffusion coefficient

while incorporating the concentration diffusion model and not varying the con-

centration diffusion coefficient. The ion temperature and density follow the trend

from the first part of this simulation study as the thermal diffusion coefficient is

varied. The carbon concentration is slightly sensitive to the variation in thermal

diffusion. See Fig. 5.5.

• In the second set of simulations we fix the thermal conduction model of Hu and only

vary the concentration diffusion model of Daligault by a factor of two up/down. There

is no change in the hot spot thermodynamics from this variation. Insignificant change

in the DT and CH concentrations are observed. See Figs. 5.6 and 5.7.

• For the last set of simulations, we vary the thermal conduction model of Hu and the

concentration diffusion model of Daligault in either direction by a factor of two. The

trend from the first simulation study follows as the thermal diffusion coefficient is

varied. There is a ≈20% effect on the ion temperature but related thermodynamic

variables are mostly unchanged. See Figs. 5.8, 5.9 and Tables 5.2, 5.3
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Figure 5.1: Comparison of simulations using the Lee-More thermal conduction at bang time.
The black solid line represents the standard simulation with no factor of two. The dashed
line represents the thermal diffusion coefficient increased by a factor of two and the blue
line represents the decrease by a factor of two. Left: Plot of density. Right: Plot of ion
temperature.

5.1 Thermal Diffusion Variation

5.1.1 Thermal with No Concentration

In the right frame of Fig. 5.1 the Lee-More model results in a ≈20% change in the ion tem-

perature in both directions from the factor of two as compared to the standard (numerically

determined coefficient) simulation. Similar trends are observed across the Spitzer and Hu

models as well which are given in Figs. 5.2 and 5.3.

In Fig. 5.4, the density and temperatures from the Lee-More, Spitzer and Hu thermal

conduction models are plotted at bang time. In the left frame, the density remains largely

unchanged between the three models. The Hu model gives a slightly different solution at the

peak of the cold shell but it is within 3% change with respect to the Lee-More and Spitzer

models. The computation of the thermal conductivity in the Hu model is material dependent

whereas the thermal conduction in the Lee-More and Spitzer models are computed as a single

species for the entire region within the capsule. As a result, the computed Coulomb logarithm

and thus the conductivity is slightly more accurate in the Hu model as opposed to the Lee-

27



Figure 5.2: Comparison of simulations using the Spitzer thermal conduction at bang time.
The black solid line represents the standard simulation with no factor of two . The dashed
line represents the thermal diffusion coefficient increased by a factor of two and the blue
line represents the decrease by a factor of two. Left: Plot of density. Right: Plot of ion
temperature.

Figure 5.3: Comparison of simulations using the Hu thermal conduction at bang time.
The black solid line represents the standard simulation with no factor of two. The dashed
line represents the thermal diffusion coefficient increased by a factor of two and the blue
line represents the decrease by a factor of two. Left: Plot of density. Right: Plot of ion
temperature.
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Figure 5.4: One way comparison of simulations varying the thermal conduction shown at
bang time. The black solid line represents the Lee-More thermal conduction model. The red
dashed line represents the Spitzer thermal diffusion coefficient and the blue line represents
the Hu thermal conduction model. Left: Plot of density. Right: Plot of ion temperature.

More and Spitzer models. However, the Lee-More and Spitzer models both provide a very

good approximation in the region of interest.

The increase/decrease factor of two in the thermal conductivity coefficients bands the

ion temperature in the range from 4 keV to 6 keV at bang time across the three thermal

models. The density does not have a broad interval as the ion temperature does. Table 5.1

summarizes the inertial confinement fusion diagnostic variables across the three models.

The variables in Table 5.1 have good agreement amongst the thermal models but have no

agreement with the experiment (shot N120321) as these are 1D simulations and additional

effects such as 2D, 3D, radiation asymmetries and other potential factors are not taken into

consideration here.

5.1.2 Thermal with Fixed Concentration

We then fix the Daligault diffusion model and vary the Hu thermal model by a factor of two.

In this comparison, we observe the effects of a thermal diffusion model included with concen-

tration diffusion. Fig. 5.5 shows the effect on the species concentration, the ion temperature
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Table 5.1: Comparison of inertial confinement fusion diagnostic variables across thermal
conduction models and shot N120321.

Hu Lee-More Spitzer N120321
Yield 7.77633× 1015 7.51786× 1015 8.25317× 1015 4.1±×1014

Burn Weighted Temperature 3.53 keV 3.41 keV 3.62 keV 2.7±0.2 keV
Areal Density 0.92 g

cm2 0.9 g
cm2 0.89 g

cm2 1.25 g
cm2

Down Scatter Ratio 4.39% 4.28% 4.25% 6.0±0.5%

and density as the thermal diffusivity is varied by a factor of two. There is a change in the

ion temperature, density and the material concentration from the variation in the thermal

conduction coefficient. From this set of simulations we conclude the variation in the thermal

conduction coefficient included with the effect of physical concentration slightly influences

the ion temperature, as well as the species concentration. The hot spot thermodynamics are

nearly unchanged with or without the addition of the concentration diffusion model.

5.2 Concentration Diffusion Variation

Figs. 5.6 and 5.7 show the effect of the factor of two on the DT and ablator species concen-

tration variables. The concentrations are slightly sensitive to the factor of two. In Fig. 5.6

the deuterium (left frame) and tritium (right frame) are slightly insensitive to the variation

in the concentration diffusion coefficient where the variation is less than 1% which makes

sensitivity to the coefficient variation insignificant. From the bottom left frame of Fig. 5.7

we conclude that the carbon concentration is nearly unchanged at bang time and is nearly

insensitive to the variation in the concentration diffusion. The DT/CH boundary in the same

frame is located at ≈40 µm and is also nearly insensitive to the variation in the concentration

diffusion coefficient.

We conclude that the variation in the concentration diffusion coefficient has only marginal

to effects on the species concentration. Deuterium and tritium show response to the in-
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Figure 5.5: One way comparison of simulations varying the thermal conduction shown at
bang time. The red dashed solid line represents the simulation with the Hu thermal diffusion
coefficient divided by two, the blue line represents the thermal diffusion coefficient multiplied
by two and black solid line represents the simulation with the standard thermal diffusion
coefficient. All simulations include concentration diffusion. Top left: Plot of density. Top
right: Plot of ion temperature. Bottom left: Plot of carbon. Bottom right: Plot of deuterium.
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Figure 5.6: One way comparison of the deuterium and tritium concentration while varying
the concentration diffusion coefficient shown at bang time. The black solid line represents
the standard unmodified simulation. The blue line represents the Daligault concentration
diffusion coefficient divided by a factor of two and the red line represents the concentration
diffusion coefficient multiplied by two. Left: Plot of deuterium. Right: Plot of tritium.

Figure 5.7: One way comparison of the carbon and hydrogen concentration while varying
the concentration diffusion coefficient shown at bang time. The black solid line represents
the standard unmodified simulation. The blue line represents the Daligault concentration
diffusion coefficient divided by a factor of two and the red line represents the concentration
diffusion coefficient multiplied by two. Left: Plot of carbon concentration. Right: Plot of
hydrogen concentration.
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crease/decrease whereas the carbon and hydrogen concentrations show limited response.

Thermodynamic variables are strongly influenced by the thermal diffusion coefficient and

thus no change is observed in them while varying the concentration diffusion coefficient.

5.3 Thermal and Concentration Diffusion Variation

In Fig. 5.8 we plot the density, ion temperature, carbon and deuterium concentrations at bang

time. The thermal coefficient is divided by two and we vary the concentration coefficient

up/down by a factor of two. There is a slight change in the deuterium concentration as

shown in the bottom right frame but the change is within 1%. The ion temperature and the

densities are following the same trends from the first set of calculations effectively showing

that only the ion temperature is critically sensitive to the change in the thermal coefficient

and not the density.

Table 5.2 shows a summary of the effects of the combined variation in the concentration

and thermal diffusion coefficients on the hot spot diagnostics. An increase in the thermal

coefficient by a factor of two has resulted in larger neutron yield as compared to the base

case. In addition, ion temperature has moved away in the opposite direction from the

experimental value. From the table, it is noticeable that the variation in the concentration

coefficient results in nearly unchanged diagnostic values. The main driver for the change is

the change in the thermal coefficient.

In Fig. 5.9 we vary the concentration diffusion coefficient up/down by a factor of two

and hold the Hu thermal diffusion coefficient fixed by multiplying it by a factor of two. The

same trend exists in these sets of simulation study as well. There is a slight change in the

concentration of the carbon and deuterium whereas the ion temperature sees most of the

influence from the thermal coefficient variation.

Table 5.3 shows again a summary of the effects of the combined variation in the concen-

tration and thermal diffusion coefficients on the hot spot diagnostics. This time a decrease
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Figure 5.8: Comparisons of the density, ion temperature, carbon and deuterium concentra-
tions while varying the concentration diffusion coefficient up/down by a factor of two and
keeping the Hu thermal coefficient fixed by dividing it by two, shown at bang time. The
black line represents the simulation with the concentration diffusion coefficient multiplied
by two, the red dashed line represents the simulation with the concentration diffusion coeffi-
cient divided by a factor of two and the blue dotted line is the standard simulation with no
variation. Top left: Plot of density. Top right: Plot of ion temperature. Bottom left: Plot
of carbon. Bottom right: Plot of deuterium.
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Figure 5.9: Comparisons of the density, ion temperature, carbon and deuterium concen-
trations while varying the concentration diffusion coefficient up/down by a factor of two
and keeping the Hu thermal coefficient fixed by multiplying it by a factor of two, shown at
bang time. The black solid line represents the simulation with the concentration diffusion
coefficient divided by two while the red dashed line represents the simulation with the con-
centration diffusion coefficient multiplied by a factor of two and the blue dotted line is the
base simulation with no modification to the thermal or concentration diffusion coefficients.
Top left: Plot of density. Top right: Plot of ion temperature. Bottom left: Plot of carbon.
Bottom right: Plot of deuterium.
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Table 5.2: Comparison of inertial confinement fusion diagnostic variables. Base simulation is
Hu thermal model with Daligault concentration model and no variation to either coefficient.
The next two columns show the variation in the concentration diffusion model and both have
the thermal diffusion coefficient divided by two.

Base

Concentration
×
2

Concentration
%
2 N120321

Yield 7.77396× 1015 1.04753× 1016 1.05746× 1016 4.1±×1014

Burn Weighted Temperature 3.58 keV 4.54 keV 4.48 keV 2.7±0.2 keV
Areal Density 0.92 g

cm2 0.87 g
cm2 0.88 g

cm2 1.25 g
cm2

Down Scatter Ratio 4.39% 4.16% 4.17% 6.0±0.5%

Table 5.3: Comparison of inertial confinement fusion diagnostic variables. Base simulation is
Hu thermal model with Daligault concentration model and no variation to either coefficient.
The next two columns show the variation in the concentration diffusion model and both have
the thermal diffusion coefficient multiplied by two.

Base

Concentration
×
2

Concentration
%
2 N120321

Yield 7.77396× 1015 5.44959× 1015 5.55773× 1015 4.1±×1014

Burn Weighted Temperature 3.58 keV 2.92 keV 2.88 keV 2.7±0.2 keV
Areal Density 0.92 g

cm2 0.95 g
cm2 0.95 g

cm2 1.25 g
cm2

Down Scatter Ratio 4.39% 4.5% 4.53% 6.0±0.5%

in the thermal coefficient by a factor of two has resulted in a relatively smaller neutron yield

as compared to the base case. In addition, the ion temperature has moved closer towards

the direction to the experimental value. From the table, we observe that the decrease by a

factor of two in the thermal diffusion coefficient along with the variation in the concentration

diffusion coefficient results in near agreement with the experimental ion temperature. As

compared with the Hu column in Table 5.1, the variation in the concentration diffusion and

thermal diffusion resulted in reducing the discrepancy between the 1D simulation and the

experimental ion temperature.
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Chapter 6

Perturbed 2D simulation

One of the degradation sources, specifically divots, are formed from isolated defects in the

outer capsule surface, which then feed through to the inner DT/CH boundary and then

ultimately into the DT fuel. In our last uncertainty quantification study we simulate the

isolated perturbation placed at the north pole in our 2D simulation, which is actually a 3D

perturbation, only restricted to being rotationally symmetric. Thus, we choose to study

axially symmetric 2D simulations in a spherical geometry, which allows us to explore the

impacts of Front Tracking while exploring a variety of parameters and mesh levels. Our

simulations for this study range from 0 to 0.6 radians in theta coordinates

The simulation begins at a time equivalent to 22.56 ns in the experiment, which is after the

shocks have passed through the perturbed interface where we seed the initial perturbation.

In our simulations, we model the single effect of the divot and do not include specific capsule

features such as the tent and fill tube which have been included in certain ICF simulations.

While this approach certainly leads to improved modeling of a specific shot for comparisons

of diagnostics, it is not necessary for the analysis carried out here. We are not focused

on obtaining agreement with the experiment, but instead in better understanding how the

addition of effects such as front tracking interact with the mixing in simulations that do not

include these effects. See Appendix D.
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Chapter 7

Conclusions

In this dissertation we carried out multiple uncertainty quantification studies and its re-

sulting effect on the ICF implosion process. To accomplish this we used the University

of Chicago code FLASH along with front tracking algorithm available for use as an API

(http://fti.ams.stonybrook.edu/FTAPI.html) and the TICF package. With the addition of

TICF and FTI, we were able to compare tracked/untracked simulations with and without

physical transport models in 1D radial and 2D spherical geometries.

ICF requires extremely careful modeling due to the length and time scales involved for

the flow and the solution is very sensitive to the underlying physics. We found that front

tracking is beneficial for ICF simulations because of its ability to reduce numerical diffusion in

regions of sharp concentration gradients. We also note that transport models are important

in capturing the characteristics of the ICF flow. Simulations which include effects of front

tracking and physical transport models can provide an entire picture of the implosion process

from start to end. It has been shown in this thesis that combined effects of numerical and

physical diffusion models may play a significant role in the fusion dynamics. In particular,

it was shown that the solution depends strongly on the numerical and thermal diffusion

models.

We summarize our main conclusions for the uncertainty quantification study as follows:
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• The hot spot thermodynamics are sensitive to electron preheating. It becomes impor-

tant to equip hydrodynamic codes to account for this effect.

• Numerical and physical transport models are important in modeling the physics cor-

rectly. Transport models are sensitive to the underlying species concentration in ICF

capsules.

• Thermal transport is the most significant form of diffusion process which effects the hot

spot thermodynamics. Concentration diffusion does not influence the thermodynamics.

• Divots do not enter the hot spot if modeled as single localized perturbation. A more

integrated simulation with combined degradation sources, more precise physics models

and high resolution simulations are needed to determine the origin of the CH in the

hot spot.
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[9] Jérôme Daligault. Liquid-state properties of a one-component plasma. Phys. Rev. Lett.,

96:065003, 2006.
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Abstract

This paper presents a verification (code comparison) study for a Front
Tracking API coupled to FLASH. The API enables passive tracking, and
tracks discontinuity curves (2D) or surfaces (3D) in a passive passive
scalar, i.e., a scalar quantity whose dynamics is determined by the under-
lying fluid velocities, but which has no influence on the FLASH simulation
itself. The verification study is based on a Rayleigh-Taylor (RT) insta-
bility problem, computed using FLASH. To this calculation, we add a
passive scalar, initialized at the RT interface, and advected using FLASH
velocities. The passive scalar front dynamic is implemented both with
and without the API tracking addition.

We show that the passive scalar field, computed with or without track-
ing, converges to a common fine grid solution for a limited time. For an
extended time period, the two solutions both converge under mesh re-
finement, but to distinct solutions. The reasons for this solution non
uniqueness are understood and explained in the text. We compare con-
vergence properties only for a period in which the two limit solutions
coincide. The reason for this choice of time limits is achieve solutions in
qualitative agreement with experiment.

1 Introduction

1.1 FronTier
We introduce passive tracking to the hydrodynamics solver FLASH. A non-
reacting chemical tracer element is a typical passive scalar. A passive front is a
jump discontinuity in a passive scalar concentration field. Passive tracking is a
front tracking algorithm for the computation of a passive front. The front thus
moves with the speed of the fluids. This definition is to be contrasted with active
tracking, which describes a interface defined by a fluid discontinuity surface, or
front, in a fluid variable which is coupled to and influences the fluid flow. In
the context of fluid dynamics, a contact discontinuity can be represented as an
interface that separates two physically different fluids. The front is active or
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passive according to whether the fluids have distinct properties which influence
the dynamics of the fluid.

The front tracking method is advantageous for very complex, evolving dy-
namical interfaces. A careful treatment of the interface is required to ensure
accurate modeling of the discontinuity in such cases. The front tracking method
is implemented in the FronTier library. A fourth order Runge-Kutta solver is
used to propagate the front points using a velocity field derived from the FLASH
simulation.

We assume an inviscid, compressible fluid with a gamma law EOS. The
equations for the fluids are

∂U

∂t
+
∂F

∂x
= 0 (1)

where U = (ρ, ρu, ρE) and F = (ρu, ρu2 + p, ρuE + up).

1.2 FLASH
We assess the performance of the front tracking method with FLASH, based
upon a test case involving a passive scalar front initialized to coincide with a
density discontinuity.

We make use of the passive scalar in FLASH and compare its FLASH solu-
tion with and without the Front Tracking API. The passive scalar is a special
variable for the hydrodynamics solver in FLASH. It is advected but no other
physical characteristics are applied to this variable. To compare two solutions
i.e mesh convergence or change of method (with or without FT) , we use the L1

norm.
The PPM method (on which the FLASH USM method is based) has known

problems with modeling the tip of an RT bubble. We observe unstable bubble
tips (dimples) on the fiduciary grid starting at T = 4 seconds. This feature has
no counterpart in experimental data. For this reason, we restrict our comparison
time to T = 3 seconds.

1.3 Grids
We consider four grid levels, I: 752, II: 1502, III: 3002 and IV: 6002. These are
used to test convergence of the passive scalar in the Rayleigh-Taylor instability.
Our fiducial solution uses grid V, a 12002 grid. The computational domain is
Ω = [−0.25, 0.25] × [−0.5, 0.5]; the densities of the two fluids are ρheavy = 2.0
and ρlight = 1.0. Each of these, including the fiducial solutions, are computed
with and without tracking.

1.4 Solution Non Uniqueness
At the level of the Euler equations, the passive scalar is underspecified physically
in that the dimensionless Schmidt number (viscosity/scalar field concentration
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diffusion) is indeterminate. A sequence of viscous, diffusive solutions, converging
to the Euler limit, is needed to specify the solution. However, there are infinitely
many such sequences, parameterized by the Schmidt number. The limits are
conjectured to be different for different Schmidt numbers. Even different formal
limiting equations can result. Numerically, the solutions also have a potential
non uniqueness and are parameterized by a choice of physical transport terms,
as suggested above. For finite resolution (less than the direct numerical solution
(DNS) criteria of complete resolution of all relevant scales, the numerical cutoff
introduces the need for turbulent sub-grid terms, which also parameterize the
non-uniqueness of solutions. Additionally, the numerical method, with its nu-
merical viscosity and numerical concentration diffusion, can also parameterize
the non unique solutions. This is what occurs here, with the tracked and un-
tracked algorithms selecting a different solution. Sub-grid terms, recommended,
but not part of the present analysis, would further modify the solution selected.
A general framework, based on the Renormalization Group [1, 2] explains these
issues in more detail, with numerical evidence presented there and in [4, 3]. After
restricting the solution time to achieve qualitative agreement with experimental
data, we do not encounter situations that lead to non uniqueness.

2 Simulation Convergence Methods
Let ϕi(X, t), i = 1, 2, be the passive scalar field from two simulations (as, for
example, computed with different grid sizes or by different methods) and let
ϕf (X, t) be the fiducial solution. We define the L1 error used to compare to
these solutions.
Definition 1. The time dependent L1 error on a computational domain Ω is
defined as

||ϕ1(X, t)− ϕ2(X, t)||L1 =

ˆ

Ω

|ϕ1(X, t)− ϕ2(X, t)|dx (2)

Tracked fronts, if any, in ϕi(X, t), give rise to cut cells, which are triangulated
to allow separate integration in (2) on each side of the tracked interface. For this
purpose, we use a Delaunay triangulation. We now define the L1 convergence
order to compare the untracked and tracked solutions. Let εi : εV , i = I, · · · , IV ,
be the time dependent L1 error for the tracked or untracked simulations as
measured between the current and fiducial grid solutions.
Definition 2. The convergence order µ for the 8-fold grid refinement between
grids I and V is defined as:

µ(ε) = ln8 ( fracεI : εV εIV : εV ) (3)

3 Results
The RT instability is initialized with a flat interface separating two fluids of
different densities. The velocity field is perturbed, which excites the RT fluid
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instabilities. A time independent acceleration from gravity pushes down on the
heavier fluid. The Euler equations are solved; the interface describes the time
evolution of the density discontinuity. The results are taken at T = 3.0 seconds,
after the beginnings of a roll up region has formed on each side of the RT fingers.

We compare the numerical solution errors on grids I-IV as the difference with
the solution from the fiducial grid. The L1 norms of the differences generate the
convergence data of Table 1 and the rates of convergence of Table 2. We observe
somewhat better than second order convergence with tracking and somewhat
better than first order convergence without tracking. The difference between
the two fiducial solutions at T = 3.0 seconds is 8.65e-04, which is comparable
to the untracked grid IV mesh errors. From this fact, we infer that the two
solutions (tracked and untracked) are converging to a common solution.

Table 1: L1 error at T = 3 seconds
I II III IV

FLASH without FT 0.011295 0.002327 0.001019 0.000922
FLASH with FT 0.006833 0.001408 0.000616 0.000057

Table 2: Convergence Rates at T = 3
Order in L1

FLASH without FT 1.2
FLASH with FT 2.3

Figure 1 shows the solution of the passive scalar with and without front
tracking for the four grid levels at T = 3 seconds. Each frame shows the color
contour plot of the untracked scalar field concentration, with the tracked front
superimposed. The tracked concentration field (not shown) is purely red on one
side of the tracked front and purely blue, on the other, with no yellow or green
values. Figure 2 shows the an enlarged detail from the FLASH fiducial passive
scalar solutions at T = 3. The three frames show the untracked solution with the
tracked front superimposed, the untracked solution without the tracked front,
and the front only from the tracked solution.
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Figure 1: FLASH with FT, T = 3 seconds, for a sequence of grid levels, I – IV.
The untracked scalar concentration is shown in a color contour plot, with the
tracked front superimposed.
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Figure 2: FLASH with FT, T = 3 seconds, using the fiducial grid V. Above left:
the untracked scalar field concentration. Above, right: the tracked scalar field
concentration. Below: the front taken from the tracked simulation.
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4 Discussion
In this paper, we report a quantitative comparison of errors for a passive scalar
in RT instability simulations. We compare the errors for tracked and untracked
methods. We summarize the results in the following fashion.

1. The two solutions (tracked and untracked) converge to a common limit
for a limited time. The tracked solution, with smaller errors, converges
more rapidly.

2. We show convergence quantitatively, tabulating L1 norm measures of grid
errors and visually, through display of color contour plots of the values
of the passive scalar concentration (untracked), with the tracked front
superimposed.

3. The time of solution comparison is limited to T = 3 seconds to avoid
solutions in disagreement with experiments, a known feature of PPM, on
which this solver is based.

4. At later times the tracked and untracked solutions each continue to con-
verge to their own limits, but these limits are distinct for the grids con-
sidered here.

Our next step will be the addition of active tracking, which will allow the mod-
eling of active as well as passive solution fronts.
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We determine the dependence of key Inertial Confinement Fusion (ICF) hot spot

simulation properties on the Deuterium-Tritium (DT) fuel adiabat, here modified by

addition of heat to the cold shell. Variation of this parameter reduces the simulation

to experiment discrepancy in several experimentally inferred quantities. The depen-

dence is tested in four ways, through two simulation codes and two solution scenarios

(an untuned generic Rev. 5 design and a post shot radiation tuned design). Our

simulations are continued from capsule only 1D simulations using the Lawrence Liv-

ermore National Laboratory ICF code, HYDRA. The continuations employ a hydro

only code, FronTier, modified with a radiation equation of state (EOS) model and the

High Energy Density Physics (HEDP) University of Chicago code, FLASH. We show

sensitivities of various measured quantities to the enhancement of initial entropy.

Hot spot densities, burn-weighted ion temperatures and pressures show a decreasing

trend, while the hot spot radius shows an increasing trend. In addition we use a

theoretical model to predict 3D mix and observe a trend toward less mixing as the

entropy is enhanced. Instantaneous quantities are assessed at the time of maximum

neutron production within each simulation. These trends contribute to ICF science,

as an effort to understand the NIC campaign simulation to experiment discrepancy,

and in their relation to the high foot experiments, which features a higher adiabat in

the experimental design and an improved neutron yield in the experimental results.

Keywords: ICF, Rayleigh-Taylor instabilities, hot spot, deceleration phase, adiabat

1



I. INTRODUCTION

The science mission of NIF, as recently emphasized1, is to produce valuable experimental

data from fusion ignition capsule implosions. The goal of improving the agreement between

experiment and simulation is discussed in Clark et al (2013)2. Here we pursue this theme, by

studying variations in an important parameter, the Deuterium-Tritium (DT) fuel adiabat,

with a potential to improve the agreement of simulation with experiment. We consider in

detail shot N120321, taken from the National Ignition Campaign (NIC) series. This shot, as

is typical for this series, has a sequence of shocks (called low foot) whose goal is to produce a

low adiabat for the trajectory of the compression. The simulations of such shots overpredict

the experimentally measured quantities2.

Our simulations are of four types, a Rev. 5 design3 (untuned), a post-shot radiation drive

modification of this design2, a simulation with a higher adiabat and a combined (twice tuned)

simulation with both the modified radiation drive and a higher adiabat. The higher adiabat,

or entropy enhanced simulation4 is achieved through a uniform increase in the temperature

(adding internal energy at constant density) to the cold DT fuel. These simulations are

continuations of two HYDRA5 capsule only simulations which have reached the time of

maximum implosion velocity. These two HYDRA simulations differ by the use of the post-

shot radiation drive tuning to model shot N120321. The tuning achieves agreement with

early time shock velocity and shock breakout VISAR data and Convergent Ablator (ConA)

implosion trajectory and velocity data2, all measured before the time of peak velocity. The

radiation drive in a capsule only simulation occurs as an external source. Modification

to this source results in simulated shock velocities, hot spot trajectories and bang time in

agreement with experimental data2,6. We continue the simulation through the time of hot

spot formation and maximum neutron production.

The continuation simulations rely on two alternate simulation codes, a hydro only front-

tracking code, FronTier (FT)7,8 enhanced with a radiation ideal fluid equation of state

(EOS), and the University of Chicago high energy density physics (HEDP) code FLASH9.

To support the results observed with these alternate simulation codes, we first compare

simulations of the three codes and find them in reasonable, but not perfect, agreement.

We identify three main physics model differences between HYDRA and our use of FLASH:

1. the EOS model, 2. the TOPS opacity data and 3. the treatment of thermal diffusion for
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electrons.

Our main results are trends, observed consistently across all simulations considered here.

Within these trends, we observe improved comparison to experimentally inferred quantities.

Hot spot pressure and density, burn-weighted ion temperature and 3D mix, as modeled here,

are sensitive to the DT fuel adiabat. All decrease as the initial adiabat increases. The hot

spot radius and the burn width both increase with added entropy. Within each simulation

model studied, the enhancement of the initial entropy reduces the discrepancy with the ex-

perimentally measured quantities. These conclusions suggest that hot spot thermodynamics

could be a key in future efforts to achieve agreement between NIF experimental data and

simulations. The high foot experiments, which use a high DT fuel adiabat, achieved im-

proved ICF performance10 and improved agreement with simulations relative to the low foot

experiments.

In Sec. II we describe the procedure for the continuation simulations and we discuss

differences in physics models across the simulation codes. In Sec. III we compare the hot

spot properties for simulations without entropy enhancement with the HYDRA, FT and

FLASH codes. In Sec. IV we show consistent trends in the results of entropy tuning in an

already radiation tuned simulation. In Sec. V we analyze 3D mix as predicted by a mix

model, and in Sec. VI we summarize our findings.

II. COMPUTATIONAL METHODOLOGY

1D untuned and post shot HYDRA simulations of the ICF capsule were performed, the

former using a Rev. 5 framework3 and the latter2 with a radiation drive modified to match

shot N120321. Data dumps starting at the time of maximum implosion velocity provide

initial conditions and boundary data for continuation simulations using alternate simulation

codes. The outer edge of the DT fuel is taken as the boundary point of the continuation

simulation, with boundary conditions specified there from the HYDRA data. Our contin-

uation simulations focus on the deceleration phase at the time of hot spot formation, run

through maximum neutron production and terminate once the neutron production has be-

come negligible. Models to redeposit energy from the nuclear burn and alpha heating are

not included in these simulations. Continuations were provided by three codes, HYDRA

itself, the HEDP code FLASH9 and the hydro code FronTier7,8.
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A. FLASH

FLASH9 is an Eulerian multi-physics code with multiple modules that can be joined

together for a particular application. Here, we use a directionally split PPM hydro solver

coupled with a 3T multigroup diffusion radiation model and a Lee-More11 electron conduc-

tion model. For the EOS, we use an ideal fluid as described in Sec. II B. The multigroup

diffusion is implemented with sixty energy groups, twenty-five between .03 keV and 1 keV,

twenty-five between 1 keV and 5 keV and ten from 5 keV to 50 keV. Within each block,

log-spacing is used. The opacities come from the Los Alamos National Laboratory TOPS

code http://aphysics2.lanl.gov/opacity/lanl where an assumed 50/50 number frac-

tion of Deuterium and Tritium is used. Other than as described above, we leave all necessary

FLASH initialization parameters for these chosen modules at their default values. A bench-

mark comparison study of FLASH and HYDRA, including experimental validation12, pro-

duced generally excellent agreement. A more detailed description of the FLASH simulation

code, including the choices made here is available in Melvin et al (2014)13.

B. FronTier

FronTier7,8 is an Eulerian one temperature (T ) hydro code with a Spitzer temperature

dependent thermal conductivity (κsp) set to the electron conductivity14,15, based on an as-

sumed equilibration of the electron and ion temperatures. Using an optically thick radiation

equilibrium diffusion approximation to simplify the coupled equations16, radiation effects

are approximated through a radiation modified ideal fluid EOS, following the formalism

described in Lowrie and Morel (2001)17. Such an assumption may not be proper for igni-

tion capsules. The ideal fluid EOS uses a temperature dependent adiabat index function

γ = γ(T ), set to γ(T ) = 5/3 in the hot spot and γ(T ) = 7/4 in the cold fuel (See Melvin et

al (2014)13). The single temperature T is used to set the radiation energy density er equal

to aT 4, with a the radiation constant. During the decleration phase, radiation pressure is

negligible compared to matter pressure, and thus the radiation pressure contribution to total

pressure is neglected.

The total pressure is thus initialized as P = Pi + Pe + Pc (Pc = cold pressure) and is

represented as a single pressure throughout the simulation. P is then used to initialize the

4



matter specific internal energy through the typical ideal gas EOS relation, em = P
(γ(T )−1)ρ

.

Total specific internal energy is e∗ = em + er/ρ. The total energy density then becomes

etot = ρe∗ + 1
2
ρv2, leading to the equations

∂ρ

∂t
+∇ · (ρu) = 0 ,

∂ρu

∂t
+∇ · (ρuu) +∇P = 0 ,

∂etot
∂t

+∇ · (etotu+ Pu) = ∇ · κsp∇T .

(1)

For further details on the implementation of the radiation EOS, see Melvin et al (2014)13.

III. COMPARISON OF 1D ICF SIMULATIONS

The untuned HYDRA simulation presented in Fig. 1 is a generic version of the Rev. 5

design, and does not correspond to any specific experiment. The time of comparison (deter-

mined separately within each simulation) is set to the maximum neutron production time.

In Fig. 1 we plot the density (left frame) and ion temperature (right frame) as given by

each code, using the untuned simulations. The FLASH and HYDRA simulations are in

qualitatively good agreement, while the more pronounced differences between these two and

FT may be related to the simplified radiation model in FT. From the point of view of exper-

imental data, the most sensitive aspects of these figures are their description of the hot spot

properties. The 1D HYDRA simulations often over predict the inferred hot spot density

and temperature compared to NIC experimental data. In this regard, Fig. 2 which repeats

this comparison using the HYDRA code with a tuned radiation drive shows a significant

decrease in density, which is a big improvement over Fig. 1.

IV. TRENDS FOR ENTROPY ENHANCED SIMULATIONS

We establish trends for the effects of initial entropy enhancement. Our main result is

the strong sensitivity of hot spot density and predicted mix to additional entropy. Hot

spot ion temperature decreases only slightly, while the hot spot radius increases. As this is

affected by 3D mix, not included in the present simulations, a basis for direct comparison

to experimental data is not apparent for the radius.
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FIG. 1. Untuned simulations. Comparison of FronTier, FLASH and HYDRA continuation sim-

ulations at approximate maximum neutron production time. Dashed lines represent FronTier

simulations, dotted lines, FLASH and solid lines HYDRA. Left frame: density, right frame: ion

temperature.
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FIG. 2. Radiation drive tuned simulations. Comparison of FronTier, FLASH and HYDRA con-

tinuation simulations at approximate maximum neutron production time. Dashed lines represent

FronTier simulations, dotted lines, FLASH and solid lines, HYDRA. Left frame: density, right

frame: ion temperature.

Fig. 3 shows the effects of variation of preheat in simulations without tuning of the

radiation drive and Fig. 4 shows the same comparison for simulations with a radiation

tuned drive. From Figs. 3 and 4 we observe clear trends towards lower densities in both

the hot spot and the cold shell as the cold shell moves to a higher adiabat. In addition,

an improved agreement of the hot spot density with the experimentally inferred density is
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FIG. 3. Simulations without radiation drive tuning. Plot of density of continuation simulations us-

ing three values of cold shell preheat. Left frame: FT (0eV, 60eV and 120eV), right frame, FLASH

(0eV, 60eV and 120eV), with comparison to the untuned HYDRA simulation and experimental

values for shot N12032118. The experimental waist and (larger) pole radii are shown separately.
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FIG. 4. Radiation drive tuned simulations. Plot of density of continuation simulations using three

values of cold shell preheat. Left frame: FT (0eV, 40eV and 80eV), Right frame: FLASH (0eV,

60eV and 120eV), with comparison to the radiation tuned HYDRA simulation and experimental

values for shot N12032118. The experimental waist and (larger) pole radii are shown separately.

observed. To account for these density trends, we note that added energy in the cold fuel has

the effect of introducing less compression, which lowers the hot spot density and increases

the hot spot radius.

In Figs. 5 we compare the ion temperatures at maximum neutron time among the same

set of preheat simulations. For brevity, we only show radiation drive modified simulations.
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FIG. 5. Radiation drive modified simulations. Plot of temperature of continuation simulations

using three values of cold shell preheat. Comparisons of Left frame: FT (0eV, 40eV and 80eV),

Right Frame: FLASH (0eV, 60eV and 120eV) to HYDRA continuation simulations.

Overall, FLASH and FT have ion temperatures which are high compared to the HYDRA

simulation, which we believe is a result of the thermal conduction model differences. Across

the preheat simulations, we observe that the ion temperature shows little change at maxi-

mum neutron time. To facilitate ion temperature comparisons with experimentally inferred

burn weighted values, we present in Table I the burn weighted ion temperatures amongst the

radiation tuned simulations and experiment. Burn-weighted temperatures are calculated as

an integral over time and space of the neutrons created multiplied by the temperature. We

then divide by the total yield to get the overall burn-weighted temperature. We see that the

burn weighted temperatures show a decreasing trend under preheat towards the experimen-

tally inferred value. The HYDRA simulation presented here has 30µg of CH mixed into the

fuel initially2 and uses an FDS diffusion source to drive the capsule. These initial conditions

for HYDRA may contribute to the lower than experimentally inferred burn weighted ion

temperature value. We also present the burn widths for the various simulations in Table I.

The burn width or full width half maximum is defined as the time period during which at

least 50% of the maximum neutron production rate is observed. We see that the burn widths

also are sensitive to entropy enhancement. The added entropy flattens out the burn, so that

the burn width increases as the entropy increases. This tuning can bring the burn width

into good agreement with the experimentally inferred values as evidenced by the FLASH

60eV simulation.
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TABLE I. Comparison of 1D experimentally inferred burn weighted ion temperature and burn

width with post shot (radiation drive and adiabat tuned) simulation quantities for shot N12032118.

(Ti)bw(keV) Burn Width (ps)

Experiment N120321 3.10 135

HYDRA (1D; this work) 2.80 111

FLASH (1D, 00eV) 3.67 103

FLASH (1D, 60eV) 3.54 140

FLASH (1D, 120eV) 3.51 159

FT (1D, 0eV) 3.85 118

FT (1D, 40eV) 3.61 199

FT (1D, 80eV) 3.54 239

In Fig. 6 we compare the pressures among the preheat simulations and the corresponding

experimentally inferred pressure. We observe that pressure is also sensitive to entropy

enhancement and decreases as the entropy is increased. For the range of preheats considered

here, the hot spot density reaches approximately the experimentally inferred value, however

in all codes, the calculated hot spot pressure and burn-weighted ion temperatures are slightly

too high compared to experimentally inferred quantities. We do not report the calculated

neutron yield or compare the results obtained for the neutron yield with different codes to

each other or to experiment because we have not validated the methodology used for the

computation of neutronics either in FT or in FLASH.

V. MULTIDIMENSIONAL INSTABILITY GROWTH

A. Validation of 3D Mix Model with its Parameter Settings

Values for RT and RM instability growth rates based on simulation19–24 and theory25 are

consistent with numerous experiments26–28. Most notable among these is the dimensionless

RT bubble growth rate in the planar case, αb = hb/Agt
2, where hb is the bubble instability

penetration distance, A the Atwood number and g the acceleration. The bubble and spike

side growth rates αb and αs are linked by a single theory29, and this theory is linked to the

RM growth rate exponents θb and θs. In these theories, there is a single free parameter
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FIG. 6. Radiation drive modified simulations. Plots of pressure of continuation simulations using

three values of cold shell preheat. Comparisons of Left frame: FT (0eV, 40eV and 80eV), Right

Frame: FLASH (0eV, 60eV and 120eV) to HYDRA continuation simulations and experimental

values from shot N12032118.

governing the totality of two alphas and two thetas, and this parameter can be set in a

variety of ways, e.g., theoretically by appeal to bubble merger models25, experimentally26 or

through validated simulations21. Small differences observed among the (consistently normal-

ized) growth rate constants or exponents between individual experiments can be captured

accurately by high quality simulations, and in most cases explained as primarily due to

changes in the physical transport properties between different experiments21. Initial con-

dition effects, often discussed, are shown to play a small role in many experiments24, but

are significant for the (noisy) splitter plate water channel experiments23. These ideas were

extended to the case (relevant here) of nonuniform gravity30.

We apply the well established theory of RT/RM growth rates to the ICF instabilities.

Among the several approximations involved in our use of this model, we mention: the use

of planar (not spherical) geometry to determine the drag coefficient from Rayleigh-Taylor

data, the assumption of only small perturbations at the onset of the deceleration instability,

and the moderate Prandtl number RT simulations/experiments to calibrate the mix model

for application to a small Prandtl number problem, namely the mix associated with the cold

fuel shell deceleration in ICF. Of these three factors, the first two will increase the mixing

and the third will decrease it.
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B. Mix Predictions

Spike penetration into the hot spot limits alpha heating and lowers overall neutron yield.

We estimate the spike penetration into the hot spot based on a 3D RT mix model. The spike

penetration is estimated from a theoretical model based on a variable acceleration buoyancy

drag equation30, which gives

hs =

∫ t

0

∫ s1

0

2α(s)A(s)g(s)dsds1 (2)

using the data of the 1D simulations. The Atwood number and the acceleration depend

on the time as shown in Fig. 7. The coefficient α(s) comes from Cheng et al (2000)29. In

using this reference we need a value for the bubble RT mixing rate αb. We are not aware

of either numerical or experimental studies of RT mixing with a small Prandtl number.

Appealing to data from Melvin et al. (2012)31 and Melvin et al. (2013)32, we expect a grid

dependent modification of the total Prandtl number (turbulent and atomic) in the range of

a factor of 2 to 10, meaning that after accounting for turbulence effects, the Prandtl number

remains small. Conventional numerical studies of RT mixing have substantial numerical

diffusion, and small numerical Prandtl numbers. For this reason we use these estimates,

which typically give a value αb ∼ 0.02 − 0.03, and derive the spike penetration from this

estimate and the methodology of Cheng et al (2000)29. The Atwood number, A, is defined

as A = (ρh − ρl)/(ρh + ρl), where ρh is the maximum density in the cold shell and ρl is the

minimum density in the hot spot.

The acceleration is determined by tracking the lagrangian motion of a point where dP ·
dρ < 0 (RT unstable) and integrating the velocity field observed for this point. We then

average the acceleration data over time to remove numerical noise.

Fig. 7 presents two factors that enter in (2), namely the Atwood number A and the

deceleration g. The third factor, α(s), is a nonlinear function of A and is not plotted

separately. In these frames we compare separately the effect of preheat on these variables in

the FT (above) and FLASH (below) simulations. The corresponding variable for HYDRA

is shown in each frame, but is not part of the comparison. The purpose of these frames is to

give an understanding of the elements contributing to the spike penetration as the preheat

is varied. For this reason, we emphasize the comparison of the plots for a single code.

We observe in Fig. 7’s left frames that preheat causes a reduction in the Atwood number.

This impact is amplified by the effect of A(s) on α(s). The preheat deceleration forces act
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FIG. 7. Radiation drive modified simulations. Atwood number vs. time (left). Acceleration vs.

time (right). FT - 0eV, FT - 40eV and HYDRA (above). FLASH - 0eV, FLASH - 60eV and

HYDRA (below).

over a shorter time period, but are larger (See Fig. 7, right). Combining both deceleration

and Atwood number effects, we see a decrease in mixing predicted by the mix model for the

case of added preheat.

Table II shows the sensitivity of 3D RT growth on increases of the adiabat in the cold

fuel. The sensitivity of hot/cold fuel mix to the cold fuel adiabat is apparent. The drop in

spike penetration into the hot spot is due primarily to a change in the Atwood number for

these simulations. While this change results in more favorable conditions for ignition, the

loss of density and ion temperature in the hot spot as shown above suggests that overall, the

entropy added simulations are less favorable to ignition. We note that the HYDRA entry

on the table is calculated from very few datapoints as only a small subset of the simulation

data was made available.
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TABLE II. Comparison of spike penetration into the hot spot based on mix model predictions and

on data from FT, FLASH and HYDRA simulations with a radiation tuned drive.

Simulation spike penetration hot spot mixed

depth (µm) radial fraction (%)

HYDRA 5− 8 14− 23

FT - 0eV 6− 10 18− 30

FT - 40eV 6− 9 16− 27

FT - 80eV 4− 7 12− 20

FLASH - 0eV 6− 9 18− 30

FLASH - 60eV 5− 8 14− 23

FLASH - 120eV 4− 6 10− 16

VI. CONCLUSIONS

We have identified hot spot thermodynamic properties as a possible driver of significant

discrepancies between preshot simulations and ICF NIC (lowfoot) experiments, specifically

considering shot N120321. This assertion is based on prior studies combined with the analysis

offered here. Likewise, the radiation drive and the 3D mix present important issues.

We have performed multiple 1D simulations of ICF capsules, taken from the time of max-

imum implosion velocity through neutron production. Using a fully integrated simulation to

define the external radiation drive, a capsule only simulation in HYDRA was run and a data

dump at the time of maximum implosion velocity was used to initialize further simulations.

Using FronTier, a hydro only code and FLASH, a HEDP code, continuation simulations

were compared to the results from HYDRA.

Entropy was added to the cold fuel in the FronTier and FLASH simulations, through

a uniform addition to the temperature in the cold fuel at initialization. When these sim-

ulations are run to the point of maximum neutron production, they show less favorable

conditions for ignition, a larger hot spot radius with smaller densities and nearly unchanged

ion temperatures in the hot spot, as compared to the non-modified simulations across the

two simulation codes FT and FLASH.
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The Atwood number and deceleration, taken at a tracked Lagrangian point, representing

the approximate cutoff between the hot spot and cold fuel, were used as input to a model

for 3D RT growth. A significant decrease in theoretical model prediction of 3D mixing of

hot/cold fuel in the entropy modified simulations was apparent. This result is qualitatively

consistent with recent NIF high foot experimental data33. Future studies (2D and 3D) will

allow quantitative analysis of this effect.
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Abstract

Approximate 1D as well as 2D and 3D simulations are playing an important supporting role

in the design and analysis of future experiments at NIF. This paper is mainly concerned with 1D

simulations, used extensively in design and optimization. We couple a 1D buoyancy-drag mix model

for the mixing zone edges with a 1D ICF simulation code. This analysis predicts that National

Ignition Campaign designs are located close to a performance cliff, so that modeling errors, design

features (fill tube and tent) and additional, unmodeled instabilities could lead to significant levels

of mix. The performance cliff we identify is associated with multimode CH mix into the hot spot

DT. The buoyancy-drag mix model is mode number independent, and selects implicitly a range of

maximum growth modes.

Our main conclusion is that single effect instabilities are predicted not to lead to hot spot mix,

while combined mode mixing effects are predicted to affect hot spot thermodynamics and possibly

hot spot mix. Combined with the stagnation Rayleigh-Taylor instability, we find the potential for

mix effects in combination with the ice/gas DT boundary, numerical effects of Eulerian species CH

concentration diffusion and ablation driven instabilities.

With the help of a convenient package of plasma transport parameters developed here, we give an

approximate determination of these quantities in the regime relevant to the NIC experiments, while

ruling out a veriety of mix possibilities. Plasma transport parameters affect the 1D buoyancy-drag

mix model primarily through its phenomenological drag coefficient as well as the 1D hydro model

the buoyance-drag equation is coupled to.
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I. INTRODUCTION

The purpose of this paper is to examine Rayleigh-Taylor (RT) and Richtmyer-Meshkov

(RM) mixing in NIC fusion capsules in terms of their overall instability growth rates. We

couple a a 1D buoyancy-drag mix model for the mixing zone edges to a 1D ICF simulation

code. The main prediction indicates that the NIC designs are located near a performance

cliff – a conclusion which appears to be consistent with NIF/NIC experimental data.

We analyze several single cause instability mechanisms and find that the design is stable

relative to these effects, but we find that combined mechanisms are more dangerous, and

have a potential to degrade the performance of NIF fusion capsules.

Input to this analysis is a systematic study of plasma transport parameters, covering the

NIC implosion range. In more detail, we find

1. No multimode CH mix into the NIC hot spot from the RM and stagnation RT insta-

bilities. No significant role is found for concentration diffusion.

2. Severe mesh requirements for Eulerian simulations to avoid spurious CH mix into the

cold shell.

3. Possible mix of CH into the hot spot from a combination of the RT stagnation insta-

bility and laser drive inhomogeneities. Other combined mechanisms may also degrade

the NIC performance, especially the temperature of the hot spot at bang time.

Simulations in 1D, 2D as well as 3D are playing an important role in the design and

analysis of future experiments at NIF. We concentrate in this paper on 1D simulations,

widely used for design and optimization, augmented with an easy to use 1D mix model for

the mixing zone edges. Simulations in any number of space dimensions will be facilitated

and improved with a convenient package of plasma transport parameters, introduced here,

that covers the NIC experiments discussed in this paper.

Mix is sensitive to transport parameters; a reasonably accurate determination of their

values reduces model uncertainty. Remaining uncertainties concern a mixing model drag

coefficient extrapolated beyond its presently validated limits to the highly variable and low

Schmidt number ICF regime, and the influence of spherical geometry. 2D simulations,

independent of the mix model, provide a level of confirmation for our conclusions.
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FIG. 1: The three principal layers of an ICF capsule.

In Sec. II, we summarize aspects of the theory of mixing important for the present paper.

In Sec III we analyze the dimensionless Schmidt (Sc) and Prandtl (Pr) numbers,

Sc =
viscous diffusivity

concentration diffusivity
; Pr =

viscous diffusivity

thermal diffusivity
. (1)

These ionic level transport parameters are major determinants of concentration and thermal

mixing (whether due to turbulent or non turbulent stirring) of the fluids.

In Sec. IV, we analyze 3D instabilities using 1D simulations. We start with a diffusion

model applied to the RM instabilities (of unknown initial amplitude in our analysis, as we

do not model the ablation phase of the implosion). If the diffusion (physical or numerical)

is sufficiently strong, in combination with the initial amplitude perturbations, the mixing

crosses an RT stagnation instability threshold and becomes highly unstable. We confirm that

this scenario cannot occur on the basis of physical mass diffusion, but it is possible through

numerical diffusion based on Eulerian calculations, for all but exceedingly fine grids. It is

also possible due to combined effect instabilities with strong RM initial perturbations or for

ablation induced instabilities.

The 1D simulations, using the ICF code HYDRA [1] and the HEDP code FLASH [2]

pertain only to the fuel capsule, described in [3, 4]. 2D simulations, given in Sec. V, support

the mix analysis of Sec. IV. Conclusions are discussed in Sec. VI.
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TABLE I: Table of Acronyms Used in this Paper

API Application Programming Interface

AWE Atomic Weapons Establishment

CDF Cumulative Distribution Function

CH Carbon/Hydrogen (ablator)

DNS Direct Numerical Simulation

DT Deuterium/Tritium

FLASH University of Chicago HEDP code

FT Front Tracking

HEDP High Energy Density Physics

HYDRA LLNL ICF code

ICF Inertial Confinement Fusion

IPD Ionization Potential Depression

LEM Linear Electric Motor

LES Large Eddy Simulation

LCLS Linac Coherent Light Source

NIC National Ignition Campaign

NIF National Ignition Facility

OCP One Component Plasma

OFMD Orbital Free Molecular Dynamics

PAMD Pseudo Atomic Molecular Dynamics

PDF Probability Density Function

Pr Prandtl numbr

RAGE LANL multiphysics code

RANS Reynolds Averaged Navier Stokes

RM Richtmyer-Meshkov

RT Rayleigh-Taylor

Sc Schmidt number

YOCP Yukawa One Component Plasma
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II. TRANSPORT AND MIX

The important scientific principles which govern mixing phenomena are – broadly speak-

ing – transport, initial conditions, mode competition, dominant or single mode growth rates

and multimode growth rates. In many cases, we see that parameters which characterize these

phenomena are better understood for planar geometry mix, so that extrapolation to mix in

spherical geometry introduces uncertainty into the analysis.

A. Transport

We note the importance of fluid transport for the study of mix. Three important sources

of transport are

• molecular or ionic (physically generated),

• turbulent (numerically mesh generated from averages of nonlinear quantities),

• numerical (algorithmically generated).

Turbulent transport is based on subgrid scale models, according to a widely accepted dy-

namic theory [5–7]. It does not occur in the governing Navier-Stokes equation, nor in its

solution at a DNS level of numerical resolution. It is needed for RANS and LES. Numerical

transport should be eliminated to the extent possible and in any case should be kept lower

than the total transport, because diffusion, once added to a simulation, cannot be removed.

The required numerical technology, Front Tracking, has been successfully used for fluid mix-

ing problems, and is now available in the form of an API for ease of insertion into physics

codes. For use here, we have inserted it into FLASH.

In a series of papers [8–10], the authors and coworkers presented accurate simulation

studies of the RT dimensionless mixing ra, validated against rocket rig and splitter plate

experimental data.

α = mix penetration distance/Agt2 (2)

with Atwood number A and acceleration g. See Table II.

We also mention some more detailed code comparisons. These include an RM compar-

ison between RAGE and FronTier [18], and comparison of converged LES/Front Tracking
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TABLE II: Comparison of simulation to experiment, for the RT growth rate α. Discrepancy

refers to the comparison of results outside of uncertainty intervals, if any, as reported. We omit

simulations in gross disagreement with experiment and also those which achieve one parameter

agreement with experiment through tuning one adjustable parameter. We acknowledge that there

may be other validated, parameter free RT simulations, of which we are unaware.

Ref. Exp. Sim. Ref. αexp αsim Discrepancy

LES/SGS/FT

[11] #112 [8] 0.052 0.055 6%

[11] #105 [9] 0.072 0.076± 0.004 0%

[11, 12] 10 exp. [10] 0.055-0.077 0.066 0%

[13] air-He [14] 0.065-0.07 0.069 0%

[15] hot-cold [8, 9] 0.070± 0.011 0.075 0%

[16] salt-fresh [9] 0.085± 0.005 0.084 0%

DNS

[15] hot-cold [15] 0.070± 0.011 ∼ 0.070 0%

Particle Methods

[17] [17] 0.06± 0.005

simulations [19] of the second moment of the velocity and other fluid variables that have

been measured in a laboratory RT experiment.

Our previous work addressed convergence issues for PDFs and CDFs [20, 21] with ex-

perimental validation in [19, 22, 23], relative to the hot-cold water splitter experiments [15].

We have also considered two-point statistical descriptions of RT and RM mixtures [24–26].

Simulation of second moments provides data for RANS simulations, but convergence criteria

for second moments are more demanding of a simulation than are convergence criteria for

mean quantities or overall mixing rates.
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B. The Buoyancy-Drag Equation

Our analysis of RT mix and mixing zone edges in Sec. IV is based upon the variable

acceleration buoyancy-drag equation [27–29],

(ρi + kiρi′)
dVi
dt

= (ρi − ρi′)g(t)− (−1)i
Ciρi′V

2
i

|hi|
, i = 1, 2 , (3)

where the “added mass” coefficient ki, and the drag coefficient Ci, are the model’s phe-

nomenological parameters, i = 1 = b (bubble) and i = 2 = s (spike), Vi ≡ dhi/dt is

the velocity of the edge i of the mixing zone, with hi the mixing zone height. Also ρ1

and ρ2 are the light and heavy fluid densities, and i′ = i + 1(mod2) is the opposite index

to i. This formula allows a unified treatment of bubble and spike growth rates for both

Rayleigh-Taylor and Richtmyer-Meshkov instabilities [29]. Specifically the four parameters

αi, θi, i = 1, 2 characterizing Rayleigh-Taylor and Richtmyer-Meshkov bubble and spike

asymptotic growth rates are not independent. Any three are determined by specification

of the fourth. We take the remaining single free parameter as the RT bubble growth rate,

which is given by the bubble merger multimode growth rate as an independent theory [30]

in agreement with experimental data..

The form of the drag force reflects the assumption that the fluid infinitely far upstream

of the bubble or spike is stagnant. We consider cylindrical bubbles and spikes with ki ∼ 1

and the drag coefficient given by

Ci =
1/αi − (1 + (−1)iA)− ki(1− (−1)iA)

2(1− (−1)iA)
, (4)

where αi is the RT growth rate. For given αb, the growth rate of spikes (αs) can be obtained

by assuming a stationary center of mass of the mixing layer [29]. The results, with the

choice ki ∼ 1, are in good agreement with the Linear Electric Motors (LEM) experiment

data [29, 31, 32], as shown in Fig. 2 taken from [29], with additional validation data to be

found in [29]. In using (3), we start at a specified location in the cold shell at the beginning

of the deceleration phase. We refer to this point as the Lagrangian point. It is then followed

with Lagrangian dynamics. Eq. (3) yields equations for the associated RT bubble and spike

tips. The acceleration is determined as a time derivative of the velocity interpolated to the

Lagrangian point and the Atwood number is determined locally from the density variation

over a region approximately bounding the bubble and spike tips.
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FIG. 2: The ratio of αs/αb as a function of Atwood number is shown for αb ∼ 0.05. The solid

dots are data from LEM experiments [32] and the solid curve is data from the model in [29].

We conclude that RT and RM instability growth rates are well understood, both theo-

retically and numerically (see Table II), but for planar geometry only. This knowledge is

subsumed in the buoyancy-drag equation. As we apply this theory to determine the drag

coefficient in the buoyancy-drag equation, we encounter extrapolation of the RT bubble

growth rate beyond its validation range, a source of uncertainty for our analysis.

III. TRANSPORT PARAMETERS

A. The Transport Package TICF

Fluid mixing depends on fluid transport. In this section we discuss ionic or molecular

level transport in a plasma as a contributor to the total fluid transport.

As noted [33], the large hot spot viscosity leads to a sharply reduced hot spot Reynolds

number. The Reynolds number, depending on velocity fluctuations, is estimated as 100−102

for the hot spot and 104 − 105 for the cold shell [33].

The same plasma properties affect the thermal conductivity and species concentration

diffusivity, with the result that for the hot spot Pr ≤ O(10−1) and O(10−1) ≤ Sc ≤ O(1).

The large variation in Sc is due to its dependence on the relative concentration χ of the CH
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and DT ions,

χ =
iCH

iCH + iDT

, (5)

where iCH and iDT are the respective ion number densities.

Both the viscosity and the species diffusion are strongly influenced by charge screening,

which replaces the long range Coulomb interaction with a short range exponentially decaying

interaction potential. The screening length depends on the density of electrons. This in turn

is influenced by the species concentrations, as the DT has fewer electrons to ionize than does

CH. In contrast, the (colder, denser) cold shell viscosity is smaller.

We introduce a package of molecular level viscosity, concentration diffusion and thermal

transport parameters, summarized in Table III, and building on prior work [34–38] for the

NIC parameter regime. The package is a composite of existing models and model switching

criteria, with the switching criteria respecting the limits of model validity. The switching

criteria are defined in terms of the degeneracy parameter Θ and the plasma parameter Γ

introduced below. Our transport package, which we call TICF, covers the entire domain

relevant to ICF experiments. In this sense it appears to go beyond other currently published

transport packages [39]. It is available from the URL www.ams.sunysb.edu/TICF, and has

been installed into the FLASH code.

The degeneracy parameter Θ, the ratio of electron to Fermi energies, determines the

plasma state, as a classical plasma (Θ > 1), or degenerate plasma (Θ < 1). Specifically,

Θ =
kB · Tele
Ef

, (6)

where Ef is the Fermi energy, kB is the Boltzmann constant and Tele is the electron tem-

perature.

The plasma parameter Γ is the ratio of (Coulomb) potential energy to plasma kinetic

energy. It measures the strength of the electron-ion coupling within the plasma [40]. For

Γ < 1 the plasma is weakly coupled and for Γ > 1 it is strongly coupled. Γ is defined as

Γ =
Z∗2q2ele

a · Tion · kB
, (7)

where Tion is the ion temperature, Z∗ · qele is the species charge and

a =

(
3

4 · π · nion

) 1
3

(8)
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is the average inter-particle distance. Here nion is the number density of the ions. The

Coulomb potential, whose value at separation a is Z∗2 · q2ele/a, governs the interactions between

the ions. We model the non-ideal, strongly coupled plasma with One-Component Plasma

(OCP) and Yukawa One-Component Plasma (YOCP) based viscosity models. Screening is

modeled by a Yukawa OCP, with a dimensionless inverse screening length [35]

κ = a ·
√

4 · π · Z∗ · nion · q2ele√
(kB · Tele)2 +

(
2
3
· Ef

)2 , (9)

dimensionalized in terms of the ionic radius a. The OCP is the limiting case of YOCP

with an infinite screening length, κ → 0. For the HYDRA simulation we are analyzing,

0 < κ < 4.

If Θ ≈ 1 and Γ ≈ 1, the plasma describes warm dense matter. When the plasma is

weakly coupled, Γ < 1 , it can be described as an ideal gas because the potential energy

of the electrons is small compared to the average plasma kinetic energy. In this regime, we

rely on the Braginskii approximation [34] for the kinematic viscosity when the plasma is

fully ionized. The viscosity of the Γ > 1 plasma is computed by either the Yukawa viscosity

model or the Bastea model [36], with a transition point depending on the plasma degeneracy

Θ. Since the YOCP based viscosity model provides a fit for liquid metal and warm dense

matter regime, we use this only when 0 < Θ < 1. During the Richtmyer-Meshkov instability,

the matter is characterized by warm dense properties. The pure OCP Bastea model does

not incorporate degeneracy effects, is not mapped to any special physical regime and is used

when Θ > 1.

Multicomponent transport models are required for mixtures. We regard CH and DT

as single entities and apply mixture models to these entities. The ionization level Z∗ is

computed using More’s parameterization [41] of Thomas-Fermi pseudo-ionization. We use

ACH , the average atomic weight of the C2H3 molecule as given in [42], to model the CH

material. The effective ionization Zeff for binary mixtures is computed using the binary

ionic mixture model [43],

Z2
eff = 〈Z∗〉

1
3
av〈Z∗

5
3 〉av , (10)

where 〈Z∗p〉av = x1·Z∗p1 +x2·Z∗p2 with xi the number concentration and Z∗i the Thomas-Fermi

ionization associated with element i.

Recently, a new framework called pseudo-atom molecular dynamics (PAMD) was devel-

oped [44] to study dynamic structure in the warm dense matter regime. The dynamical
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structure factor contains information about the temporal and spatial correlations in the

system and is experimentally observable. From the dynamic structure we can extract infor-

mation regarding the acoustic speed and other quantities. The dynamic structure factor for

warm dense aluminum given by the PAMD framework [44] has been compared with that

given by the orbital-free framework [45]. The comparisons were performed up to 5 eV since

the pseudo-potential used in the orbital-free calculations in [45] scales up to 5 eV. There are

discrepancies between the two models at 5 eV.

Currently we use Orbital Free Molecular Dynamics (OFMD) based diffusion models as

opposed to PAMD based diffusion models because they scale to the higher temperature

regimes needed for ICF applications, while PAMD based simulations must consider com-

parisons at pseudo-potentials at higher temperatures. A direct comparison of the PAMD

based Thomas-Fermi fit and OFMD is provided in [46]. Excellent agreement between these

two models is found for large ranges of temperature and pressure. We therefore believe that

the enhanced PAMD based on a Kohn-Sham or Thomas-Fermi approximation versus that

of OFMD would give slight improvement over the current results.

The concentration diffusion model starts with the self diffusion parameter of each species,

from which the mutual diffusion parameter is derived [37, 47]. When the plasma is weakly

coupled, the species diffusion parameter is determined via the Chapman-Spitzer approxima-

tion. Otherwise, we use the Cage model. In both cases, the models presented in [37, 47] are

enhanced to include screening.

We model thermal conduction using the Lee-More model [38]. The CH/DT mixture

depends on an average atomic weight. The model includes screening when computing the

Coulomb forces, and is also applicable when the plasma exhibits degeneracy and strong

ion coupling effects. The viscous and mass diffusion properties of CH/DT mixtures are

derived from molecular dynamics simulations [35–37]. Given the empirical nature of the

model and the possible influence of not using a MD based thermal conduction model, the

present results can only be regarded as contributing to the scientific understanding of the

method. RT instability growth rates are only weakly sensitive to uncertainty in the transport

parameters. From [8, 48] we infer a 3% effect in the value of the RT growth rate coefficient

α from a factor of 2 modification in the transport, which is well within the margin of error

of the numerical simulations themselves for this variation in the transport parameters.
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TABLE III: Transport models used to model CH/DT mixtures in an ICF capsule implosion.

Variable Model Γ Θ Summary

Viscous Diffusion Braginskii [34] Γ < 1 Braginskii model for weakly coupled hot,

diffusive plasmas

Viscous Diffusion Yukawa OCP[35] Γ > 1 0 < Θ < 1 Yukawa model for screened systems

Viscous Diffusion OCP [36] Γ > 1 Θ ≥ 1 Model based on one component plasma

Mass Diffusion Chapman-Spitzer [37] Γ < 1 Θ > 0 Extends Chapman-Spitzer perturbation

analysis with fit to screening

Mass Diffusion Cage [37] Γ > 1 Θ > 0 Yukawa One-Component Plasma model

with screening

Thermal Diffusion Lee-More [38] Classical thermal transport for ionized

plasma

B. Transport Properties for NIC

In Figs. 3 and 4 we post-process a 1D post-shot HYDRA simulation, described in [3],

using our transport package. We show concentration and thermal diffusion parameters, Sc

and Pr respectively, which are of fundamental importance in understanding the extent or

limits of RM and RT mixing. In the first of these figures, the concentration of CH is set to

0, while in the second it is set to 10%.

Sc and Pr show a strong dependence on the relative CH/DT concentration χ. See

Figs. 5, 11, the latter in the supplementary material in the on-line version of this paper.

Taking as typical hot spot temperature and density T = 4.5 keV and ρ = 63 g/cm3, we

study Sc and Pr as functions of the relative CH vs. DT concentration χ. The dependence of

these parameters on χ results from their large electron density in the CH rich region, which

accounts for an increase in the screening length, resulting in smaller Sc and Pr values, see

Fig. 5. A similar concentration dependence occurs during the RM stage, see Fig. 11, in

the Appendix, available on-line. The non-monotone dependence of Sc on concentration is

not a consequence of switching between models. This region lies entirely within the scope
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FIG. 3: RT phase of an ICF implosion in an r, t plot for the diffusion of the ablator into DT,

Sc (left) and Pr (right) from a HYDRA simulation. From the left frame, we see that significant

ablator into DT RT instabilities are allowed by the values of the transport parameters. From

the right frame, we see that RT instabilities generated by thermally induced density gradients are

regulated by the high levels of thermal conduction. The outer radius shown is outside the CH-DT

interface.

of the Bastea model. It is rather a direct consequence of the Bastea OCP model itself,

due to competing and opposite effects resulting from increased CH concentration. Among

the multiple thermodynamics effects, we isolate what appear to be primary drivers. The

increase in Sc for concentration in the interval [0.0,0.05] results from the increased proportion

of heavy ions (which diffuse less rapidly). The decrease in Sc over the concentration interval

[0.05,1], in contrast, is also driven by an increasing fraction of CH, which increases the

electron density, thus increasing the screening length and lowering the viscosity. In any

case, the screening effects of the plasma have a characteristic length scale of [0.3, 0.6] Å in

the hot spot, which implies that the hot spot plasma is weakly screened and as a result the

dimensionless transport parameters become independent of screening at bang time.

The variation of Sc has hydrodynamical, mixing and possible numerical significance.

The larger values of Sc at high DT concentration suggest a novel RT mixing behavior. The

authors are not aware of scientific studies of mixing in which the concentration diffusivity

and Schmidt number has such a striking dependence on the concentration. We suggest as a

possible consequence that the RT spike and bubble will have well defined outer boundaries,

but will still allow significant DT diffusion interior to the spike. We would suggest an
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RT bubble growth rate of perhaps α = 0.06, in lieu of more detailed scientific analysis, not

presently available, and with α spike values coming from the theoretical relations of [29]. For

less than DNS resolution, the values of Sc also suggest a role for a front tracking simulation

[19, 49], to avoid excess numerical concentration diffusion.

In dense plasmas, free electrons orbit in close vicinity of ions. Therefore, the ions are no

longer isolated. The screening induced from the dense environment skews their atomic energy

levels, which in turn causes ionization potential depression (IPD). IPD is a key factor for

understanding the ionization balance, charge state distribution, opacity and plasma equation

of state. IPD occurs when a neighboring charged particle disrupts the ionic potential of an

ion immersed in a plasma. IPD can be seen in two limits, the Debye shielding model and

the ion sphere model (IS). The Debye shielding model holds when the plasma is in a weakly

coupled regime, where the Debye length is greater than the inter-particle spacing. In high

energy density plasmas, the number of particles in a Debye sphere are considerably lower,

and instead we use the ion sphere model.

The IPD has been formulated in two ways. Stewart and Pyatt (SP) [50] solve for the IPD

by calculating the electrostatic potential of the charged particles within the framework of

the Thomas-Fermi theory. Ecker-Kroll (EK) [51] developed a generalized form of the Saha

equation, based on the plasma chemical potential.

The SP/IS models are favored over the EK models in Orion Laser experiments performed

at AWE [52], but the reverse is true for experiments at LCLS [53]. The experiments show

that the IPD depends on the temperature and density, which are different between the two

experiments, but a detailed analysis of the discrepancy is still lacking.. We believe that the

IPD for our ICF simulation falls somewhere in between the SP and EK models with the

choice treated as domain specific.

IV. MIX MODELS AND MIXING ZONE EDGES

We state our main results in this section, based on 1D simulations augmented by a

buoyancy-drag mix model and confirmed by 2D simulations in Sec. V. We find

1. There is only a minor effect from concentration diffusion into the hot spot or the cold

shell from the cold shell-gas T vs. D concentration discontinuity, or from the DT/CH

boundary, based on the RM/RT stages of the implosion, see Fig. 6.
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FIG. 4: Contour plot of Sc shown in the r, t space of a HYDRA simulation. The outer boundary

of the plot includes approximately 1/3 of the ablator. The time (18 ns) starts shortly before the

arrival of the fourth shock wave at the outer DT boundary. The black dashed line is the CH/DT

boundary. The RM phase begins at 14.5 ns with the shock arrival at the CH/DT boundary (not

shown in this figure). After the arrival of the 4th shock at this interface (18.5 ns), the CH/DT

concentration χ becomes important. The plot assumes a 10% relative concentration of CH in the

mixture and, at this value, Sc is large enough to allow significant DT-ablator mixing at both the

RM and RT stages. If RM/RT spikes enter into the DT, diffusivity of the concentrations guarantees

that all concentration values will occur as one passes through the spike from interior to exterior.

10% was chosen as an arbitrary value within this continuum of choices.

2. Untracked Eulerian simulations, at the resolution level of a finely gridded 3D simula-

tion, show significant numerical effects, crossing an RT instability threshold, resulting

in significant mixing of CH into DT in the cold shell. The effect is eliminated by

Eulerian mesh refinement, by Lagrangian simulation codes, or by Front Tracking. The

effect serves as a caution for the use of Eulerian codes for implosion problems. In the

present context, approx 5000 cells (0.25 micron resolution) in the radial direction are

needed to remove the numerical aspects of the simulation and to obtain a converged

solution, with even qualitative agreement with the Lagrangian (HYDRA) or Front

Tracking solutions. See Fig. 7. At higher levels of numerical diffusion, RM initial am-

plitudes or ablation induced instabilities, an effect on the hot spot thermal properties
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FIG. 5: The range Sc and Pr values as the concentration χ = iCH
iCH+iDT

is varied for fixed

T = 4.5keV and ρ = 63 g
cm3 , typical values for the hot spot at bang time.

is possible. See Sec. V.

3. Combined effects of amplitude growth at the initial gas/ice boundary and the RT

unstable thermal gradient at the edge of the hot spot adds a mix related component

to the thermal diffusion, thereby reducing the size of the high temperature hot spot.

See Sec. V.

4. Combined effect of ablation and RT instabilities appear to be a possible cause of CH

mix into the hot spot. See Sec. V.

To establish these points, we conduct comparison 1D simulations, and repeated in 2D, in

Sec. V. To assess the effects of numerical concentration diffusion, we simulate with and

without front tracking, with various levels of (1D) mesh refinement and with and without

physical concentration diffusion.

The ICF instabilities start at the ablation surface, with a modified RT instability, due to

drive asymmetries and surface imperfections. Next in time are the cold shell RM instabilities

associated with each of the ablator – DT ice and DT ice – DT vapor interfaces. In the

case of “low-foot” or NIC shots, these instabilities are driven by each of four shock waves.

We omit until later, discussion of the ablation instabilities that feed through to the RM

initial amplitudes. Consequently, we set the RM initial conditions to those as measured

on manufactured capsules. The importance of these is diminished by the nature of the
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FIG. 6: We plot the inner radius of the CH spikes in r, t space of an NIC implosion for FLASH

tracked simulations with (F-FTMD) and without (F-FT) physical mass diffusion. The spike tip

location is assessed from the buoyancy drag equation associated with the 10% contour of CH. Only

a minor effect from the addition of physical mass diffusion is observed at bang time, ≈ 23 ns. The

inner and outer edges of the cold shell at bang time are demarcated on the plot with the dashed

black lines.

RM evolution, which is in an RT stable (instability decreasing) regime. Thus we base our

analysis of the RM phase not on the RM instabilities, but on diffusive transport occurring

within this period.

Following the RM phase in time is the RT stagnation instability. The locus of RT insta-

bility, set by outgoing pressure waves reflected from the origin, is close to the unperturbed

DT-CH boundary.

To establish point 1., we consider the inner radius of the spikes of CH in 1D simulations

augmented by the buoyancy-drag mix model. We compare front tracked solutions in Fig. 6,

showing the CH spike penetration in r, t space. The minor change between the two tracked

solutions at bang-time, ≈ 23 ns, (having no numerical CH concentration diffusion), with

and without physical diffusion shows the lack of importance of physical mass diffusion for

NIC studies. To establish 2., we present a mesh refinement study in Fig. 7, plotting density

vs. radius at bang time, with the medium mesh (0.25µm) needed to reach a nearly con-

verged solution for the thermodynamics. Significant temperature differences arise from CH

diffusion into the hotspot, especially in the presence of strong RM initial conditions, See

Fig. 9.
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FIG. 7: A mesh convergence study for an untracked Eulerian simulation, showing density vs.

radius at bang time. The nonconverged solutions have incorrect thermodynamics within the cold

shell, see Sec. V, Fig, 8, but do not impact the hot spot thermodynamics.

V. 2D SIMULATIONS

The purpose of this section is to confirm claims 1. and 2. of Sec. IV, to establish claim

3. and to discuss the basis for statement 4.

Using the University of Chicago, HEDP code FLASH [2], we conduct 2D capsule-only

simulations of NIC campaign shot N120321. As FLASH does not have as sophisticated a

laser deposition and ablation package as HYDRA, we use the data from the 1D HYDRA

run to initialize FLASH at 14.5ns, about 500 picoseconds before the first shock hits the

fuel-ablator interface. A more complete analysis of these 2D simulations can be found in

[54].

A. Absence of hot spot mix from instabilities arising at the DT/CH interface

during the RT/RM implosion phases

We seed initial perturbations randomly into the fuel-ablator interface using spherical

harmonics from mode 8 to 30, chosen to to reflect the level of mesh rolusion afforded in this

study. These 2D simulations are designed to confirm the 1D simulations of Sec. IV. The

initial rms amplitudes of the perturbations are chosen as 1 µm for the DT/CH interface and

1µm (nominal) and 5µm (strong) as a sensitivity study at the ice/gas interface.

The simulations show little growth of instability amplitude during the RM implosion

18



stage due to the RT stable nature of this implosion stage. During the RT stage, enhanced

growth is observed in the strong initial perturbation case, but not sufficient enough to cause

CH spikes to penetrate into the hotspot using the front tracked solution as a surrogate to

the converged solution at bang time. See Fig. 8 bottom row, which shows both the nominal

initial perturbation (left) and strong perturbation (right) CH concentrations that do not

reach the hot spot. However, the combined effects of the coupling between the nearby

perturbations at the initial ice/gas interface and steep thermal gradients at the edge of

the hot spot, predicts a significant change in the hot spot thermodynamics, see Fig. 9 of

Sec. V C.

B. Numerically induced RT/RM mixing

We find a potential for a significant level of numerically induced mix in the cold shell, for

untracked Eulerian simulations with less than extremely refined grids. Comparing down the

columns in Fig. 8, we show simulations with identical initial conditions, run at a resolution

of 0.5µm using an untracked Eulerian configuration (top) and tracked Eulerian (bottom).

The numerical diffusion present in the untracked simulations is amplified when the level of

instability increases in the stronger initial perturbation (right column). The level of single

effect RT/RM mixing is not sufficient to impact the hot spot thermodynamics, but combined

effects are considered in Sec. V C.

C. Combined effects, gas/ice and thermal gradient RT instabilities

We observe a sensitivity to hot spot thermodynamics from a coupling effect between

stronger perturbations at the ice/gas boundary and the strong thermal gradients at the hot

spot edge. In Fig. 9, we show the hot spot density via the color plot and temperature contours

(2keV and 5keV moving inward) for the nominal perturbation (left) and strong perturbation

(right). The top half of each figure represents the 2D solution, which can be compared to the

1D solution in the bottom half of each frame. Both simulations are front tracked Eulerian,

as representative of a converged solution, but only a minor sensitivity was observed between

the front tracked and untracked solutions for the hot spot thermodynamics. The enhanced

mixing reduces the temperature in the central hotspot with no 5 keV contour present in the
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FIG. 8: CH spike edges at bang time for both nominal (left) and strong (right) RM initial

conditions. When compared, the top row (without front tracking) and bottom row (with front

tracking) show a large impact on the CH penetration due to numerical diffusion which interacts

with the RT instability and is pulled inward. When comparing the nominal and strong initial

conditions, a coupling effect between the larger perturbations and the growth of the instability at

the thermal gradient, where the main potential for mixing occurs, is observed.
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FIG. 9: Thermodynamics of the hotspot at bang time as observed through the density plots (color)

and temperature contours (moving inwards 2keV and 5keV levels). Left: Front tracked Eulerian

nominal initial perturbation. Right: Front tracked Eulerian strong initial perturbation. The top

half of each frame is the 2D simulation compared with the bottom half from the companion 1D

simulation. Enhanced mixing induced by the stronger initial perturbation results in the complete

elimination of the 5keV contour and thus a lowering of the hot spot temperature, degrading the

performance of the capsule.

right frame.

D. Combined effects: Ablation and DT/CH RT instabilities

According to post shot NIC simulations, 200ng (N120321) [55] or 50ng (N120321) [56]

of CH is pre-mixed into the hot spot to capture the effects of ablator mix in the hot spot

observed in the experiments, independent of the effects generated by the tent and fill tube

[55]. Here we address the question of a physics based mechanism for this mix to occur.

Mode 2 instabilities of magnitude 8.3% and 15% have been reported for shots N120321,

N120215, [57, 58]. The amplitude of mode number 6 and higher instabilities are not mea-

sured. The time dependent locus of RT instability (reversal of the direction of acceleration

from inward to outward) lies inside the cold shell, and is near the CH boundary at the late

implosion stages, with a radius beginning at ≈ 30% of the CH inner boundary radius at
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the onset of the deceleration stage. As the deceleration phase progresses this RT instability

locus moves towards the CH boundary as the pressure equilibrates from the outward moving

stagnation shock. In Fig. 10 left, we plot the inner radius of the CH spike tips, as predicted

by the 1D mix model analysis of a simulation started at the beginning of the RT deceler-

ation phase. We show a range of perturbation amplitudes, measured as a fraction of the

unperturbed CH radius. If the amplitude exceeds 10-15% of the DT radius at the initiation

time for the RT instability, we observe spike tips penetrating into the hot spot.

To justify the use of the buoyancy-drag model for predictions of the CH spike penetration,

in Fig. 10 right, we compare the predicted 3D mix from the model against the observed spike

penetration from a companion 2D simulation. The simulation used for this comparison was

the FLASH base simulation with a strong initial perturbation run from the beginning of the

RM phase. The early increased amplitude in the simulation (solid blue line) is a result of the

extra vorticity in the solution from the increased size of the perturbation, which is not present

in a 1D model. As bang time is approached (23.1 ns for this simulation), the buoyancy drag

model slightly overpredicts the growth allowing the lines to converge. Overall, the buoyancy-

drag model has resaonably good agreement with the 2D spike penetration. This suggests

that the model should be a resonable predictor of 3D mix and can be used for parameter

studies based off of 1D simulations.

Based on the spike penetration observed for various perturbations amplitudes, it is pos-

sible that an ablation driven instability can push the CH across this critical RT unstable

locus and onto a trajectory of inward directed spike development. Such an event is consistent

with the experiments and analysis of [59], and moreover, we have a quantitative estimate of

the amplitude needed to generate the instability, see Fig. 10 left. Current NIC simulations

[60] focus on localized defects on the ablator outer surface as generating narrow CH spikes,

which presumably couple to the RT unstable point, as analyzed in Fig. 10. See also the

related experimental paper [61]

VI. DISCUSSION

Our proposed model indicates that the NIC design is located near a performance cliff,

a conclusion consistent with NIF/NIC experimental data. We find no single mechanism

mix related effects from the RM/RT implosion stages but possible effects from combined
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FIG. 10: Left: Penetration of the CH spike tips into the DT fuel at bang time, in an r, t plot,

for a range of perturbation amplitudes, using a simulation iinitialized at the beginning of the RT

stage. For amplitudes in excess of 10-15%, we observe penetration of spikes into the hot spot. The

dotted black lines represent the edge of the hot spot and cold shell region at bang time (≈ 23

ns), respectively. Right: Comparison of 1D buoyancy-drag model against 2D spike penetration

from companion simulation initialized at the beginning of the RM stage. Reasonable agreement is

observed between the buoyancy-drag model and the simulated spike penetration through bangtime

(≈ 23.1ns), suggesting the model is a can be used for prediction of 3D mix.

mechanisms.

We find at most marginal effects from mass (CH/DT or D/T concentration) diffusion,

but possible combined RM/RT mix related effects on the hot spot thermodynamics.

We find significant effects from numerical mass diffusion for Eulerian codes for all but

the most extreme levels of mesh refinement. These effects are associated with the CH/DT

interface, and have a possible (numerically induced) impact on the hot spot thermodynamics.

We discuss an ablation/RT combined effect which may lead to CH mix in the hot spot.

The basis for these results is a 1D mix model simulation for NIC experiments, based on

buoyancy-drag equations. This equation, toether with its parameters have been extensively

validated, but is used here outside of the validation regime, and for this purpose we propose

estimates based on judgment and available knowledge. Additionally, the equation and its

validation have been carried out for planar but not spherical geometry. Uncertainties in

the mix model, as applied to NIC, include RM initial conditions, extrapolation of the model

drag coefficient beyond their presently validated limits, and the effects of spherical geometry.
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2D simulations are condiuucted using FLASH, and with fronnt tracking added via an

API for convenience of code development. The 2D simulations confirm the 1D and mix

model analysis of Sec. IV. Additionally, they identify combined effect mixing instabilities

not idnetified by the 1D analysis. Specifically, we find coupling between instabilities at the

ice-gas boundary and the RT stagnition instability, which lowers the hot spot temperature

even eithout introducing CH into the hot spot.

In support of the mix model and the 2D simulations, we have determined parameterized

plasma transport models, with model switching criteria, showing significant variation as the

implosion progresses. The transport package is available to others and could aid future HED

simulation studies.
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K. Engelhorn, R. W. Falcone, C. Graves, V. Hájková, A. Higginbotham, L. Juha, J. Krzy-
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APPENDIX A: CONCENTRATION DEPENDENT RM AND RT SCHMIDT

NUMBERS

In Fig. 11, we plot Schmidt number in the r, t space of a NIC implosion, for a represen-

tative sequence of CH/DT relative concentrations.
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We study the effects of isolated surface defects (divots) on the inertial confinement hot spot
thermodynamics. Radiographic measurements infer the presence of CH in the hot spot, beyond
what is ascribed to the tent and fill tube in calibrated simulation models, and accordingly we focus
on the CH location at bang time resulting from a divot. We find significant effects on the hot spot
thermodynamics across multiple variations of the simulation parameters, however no CH is found
to enter the hot spot. The physical diffusion coefficient emerges as an important valuable across
all simulations considered here. Our study places the divots near or slightly beyond an instability
cliff for entry into the hot spot but arriving there sufficiently late in time not to protrude into
the hot spot. Large effects from the divot are observed on the location of the 4 keV hot spot
ion temperature boundary. We also show that the divot penetration is sensitive to the numerical
method, with strong differences between the tracked and the untracked, even though both are
nominally converged. We identify the tracked solution as correct while the nominally converged but
incorrect untracked solution raise issues for further thought.

The study is by simulation, starting at the stagnation Rayleigh-Taylor (RT) instability point and
continues to bang time. We vary the divot amplitude and width, the numerical method (as it relates
to numerical concentration diffusion), the physical concentration diffusion model and the refinement
of the mesh. Our simulation platform, is based on the FLASH code, to which we have added
options for plasma transport and for front tracking to reduce numerical concentration diffusion.
Our methods are suitable for the analysis of the stagnation instability (of Rayleigh-Taylor type),
and so we assume divot like perturbations of the implosion at the initiation of this stage, leaving to
a separate study the creation of these perturbations from the ablation acceleration of the capsule,
also a type of modified Rayleigh-Taylor unstable acceleration.

I. INTRODUCTION

Recent NIF experiments [1] provide insight into possible drivers that degrade the nuclear reactions. Identified are
hydrodynamic instabilities, x-ray asymmetries, the capsule-support tent and the fill-tube [2], and the mix of ablator
material into the hot spot [3]. In this paper, we examine the effect of a single localized surface defect (divot) which
we postulate to result in a high mode number jet of CH protruding into the DT; we study its effect on the hot spot
ignition environment. We define the hot spot as the interior of the unperturbed 4 keV temperature contour and bang
time also taken from the unperturbed simulation. In [3] the ion temperature is decreased from individually modeling
a single high mode divot when compared to a 1D simulation but still larger than the experimentally observed. The
CH appears not to reach the hot spot. As our base case simulation, we include physical concentration diffusion and
reduced numerical concentration diffusion (with front tracking). We vary the divot amplitude and width and the
mesh resolution.

We study the low-foot shot N120321 [4], which was the highest compression shot of the NIC campaign. Excess CH
in the hot spot for shot N120321 as estimated by radiographic data, beyond that inferred as due to the tent and fill
tube was variously reported as 50 ng [5], 75 ng [5] and 200 ng [3]. For shot N120405, which differs in the strength of
the laser, the excess CH, determined as above, is 750 ng [5]. The degraded performance of shot N120405 relative to
shot N120321 occurs in many of the experimental quantities, and is hypothesized to result from a stronger laser [3].

Section II gives a brief description of the simulation platform including the Transport For Inertial Confinement
Fusion (TICF) package and the Front Tracking Interface API (FTI), added to FLASH. Section III presents our main
simulation results, with conclusions in Section IV

II. SIMULATION METHODOLOGY

The as manufactured surface of the capsule contains a number of defects of various sizes and shapes [6], commonly
known as divots. To assess the impact of a divot on the hot spot thermodynamics, we perform 2D post shot
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simulations (tuned to match VISAR[] and ConA[] data) using a wedge geometry of the ICF capsule based on the
radiation hydrodynamics code FLASH [7]. A perturbation to model the divot effect is initialized at the north pole
at the CH-DT interface in a 2D simulation geometry at the onset of the stagnation RT instability. The initial
perturbation (divot) amplitude is specified as a fraction (per cent) of the cold shell. All simulations are performed in
half wedge geometry but shown with the reflected full wedge geometry for clarity.

The simulations begin at 22.56 ns which is the time of maximum implosion velocity in our FLASH simulations. To
generate the divot dynamics, we perturb the CH-DT boundary by a cylinder of CH penetrating into the DT. The
perturbed divot length is expressed as a percent of the DT cold shell and its diameter express as a wave number
(whose inverse is a fraction of 2π). The velocity perturbation is computed from the amplitude as the incremental
velocity needed to achieve the perturbed amplitude after arrival of the fourth shock. We considered as a base case
simulations with front tracking [8], physical concentration diffusion, an initial perturbation of 16% and a mesh of 1.7
µm in the radial direction. The effects [2, 9] from the fill-tube and tent are not included.

A. FLASH

FLASH is an Eulerian multi-physics radiation hydrodynamics code. We employ its Piecewise Parabolic Method
(PPM) hydrodynamics solver. The hydrodynamics is based on a three temperature model using multi group radiation.
We use 60 radiation energy groups logarithmically spaced in three bands: i) 25 groups from 30 eV to 1 keV, ii) 25
groups from 1 keV to 5 keV and iii) 10 groups from 5 keV to 100 keV. Our FLASH simulations model 6 species
(Deuterium, Tritium, Hydrogen, Carbon, Oxygen and Silicon). Each species has its own tabulated opacity table,
generated from the Los Alamos TOPS Opacity database [10].

B. TICF: Transport for ICF

We have developed a simulation package TICF for the plasma transport properties (viscosity, temperature and
concentration diffusion) for the ICF implosion process and especially in the late time and hot spot regime [11]. The
plasma transport models in TICF are calibrated using quantum molecular dynamics (QMD) simulations. TICF uses
the Hu [12, 13] model of thermal conduction and the Daligault [14–16] concentration diffusion model with screening.
The concentration diffusion coefficients estimated to be accurate within a factor of two in comparison to QMD data.

C. FTI: Front Tracking API

The front tracking software has been packaged into an Application Programming Interface (API), FTI, and is
adapted to the FLASH code for use in 2D [17]. In that study, we found that converged front tracking simulations
in agreement with much more finely resolved untracked simulations, but considerable and even qualitative differences
were observed between the tracked and untracked simulations at grid levels which were converged for tracking but
under resolved for the untracked simulations. Here this trend is more pronounced, as the perturbations are stronger
than [17], and the untracked and tracked simulations are not fully in agreement at the finest mesh presented. We
identify the front tracked solution as correct through comparison to analytic solution at times for which the errors
are already significant but early enough so that a simple analytical model can be used for verification. Through
this comparison to an analytical solution, we identify the numerical concentration diffusion is equal to five times the
physical concentration diffusion.

The front tracking algorithm couples a lower-dimensional surface, which is tracked, to a standard Eulerian solver.
Front tracking eliminates numerical diffusion across the tracked front. It has been observed to converge on coarser
grids than are required for untracked simulations. Detailed front tracking Rayliegh-Taylor simulation simulations with
added physical concentration diffusion have been verified and validated [18–20], with comparison to experiments of
Smeeton-Youngs [21].

III. SIMULATION RESULTS

The effect of the numerical and physical diffusion, variation of the divot amplitude and width and the mesh
convergence on the divot dynamics are studied as they influence the hot spot properties. The effect of the divot could
be amplified if it crosses the location within the cold shell where the flow becomes RT unstable due to stagnation
(acceleration direction reversal). This does occur but too late in time for the divot to enter into the hot spot. This
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TABLE I: Four way comparison of simulations with and without numerical concentration diffusion and with and without
physical concentration diffusion. The minimum radii are defined as the location for the 4 keV boundary and the 0.5% carbon
concentration. The diffusion cliff is defined as the location of the change of acceleration at bang time. Note the strong differences
between the tracked and untracked simulations as well as between with and without concentration diffusion.

Physical
Concentration

Diffusion

Numerical
Concentration

Diffusion

4 keV
Minimum

Radius (µm)
0.5% Carbon Concentration

Minimum Radius (µm)

Diffusion
Cliff

Location(µm)

Yes FT-Yes 2.45 17.1 22.23

No FT-Yes 0 17.1 20.52

Yes FT-No 0 8.55 13.68

No FT-No 0 5.13 11.97

RT unstable locus is referred to as a performance cliff due to the change in behavior for perturbations which reach it.
We take our base simulation for the comparison analysis to be front tracking, physical concentration diffusion, with
the divot amplitude of 16% and a mesh of 1.7 µm. We vary one or two of these parameters at a time, while holding
the others fixed at the base case values. Front Tracking (FT) represented with a Yes means that the Front Tracking
is removing numerical diffusion or otherwise No. Similarily with physical concentration diffusion (MD) with a Yes
mean that TICF is being used otherwise No. Our main conclusions are as follows.

1. We present combined effects of numerical and physical concentration diffusion transport. The divot does not
enter the hot spot other than for the unphysical case of no physical concentration diffusion and without front
tracking. This statement is exact up to double precision floating point accuracy withing the simulations, but
we note that the exact solution of the diffusion equation includes propagation of exponential small quantities
of CH into the hot spot. There is a significant effect on the hot spot thermal properties which results from the
CH moving towards the core of the capsule. The divot extends beyond an instability cliff for CH mixing.

(a) Physical concentration diffusion plays a significant role on the divot dynamics and puts the divot beyond
an instability cliff. There is a strong effect on the 4 keV temperature boundary. There is no entry of the
divot into the hot spot (7 µm) aside from the unphysical case. See Fig. 1 and Table I.

(b) The physical concentration diffusivity is varied by a factor of two in accordance with TICF uncertainty
estimates described in []. The increase in the concentration diffusion coefficient does not cause CH to enter
the hot spot. See Table II.

2. We vary the mesh resolution for both tracked and untracked simulations inclusive of physical concentration dif-
fusion. Both tracked and untracked simulations appear convergent, but to significantly different apparent limits.
We believe that the front tracked solution is correct by examining early time simulation data in comparison to
an analytic. The nominal or apparent convergence of the untracked solution to an apparent (but appearantly
incorrect) limit is an issue beyond the scope of this paper. In Fig. 3, left frame, we compare the tracked and
untracked solutoins at t = xxx ns to to an analytical solution. In this comparison, the tracked solution is clearly
the (nearly) correct one and the untracked solution is far from agreement. In Fig. 3, right frame, we compare
the untracked solution to an analytical solution having 5 times larger diffusion coefficient, with approximate
agreement. We conclude that the untracked solution has a numerical concentratoin diffusion about 5 times
larger than the physical concentration diffusion. See Figs. 2, 3 and Table III.

3. We present effects from the variation of the divot amplitude and width.

(a) We vary the divot amplitude from the base case with amplitudes of 5%, 10%, 16% and 25%. The larger
amplitude perturbation has stronger thermodynamic effects on the hotspot properties. No ablator material
enters the hot spot as the strength of the perturbation increases. See Fig. 4 and Table IV.

(b) The divot width is varied by a factor of two in a simulation with FT-TICF. The wider divot results in a
more strongly perturbed ion temperature boundary at the edge of the hotspot. See Fig. 5

IV. DISCUSSION

We find no support for the divots to enter into the hotspot. However, we do find a significant influence on the hotspot
thermodynamics. The 4 keV ion temperature boundary is significantly decreased. Large perturbations amplify this
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FIG. 1: Carbon color plots at bang time. Starting clockwise from the top left frame is Front Tracking + TICF + 16%,
top right frame is Front Tracking + 16%, bottom right is untracked with no physical concentration diffusion with 16% and
bottom left is Physical Concentration Diffusion + 16%. We conclude that Front tracking (reduction of numerical concentration
diffusion) and the addition of physical concentration diffusion are both important variables.

TABLE II: Comparison of simulations with fixed diffusion coefficients increased by a factor of two. Other variables are as in
Table I. Lines 1 and 2 should be compared to lines 1 and 3 of Table I to see the effect of the increase on the physical mass
diffusion.

Physical
Concentration

Diffusion

Numerical
Concentration

Diffusion

4 keV
Minimum

Radius (µm)
0.5% Carbon Concentration

Minimum Radius (µm)

Diffusion
Cliff

Location(µm)

Yes FT-Yes 2.88 18.81 22.23

Yes FT-No 0 8.55 13.68
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FIG. 2: Mesh refinement study of the 0.5% carbon contour at bang time for the tracked (top) and untracked (bottom)
solutions with physical concentration diffusion (left) and none (right). The mesh in each figuree is 3.4 µm (solid black), 1.7 µm
(dashed red) and 0.8 µm (dotted blue). The solutions appear to be converged nominally but for a top to bottom compartison
of identical physics, the solution do not agree.

effect. We also find that the divot is sensitive to numerical mass diffusion (Front Tracking or not), even for solutions
which appear to be converged nominally. Physical mass diffusion is an important variable and its inclusion is required
for a correct solution.
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