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Abstract of the Dissertation

Mobile Data Gathering and Energy Replenishment in
Wireless Sensor Networks: Theoretical and

Experimental Approaches

by

Ji Li

Doctor of Philosophy

in

Electrical Engineering

Stony Brook University

2017

Energy constraint is one of the major constraints in the design and de-
ployment of conventional wireless sensor networks. In such networks,
usually powered by batteries with limited capacity, one or few number
of static data sinks are deployed to collect sensory data from the net-
work through multi-hop relay in non-uniform pattern. Such a method-
ology inevitably causes quick depletion of battery energy in the sen-
sors which transmit large amount of data, e.g., the sensors around data
sinks. This results in the formation of energy holes that may discon-
nect sensors from the networks, and even terminates the operation of
the networks.

Mobile data gathering provides a reasonable approach to alleviate this
problem as one or more mobile data collectors roam over the sensing
field and work as data sinks to collect data from surrounding sensors.
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By virtually increasing the number of data sinks and careful calculate
their locations in the networks, the length of relays are shortened and
the amount of data being transmitted are greatly decreased, thus energy
can be significantly saved in sensors.

In the meanwhile, energy harvesting techniques have been applied in
wireless sensor networks to supply the sensors with the energy ob-
tained from ambient environment. Recent breakthrough in wireless
power transfer based on inductance resonance emerges as a promis-
ing method to relieve energy limitation in wireless sensor networks.
As mobile energy transporters are employed for energy injection into
the networks, the sensors are provided with sustained energy through
wireless recharge charging, and perpetual network operation can be
achieved.

This dissertation focuses on scheme design and performance optimiza-
tion of mobile data gathering and energy replenishment, and experi-
mental evaluation in WSNs. We present a joint design of mobile data
gathering and energy replenishment to maximize the network utility in
wireless sensor networks. We develop an efficient NDN-based proto-
col to collect real-time battery information from the network so that the
trajectories of mobile data collectors or energy transporters as well as
routing scheme for the sensory data can be carefully calculated based
on the energy distribution. We studies energy neutral problem and de-
signed algorithms for recharge scheduling of the sensors based on their
energy situation to achieve perpetual network operation. We propose
a mobility assisted data gathering scheme with solar irradiance aware-
ness which utilizes data sinks with limited mobility in solar-powered
sensor networks to maximize the amount of sensory data that can be
collected from the network. We also design a versatile platform for
experimental research on mobile data gathering in wireless sensor net-
works. Our testbed includes both wireless sensor node and mobile da-
ta collector on which algorithms and protocols can run in real world.
Compared with mathematical analysis and software simulation, which
may neglect the impact of many real factors due to the limitation of the
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models and present inaccurate results of performance evaluation. Our
testbed provides a more convincing method for performance evaluation
by, instead of modeling the real world, running the algorithms and pro-
tocols in the same environment the application will be deployed. It also
offers the assistance of deep insight for system modeling, which could
help the development of better solutions. We implement mobile data
gathering on our testbed and conduct experiment for wildlife surveil-
lance. It successfully captures the impact of many real factors which
are usually omitted in theoretical analysis and software simulation due
to the limitation of the models.
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Chapter 1

Introduction

This chapter explains the motivation, design goals, challenges, and contributions of
the dissertation.

1.1 Motivation

Wireless sensor networks (WSNs) have emerged as an efficient tool to collect s-
patial and temporal information from the ambient environment[1], and have found
widespread application in smart home, industry automation, precision agriculture,
environmental monitoring, wildlife study, battlefield surveillance and many other
scopes [2–8]. Wireless sensor nodes, usually low-cost and low-power, are deployed
to capture the temperature, humidity, vibration and other parameters in the field of
interest.

In traditional WSNs, one or more data sinks are statically deployed to collec-
t sensory information from the sensors which are scattered with or without pre-
defined topologies. With the absence of infrastructure for data transmission, the
sensors are self-organized and work in ad-hoc manner. The sensory data, generated
in the sensors all over the network, is sent to the data sinks via multi-hop relays.
Such methods induce significant energy consumption on wireless transmission, e-
specially when sensory data travels long distance (number of hops), which results
in unbalanced energy consumption in the networks. Since the sensors are usually
powered by batteries with limited capacity, consequently, the energy consumption
on sensors varies: the more data transmitted, the faster batteries deplete. When
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the sensors that transport large amount of data, such as the sensors close to the data
sinks, deplete their energy, data can no longer be transported through the area where
these sensors are deployed, thus energy holes forms. The formation of energy holes
aggravates

The energy constraint exerted by the transmission of sensory data is one of the
major problems faced when designing and deploying WSNs as energy holes may
disconnect other sensors from the whole networks and whereas decreases network
lifetime. Many efforts have been made to tackle the challenge of energy constraint.

A conventional technique is to improve the efficiency of data gathering to reduce
energy consumption for data gathering in WSNs from both node and network as-
pects, such as low power hardware architecture and software implementation[9, 10],
low power wireless transmission at physical layer and energy efficient data con-
nection in data link layer[11, 12], end-to-end (sensor-to-data sink) delivery at net-
work layer[13–23] and hierarchical network structure[24–28]. In the past decades,
mobile data gathering method has been proposed as a promising solution to such
problems[29–54]. One of the earliest applications of mobile data gathering traces
back to Operation Igloo White to detect the activities along the Ho Chi Minh Trail
during the Vietnam War in 1960’s. Aircrafts were dispatched to pick up signal-
s from the 20,000 sensors along the trail and retransmit them to the surveillance
center in Thailand. Such methods had not been widely applied in wireless sensor
networks due to the high cost of hardware manufacturing and operation (Operation
Igloo White costed 1 billion dollars per year). Recent advancement in technologies
and reduction in cost, e.g., for semiconductor manufacturing, wireless communi-
cations algorithms and network protocols, gave rise to the employment of WSNs
with mobile data gathering for many scenarios, such as plant surveillance and en-
vironment monitoring. The benefit of mobile data gathering is well recognized for
connectivity guaranty, reduced network cost, increased reliability, and improved
energy efficiency. Mobile data collectors are employed and move in the network-
s to obtain data from wireless sensor networks. Since mobile data collectors can
move close to the sensors, the path for sensory data relay can be greatly shortened,
and consequently less energy is consumed for wireless communication. On the oth-
er hand, mobile data collectors can be dispatched to any areas, including the area
where the disconnected sensors are connected, thus all the sensors can be utilized
to perform sensing tasks.

2



Energy efficient data gathering methodologies are able to relieve energy con-
straint in WSNs. However, the batteries in the sensors will deplete ultimately due
to the limited energy supply from batteries, thus these methodologies can only ex-
tend network lifetime to some extend. In comparison, the application of renewable
energy technologies has been considered as a promising solution in tackling with
energy constraint in WSNs as it is able to provide sustained energy source. Vari-
ous energy harvesting methods, either through RF based energy transmission, or by
harvesting mechanical, thermal, photovoltaic or electromagnetic energy from the
ambient environment, such as mechanical, thermal, photovoltaic or electromagnet-
ic energy, are used to charge the sensors in the network. However, a main problem
of energy harvesting is its low efficiency recharging, since the power output of the
energy harvesting devices is relatively low [55] compared to power consumption of
the node for sensing and communications. Moreover, some of the energy harvest-
ing devices are subject to the variation of the environment, and the power supply
cannot be guaranteed. For example, in a solar harvesting system, the power out-
put from the solar panel depends on the solar radiation arrived at the panel which
varies according to the time and weather. When power output is low and the battery
has little energy left, the sensor node is prone to run out of energy. RF radiation
based wireless energy replenishing technique also suffers from low efficiency due
to highly lossy transmissions of RF radiation even if directional antennas are used
for energy transmitting. Recent breakthrough in wireless energy transmission has
brought a renewed interest to renovate the designs for traditional battery-powered
sensor networks. Wireless energy transmission technique [56, 57], as an alterna-
tive to provide reliable energy to sensor nodes, eliminates the wires and plugs for
recharging sensors and circumvents unpredictable behavior of the power source in
environmental energy harvesting techniques [73, 74]. By opting wireless energy
transmission, sensor network can have indefinitely long operations without battery
replacements and we call such a network Wireless Rechargeable Sensor Network
(WRSN) [81]. In WRSNs, one or more mobile energy transporters are usually
adopted to recharge sensor nodes at different locations[82, 83]. Hence, the mobile
energy transporters become the power source in WRSN and the designs of recharge
policy is vital to the entire network.

As the result of aforementioned research work, complexity of algorithms and
network protocols is growing rapidly in theory, which introduce a great amount of
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complexities into network design and deployment. Ammari et al. [119] developed
an energy-aware protocol for disseminating data to the mobile sink in WSNs us-
ing an information theoretic approach. Zhao et al. [120] applied Space-Division
Multiple-Access (SDMA) technique by launching multiple antennas on an MDC
such that (distinct) compatible sensors can make concurrent data uploading thereby
speeding up data gathering process. Xu et al. [126] addressed event collection prob-
lem by leveraging the mobility of the sink node and the spatial-temporal correlation
of the event. Most of such works rely on theoretical analysis for system modeling
and software simulators for performance evaluation. Although mathematical tools
and software simulators are straightforward and easy to utilize, they are general-
ly “inaccurate” given the vast majority of simplifications in mathematical models
and imperfection to characterize real world dynamics in software simulators. They
often overlook the impact from multiple practical factors so the results may devi-
ate significantly in reality. To this end, several testbeds have been built for more
accurate evaluations [131–133, 137]. Nevertheless, many of such testbeds were
designed for a particular project in an application specific domain, and it may be
infeasible to use the testbeds for other applications.

1.2 Design Goals and Research Challenges

Our work is in two categories. We execute theoretical analysis of mobile data gath-
ering and energy. We also design a versatile platform and conduct experiment for
mobile data gathering in WSNs.

1.2.1 Theoretical analysis and design of mobile data gathering
and energy replenishment

The application of mobile data gathering and energy replenishment is an effective
method to improve network performance, which is achieved through systematical
design of networks by considering the characteristics of sensors, mobile data col-
lectors and energy transporters, and careful scheduling of their actions.

Our design of the framework of mobile data gathering and energy replenishment
are targeted to improve WSNs performance in the following categories.
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• High Network Utility: Network utility characterizes how well the network
nodes are utilized as data sources. Different from network throughput which
measures the overall amount of data from the network, network utility is a
increasing function of the amount of data that is collected from each sensor,
thus is a is a properly defined function to characterize the data gathering.
In WSNs where sensors usually have limited transmission capability (data
rate can be hundreds of, or tens of kilobytes per second, or even lower), and
these sensors may become the bottlenecks for data transmission, especially
where data aggregates. Data is discarded when congestions occur at these
aggregation points, which result in low network utility. Thus network util-
ity is a direct metric to evaluate the effectiveness of data gathering, and a
well designed mobile data gathering scheme should be able to reduce such
congestion to maximize network utility.

• Balanced Energy Consumption: The unbalanced energy consumption due
to multi-hop data relay results in energy holes which prohibit transportation
of sensory data in the area. By utilizing mobile collectors which work as
virtual data sinks, and carefully calculating the locations of these virtual data
sinks for different migration tours, routing patterns can be changed accord-
ingly to relieve the sensors with lower energy levels from heavy burden of
data relay, thus energy consumption can be balanced throughout the network.

• Prolonged Network Lifetime: Mobile energy transporters are scheduled to
charge the sensors with little residual energy. When energy neutral condition
is satisfied to guarantee that sufficient energy is injected into the network, and
the sensors in critical energy situation are charged at higher priority, perpetual
operation of the networks can be achieved.

• High Network Scalability: The number of sensors charged by energy trans-
porters is limited due to various constraints, such as the time needed to the
charge batteries, the distance between the sensors, and the moving velocity
of the energy transporters. In wireless sensor networks with high scalability,
an energy transporter is able to charge a large number of sensors. Since en-
ergy transporters usually have much higher hardware cost than sensors, it is
desirable to employ a small number of such expensive devices so as to keep
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overall system cost low.

• Low Operating Cost: Operating cost is an important metric to character-
ize the efficiency of network operation. It includes the overhead for data
transmission to achieve the benefits brought by mobile data gathering and en-
ergy replenishment, which consumes extra energy on sensors. Operating cost
also includes the distance of the mobile data collectors’ movement which
is associated with data latency, and the distance of the energy transporters’
movement which impact their responding time to recharge demands. Such
distance induces extra energy consumer on mobile data collectors and energy
transporters. When operating cost results in performance deterioration that
the requirement cannot be satisfied, remedies such as deploying more mobile
data collectors or energy transporters is necessary. It is always expected to
lower the operating cost as much as possible.

• Heterogeneous Sensor Networks: Energy harvesting sensor networks, whose
energy availability is constraint, is not capable for large amount of data trans-
mission. However, these networks don’t require attendance for battery refill.
In the contrary, wireless rechargeable sensor networks can provide higher ca-
pability for data forwarding, but needs the attendance of energy transporter-
s, which limits their scalability. We design heterogeneous sensor networks
consisting of both energy harvesting and wireless rechargeable sensors, and
address efficient data gathering scheme to combine the advantages of two
techniques while reducing the impact of their perspective constraints.

Given the unique characteristics, what we have to handle includes, but not lim-
ited to, the following open technical challenges and issues in the scheme design and
performance optimization for mobile data gathering in WSNs.

• Limited Energy Capacity at Sensors. Many sensor with the capability to be
recharged use conventional rechargeable batteries (Li-ion batteries, Ni-MH
batteries or Ni-Cd batteries) for energy storage. These batteries have limited
capacity (less than several thousand Joules) due to the limit of physical size.
With such constraint, the time a sensor can work after each recharge is limit-
ed. How to calculate energy efficient routing plan according to the dynamic
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energy distribution is one of the important factor to be considered for mobile
data gathering in WSNs.

• Limited Charging Capability of Energy Transporters. The charging ca-
pacity of energy transporters is limited by two factors. The first is the limited
charging current for the sensors using conventional rechargeable batteries for
storage. Due to the charging characteristic of the batteries, the charging cur-
rent has to be limited to ensure the safety and health of batteries, which im-
plies unnegligible charging time. The second is the limited moving velocity
of the energy transporters which costs energy transporters some time to reach
to a destination. The combination of these two factors decide the number of
sensors that can be charged during a given period, after which some sensors
could deplete their energy. How to schedule the charging sequence accord-
ing to the limited charging capacity is an interesting issue for wireless energy
replenishment in WSNs.

• Energy Distribution Dynamics. Sensors consumes energy when performs
sensing and wireless transmission, and the amount of consumed energy de-
pends on the sensing tasks performed and the amount of data transmitted.
The variance of sensing tasks, e.g., in duty-cycle WSNs, and the variance of
amount of data being transmitted due to the change of routing scheme, gives
rise to the energy distribution dynamic during network operation, which is
also impacted by the energy transporters who charges the sensors at differ-
ent locations. Such dynamics increases the complexity of design of routing
scheme as well as charging sequences. How to schedule the movement of
mobile data collectors and energy transporters and adjust the data relay in the
network to achieve satisfactory performance is critical for network design.

• Realtime Energy Information Collection. Energy transporters make deci-
sion for recharge scheduling based on the energy information of the network.
Such energy information has be delivered to the energy transporters in-time
so that they can calculate optimal charging sequence. Moreover, energy lev-
els on some sensors may change drastically, e.g., due to abrupt transmission
of large amount of data. If the battery levels drops below a threshold which
implies quick depletion of energy, these sensors need to be charged at high-
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er priority. Such emergencies should be immediately reported to the energy
transporters who are moving in the network. Aggregation and transmission of
energy information, especially the emergencies, in an efficient way, is chal-
lenging due to the mobility of the energy charger whose locations vary.

1.2.2 Experimental platform design for WSNs

The objective of design of the experimental platform is to provide a versatile tool
for network modeling and verification. In order to satisfy the requirement from
different applications, the testbed is designed to present:

• High flexibility: In order to provide a general purpose testbed that is able to
implement different application, it should provide flexibility to support cus-
tomization in data communication in all layers (physical layer, MAC layer
and network layer). Mobile platforms, for example, could be robot, vehicle
or UAVs for applications in different environment. The control methodolo-
gies for different mobile platforms vary, which demands the feasibility to
implement different functionality on the mobile element.

• Extended computing and caching capability on sensor: Conventional sen-
sors use 8-bit microcontrollers as the computing units, and the memory space
is limited to the on-chip RAM. This may be not sufficient to facilitate the
increasing on-node computing and storage demand for data processing and
caching, such as network coding and data compression. It is necessary to
provide more computing power and memory space on the node.

• High computing capability on the mobile element: The autonomous oper-
ation of the mobile elements demands complex computing, such as physical
layer signal processing, optimal routing calculation and autonomous driving.
Furthermore, it is beneficial to execute computing tasks on MDCs whenev-
er possible since sensor nodes usually have low computing capability and
constrained energy supply due to cost/size limit. As an example, optimal
routing and data flow control can be achieved using distributed algorithms
by exchanging information among sensors, however, this may require sever-
al rounds of message exchange in the network, which could consume a lot
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of energy. By migrating the computation to MDC, sensor nodes can reduce
energy cost thus the network lifetime can be prolonged. Such migration is
important since sensing tasks usually require real-time processing and high
computing capability in many applications. Such processing makes a high
demand on the computing capability on the mobile element.

1.3 Contributions

In this dissertation, we focus on the topic of mobile data gathering and energy re-
plenishment in WSNs. We address several important topics through both theoretical
analysis and experiments. Our contributions can be summarized as follows.

• Joint Design of Mobile Data Gathering and Energy Replenishment in
WSNs with Controlled Topology. We propose an optimal wireless energy
replenishment and mobile data gathering mechanism (OWER-MDG) which
charges sensor nodes effectively and collects data from the network using a
mobile data collector. We study the application of OWER-MDG in WSNs
to enable long term operation while maintaining high network utility, and
provide an efficient algorithm for optimal rate allocation in such networks.
Our numerical results demonstrate that OWER-MDG is effective in guaran-
teeing network lifetime and network utility. We also provide a guidance on
parameter selection for system design.

• Realtime Energy Information Collection in Wireless Sensor Networks.
We apply Named Data Networking (NDN) techniques to gather and deliver
energy information to the SenCar. To scale to large network sizes, we divide
the network in a hierarchical fashion and the energy information is aggregat-
ed bottom-up through different levels. NDN uses names instead of locations
to address data, which is a natural match for aggregated energy information
that belongs to an area instead of any particular node. Thus the aggregated
energy information can be addressed by the area’s name. NDN also sup-
ports mobile receivers because the routing states in intermediate nodes are
constantly updated to follow the movements of receivers, which is important
for the SenCar to receive the energy information timely after it changes its
location.
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• Optimal Energy Replenishment in Wireless Sensor Networks with Ran-
dom Topology. We derive analytic results on energy neutral conditions that
give rise to perpetual operation in such a recharging framework. We dis-
cover that optimal recharging of multiple emergencies using one SenCar is
an Orienteering problem with Knapsack approximation. We further address
the scalability of the networks by using multiple SenCars. We define the
problem of scheduling and coordinating the SenCars to recharge the sensors
within their residual lifetimes while minimizing the cost of SenCars as the E-
mergency Recharge Optimization with Multiple SenCars (EROMS) problem.
Our extensive simulations demonstrate the effectiveness and efficiency of the
proposed framework and validate the theoretical analysis.

• Mobility Assisted Data Gathering with Solar Irradiance Awareness in
Heterogeneous Energy Replenishable Wireless Sensor Networks. We pro-
pose a Mobility Assisted Data Gathering with Solar Irradiance Aware-
ness (MADG-SIA)scheme, to achieve balanced energy consumption in WSNs
and prolong network lifetime. We construct a MADG-SIA enabled network
with three types of devices: the static sensor nodes that are powered by solar
panels, the mobile cluster heads that can be wirelessly recharged, and the en-
ergy transporters. The network has a hierarchical architecture where sensor
nodes are clustered and send data to their corresponding cluster heads. The
cluster heads sojourn at different positions in each data gathering period to
collect data from surrounding sensor nodes in a one-hop or multi-hop man-
ner. Based on this network architecture, we find optimal positions for anchor
points and moving paths for cluster heads to balance energy consumption
on sensors and prolong network operating time, and develop a clustering ap-
proach and determine the routes for sensor nodes to upload data to cluster
heads.

• A Versatile Platform for Mobile Data Gathering Experiments in Wireless
Sensor Networks. we present a versatile platform that enables performance
validation for various mobile data gathering algorithms and network proto-
cols in wireless sensor networks. We focus on architectural support for high
performance computing and customizability on mobile data collector and use
high-performance Field Programmable Gate Array (FPGA) to handle mobile
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computing tasks. Our design also considers wireless communication, memo-
ry management, localization, time synchronization and mobility control. As
another part of our platform, we enable low-power designs on sensors and
enhance their computing capability, memory cache and resource expansions.
We provide a complete experimental platform where customization can be
achieved in different layers (application, network, MAC, or physical layer),
and different mobile data gathering algorithms can be executed efficiently.

• Experiments of Mobile Data Gathering in Wireless Sensor Networks. We
implement a wildlife monitoring system on our platform. We analyze the rea-
sons that the experiment behaves different from theoretical analysis. Our ex-
perimental results demonstrate that real implementations can evaluate many
practical performance factors which would have a great impact on the sens-
ing results and are very difficult to fully capture by theoretical models and
simulations.

1.4 Dissertation Outline

The rest of the dissertation is organized as follows. Chapter 2 exhibits a joint de-
sign of wireless energy replenishment and mobile data gathering mechanism using
a mobile vehicle in wireless sensor networks with controlled topology. Chapter 3
develops an NDN-based real-time energy information collection protocol for dy-
namic recharging in wireless sensor networks. Chapter 4 propose a novel real time
recharging framework that optimizes the recharging policy under dynamic network
conditions. Chapter 5 proposes mobility assisted data gathering with solar irradi-
ance awareness in heterogeneous energy replenishable wireless sensor networks.
Chapter 6 presents the design and implementation of a general purpose, flexible
platform for mobile data gathering in wireless sensor networks to evaluate network
performance and algorithms in a practical setting. Chapter 7 implements a wildlife
monitoring system on our platform, and evaluates practical performance factors
which would have a great impact on the sensing results and are difficult to fully
capture by theoretical models and simulations. Finally, Chapter 8 concludes the
dissertation.

The mobile collectors and energy transporters used for data gathering and ener-
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gy replenishment could be mobile robots, autonomous vehicles or UAVs equipped
with wireless transceivers, energy transmitters, computing units and power sup-
plies. In the rest of this dissertation, they are denoted as SenCars for convenience
of presentation.
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Chapter 2

Joint Design of Mobile Data
Gathering and Energy
Replenishment in WSNs with
Controlled Topologies

Current study on prolonging lifetime for wireless sensor networks (WSNs) mainly
focuses on two techniques. The first technique is to reduce energy consumption
of sensor nodes, while the second technique is to recharge sensor nodes by har-
vesting energy from the ambient environment or RF based energy transmission.
However, neither of these two techniques are able to guarantee network lifetime
and network performance. In order to achieve perpetual operation for WSNs while
providing high network utility, in this chapter we propose an optimal wireless en-
ergy replenishment and mobile data gathering mechanism (OWER-MDG) which
charges sensor nodes effectively and collects data from the network using a mobile
vehicle (SenCar). We study the application of OWER-MDG in WSNs and pro-
vide an efficient algorithm which maximizes network utility. Our numerical results
demonstrate the performance advantage of OWER-MDG and provide a guidance
on parameter selection for system design.
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2.1 Introduction

Wireless sensor networks (WSNs) have received considerable attention due to their
applications in many areas, such as agriculture, industry and military. Challeng-
ing problems arise in the design and deployment of WSNs, among which energy
consumption is one of the most important factors to be considered. As most con-
ventional sensor nodes are powered by batteries, the networks can only work for the
limited period of battery lifetime. The nodes that have depleted their energy have
to be replaced to enable the network to work as long as desired.

Current study on prolonging lifetime for wireless sensor networks mainly focus-
es on two techniques. A conventional technique is to reduce energy consumption
in WSNs from both node and network aspects, such as low power hardware ar-
chitecture and software implementation, power efficient wireless communications
techniques, MAC protocols, routing strategies and battery aware designs. Energy
replenishment for wireless sensor nodes has emerged as a new technique to relief
the power constraint by recharging sensor nodes through RF based energy transmis-
sion, or by harvesting mechanical, thermal, photovoltaic or electromagnetic energy
from the ambient environment. However, a main problem of energy harvesting is
its low efficiency recharging, since the power output of the energy harvesting de-
vices is relatively low [55] compared to power consumption of the node for sensing
and communications. Moreover, some of the energy harvesting devices are subject
to the variation of the environment, and the power supply cannot be guaranteed.
For example, in a solar harvesting system, the power output from the solar panel
depends on the solar radiation arrived at the panel which varies according to the
time and weather. When power output is low and the battery has little energy left,
the sensor node is prone to run out of energy. RF radiation based wireless energy
replenishing technique also suffers from low efficiency due to highly lossy transmis-
sions of RF radiation even if directional antennas are used for energy transmitting.

It is foreseeable that energy replenishment could be a good solution for ener-
gy constrained WSNs to achieve perpetual operation with performance guaranty if
the efficiency of energy replenishment for sensor nodes could be improved. We
have found two new techniques that would make such improvement possible. The
first technique is the high efficiency non-radiative wireless power transmission over
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midrange1. Different from RF radiation based wireless energy transmission, this
technique transfers energy through strongly coupled magnetic resonances, and the
efficiency of transferring 60 watts of power over 2 meters is as high as 40% [56, 57].
Intel has also demonstrated that 60 watts of power can be transferred over a distance
of up to 2 to 3 feet with efficiency of 75% [58]. The second technique is a novel
battery material for ultra-fast charging. Scientists from MIT has implemented ultra-
fast charging in LiFePO4 by creating a fast ion-conducting surface phase through
controlled off-stoichiometry [59]. Without the problem of slow charging for Nickel-
Metal Hydride (NiMH) and Lithium-ion (Li-ion) batteries2 and the problems of
high leakage and limited capacity for supercapacitors, the new material brings high
energy density and can be charged at as high as 400C, thus shortens the time to
fully charge a battery to few seconds.

Inspired by these breakthroughs, in this chapter we propose an Optimal Wireless
Energy Replenishment and Mobile Data Gathering mechanism, which is abbrevi-
ated as OWER-MDG. In this mechanism, a mobile vehicle, referred to as a Sen-
Car, travels through the area where the network is deployed, visits some locations,
named as anchor points, stays for a period of sojourn time to charge neighboring
sensor nodes and collect data from the network. Compared with energy harvest-
ing WSNs, OWER-MDG is immune to environment change and achieves higher
network performance. It also overcomes the low efficiency and short range energy
transmission of RF radiation based wireless energy replenishing technique. To be
specific, we focus on WSNs with regular topologies, such as equilateral triangles,
squares and hexagons. Compared with random topologies, regular topologies have
many advantages, including wider coverage, simple and efficient wireless commu-
nication and networking protocols, and significantly increased end-to-end through-
put in multi-hop connections [60–62]. Thus for applications where the deploymen-
t of sensor nodes is controllable, e.g., precision agriculture, WSNs with regular
topologies are commonly used for better performance. Without loss of generality,
we focus on the WSNs with a square topology in this chapter.

1Midrange refers to that the distance between the transmitter and the receiver is larger than the
size of devices by a factor of at least 2 to 3 [56].

2For Li-ion batteries, the optimum charging rate that achieves the best performance is 1C, while
for NiMH batteries, the optimum charging rate is even lower, where C is determined by the nominal
capacity of the battery. For a battery of 1000 mAh, 1C = 1000mA.
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2.2 Related Work

In this section, we briefly review some related work in the literature, which includes
the work on energy replenishment in wireless sensor networks, and the work on
mobile data gathering in wireless sensor networks.

2.2.1 Energy Replenishment

In recent years, energy replenishment has been considered for wireless sensor net-
works in the literature. Wireless sensor networks with redundantly deployed recharge-
able sensors were studied in [63], which also addressed the problem of maximizing
a global coverage metric by dynamically activating sensor nodes. In the work, a
distributed threshold based sensor node activation policy was proposed and the per-
formance was demonstrated to be very close to that of the globally optimal policy
for both overlapped and non-overlapped sensors. The performance of multi-hop ra-
dio networks with renewable energy sources was modeled and characterized in [64],
where an energy-aware routing algorithm was provided and proved to be asymptot-
ically optimal with respect to the number of nodes in the network. A joint study
of energy management and resource allocation problem for energy-harvesting sen-
sors was presented in [65]. In this work, the optimal sampling rate based on the
average energy replenishment rate was explored, and a local algorithm was pre-
sented for each sensor to adapt the sampling rate according to short term fluctua-
tions in recharging, with the objective of maintaining the battery at a target level.
An adaptive control theory based approach that achieves energy neutral operation,
performance maximization and duty cycle stability was proposed in [67] by taking
into account of the variability of the harvested environmental energy. RF radiation
based energy replenishment for sensor networks was studied in [68] by developing
and implementing a wireless charging system which charges sensor nodes by a mo-
bile charger. Wireless recharging with a mobile vehicle in sensor networks was also
studied in [69], in which the ratio of the vehicle’s vacation time over the cycle time
is maximized using a near-optimal solution.
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2.2.2 Mobile Data Gathering

Mobile data gathering is especially suitable for WSNs where the terrains of the net-
works can be reached by mobile data collectors (MDCs). There has been much
work in this area. Based on the fact that sensors close to the static data sink deplete
energy much faster than others and become the bottleneck for data uploading, it
was proposed in [33, 43, 70, 71] to use mobile data collectors to achieve the unifor-
mity of energy consumption. A mobile data gathering scheme was proposed in [33]
in which mobile collectors move along parallel straight lines and gather data from
nearby sensors with multi-hop transmissions. A rendezvous design was provided
in [43], which aims to find a set of rendezvous points to be visited by the mobile
collector within a delay bound, while the network cost incurred in transmitting data
from sources to rendezvous points is minimized. A joint design of space-division
multiple access technique and mobile data gathering was explored in [70], and the
algorithms proposed significantly improve data gathering efficiency. A distributed
routing algorithm was presented in [71] to maximize network lifetime, in which the
mobile base station visits specified locations for multi-hop data gathering. While
demonstrated to improve network performance, mobile data gathering generally re-
quires extra resources to build MDCs. However, the cost is not significant compared
with the overall cost of WSNs which usually consist of thousands of sensor nodes,
and thus it is reasonable to utilize mobile data gathering in WSNs.

2.3 Framework of OWER-MDG

In this section, we provide an overview of the proposed OWER-MDG mechanism.
The structure of an OWER-MDG enabled wireless sensor network is illustrated in
Fig. 2.1. The entire network consists of two types of devices: SenCars that work
as energy transporters and data collectors, and wireless sensor nodes that perform
surveillance. Each SenCar is equipped with a high capacity rechargeable battery, an
oscillator that converts the direct current (DC) from the battery into high frequency
alternating current (AC), and a resonant coil as the transmitter. The battery can
provide sufficient energy for the operation of the SenCar as well as fully charging
the selected sensor nodes. Each sensor has a receiver which consists of a receiver
coil that is tuned to resonate at exactly the same frequency as the transmitting coil

17



on SenCar, an AC/DC converter that is controlled by the battery charger, and a
rechargeable battery with ultra-fast charging rate.

DC/ACHigh
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~

Battery

controller

Sensor Node
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Wireless link Battery status

Battery being charged

Sensor
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Figure 2.1: System structure of an OWER-MDG enabled wireless sensor network.

For each charging and data collecting tour, which is referred to as a migration
tour, the SenCar travels along a planned path consisting of several anchor points, as
illustrated by the yellow edges in Fig. 2.1. In this chapter, positions of some sensor
nodes are selected as anchor points so that these nodes can be charged with high
efficiency and upload sensing data to the SenCar at the same time. When the SenCar
arrives at an anchor point, DC current is fed to the oscillator and converted to high
frequency AC current. Driven by this AC current, an oscillating magnetic field is
induced around the transmitter coil. This magnetic field then induces an AC current
in the receiver coil of the sensor node placed at the anchor point. The AC/DC
converter generates DC current and regulates it to properly charge the rechargeable
battery of the sensor node. The charging process is performed concurrently with
data collection. When the SenCar returns to the base station to upload data to the
data analyzer, the high capacity battery can be charged with constantly available
energy sources. By carefully selecting the nodes to be charged for each migration
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tour, the sensor nodes can always be supplied with energy when necessary and the
system is able to run as long as desired.

Note that since ultra-fast charging material is applied for the rechargeable bat-
teries, the charging time is relatively shorter compared with the time for the SenCar
to gather data from nearby sensor nodes. Therefore, the additional charging task
does not affect the data gathering operation of the SenCar.

2.4 Optimal Wireless Energy Replenishment and Mo-
bile Data Gathering

In this section, we present a possible implementation for OWER-MDG in WSNs.
Our objective is to jointly select the sensors to be charged and find the optimal
data gathering scheme, such that energy consumption on data relay is minimized
for perpetual operations of the network, while maximizing network performance.
This is achieved in two steps: we first find anchor points for each migration tour to
charge sensor nodes, then we allocate data rates according to the energy status of
the nodes for network performance improvement.

2.4.1 System Model

Consider an area covered by N2 sensor nodes which are regularly deployed at
square grids with distance d, and each node is within its one-hop neighbors’ trans-
mission range r. Since the data are sent to the anchor point in a multi-hop manner,
which consumes a lot of energy on data relay, reducing the number of hops can
extend sensors’ battery lives. As the deployment of the wireless sensor networks is
regular, we can plan paths for the SenCar to charge the nodes and collect data, as
illustrated in Fig. 2.2.

Initially, the area is divided into p regions (labeled as 1, 2, · · · , p) by p parallel
tracks (labeled as 1, 2, · · · , p) with track 1 positioned on the left boundary of the
area. The i-th region (1 ≤ i < p) is bounded by the i-th track, the (i+1)-th track and
the boundaries of the area, while the p-th region is bounded by the p-th track and
the boundaries of the area. The p tracks, which go along the sensor nodes with the
same longitude, are connected by (p− 1) segments and form the SenCar’s moving
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Figure 2.2: Energy replenishment and data gathering in a network with square
topology.

path with a continuous square wave shape, e.g., the blue dashed lines in Fig. 2.2.
The width of region i, wi, is calculated as follows so that the area is divided into as
many regions as possible to minimize energy consumption on packet relay.

wi =

{
w1, i = 1, 2, . . . , t

w2, i = t+ 1, . . . , p

where w1, w2, t and p satisfy the following constraints

(tw1 + (p− t− 1)w2 + p(N − 1)) d ≤ L (2.1)

1 + tw1 + (p− t)w2 = N (2.2)

w1 − w2 ≤ 1 (2.3)

Eq. (2.1) ensures that the tour length is bounded by the given maximum tour length
L, and Eq. (2.2) and Eq. (2.3) ensure that nodes are separated into groups as evenly
as possible. The positions of nodes on the tracks are selected as anchor points where
the SenCar stops to charge the nodes and collect data at the same time. In each
consecutive migration tour, the SenCar’s path is shifted to the increasing direction
of the longitude by 1 unit, and a track which is shifted out of the region is shifted
in from the left and reconnected to the path. In order to reduce energy consumption
on packet relay, each node is scheduled to transmit data to the SenCar when it visits
the nearest anchor point. As the network topology is regular, the route for each
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Figure 2.3: Each node transmits data to the nearest anchor point. In a network with
a square topology, such a scheme results in parallel data transmission.

node to relay its packets to the nearest anchor point is a straight line vertical to the
tracks, and the nodes with the same longitude transmit data in the same pattern, as
shown in Fig. 2.3. Therefore, the study of the entire network can be simplified to
the study of the nodes with the same latitude, referred to as a group and denoted
as G. Depending on the data transmission activity of nodes, the nodes in a group
can be divided into the nodes located at anchor points and non-anchor-point nodes.
The non-anchor-point nodes are further divided into subgroups and the nodes in a
subgroup send data to the SenCar at the same anchor point in the same direction.
To ease the presentation, a subgroup consisting of m nodes is considered as a tree,
in which the node that is one-hop away from the SenCar is the root and denoted as
node 1, while the node that is farthest to the root is the leaf and denoted as node
m. Since the subgroups operate independently, the optimal activity of a group can
be achieved by optimizing the activity of each subgroup belonging to the group.

2.4.2 Problem Formulation

We have seen that the proposed data transmission scheme has the potential to reduce
the number of hops, thus energy consumption, in multi-hop data relay. Now we
further consider how to achieve perpetual operation of the network. We formulate
this problem as a network utility maximization problem. The notations are listed in
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Table 2.1.

Table 2.1: Notations used in formulation of OWER-MDG.
Notation Definition
S Set of sensors in the network.
Gi Set of sensors in group i.
V(k)
i Set of sensors in subgroup i in the k-th migration tour.
X (k)

i Set of sensors located at the anchor points in group i in the
k-th migration tour.

root The node that is one-hop away from the anchor point in a
subgroup.

leaf The node that is farthest to the anchor point in a subgroup.
A(k)

i Set of ancestor nodes of sensor i in the k-th migration
tour, i.e., the nodes that relay data from node i towards
the anchor point.

B̄i Full battery energy state of sensor i.
b
(k)
i Battery status of sensor i in the k-th migration tour.
K Set of migration tours.
P(k) Set of anchor points selected for the k-th migration tour.
L Maximum length of SenCar’s migration tour.
ei,j Energy consumed for node i to transmit a unit flow on link

(i, j).
r
(k)
i Data rate of node i in the k-th migration tour.

rmax Maximum data rate for all the nodes.
f
(k)
i,j Flow rate over link (i, j)in the k-th migration tour. In a

subgroup with m nodes, f (k)
1,0 refers to the flow on the link

between the root and the SenCar, and f
(k)
m+1,m is always

set to 0.
li,j Link capacity of the link between node i and node j.
τ (k) Sojourn time of SenCar at each anchor point in the k-th

migration.
σ Portion of remaining energy on a node that can be used for

data transmission in each migration tour.

We use data utility function Ui(·) to characterize the contribution of node i to
the overall network performance. Ui(·) is defined as a monotonically increasing,
strictly concave and twice-differentiable function of the total amount of data col-
lected from node i in a migration tour. There are several typical forms that can be
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used for Ui(·), such as Ui(·) = qi log
(
1 + r

(k)
i τ
)

, where qi is the weight of utility
at node i. Without loss of generality, we consider a homogeneous network and all
the sensor nodes have the same importance. The utility function can be written as
Ui(·) = log

(
1 + r

(k)
i τ
)

. Our objective can be achieved by solving the network
utility maximization problem (NUM)s, which is described by

NUM :
∑
i∈S

Ui (·)

where S is the set of sensor nodes in the network, and ri is the data rate of node
i. Since the groups have exactly the same behavior and the subgroups in the groups
work independently, network utility can be calculated by∑

i∈S
Ui (·) = N ×

∑
i∈Gj

Ui (·)

= N ×

(∑
Xj

Ui(·) +
∑

Vk⊂Gj

∑
i∈Vk

Ui (·)

)

where j ≤ N is a positive integer. According to our data gathering scheme, the
sensor nodes located at the anchor points upload data to the SenCar directly and
their data rates are constants, and

∑
Xj

Ui(·) is also a constant. The NUM problem
can be solved by maximizing the utility of each subgroup separately. Denote the
node that is m-hops away from the anchor point as node m. Refer to node (i − 1)

as the parent of node i, and nodes 1, 2, . . . , (i− 1) as the ancestors of node i. Then
the maximization of subgroup utility can be rewritten as

Maximize:
∑

i∈V(k)
j

Ui (·) (2.4)

Subject to

r
(k)
i + f

(k)
i+1,i = f

(k)
i,i−1,∀i ∈ V

(k)
j ,∀k ∈ K (2.5)

f
(k)
i,i−1τ

(k)e
(k)
i,i−1 < σb

(k)
i , ∀i ∈ V (k)

j ,∀k ∈ K (2.6)

r
(k)
i ∈ R+, r

(k)
i < rmax,∀i ∈ V (k)

j , ∀k ∈ K

where b
(k)
i is the battery status of sensor i in the k-th migration tour and can be

23



calculated as follows

b
(k)
i =

{
B̄i i ∈ P(k)

b
(k−1)
i − f

(k−1)
i,i−1 τ (k−1)e

(k−1)
i,i−1 otherwise

(2.7)

In the above formulation, flow conservation constraint (2.5) states that at each sen-
sor, the aggregated outgoing link flow rate equals the local data rate plus the incom-
ing link flow rates, and energy constraint (2.6) specifies that the energy cost of each
sensor in a time interval should be bounded by its energy budget, which is part of
the current battery energy.

2.4.3 The Deterministic Solution

In this subsection, we provide a solution for the network utility maximization prob-
lem defined above. Due to the regularity of the network topology, both routing
and scheduling in the network are deterministic in each migration tour, thus we are
able to find a deterministic solution for this network utility maximization problem.
Based on the formulation in the previous subsection, the problem can be simplified
to data rate allocation for the sensor nodes to maximize the utility of each subgroup.
Flow constraint (2.5) and energy constraint (2.6) show that the sum of data rates of
a node and its descendants are bounded by its energy budget and link capacity. We
have the following theorem regarding the optimal data rate allocation under such
constraint.

Theorem 1. Let X = [x1, x2, · · · , xn] be an n-dimensional vector, where ∀i, xi ≤ a

(a is a constant). Then we have
∑
i

xi ≤ K ≤ n · a. Let f(x) be a monotonically

increasing, strictly concave and twice differentiable function on its feasible region.
Let g(X) =

∑
xi∈X

f(xi). Let gmax denote the maximum value of g(X). Then g(X) =

gmax if and only if xi =
K
n
, ∀xi ∈ X .

Proof. Since f(x) is monotonically increasing, g(X) = gmax only if
∑
i

xi = K.

We have the Lagrange function as follows

Λ(X,λ) = g(X) + λ(
∑

xi∈X
xi −K)

=
∑

xi∈X
f(xi) + λ(

∑
i

xi −K).
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Taking derivative of xi, ∀xi ∈ X , we have

∂Λ
∂xi

=

∑
xi∈X

f(xi)

xi
+

∂(λ(
∑
i
xi−K))

∂xi

= ∂f(xi)
∂xi

+ λ = 0.

Since f(x) is strictly concave and twice differentiable, g(X) = gmax when
xi =

K
n
,∀xi ∈ X .

According to constraint (2.5) and (2.6), the maximum number of f (k)
i,i−1, denoted

as f̃ (k)
i,i−1, is limited by the link capacity of link (i, i− 1) and battery status of sensor

i, i.e.,

f̃
(k)
i,i−1 = min

(
li,i−1,

σb
(k)
i

τ (k)ei,i−1

)
. (2.8)

Let node j be an ancestor of node i. Given the maximum flow rate on the
outgoing link of node j, i.e., f̃ (k)

j,j−1, and the flow rate on the incoming link of node i,
i.e., f (k)

i+1,i, by Theorem 1, the optimal data rate of node i determined by this ancestor
is the average of f (k)

i+1,i (excluding f
(k)
i+1,i which node j must forward) among nodes

j, j + 1, . . . , i− 1, i. The optimal data rate of node i can be calculated as follows:

r
(k)
i ≤ min

(
min

j∈Ai
∪
{i}

(
f̃
(k)
i,i−1 − f

(k)
i+1,i

|i− j|+ 1

)
, rmax

)
. (2.9)

In order to maximize network utility, the upper bound of r(k)i is set. Let node
n be the leaf node of a subgroup. Set f (k)

n+1,n to 0 as node n does not have a child.
Starting from node n, the data rate of the nodes in the subgroup can be induced
by calculating the rates of the parent nodes of those already determined nodes it-
eratively. The deterministic solution is described in Algorithm 1. It calculates the
data rates for network utility maximization in subgroups. In the loop from line 7 to
line 9, the maximum flow rates on the outgoing links of all the nodes in subgroups
are calculated. The loop starting from line 10 calculates the data rates accordingly.
Flow to the next node and the battery status are updated after the data rate of each
node is calculated.
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Algorithm 1: Calculating data rates for sensor nodes in a group to maximize
network utility for K successive migration tours

Input: Full battery status of sensors {B̄i, i ∈ G1}; energy to transmit a unit flow
over link (i, i− 1), {ei,i−1, i ∈ G1}; link capacity between a node and its
parent {li,i−1, i ∈ G1}; maximum tour length L; number of nodes in a group
N ; sojourn time of SenCar τ ; portion of remaining node energy σ.

Output: Sensor data rates in K migration tours {r(k)i , i ∈ G1, k = 1, 2, · · · , K}.
1: b

(1)
i ← B̄i, i = 1, 2, · · · , N

2: Calculate w1, w2, t and p
3: Initialize P
4: for k = 1 to K do
5: for all subgroups do
6: f

(k)
leaf+1,leaf ← 0

7: for i from leaf to root do
8: f̃

(k)
i,i−1 = min(

σb
(k)
i

τ (k)ei,i−1
, li,i−1)

9: end for
10: for i from leaf to root do
11: r

(k)
i = min

(
min

j∈Ai
∪
{i}

(
f̃
(k)
j,j−1−f

(k)
i+1,i

|i−j|+1

)
, rmax

)
12: f

(k)
i,i−1 ← f

(k)
i+1,i + r

(k)
i

13: if node i is located at an anchor point then
14: b

(k+1)
i ← {B̄i}

15: else
16: b

(k+1)
i ← b

(k)
i − f

(k)
i,i−1τ

(k)ei,i−1

17: end if
18: end for
19: end for
20: Update P;
21: end for
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Table 2.2: Parameter settings for performance evaluation of OWER-MDG.
Parameter Default value Parameter Default value

B̄i 2100mAh ei,j 0.3mJ/Kbit
L 4230m li,j 250Kbit
τ (k) 60s σ 0.4

Since the SenCar can easily obtain the inputs of the above algorithm, it is viable
to let the SenCar execute the algorithm and send the allocated data rates to sensor
nodes. Such a mechanism simplifies network operation and eliminates the over-
head introduced by distributed algorithms that spend extra energy consumption on
information exchanging among sensor nodes.

2.5 Numerical Results

Having described the utility maximization algorithm for OWER-MDG, in this sec-
tion, we evaluate the impact of critical parameters in OWER-MDG through simula-
tions, with the goal of providing a guidance on parameter selection when designing
and deploying such WSNs.

In the simulation, we generate a network consisting of 10,000 wireless recharge-
able sensor nodes, which are evenly distributed as a 100×100 grid over a 1000m×
1000m area. The parameters we study include the capacity of the links between
any two nodes li,j , the time SenCar sojourns at each anchor point τ (k), the portion
of available energy for data transmission in each migration tour σ, and the maxi-
mum length of migration tour L. The default values of the parameters used in the
simulations are listed in Table. 2.2. The simulation is run for 200 migration tours
for each parameter setting.

Note that the increase of L may result in a smaller region width, which is a
monotonically decreasing function of L. A smaller width of region means a shorter
interval that sensor nodes get recharged and it takes fewer hops for the data to
be uploaded, which reduces energy consumption on data relay and increases the
overall network utility. Fig. 2.4(a) illustrates the impact of L, where larger network
utility with less fluctuation is observed as L increases from 2500m to 8500m.

After the area is properly partitioned into regions, the data rate of a node is
determined based on the node capacities of the its ancestors, which are functions
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Figure 2.4: Impact of different parameters on network utility.
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of the capacities of the outgoing links of ancestors, li,j , the SenCar sojourn time, τ ,
and the portion of the battery energy for data transmission during this period, σ. In
Fig. 2.4(b)-(d), we examine the impact of these parameters separately. Fig. 2.4(b)
shows the variation of network utility due to the change of li,j . A low li,j allows
a small amount of data to be transmitted and results in low network utility. As li,j
increases, more data are gathered from the network for each migration tour. As the
nodes closer to the SenCar consume more energy for data relay, the increase of li,j
also results in the increase of unbalanced energy consumption among sensors due
to intense data transmission. When li,j is high enough and the energy budget for
data transmission of some sensor nodes during a sojourn time is relatively low, the
node capacities of these nodes are limited by their energy status instead of li,j . The
network utility fluctuates intensively when link capacity is very high and no longer
affects the rates of nodes. Fig. 2.4(c) shows how SenCar sojourn time at each anchor
point affects network utility. A very short sojourn time (30s in the Fig. 2.4(c))
results in less network utility because a small amount of data are collected from
each node (r

(k)
i τ). As sojourn time increases, network utility increases as well.

When sojourn time is larger than a certain value, network utility appears to have
big fluctuation as much energy is consumed on data relay for the current migration
tour and less energy is left for future migration tours. Fig. 2.4(d) illustrates the
impact of the portion of available energy for data transmission in each migration
tour. A larger portion of node energy set for data transmission leads to more energy
consumption for each migration tour and less energy is left for future migration
tours before the nodes get recharged. The network utility fluctuates violently as a
result.

Evaluation results in Fig. 2.4(a)-(d) provide some insights for parameter selec-
tions. By carefully selecting the values of parameters, we can design WSNs with
desired performance for specific applications. The evaluation results also demon-
strate that OWER-MDG is very effective in achieving perpetual operation in wire-
less sensor networks while maintaining high network utility. Compared with solar
harvesting sensor networks in which the data output from a sensor node drops to ze-
ro quickly after solar irradiance becomes unavailable, data utility in OWER-MDG
is guaranteed to be above a threshold for each sensor in each migration tour, and
only some fluctuation of network utility is observed.
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2.6 Conclusions

It is challenging to achieve perpetual operation for wireless sensor networks while
maintaining high network utility. In this chapter, we have proposed a novel wireless
energy replenishment and mobile data gathering architecture (OWER-MDG) for
wireless sensor networks that enables long term operation while maintaining high
network utility, and presented a deterministic algorithm for optimal rate allocation
in such networks. We have demonstrated that OWER-MDG is effective in guar-
anteeing network lifetime and network utility. We have also provided a guidance
on parameter selection for designing and deploying such WSNs through numerical
results.

30



Chapter 3

Realtime Energy Information
Aggregation in Wireless Sensor
Networks

In Chapter 2, we present a methodology for energy replenishment in WSNs with
controlled topology. In such networks, the pattern of data transmission is pre-
defined and the energy consumption on the sensors are predictable, thus the SenCar
is able to recharge the sensors as needed. In some networks where sensors are ran-
domly deployed, the routing scheme varies and it’s very difficult, if not impossible,
to calculate the residual energy on the sensors. In order for the SenCar to charge the
network efficiently to achieve perpetual operation, it is necessary to obtain energy
information of the network for the SenCar to make optimal decision for recharge.
Each time the SenCar collects such information and decide which sensors to be
charged. Conventional data gathering schemes don’t qualify for this task as data
from each sensor will be sent to the SenCar at its current location, which results in
large amount of data transmissions and large amount of energy consumption.

In this chapter, we propose NETWRAP, an NDN based Real Time Wireless
Recharging Protocol for dynamic recharging in wireless sensor networks. We lever-
age concepts and mechanisms from NDN (Named Data Networking) to design a set
of protocols that continuously gather and deliver energy information to the mobile
vehicle, including unpredictable emergencies, in a scalable and efficient manner.
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3.1 Introduction

Wireless energy transmission techniques [56, 57] have great potential to prolong the
lifetime of wireless sensor networks. With such techniques, the energy of wireless
sensor nodes can be replenished over the air without any wire or plug, and more
reliable energy sources can be provided than those from environmental energy har-
vesting techniques [73, 74]. A SenCar operating as the energy transporter can move
around and recharge nodes conveniently. How the SenCar collect energy informa-
tion from the network has not been well studied, and it has been assumed that the
sensors send their residual energy information piggybacked with sensory data to the
SenCar. Since the SenCar has to move to different anchor points for data collection,
which usually take some time depending on the moving speed of the SenCar, the
energy situation may have changed when the SenCar receives the last sensory data
at the end of a migration tour.

In order to provide the SenCar with most up-to-date energy information, we
apply Named Data Networking (NDN) [84] techniques to gather and deliver real-
time energy information. To scale to large network sizes, we divide the network in
a hierarchical fashion and the energy information is aggregated bottom-up through
different levels. NDN uses names instead of locations to address data, which is a
natural match for aggregated energy information that belongs to an area instead of
any particular node. Thus the aggregated energy information can be addressed by
the area’s name. NDN also supports mobile receivers because the routing states in
intermediate nodes are constantly updated to follow the movements of receivers.
This is important for the SenCar to receive the energy information timely after it
changes its location.

The protocols satisfy both normal and emergency recharging needs for a mobile
vehicle. To the best of our knowledge, this is the first work capable of adapting to
dynamic network conditions such as emergencies, and the first effort to apply NDN
techniques to wireless sensor networks.

The rest of the chapter is organized as follows. Section 3.2 discusses the related
work. Section 3.3 outlines the framework and assumptions made in the network
model. Section 3.4 describes the operations and mechanisms of our protocol.
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3.2 Related Work

Named Data Networking is a new network architecture proposed recently for the
Internet [84]. In NDN, data are addressed by their names instead of hosting nodes’
locations. The operation is based on two types of messages, Interest and Data,
and the communication is initiated by the receiver. A receiver interested in certain
data sends Interest messages carrying the name of the desired data. The Interest
message propagates in the network following FIB (Forward Interest Base) states
towards nodes hosting desired data. It also leaves a “trail” of PIT (Pending Interest
Table) states in intermediate nodes. Once the Interest reaches a node hosting the
desired data, Data messages can follow PIT states to traverse back to the receiver.

So far NDN research has largely focused on the Internet, with some efforts on
mobile networking. Whether it can be used to satisfy the needs of wireless sensor
networks is still unexplored. In this chapter, we use wireless recharging as a case
study to investigate its applicability in wireless sensor networks, and we find that it
does have attractive benefits in our scenario.

3.3 A Novel Framework for Wireless Rechargeable
Sensor Networks

In this section, we describe the components, network model and assumptions for our
NDN based wireless recharging framework. NDN has a few attractive benefits for
our environment. First, by sending out new Interest packets, a mobile receiver can
continuously update the routing states (i.e., PIT entries) in intermediate nodes. Data
can follow the reverse paths traversed by the most recent Interest packets and reach
the new location of the receiver. This solves the mobility issue of the SenCar and
ensures that the latest energy information can reach the SenCar in a timely manner.
Second, to scale to large network sizes, we divide the network in a hierarchical
fashion and energy information is gathered in aggregated forms. Thus the data is
bounded to an area rather than any particular node. This makes a natural fit for
NDN: the data can be addressed using the area’s name.
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3.3.1 Network Components

The network consists of the following components for building and maintaining the
name hierarchy, querying energy information, and recharging the sensor nodes.

SenCar: The SenCar queries the network for energy information and recharge
nodes based on the energy information collected.

Head nodes: A head is a sensor node delegated to aggregate energy information
from its subordinate area. When requested by the SenCar (for top level heads) or by
the head of the upper level (for other heads), a head queries energy information from
subordinate sub-areas at the lower level, aggregates such information and sends to
the requester.

Proxy: A proxy node aggregates emergencies from sensor nodes and reports
such information to the SenCar when queried. Only top level head nodes are prox-
ies.

Normal Node: A sensor node not selected as a head is a normal node. It reports
energy information to head nodes, or sends emergency directly to its proxy when
its energy level drops below the emergency recharge threshold.

3.3.2 Name Assignments and Network Model

We assume sensors are scattered uniformly randomly. The network field is divided
into several areas and each area is further divided recursively. The division of the
area is based on geographical coordinates of the sensing field. Each division gen-
erates some new sub-areas and increases the number of levels in the network. This
process repeats until the bottom level subarea becomes small enough such that the
SenCar can recharge one such a subarea with no need to query normal energy lev-
els in the middle of the recharging process. Fig. 3.1 gives an example of a 2-level
network with 2 areas (in red solid line), each further split into 2 sub-areas (in blue
dash line). Each sub-area on the second level contains about 10 sensor nodes.

Based on the results of area divisions, we assign NDN data names for different
subareas in a hierarchical manner. For example, Fig. 3.1 shows all the name as-
signments for different subareas (e.g., the first level areas are “a” and “b”, and the
second level has “a/a", “a/b", . . . ). Thus each subarea is identified by its unique hi-
erarchical name. Each node has an ID including the name of the containing bottom
level subarea plus an identifier. For example, “a/a/3” is node “3" in subarea “a/a”.
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Figure 3.1: An illustration of area names and network components.

A message can carry the name of intended propagation subarea and nodes can use
their names to ensure that the propagation does not go beyond that subarea.

In addition, we have the following assumptions: 1) Sensor nodes are stationary
and each node knows its location. 2) Nodes have the same transmission range and
messages are forwarded over multiple hops in large networks. 3) The SenCar has a
positioning system and knows its own location. The IDs and locations of all sensor
nodes, and the subarea names are known to the SenCar (e.g., through an one-time
effort at the initial stage). 4) The field is barrier-free so the SenCar can move to any
sensor node in straight movement lines. 5) Sensors might perform different tasks
so the energy consumption is not uniform among nodes.

3.4 The NDN based Real Time Wireless Recharging
Protocol

In this section, we present the detailed design of NDN based Real Time Wireless
Recharging Protocol (NETWRAP). We first give an overview of NETWRAP in
Section 3.4.1. Then we describe different operating phases of NETWRAP in Sec-
tion 3.4.2.
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3.4.1 Protocol Overview

In NETWRAP, the SenCar obtains the most up-to-date energy information from
sensors and makes recharge decisions in real time. The energy information is ag-
gregated on heads at different levels. To be robust, the head is usually selected as
the node having the maximum energy level in its area. This selection process is
done at the beginning of network startup through the propagation of head selection
messages. The details will be discussed in the next subsection.

To start a new round of energy information collection, the SenCar sends out an
energy interest message to poll the heads on the top level. Once the heads receive
such messages, they send lower level energy interest messages to their child heads
in respective subordinate areas. This process repeats down in the head node hierar-
chy, until finally the bottom level energy interest messages reach the nodes in the
bottom level subareas.

Once a sensor node receives a bottom level energy interest, it responds by send-
ing out an energy message containing its ID and battery level. When the heads
on the bottom level receive such energy messages, they select sensor nodes below
a normal recharge threshold, and send the names of these nodes and their energy
information in an energy message to their parent head nodes. This is repeated up
the head node hierarchy, until finally the top level head nodes have the aggregated
energy information and send it to the SenCar.

Note that in NETWRAP, for the purpose of reducing transmission overhead, the
head is delegated partial responsibilities to pre-select sensor nodes to be recharged.
This is done as the heads select the nodes with low energy level. In upper levels,
a head selects the subordinate area which can be recharged with the most amount
of energy. Thus the SenCar can replenish the network with more energy in one
movement.

Such normal energy aggregation is conducted at the request of the SenCar. For
emergency nodes that have dangerously low battery levels below an emergency
threshold, they send out emergency messages to the proxy that manages its area.
The route to its proxy is built by head selection messages from the proxy.

The SenCar monitors whether there is any emergency by sending out emergen-
cy interest messages after finishing recharging any single node. These messages
are directed to proxies where lists of emergency node are stored. A proxy responds
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by sending back the emergent node names, estimated residual lifetimes and ener-
gy levels. The SenCar receives the message and follows the emergency recharge
algorithm to recharge those nodes.

When a head node is low on energy, it can choose another node with high ener-
gy, and send out a head notification message to notify the latter to become the new
head.

3.4.2 Protocol Design

We describe the detailed protocol assuming the head hierarchy has l levels.

3.4.2.1 Head Selection

After the areas and names have been configured, the network performs head selec-
tion from the bottom up starting at the l-th level. Since initially sensor nodes have
about the same level of energy, any of them may become a head. Each sensor node
i generates a random probability x. If x > K, where K is a pre-determined thresh-
old, the node floods a head selection message in its l-th level subarea, containing
the name of this subarea, xmax = x, and IDmax set to its own ID. Otherwise the
node waits for messages from other nodes in the area.

A node receiving such a head selection message compares the xmax in the mes-
sage with its local record xmax. If its local record is larger, the message is discarded.
Otherwise, the sensor updates its local xmax to that in the message, sets IDmax to
that in the message, and forwards the message to its neighbors except the one that
sent it this message. Finally the node with the maximum x wins the election and is
recorded by all the nodes in this subarea as the head.

New heads at the l-th level then contend to become heads of the (l− 1)-th level.
They flood new head selection messages in the (l − 1)-th level subarea, carrying
the area’s name, their respective x values and IDs. Intermediate nodes perform
similar comparisons. This will elect the heads at the (l − 1)-th level. This process
is repeated until head nodes of all levels are elected.

One difference for the head selection messages starting from the (l−1)-th level
and up is that messages carrying smaller x than the local copy are not discarded.
Instead, they are propagated throughout the respective subarea. This builds routing
states in intermediate nodes of the subarea: An intermediate node has one entry for
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each child head, pointing to the neighbor from which the message from that head
arrives first. Duplicate copies of the same message arriving later are discarded.

Such states are effectively FIB (Forward Interest Base) entries in NDN. Later
a parent head at the (k − 1)th-level can send energy interest messages to its child
heads at the k-th level using such states. To build FIB entries for the 1st level head
nodes, they each flood a top level head selection message throughout the whole
network. Later the energy interest queries from the SenCar can use such states to
reach them.

3.4.2.2 Normal Energy Interest Propagation

After the head hierarchy is constructed, the SenCar sends energy interest messages
to query for nodes needing recharge. The energy information is gathered on de-
mand, and top down in the hierarchy. We will describe normal energy information
collection first. Emergency information is collected similarly, but with only top
level heads involved to reduce latency.

For normal energy information, an interest message is sent by the SenCar (e.g.,
with data name set to “/energy/normal/*", the energy information at all top level
heads). Intermediate nodes use the FIB entries established by top level head se-
lection messages to forward it to all top level head nodes. To guide the return of
future data, an intermediate node also sets up a PIT (Pending Interest Table) entry
pointing to the neighbor from which the interest message is received. Later energy
information from a head can follow such directions to return to the SenCar.

Upon receiving an energy interest message, a first level head sends a new energy
interest message to its child heads, with the data name set to all subareas of its
children (e.g., from the head node of area /a, “/energy/normal/a/*"). Similarly,
these messages reach all child heads following FIB entries. Intermediate nodes also
set up PIT entries so later energy information from child heads can go back to their
parent head. This process is repeated down the hierarchy, until finally heads at
bottom level flood their respective subareas with interest messages.

3.4.2.3 Normal Energy Report and Node Recharge

When a sensor node receives a l-th level energy interest message, it responds with
an energy message including its ID and residual energy. With the help of PIT en-
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tries, the message is returned to the head of the l-th level.
The head examines if the reported residual energy is less than the normal recharge

threshold. If so, the ID of the node is added to a list, and the energy that can be
recharged to this node is added to a summation counter. After the head has collected
these messages, it sends an aggregation message, containing the list, the summation
counter and its subarea name to its parent head. A parent head compares such mes-
sages from its child heads, selects the one with the largest summation counter (i.e.,
the bottom level subarea that can be recharged of the greatest amount of energy),
and forwards to its parent head. This process is repeated upwards in the hierarchy.
Finally, the SenCar receives one message from each top level head. The SenCar
then moves to the bottom level subarea with the largest summation counter, and
recharge those nodes in the ID list one by one. Only after recharging those nodes
will the SenCar send another normal energy query.

The reason we delegate selection partially to head nodes is twofold. First, we
expect much less variation in normal energy levels. Thus the SenCar can choose
one bottom level subarea and finish recharging all listed nodes. Only after the whole
subarea is recharged, we expect enough changes in normal energy distribution that
warrants a new normal energy query from the SenCar. Thus it is not necessary
to include the energy information from other sensors because that will be collected
again. Second, this also keeps the return message sizes small and reduces overhead.

3.4.2.4 Emergency Energy Report and Node Recharge

Emergency energy report is slightly different due to the urgency. Each node pe-
riodically examines its energy level. If the level is below the emergency recharge
threshold, it immediately sends an emergency message containing its ID and energy
level to its proxy (i.e., its top level head node). Because the head node floods a top
level head selection message during head election, the same FIB entries can be used
to forward emergency messages to the head.

Instead of waiting for recharging a whole bottom level subarea, the SenCar
sends out an emergency interest message to each proxy (i.e., the top level head
nodes) after finishing recharging any single normal or emergency node. The proxies
return their lists of emergency node IDs and energy levels, if there exists any. The
SenCar interrupts its normal recharge, switches to emergency operation mode and
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recharge those nodes first. It switches back to normal operation mode when no
more emergency is reported.

3.4.2.5 Head Hierarchy Maintenance

A head can be short on energy, which can happen once in a while because the
head usually engages in more activities than a normal node. When this happens, a
new head is needed. Because only heads of bottom levels contend for higher level
elections, a head at any level is always the head of its bottom level subarea. It
receives the energy reports from normal nodes in its bottom level subarea upon the
normal interest query from the SenCar. So it can choose a node with the highest
energy, and floods a head notification message to notify all nodes in the bottom
level subarea of the new head.

The new head then triggers a new head election process in its (l − 1)-th level
subarea. It propagates a new head selection message in its (l − 1)th subarea, but
carrying its energy level instead of the random number x. Other heads in this (l−1)-
th level subarea do the same. Then a new (l− l)-th head with the maximum energy
is elected. If this is the same head, the process stops. Otherwise, the new (l− 1)-th
level head triggers the same process in its upper level subarea, until finally a new
top level head is elected.

3.4.3 Summary of Protocol Design

We now summarize how we use NDN to route different messages briefly. First, FIB
entries are established during the head selection process so that the interest message
can be sent from parent head nodes to child ones. Second, the propagation of inter-
est messages from the SenCar, or from parent to child heads, establishes PIT entries
for later return of energy messages from top level heads or child heads. Third, FIB
entries to top level heads (i.e., proxies) allow emergency nodes to send reports to
proxies without waiting for the emergency interest queries from the SenCar, which
minimizes latency.
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3.5 Conclusions

In this chapter, we propose a novel framework for real time wireless energy recharg-
ing for wireless sensor networks. We develop a comprehensive set of protocols us-
ing NDN concepts and mechanisms to enable effective recharging for the perpetual
operation of the network. The protocols adapt to unpredictable network condition-
s and satisfy the needs for both normal and emergency recharging. We formally
analyze the probability for the energy neutral condition required by perpetual oper-
ations. We also model the optimal recharging of multiple emergencies as an Ori-
enteering problem and provide a Knapsack approximation that has high accuracy
under typical network environments. The extensive simulation results demonstrate
the efficiency and effectiveness of our framework, and the close match of energy
neutral analysis with simulation results.
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Chapter 4

Optimal Energy Replenishment in
WSNs with Random Topology

With the realtime energy information collected from the networks, SenCar is able
to perform energy replenishment to achieve perpetual operation if nodes can al-
ways be recharged before energy depletion. When to recharge which nodes, and
in what order, critically impact the outcome. So far only a few work has studied
this problem and relatively static recharging policies were proposed. However, dy-
namic changes such as unpredictable energy consumption variations in nodes, and
practical issues like scalable and efficient gathering of energy information, are not
yet addressed.

In this chapter, we derive analytic results on energy neutral conditions that give
rise to perpetual operation. We discover that optimal recharging of multiple emer-
gencies using one SenCar is an Orienteering problem with Knapsack approxima-
tion. We further address the scalability of the networks by using multiple SenCars.
We define the problem of scheduling and coordinating the SenCars to recharge the
sensors within their residual lifetimes while minimizing the cost of SenCars as the
Emergency Recharge Optimization with Multiple SenCars (EROMS) problem. Our
extensive simulations demonstrate the effectiveness and efficiency of the proposed
framework and validate the theoretical analysis.
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4.1 Introduction

In wireless rechargeable sensor networks, one or more SenCars move around and
recharge sensors conveniently. The recharging policy - when to recharge which n-
odes and in what order - critically impacts the efficiency and thus the lifetime of the
network. So far only a few work [82, 83] has studied the recharging policy problem.
Basically, nodes report their energy levels periodically, and a centralized algorithm
computes a specific order to recharge all nodes in the next cycle. Although com-
mendable first steps, they do not fully consider important practical issues, which
significantly limit their applicability in a real environment.

First, it takes nontrivial (e.g., 30-60 min) time to recharge a commercial off-
the-shelf battery, such that finishing one round of recharging for a network of a
few hundred nodes may take several days. During this time the energy levels of
nodes may have changed significantly due to unpredictable external events that can
trigger extensive activities and quickly drain the battery. The recharging policy
computed at the beginning of the cycle is no longer optimal. This can cause energy
depletion on some nodes, leading to network disconnection or application failures.
Second, the timely, efficient and scalable gathering of energy information of nodes
to a mobile vehicle is an important and challenging issue in itself. The previous
work does not consider this issue and assumes such information is already available.
Finally, they use centralized algorithms that have high complexity and may not scale
to large network sizes. A distributed solution is more desirable in real network
environments.

In this chapter, we propose a novel real time recharging framework that opti-
mizes the recharging policy under dynamic network conditions. The SenCars col-
lect real-time energy information using the NETWRAP protocol we introduce in
Chapter 3 and makes recharging decisions based on the latest energy information.
To deal with unpredictable emergencies where nodes may dramatically drain the
battery in short time, the recharging of sensor nodes whose energy levels are below
a critical threshold has high priority and takes precedence over those that can work
for relatively long time with their residual energy.

We study the conditions for perpetual operations of the network under such a
recharging framework. We identify the energy neutral requirement (i.e., the energy
replenished should be more than or equal to the energy consumed) and formally
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derive the probability for this condition to hold in a network. Given the network and
SenCar parameters, an administrator can estimate the likelihood that the network
can operate perpetually.

Due to the unpredictable nature of external events, the SenCars may need to deal
with multiple concurrent emergencies occurring in different locations. We study the
optimal recharging policy using one SenCar and find that it can be formulated as
an Orienteering problem [75], which has been studied before but only with compu-
tationally intensive solutions. We show that by taking reasonable approximations,
it can be converted into a Knapsack problem, which has more efficient heuristics.
We extend this to multiple SenCars scenario, and find that schedule and coordi-
nate multiple SenCars to recharge these sensors within their residual lifetimes while
minimizing the cost of SenCars is defined as the Emergency Recharge Optimization
with Multiple SenCars (EROMS) problem.

We make the following contributions in this chapter. We formally define the
energy neutral condition and analyze the theoretical probability for perpetual op-
erations. We discover that optimal recharging of multiple emergencies using one
SenCar is an Orienteering problem, and further approximate it to a Knapsack prob-
lem with more efficient heuristics. We also discover that the emergency recharge
optimization with multiple SenCars is a m-TSP with Deadlines problem, and fur-
ther propose an efficient heuristic algorithm suitable to sensor recharging context.
Finally, we conduct extensive simulations to demonstrate the effectiveness and ef-
ficiency of the framework and validate the correctness of the theoretical analysis.

The rest of the chapter is organized as follows. Section 4.2 discusses the related
work. Section 4.3 addresses theoretical analysis and simulation of the problem
of optimal recharge using one SenCar, including the definition of energy neutral
problem, system modeling and performance evaluation. Section 4.4 describes the
problem of optimal recharge with multiple SenCars. Finally, Section 4.5 concludes
the chapter.

4.2 Related Work

Wireless rechargeable sensor networks have drawn interest from both academia and
industry recently [80–83]. In [80], the impact of wireless charging technology on
wireless sensor networks was investigated, and heuristic algorithms were developed
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to solve the deployment and routing problem. In [81], the problems of point pro-
visioning and path provisioning were studied in a wireless rechargeable sensor net-
work built from industrial wireless sensing platform and commercial off-the-shelf
RFID readers.

In [83], the scenario of periodically recharging each sensor node using a mobile
charging vehicle was considered. A near-optimal solution was provided to calculate
the optimal traveling path of the mobile car. It forms the shortest Hamilton cycle
through all sensor nodes and maximizes the ratio of mobile car’s charging to idle
time. In [82], the problem of joint optimization of effective energy charging and
high-performance data collections with bounded tour length and data gathering in-
terval was studied. A two-step approach was proposed to recharge the nodes with
the least residual energy and maximize network utility.

The above work makes pioneering steps in this new area of wireless recharge-
able sensor networks. However, none of them consider how the energy information
is aggregated and reported to the mobile car, nor do they handle changes in energy
levels that occur inevitably and unpredictably during long recharging cycles.

4.3 Wireless Energy Replenishment Using a Single
SenCar

We first study the scenario where a single SenCar is deployed for energy replenish-
ment. We prove that a single SenCar is able to attend a network with a moderate
number of sensors, which is applicable for many places. Although the schematic
designed for multiple SenCars can also be applied to single SenCar deployment,
the complexity of single SenCar charging scheduling is much lower, which will be
demonstrated in the next section.

4.3.1 Theoretical Analysis

We investigate a couple important theoretical questions in this section. First, what is
the condition for the network to operate perpetually? Second, when multiple emer-
gencies occur, what is the optimal recharging policy such that no sensor node would
exhaust energy and the total energy replenished into the network is maximized?
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4.3.1.1 Energy Neutral Condition

A rechargeable sensor network achieves perpetual operation when the energy neu-
tral condition holds, i.e., for each sensor node the energy provided is no less than
the energy consumed in any arbitrarily large time period.

We assume that the energy consumption in each time slot on a sensor is a ran-
dom variable. A long time period Tn is equally slotted into n slots. Let RTn and ETn

denote the energy replenished and consumed for a sensor node during time period
Tn, respectively, and E0 denote the node’s initial energy. Thus the energy neutral
condition is:

RTn + E0 ≥ ETn (4.1)

We first estimate a loose upper bound for RTn . Intuitively, a SenCar reaches
its maximum recharging capacity when it can “barely" keep up with the recharging
needs. This is when it keeps recharging node after node without any idle time in
between, and each node has almost zero energy before being recharged.

The SenCar can replenish at most the battery’s full capacity in the full recharge
time 1. Thus the average recharge power R (i.e., the rate energy is replenished) for
the whole network is the full battery capacity divided by the full recharge time (e.g.,
780 mAh divided by 80 min for a Panasonic Ni-MH AAA battery [86]). The aver-
age recharge power r for each sensor node is R further divided by N , the number
of nodes. Thus, the upper bound of RTn = rTn.

ETn is a random variable and its probability distribution can be estimated using
the central limit theorem. We have the following lemma.

Lemma 1. The distribution of the energy consumption ETn of a sensor node in a
long time period Tn asymptotically converges to a Normal Distribution.

Proof. We model the energy consumption of a sensor node in a unit time slot as an
independent and identically distributed random variables X1 with mean µ(1) and
standard deviation σ(1). Using the Central Limit Theorem, the summation of many
such i.i.d. random variables follow a Normal distribution of µ(n) = nµ(1) and
σ2(n) = nσ2(1). Similar results have been derived in [87].

1We assume fully recharging batteries to avoid “memory effects" that can reduce the number of
chargeable cycles.

46



As a result, when the time period Tn is long enough, ETn ∼ N (µ(n), σ2(n)).
Therefore, the energy neutral condition on a sensor node holds with the following
probability:

p = Pr{RTn + E0 > ETn} = Φ

(
RTn + E0 − µ(n)√

σ2(n)

)
(4.2)

The probability to have k out of N sensor nodes working in a network follows a
Binomial distribution (i.e., k ∼ B(N , p)).

To illustrate how Eq. (4.2) can be used to estimate network longevity, we con-
sider a concrete example comprised of 800 sensor nodes with the recharge func-
tion of Panasonic Ni-MH AAA batteries. For a time period Tn of 6 months and
each time slot is 1 second, the average total energy recharged RTn for a sensor n-
ode is 76.18 KJ. Assume in an application the battery can last 32 days on average
without recharge and the standard deviation is 1.5 times of the mean, which yields
µ(1) = 5.9mJ and σ2(1) = 77mJ2. Using Eq. (4.2), we can calculate p = 0.71.
The mean value of binomial distribution is Npi so on average we expect at most 568
nodes can work perpetually. Later in Section 4.3.3, we will see that this estimation
is quite accurate, only about 10% higher than simulation results.

4.3.2 Emergency Recharge Optimization

We study the optimal recharge policy for multiple emergencies in this subsection.
We consider the scenario where m emergency nodes need to be recharged and de-
fine Tem as the mean inter-arrival time of emergencies in a long run. The SenCar
needs to recharge these nodes before they exhaust energy, and it should choose a
recharging order to maximize the amount of energy replenished into the network
before a new emergency occurs (i.e., within time Tem).

This problem can be formulated into the famous Orienteering Problem (OP).
In an OP, a set of control points associated with scores are visited by competitors
before a time expiration. The competitor collecting the highest score wins the game.
In analogy to the OP, the SenCar visits sensor nodes in a directed graph G = (V,E),
where v1 is the starting location of the SenCar and vi, i ∈ {2, 3, . . . ,m} represents
the emergent sensor locations to be visited. E is the set of routes among sensor
nodes or the starting location of the SenCar. The profit ri at vi is the amount of
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energy replenished when recharging the node at this location to full capacity. The
cost of traveling along eij is the traveling time from vi to vj (denoted as tij) plus
the recharging time at vi (denoted as ti). To be consistent with the modeling of OP,
we make the SenCar return to v1 virtually after recharging all the selected nodes by
setting ti1 = 0, i ∈ {2, 3, . . . ,m}, t1 = 0, r1 = 0. The objective is to maximize the
total amount of energy refilled given the time constraint Tem. We introduce decision
variables xij for edge eij . The decision variable is 1 if an edge is visited, otherwise
it is 0. ui is the position of vertex i in the path. The formulation of the problem is
shown below.

P1 : max
m−1∑
i=2

m∑
j=2

rixij, (4.3)

Subject to

m∑
j=2

x1j =
m−1∑
i=1

xi1 = 1, (4.4)

m−1∑
i=1

xik =
m∑
j=2

xkj ≤ 1; ∀k = 2, 3, . . . ,m− 1 (4.5)

m−1∑
i=1

m∑
j=2

(tij + ti)xij ≤ Tem, (4.6)

xij ∈ {0, 1};∀i, j = 1, 2, . . . ,m, (4.7)

2 ≤ ui ≤ m; ∀i = 2, 3, . . . ,m, (4.8)

ui − uj + 1 ≤ m(1− xij); ∀i, j = 2, 3, . . . ,m (4.9)

Constraint (4.4) guarantees that the recharge path starts at 1 and finishes at 1. Con-
straint (4.5) ensures the connectivity of the path and that every vertex is visited
at most once. Constraint (4.6) sets the time threshold to be Tem. Constraint (4.7)
imposes xij to be 0-1 valued. Constraints (4.8) and (4.9) eliminate the subtour in
the planned route. The subtour elimination constraints are formulated according to
[90].

There have been quite a few heuristics to solve the OP [76–79] and a recent
survey is available in [75]. Tsiligirides [76] has developed a stochastic Monte Carlo
technique and a divide-and-conquer method. Chao, et. al [78] proposed a five-step
heuristic. However, they are all quite complex and a more efficient solution is
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desirable to find a solution in short time to avoid nodes exhausting energy. We have
the following lemma.

Lemma 2. When recharging sensor node i requires much more time than traveling
from node i to node j (i.e. tj ≫ tij), the OP can be approximated as a Knapsack
problem.

Proof. Once the traveling time tij is negligible, Constraint (4.6) in the original OP

formulation can be rewritten as
m∑
i=2

tiyi ≤ Tem where ti is associated with the item

weight in a Knapsack problem. The item value is the amount of energy replenished
ri. yi is a 0-1 valued decision variable and is set to 1 only if vi is selected for
recharge.

Thus we have a much simpler Knapsack formulation:

P2 : max
m∑
i=2

riyi, (4.10)

Subject to

m∑
i=2

tiyi ≤ Tem. (4.11)

y1 = 1, (4.12)

The complexity of Knapsack heuristic for m emergencies takes O(mTem) running
time. It is much simpler and efficient to implement on the SenCar than the OP
heuristics in [76–79].

To examine the accuracy of Knapsack approximation, we test several cases
when the number of emergencies m varies from 3 to 12, and compare the amount
of energy recharged by Knapsack approximation against the exact solution. We as-
sume a 200× 200m2 square field, the SenCar moving at a constant speed of 3 m/s,
and the recharge function follows that of Panasonic Ni-MH AAA battery. The accu-
racy is defined as 1−

∣∣∣Rk−Re

Re

∣∣∣, where Rk is the solution by Knapsack approximation
and Re is the solution by exhaustive search. Table 4.1 shows that the accuracy is
more than 99% for different parameter settings.
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Table 4.1: Accuracy of Knapsack approximations to exact solutions.
# Emergencies m 3 4 5 6 7
Tem = 300 min 100% 100% 100% 100% 100%
Tem = 400 min 100% 100% 100% 100% 100%
Tem = 500 min 100% 100% 100% 100% 100%
# Emergencies m 8 9 10 11 12
Tem = 300 min 100% 100% 100% 100% 100%
Tem = 400 min 99.7% 99.6% 99.9% 99.8% 99.7%
Tem = 500 min 100% 100% 99.6% 100% 100%

4.3.3 Performance Evaluations

In this section, we use simulation to evaluate the effectiveness and efficiency of
our framework. We have developed a discrete event-driven simulator using POSIX
Thread programming in C language. We use two network sizes of 500 and 800 sen-
sor nodes, uniformly randomly distributed over a 200 × 200m2 and 250 × 250m2

square field respectively. The network has a 3-level hierarchy with 4l number of
areas on the l-th level. The energy consumption on each sensor is a Gaussian ran-
dom variable for each time slot. The relationship between recharged energy and
recharge duration follows that of Panasonic Ni-MH AAA battery.

To undestand the impact of different energy consumption rates and fluctuations,
we adopt two node energy consumption rates r1c ∼ (4.2mW, 11mW 2) and r2c ∼
(5.9mW, 77mW 2). On average, a fully recharged battery can last for 45 and 32
days at r1c and r2c respectively. The standard deviation is chosen to be 0.8 and 1.5
times the corresponding mean rate to emulate small and large fluctuations in energy
variation. All the parameter settings in the simulation are listed in Table 4.2.

4.3.3.1 Protocol Performance Evaluations

4.3.3.1.1 Energy Evolution and Energy Distribution First, we show the en-
ergy evolution in the network of 500 nodes at different consumption rates. In Fig.
4.1, the amount of energy consumed and replenished in every one-hour time slots is
plotted as functions of simulation time. Fig. 4.1(a) shows that the recharged energy
remains at zero until after about 500 hours, then it increases steadily and stops. This
is because that none of the nodes need recharge until the normal recharge threshold
(50% of capacity) is reached at about 500 hours.
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Table 4.2: Parameter settings for performance evaluation of optimal recharge using
one SenCar.

Parameter Value
Field Length 200m, 250m
Number of Nodes N 500, 800
Number of Levels 3
Areas on l-th level 4l

Battery Capacity 780 mAh
Transmission Rang 16 m
Consumption Rate rc r1c ∼ (4.2mW, 11mW 2),

r2c ∼ (5.9mW, 77mW 2)
SenCar Speed 1 m/s
Recharge Time to Full Capacity 73.4 mins
Normal Recharge Threshold 50%
Emergency Recharge Threshold 10%
Simulation Time 6 months

As sensor nodes reach that threshold, the SenCar starts normal recharge. A node
recharged at a later time has consumed more energy, thereby the SenCar puts back
more energy to it. This corresponds to the increase of recharged energy from about
500 to 840 hours. The recharge process pauses when the SenCar has responded
to every request and resumes when a new request is received. After the network
enters equilibrium, the SenCar operates in a pattern of alternating between idle and
recharge as shown in Fig. 4.1(a). Similar behavior of the SenCar is observed in Fig.
4.1(b) except that the idle time is shorter because of more frequent recharge due to
a higher energy consumption rate.

The energy distributions among nodes carries valuable information about the
health of the network. A distribution at a higher average energy is more robust to
unexpected surges in energy consumption. Fig. 4.2 shows the energy distribution of
a 500-node network with r1c and r2c after the network enters energy equilibrium. In
Fig. 4.2(a), all the nodes maintain more than 50% of the energy indicating that the
SenCar has enough capacity to work only in normal operation mode and recharge
all nodes. However, in Fig. 4.2(b), some nodes have energy under the normal
recharge threshold, indicating the possibility of emergencies and the SenCar may
need to switch to emergency recharge mode occasionally.
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Figure 4.1: Evolution of energy consumption vs. energy replenishment in 6 months
time. (a) Network Size N = 500 and consumption rate rc ∼ (4.2mW, 11mW 2); (b)
Network Size N = 500 and consumption rate rc ∼ (5.9mW, 77mW 2).
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Figure 4.2: Energy distribution at equilibrium. (a) Network Size N = 500 and con-
sumption rate rc ∼ (4.2mW, 11mW 2); (b) Network Size N = 500 and consumption
rate rc ∼ (5.9mW, 77mW 2).
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4.3.3.1.2 Number of Emergencies Fig. 4.3 and Fig. 4.4 compare the percent-
age of nodes in emergency and nonfunctional (i.e., energy at zero) situations for
networks of 500 and 800 nodes with different energy consumption rates. The 500
node network at consumption rate r1c has no emergency since all the nodes are
recharged timely after their energy drops below the normal recharge threshold. As
the network size or energy consumption rate increases, the energy of some nodes
falls below the emergency recharge threshold. When the increase goes beyond the
capacity of the SenCar, it cannot recharge all of them in time and some nodes may
become temporally nonfunctional.

For the 500 nodes with r2c and 800 nodes with r1c , there are a number of nodes in
emergency and they become temporally nonfunctional at the beginning. After the
networks enter equilibrium, most of the nodes are recharged in time. Only a few
nodes enter emergency state or become temporally nonfunctional, which happens
only sporadically. When the 800 node network has consumption rate at r2c , the
recharging capacity of the SenCar is exceeded. Fig. 4.4 shows that the percentage
of nonfunctional nodes holds persistently around 38%.

Now we examine how much gap exists for the maximum number of nodes the
SenCar can sustain between the simulation results and the theoretical analysis. We
can calculate that the 800 node network at consumption rate of r2c has p = 0.71

probability for the energy neutral condition (Eq. (4.2)) to hold. Thus the SenCar
can sustain at most 568 (i.e., Np) nodes. This is about 9% higher than the actual
number of 496 nodes indicated by simulations.

The gap is caused mainly by two reasons. 1) The SenCar does not start recharg-
ing until there are some nodes whose energy drops below the normal recharge
threshold. This idle time corresponds to the time from 0 to about 500 in Fig 4.3, dur-
ing which no energy is refilled into the network. 2) The SenCar does not recharge
nodes when it is moving or collecting energy information. Table 4.3 shows that the
theoretical probability matches very well against the percentage of nonfunctional
nodes from simulation results. We believe that although the energy neutral analysis
gives a loose upper bound, the gap is reasonably small so network administrators
can make reasonable estimations.

4.3.3.1.3 Response Time to Emergencies [Cong] We also evaluate the response
time to emergencies and compare with the static optimization approaches used in
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Figure 4.3: Number of emergent nodes.
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Figure 4.4: Number of nonfunctional nodes.

Table 4.3: Probability for the energy neutral condition to hold.
N and rc Pop %(nonfunctional)
N = 500, r1c 1.0 0
N = 500, r2c 1.0 0
N = 800, r1c 0.999 0
N = 800, r2c 0.71 38
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[82, 83]. The response time to emergencies is measured from the time a node
reports emergency until it is recharged by the SenCar. A shorter response time
indicates that the SenCar can respond faster to emergencies. Fig 4.5 shows the Sen-
Car’s average response time to emergencies compared to the static approach when
N = 500, 800 and energy consumption rate at r2c . In the static approach, the Sen-
Car selects nodes with energy less than the normal recharge threshold, calculates
the minimum traveling distance throughout these nodes and performs recharge one
by one. We can see that when N = 500, the average response time in our approach
is less than 3 hours whereas it requires as long as 20 hours in the static approach.

The situation becomes worse with the static approach when N = 800 because
of the surging number of emergencies which ultimately results in as high as 56%
nonfunctional nodes. The average response time increases to around 200 hours
because in [82, 83] emergency nodes and normal nodes are not differentiated. A
pre-computed route contains the combination of these nodes would result in ex-
tremely long waiting time for emergency nodes to get recharged. The approach
becomes infeasible as the network size increases. A node in emergency would have
been dead already when the SenCar arrives. In contrast, our real-time approach
prioritizes nodes in emergency. The average response time is 14 hours even when
N = 800 which is more than one order of magnitude faster than that of static ap-
proaches. It also incurs only 38% nonfunctional nodes (in Fig. 4.4), much less than
the 56% in static approaches. Thus for extreme cases when the capacity of the Sen-
Car is exceeded, nonfunctional situations are resolved much faster than the static
approach. [Fan: The new text is clearer] [Cong]

4.3.3.2 Protocol Overhead and Cost Evaluations

4.3.3.2.1 Evaluation of Protocol Overhead We evaluate the overhead intro-
duced by our protocol, including all types of messages sent by sensor nodes or the
SenCar to recharge nodes. Fig. 4.6 shows the average overhead per node in a 6
month period. The average overhead on each sensor node is from 4 to 7 bits per
second, which is negligible compared to radio transmission rates in sensor nodes
(e.g., 20 - 900 kbps). We also find that the overhead is slightly higher at the low-
er energy consumption rate, and much lower for the larger network size of 800
nodes. This can be explained by the difference between normal and emergency
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Figure 4.5: Average response time to emergencies.

energy information gathering. In the 500-node network, the SenCar has to collect
energy information and performs normal recharge operation more frequently. More
messages are produced during normal recharge operation in collecting energy in-
formation along the entire head hierarchy. However, in the 800-node network, there
are more emergency situations and the emergency messages are directly reported
to the proxies without propagation along the head hierarchy. Thus, the overhead in
the 800-node network is less than the 500-node network.

4.3.3.3 Evaluation of SenCar Maintenance Cost

We use the the mileages the SenCar travels to evaluate the cost (e.g., the energy con-
sumed) for the SenCar to move around. Fig. 4.7 shows the accumulated mileages
in 6 months. For the network with 500 nodes and consumption rates at r1c , there is
no emergency, and it takes long time for the energy of a node to drop below the nor-
mal recharge threshold, thus the SenCar seldom moves and has the least mileages.
When the energy consumption rate increases to r2c for the 500-node network, the en-
ergy of nodes drops much faster. As a result, the SenCar performs normal recharge
more frequently and the mileages increase significantly.

For the network with 800 nodes and the energy consumption rate set to r1c , e-
mergencies occur more frequently than the network with 500 nodes at r1c , thus the
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Figure 4.6: Average overhead for each sensor node per second.

SenCar performs emergency recharge more frequently. Since it takes longer time to
recharge a node in emergency, the SenCar moves less frequently and the mileages
are less than 500 nodes with consumption rate at r2c . When the energy consump-
tion rate increases to r2c , emergencies exist persistently and the SenCar performs
emergency recharge all the time, which is presented in Fig.4.7 as the mileages of
500-node network at r2c exceed that of 800-node network at r2c after 2520 hours,
and the trend that the mileages of 800-node network at r1c will also exceed that of
800-node network at r2c shortly after 4320 hours.

4.3.4 Summary

The simulation results demonstrate that NETWRAP is very effective in achieving
perpetual operation with high efficiency in wireless sensor networks. The SenCar
has the capacity to maintain the network energy level and handle emergencies in
large networks as no nodes deplete energy throughout the 6 month-simulation.
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Figure 4.7: Mileages SenCar travels.

4.4 Wireless Energy Replenishment through Multi-
ple SenCar Coordination

In this section, we extend the study to recharge optimization with multiple SenCars
problem. We first derive the necessary condition for the network to operate perpet-
ually and the minimum number of SenCars needed to satisfy this condition. Our
design objective is to minimize the total traveling cost of the SenCars while guaran-
teeing recharge before sensors’ battery depletion. We formalize this problem into
a Multiple Traveling Salesmen Problem with Deadlines. We show our problem is
NP-hard and propose a heuristic algorithm suitable for dynamic real-time recharg-
ing.

4.4.1 Theoretical Analysis

The energy neutral condition for one SenCar scenario we discussed in 4.3.1 also
holds for multiple SenCar recharging application. Based on this condition, we have
the following Proposition 1.

Proposition 1. The minimum number of SenCars required to achieve perpetual
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operation is

S =

⌈
trN(2.33

√
np(1− p) + np− E0)

Cn

⌉

Proof. Since Φ−1(1)→∞, we consider the sensor network achieves perpetual op-

eration when Pop ≥ 0.99. From Φ−1(0.99) ≤
nCS
trN

+E0−np√
np(1−p)

, we obtain the minimum

number of SenCar S.

The derivation from Proposition 1 can help network administrator plan the net-
work. Once the experimental parameters and the application specifics from the
sensors have been determined (e.g., network size N , recharge time tr, initial energy
E0, working probability p, operation duration n and battery capacity C), we can
easily obtain the minimum number of SenCars needed. As will be seen later, we
also validate the correctness of the derivation in simulations.

4.4.2 Problem Formulation

Given a set of SenCars S and a set of emergency nodesM, we formalize the prob-
lem as follows. Consider a graph G = (V,E), where V

(k)
0 is the starting position

of SenCar k, and Vi (i ∈ M) is the location of emergency sensor i to be visited. E
is the set of edges. Each edge Eij has a latency cost cij = ti + tij , where ti is the
time to recharge node i from its current energy level to full capacity, and tij is the
traveling time from node i to node j. For SenCar k, c(k)0j represents its cost from its
initial position 0 to node j. For each sensor node i, the residual lifetime is Li. Ai

specifies the arrival time for a SenCar at sensor node i.
We introduce decision variables xij for edge Eij . The decision variable is 1 if

an edge is visited, otherwise it is 0. Additionally, x(k)
0j is 1 if SenCar k moves from

its initial position to node j. ui is the position of vertex i in the path. We virtually
make the SenCars return to V

(k)
0 after recharging all the selected nodes by setting

c
(k)
i0 = 0, i ∈M, thus the EROMS problem can be formulated as the Multiple Start

Traveling Salesman Problem with Deadlines in which multiple traveling salesmen
start from different locations to visit a set of cities within their deadlines.

P1 : min

{
M∑
i=1

M∑
j=1

cijxij +
S∑

k=1

M∑
j=1

c
(k)
0j x

(k)
0j

}
(4.13)
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Subject to

M∑
j=1

x
(k)
0j =

M∑
i=1

x
(k)
i0 = 1, ∀k = 1, 2, . . . , S, (4.14)

M∑
i=1

xik =
M∑
j=1

xkj = 1; ∀k = 2, . . . ,M, (4.15)

Ai ≤ Li; ∀i = 1, 2, . . . ,M, (4.16)

xij ∈ {0, 1}; ∀i, j = 1, 2, . . . ,M, (4.17)

2 ≤ ui ≤M ;∀i = 2, 3, . . . ,M, (4.18)

ui − uj + (M − S)xij ≤M − S − 1;

∀i, j = 2, 3, . . . ,M, i ̸= j. (4.19)

Constraint (4.14) guarantees that the recharge path starts at 0 and finishes at 0. Con-
straint (4.15) ensures the connectivity of the path and that every vertex is visited at
most once. Constraint (4.16) guarantees the arrival time of the SenCar is within
sensor’s residual lifetime. Constraint (4.17) imposes xij to be 0-1 valued. Con-
straints (4.18) and (4.19) eliminate the subtour in the planned route. The subtour
elimination constraints are formulated according to [90, 91].

We now show that EROMS is NP-hard. If we remove Constraint (4.16) and set
all the SenCars to start from one position, the problem becomes finding the shortest
tour of visiting every sensor exactly once by multiple SenCars with sensors having
infinite lifetime, which is known to be another NP-hard problem, Multiple Traveling
Salesman Problem (m-TSP). Thus EROMS is NP-hard.

Condition to Cover All Emergencies We have known that the EROMS problem
is NP-hard. In this subsection, we derive a condition for the residual battery lifetime
L such that none of the sensor node would deplete energy for a given set of M
concurrent emergencies. We know that running the Multiple Traveling Salesmen
Problem onM should give the shortest distance to cover all the emergencies using
S SenCars. The result contains a number of S node sequences and for a node in the
i-th position of a sequence to survive, its residual lifetime should be larger than the
sum of recharge time of all the previous (i− 1) nodes plus the traveling time from
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the beginning to its position,

Li ≥
i−1∑
j=1

rj +
i∑

j=1

√
(xj − xj−1)

2 + (yj − yj−1)
2, i = 1, . . . ,M/S. (4.20)

Actually, as pointed out in [92] that even checking the feasibility of EROMS is
an NP-complete problem, checking the above condition requires solving the m-
TSP problem that is too expensive during the emergency recharge. However, it is
beneficial to find a cost-effective way to know if the number of emergencies has
exceeded the capacity of the network during real-time operation. Hence, we have
the following lemma,

Lemma 3. If max(L) < ⌈M
S
⌉re, re is the minimum recharge time for emergency

nodes, the EROMS problem is infeasible.

Proof.

Based on this condition, we propose a heuristic algorithm that can schedule and
coordinate SenCars in an efficient manner.

4.4.3 Minimum Weighted Sum Heuristic Algorithm and Com-
plexity Analysis

In this subsection, we propose a heuristic algorithm for the EROMS problem that
jointly considers the residual lifetime and traveling time. As mentioned above,
when all the SenCars have the same initial position, the problem becomes the Multi-
ple Traveling Salesmen Problem with Deadlines. In general, the m-TSP with Dead-
lines can be considered as a special case of the Multiple Traveling Salesman Prob-
lem with Time Windows (m-TSPTW)2. This problem is related to Vehicle Routing
Problem with Time Window (VRPTW) which has been studied in the literature and
a handful of optimal and approximation algorithms are available [92–96].

The approaches to VRPTW are usually divided into two phases. A construction
of a feasible tour is sought in the first phase and the tour is interactively improved
in the second phase. In [92], a local search algorithm was proposed to reduce the
computation of checking feasibility constraint of TSPTW. In [93], the minimum

2m-TSP with Deadlines is m-TSPTW having all the release time at 0.
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number of vehicles to meet the time window requirements was studied by utilizing
precedence graphs. However, since checking the tour feasibility is as hard as the
original problem [92], these approaches are still computationally expensive.

Several approximation algorithms have been proposed for the VRPTW problem
in [94, 95]. However, these algorithms are not suitable for the recharging problem
context. First, they assume the number of vehicles is unlimited but the number
of SenCars is bounded. Second, existing algorithms deal with a static problem
input. However, in EROMS, new emergencies may appear at any time, and residual
node lifetimes also vary due to ongoing sensing activities. Maintaining an optimal
schedule would become prohibitively expensive. Finally, existing algorithms may
generate unbalanced workloads among SenCars, resulting in idling SenCars while
emergencies still exist.

We present a heuristic algorithm that schedules recharge assignments among
SenCars. Two important metrics impact the recharging order between node i and
node j: the traveling time between node i to node j, and their residual lifetime Li

and Lj . If node j has a small Lj such that it would be dead if a SenCar finishes
recharging node i first and then travels to node j, it should be visited first.

We use a weighted sum wij of traveling time from the current node i to next
node j and the residual lifetime of node j,

wij = αtij + (1− α)Lj . (4.21)

wij is used to decide which node j to recharge next. A sensor node with a smaller
weighted value should be visited at a higher priority. When α = 1, the algorithm
reduces to nearest node selection that the SenCars always recharge the closest node
first regardless of battery deadlines; when α = 0, it picks the node with the earliest
battery deadline first regardless of the traveling distance.

The value of α greatly affects the schedule. Fig. 4.8 gives an example of a
SenCar and 3 sensor nodes. The residual lifetime and the traveling time on each
edge have been shown in the figure, and α varies from 0, 0.5 to 1. We assume that
recharging a sensor battery takes 1 hour to finish. At time 0 s, the SenCar calculates
the weight to sensor nodes 1, 2 and 3. The minimum weights have been circled.
When α = 1, node 3 has the minimum weight; when α = 0.5, 1, node 1 has the
minimum weight. However, if node 3 is chosen to be the next node, node 1 would
have been dead after finishing recharging node 3. Thus α = 1 is infeasible in this
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Figure 4.8: Example of minimum weighted sum algorithm.

example. α = 0.5 and α = 0 generate the same schedule 1→ 3→ 2.
From this example, we can see that the value α affects the feasibility of the

solution. We might expect that the total distance be inverse proportional to α and
a binary search may locate the maximum feasible α. However, some preliminary
tests have shown that it is not always true. We decide to search through a list of A
distinct α values, e.g., α = 0.0, 0.1, . . . , 1.0 where A = 11. We find that this choice
achieves a desirable tradeoff between optimality and complexity.

When a SenCar performs calculation, it communicates via a long range radio
with other SenCars to know their positions for computing the weighted sum. To
avoid conflicts where multiple SenCars choose the same node for recharge, we u-
tilize the service station to store and update the availability of each node. The
procedure is similar to memory access in operating systems [97]. The service sta-
tion maintains a 0-1 valued node list Ω. Once a sensor is chosen, its value is set to
1 (locked). Otherwise, it is 0. The value should be changed back from 1 to 0 when
a SenCar finishes recharging that node. A SenCar can simply communicate with
the service station, exclude nodes already selected by other SenCars, and notify the
service station of the status of nodes it chooses. Table 4.4 shows the pseudo-code
of the entire algorithm.

We now analyze the complexity of the heuristic algorithm. Note that the node
selection operations are executed on each SenCar, which takesO(M+logM) time.
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Table 4.4: Minimum Weighted Sum Algorithm.
Input: weight parameter α ∈ [0, 1] in stepsize 1/(A− 1), position of
SenCar at node k, emergency setM, traveling time from i to j, tij ,
residual lifetime Li, ∀i, j ∈M, node list Ωi at service station, i ∈ N .
Output: result weight parameter α and schedule sequence Q.
Initialize minDist =∞
For α = 0, . . . , 1
WhileM ̸= ∅
Compute weight wkj ← αtkj + (1− α)Lj .
Communicate service station If
Ωi = 1, Set wki =∞.
End if
Find j ← argmin

j
wkj .

Qt ← Qt + j, M ←M − j.
update ∀i ∈M , Li ← Li − tkj − tj .
If Li ≤ 0
Declare infeasible and break (Inform service station).
End if
Move to position j, k ← j, recharge and update lifetime Lj

End while
If feasible
Compute total cost dist(Qt).
If dist(Qt) < minDist,
minDist← dist(Qt), Q← Qt.
End if

End if
End for
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For each SenCar, it performs M/S rounds of node selections and the total number of
tests on α is A. Thus, the total computational complexity of our heuristic algorithm
is O(AM

S
(M + logM)).

4.4.4 Performance Evaluations

In this section, we use simulation to evaluate the effectiveness and efficiency of
our framework. We have developed a discrete event-driven simulator using POSIX
thread programming in C language. We examine two network sizes of 500 and
1000 sensor nodes, uniformly randomly distributed over a 200× 200m2 and 282×
282m2 square field, respectively. The field size is chosen so that the two cases
have the same node density. The network consists of 3-level hierarchy with 4l

number of subareas at the l-th level. The energy consumption on each sensor is a
Bernoulli random variable with probability p to consume unit energy (37.5 mJ). If
a sensor node works continuously at this rate, the battery can last for 5 days. The
relationship between recharged energy and recharge time follows that of Panasonic
Ni-MH AAA battery [86]. To understand the impact of the number of SenCars
on network performance, we show marginal cases where the number of SenCars is
not sufficient while adding one more SenCar would guarantee perpetual operations.
These cases are S = 2, 3 for N = 500 and S = 4, 5 for N = 1000. We will show
these cases in the following and validate the correctness of Proposition 1. All the
parameter settings in the simulation are listed in Table 4.5.

4.4.4.1 Evaluation of Weighted-sum Algorithm

In this subsection, we evaluate the effectiveness of the weighted-sum algorithm in
finding the shortest path and achieving no node failure. We examine cases when
4 SenCars are employed. We assume the locations of emergencies are randomly
distributed in the field of 282× 282m2, and the residual energy uniformly distribut-
ed from zero to the emergency threshold. The corresponding residual lifetime is
calculated by dividing the residual energy by prc, the expected energy consumption
in unit time.

Table 4.6 shows the total distance of SenCars when the number of concurrent
emergencies M increases from 72 to 96 in a step of 8. Note that when the number
reaches 96, the set of 4 SenCar is not sufficient to resolve all the emergencies with-
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Table 4.5: Parameter settings for performance evaluation of optimal recharge using
multiple SenCars.

Parameter Value
Field Length 200× 200, 282× 282m2

Number of Nodes N 500, 1000
Number of SenCars S 2, 3, 4, 5
Number of Levels 3
Areas on l-th level 4l

Battery Capacity 780 mAh
Transmission Range 18 m
Unit Energy Consumption rc 37.5 mJ
Energy Consumption Probability p 0.5
SenCar Speed 1 m/s
Maximum Recharge Time 73.4 mins
Normal Recharge Threshold 50%
Emergency Recharge Threshold 10%
Simulation Time 6 months

out complete battery depletion. For M = 88, α = 0.8, 1 are not feasible and for
M = 72, 88, α = 1 is not feasible either. We notice that in the case when α = 1,
some nodes that suffer from energy shortage may not get recharged in a higher pri-
ority thereby rendering the result infeasible to avoid battery depletion. As we can
see from this example, the choice of α is critical, when α approaches 1, the total
distance is decreased at the risk of becoming infeasible. Thus, we need to search
for α in our algorithm. In real applications, the value of α is subject to change and
determined by real-time statistical data and parameters.

Table 4.6: Total traveling distance of SenCars, D.
M D (α = 0) D (α = 0.2) D (α = 0.4)
72 7524.1 7473.3 7740.2
80 7652.4 7578.9 7706.6
88 8662.6 8128.3 7251.6
96 Infeasible Infeasible Infeasible
M D (α = 0.6) D (α = 0.8) D (α = 1)
72 6843.5 6390.6 Infeasible
80 7271.8 6941.0 Infeasible
88 6998.3 Infeasible Infeasible
96 Infeasible Infeasible Infeasible
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4.4.4.2 Performance Evaluations

In this subsection, we evaluate the energy evolution of the network, the number of
emergency and nonfunctional (i.e., energy depleted) nodes of the network, and the
maintenance cost of the framework.

4.4.4.2.1 Energy Evolution and Energy Distribution First, we show the en-
ergy evolution in the network of 500, 1000 nodes served by different numbers of
SenCars. In Fig. 4.9, the amount of energy consumed and replenished in every one-
hour time slot is plotted as functions of simulation time. In Fig. 4.9(a) and (c), we
can see that the consumed energy “steps down” to a lower level around 400 hours
and then enters equilibrium. This is because that a portion of sensor nodes deplete
their energy and do not get recharged. In these two scenarios the energy neutral
condition has been violated, simply because the number of SenCars is not enough.
Fig. 4.9(b) and (d) show the energy evolution when the numbers of SenCars is in-
creased by 1, both of which satisfy the energy neutral condition at the equilibrium
and there is no such “step-down" effect in energy consumption.

The energy distribution among nodes also carries valuable information about
the health of the network. Higher average energy distribution is more robust to
unexpected surges in energy consumption. Fig. 4.10 shows the energy distribution
of N = 500, S = 2, 3 and N = 800, S = 4, 5. To see the benefits of more
SenCars, compare Fig. 4.10(a) to Fig. 4.10(b). The latter has energy distribution
that concentrates around a higher average value. In Fig. 4.10(d) for a network size
of 1000 sensors, the number of nodes with energy below the emergency threshold
is significantly lower than that in Fig. 4.10(c).

4.4.4.3 Number of Emergencies

Fig. 4.11 and Fig. 4.12 compare the percentage of nodes in emergency and non-
functional (i.e., energy at zero) status for networks of 500 and 1000 nodes with
different numbers of SenCars. First, we can see that there are surges in the numbers
of emergency and nonfunctional nodes during the first 200 hours. This is due to the
fact that the SenCars only responds to requests when the node energy is below the
normal recharge threshold. When such requests swarm into the job queues on the
SenCars at the beginning of 200 hours, we can see that the SenCars’ capacity has
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Figure 4.9: Evolution of energy consumption vs. energy replenishment in 6 months
time. (a) Number of nodes N = 500, number of SenCars S = 2. (b) Number of
nodes N = 500, number of SenCars S = 3. (c) Number of nodes N = 1000,
number of SenCars S = 4. (d) Number of nodes N = 1000, number of SenCars
S = 5.
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Figure 4.10: Energy distribution at equilibrium. (a) Number of nodes N = 500,
number of SenCars S = 2. (b) Number of nodes N = 500, number of SenCars
S = 3. (c) Number of nodes N = 1000, number of SenCars S = 4. (d) Number of
nodes N = 1000, number of SenCars S = 5.
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Figure 4.11: Number of emergency nodes.

been temporarily exceeded. As the energy of sensors is restored, the numbers of
emergency and nonfunctional nodes decrease sharply. For cases N = 500, S = 2

and N = 1000, S = 4 when the number of SenCars is not sufficient for the sizes
of the network, we can see that about 30% nodes are in constant emergency and
20% nodes are in nonfunctional status after the network achieves equilibrium. For
N = 500, S = 3, there are occasional nonfunctional nodes but they were soon
recharged by the SenCars. For a majority of the time, the number of nonfunctional
nodes stays at zero. For N = 1000, S = 5, the number of nonfunctional nodes
stays at zero at equilibrium with only a small number of emergencies.

Recall from Proposition 1 that the minimum number of SenCars for N = 500

and N = 1000 can be calculated as S = ⌈2.41⌉ = 3 and S = ⌈4.84⌉ = 5 for the
given parameter settings in Table 4.5. These numbers match well with our simula-
tion results that S = 3, 5 are the minimum number of SenCars to achieve perpetual
operation at equilibrium, respectively. By utilizing our theoretical analysis, the net-
work administrator can make reasonable estimations for the minimum number of
SenCars needed when planning a network.

4.4.4.4 Protocol Overhead and SenCar Workload

4.4.4.4.1 Evaluation of Protocol Overhead We evaluate the overhead intro-
duced by our protocol, including all types of messages sent by sensor nodes or the
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Figure 4.12: Number of nonfunctional nodes .

SenCar to recharge nodes. Fig. 4.13 shows the average overhead per node in a
6 month period. After the networks enter equilibrium, the overhead on each sen-
sor node is from 8 to 48 bits per second, which is negligible compared to radio
transmission rates in sensor nodes (e.g., 20 - 900 kbps).

From Fig. 4.13, we can observe that all the four scenarios have a large amoun-
t of message transmission when simulations start up. Such bursts are caused by
simultaneous head selection processes in all the sub-areas, during which a lot of
messages are broadcast. Energy information query also contributes to the bursts
which also leads to message broadcast. As time elapses, however, the energy levels
of the nodes drop and emergency occurs in the network, so that the top level head-
s, when receiving energy interest messages, response with emergency information
instead of querying lower levels for energy information. Consequently the amount
of messages transmitted in the network decreases.

For N = 500, S = 2 and N = 1000, S = 4, there are a large number of
emergency nodes after the networks enter equilibrium (Fig. 4.11). Thus the Sen-
Cars always query for emergency information. In our protocol, emergency interest
messages sent by the SenCars are relayed directly by proxies so the overhead of
message forwarding is quite small.

As the number of SenCars increases, the number of emergencies decreases dra-
matically and a majority of the time the SenCars query for normal energy informa-
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Figure 4.13: Average overhead for each sensor node per second.

tion and perform normal recharge. In response to energy interest, the heads poll
energy information in a top-down method which finally results in the broadcast of
energy interest message in subareas at the bottom level. Such broadcast, as well as
the transmission of energy information sent by each node, causes the increase of the
number of messages transmitted in the networks, which is observed as the spikes in
the curves.

4.4.4.5 Evaluation of Balance of Load on SenCars

We monitor the energy replenished by each SenCar and compare their workloads.
Fig. 4.14 shows that the workloads are well balanced in all four scenarios due to
the effective coordination in our framework. The SenCars shares the work evenly
and no SenCar is overloaded.

4.4.4.6 Evaluation of Mileage on SenCars

We use the the mileages the SenCars travel to evaluate the cost (e.g., the energy con-
sumed) for the SenCar to move around. Fig. 4.15 shows the accumulated mileages
in 6 months.

For both network sizes, the networks with fewer SenCars (500 nodes and 2
SenCars, 1000 nodes and 4 SenCars) have lower mileage compared with the same
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Figure 4.14: Balance of load on SenCars. (a) Number of nodes N = 500, number
of SenCars S = 2. (b) Number of nodes N = 500, number of SenCars S = 3.
(c) Number of nodes N = 1000, number of SenCars S = 4. (d) Number of nodes
N = 1000, number of SenCars S = 5.
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Figure 4.15: Mileages SenCars have traveled in 6 months time.

network with more SenCars (500 nodes and 3 SenCars, 1000 nodes and 5 SenCars),
respectively. This is due to the presence of nonfunctional nodes. According to the
calculation of weight for emergency selection (Eq. (4.21)), decision is made based
on the residual lifetime of the nodes and the traveling time from the SenCars to the
nodes. For the networks with fewer SenCars, there are always approximate 20%
nonfunctional nodes after the networks enter equilibrium. The weights are domi-
nated by the traveling time which is proportion to the distances from the SenCars to
these nodes. Thus the SenCars always choose the nearest nodes for recharge. For
the network with more SenCars, however, the traveling time is not the dominating
factor, thus the SenCars may choose a farther node with shorter residual lifetime for
recharge to avoid battery depletion. This causes the increase of SenCar mileage.

4.4.5 Discussions

The simulation results have demonstrated the effectiveness of our framework for
handling both emergency and normal recharge requests. We also validate our the-
oretical derivations on the minimum number of SenCars for perpetual operation.
The results also show that coordinating multiple SenCars to perform the recharge
assignments improves the network scalability and immunity to burst of emergen-
cies. The design of our framework distributes workload evenly among the SenCars
and the communication overhead is negligible compared to the data rate in sensor
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networks.

4.5 Conclusions

In this chapter, we propose a novel framework for real time wireless energy recharg-
ing for wireless sensor networks. We develop a comprehensive set of protocols us-
ing NDN concepts and mechanisms to enable effective recharging for the perpetual
operation of the network. The protocols adapt to unpredictable network condition-
s and satisfy the needs for both normal and emergency recharging. We formally
analyze the probability for the energy neutral condition required by perpetual oper-
ations. We also model the optimal recharging of multiple emergencies as an Ori-
enteering problem and provide a Knapsack approximation that has high accuracy
under typical network environments. The extensive simulation results demonstrate
the efficiency and effectiveness of our framework, and the close match of energy
neutral analysis with simulation results.
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Chapter 5

Mobility Assisted Data Gathering
with Solar Irradiance Awareness in
Heterogeneous Energy Replenishable
Wireless Sensor Networks

Wireless sensor networks adopting static data gathering may suffer from unbal-
anced energy consumption due to non-uniform packet relay. Although mobile data
gathering provides a reasonable approach to solving this problem, it inevitably in-
troduces longer data collection latency due to the use of mobile data collectors. In
the meanwhile, energy harvesting has been considered as a promising solution to
relieve energy limitation in wireless sensor networks. In this chapter, we consider
a joint design of these two schemes and propose a novel two layer heterogeneous
architecture for wireless sensor networks, which consists of two types of nodes:
sensor nodes which are static and powered by solar panels, and cluster heads that
have limited mobility and can be wirelessly recharged by power transporters. Based
on this network architecture, we present a data gathering scheme, called Mobili-
ty Assisted Data Gathering with Solar Irradiance Awareness (MADG-SIA), where
sensor nodes are clustered around cluster heads that adaptively change their posi-
tions according to solar irradiance, and the sensing data are forwarded to the data
sink by these cluster heads working as data aggregation points. We evaluate the
performance of the proposed scheme by extensive simulations and the results show
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that MADG-SIA provides significant improvement in terms of balancing energy
consumption and the amount data gathered compared to previous work.

5.1 Introduction

Wireless sensor networks suffer from energy constraint as the sensors usually have
limited energy supply. Since the sensory data is usually collected in ad-hoc manner,
which consumes a lot of energy on packet relay. thus how to gather data from sensor
nodes is an important issue for energy consumption optimization in sensor network-
s. One of the most important problems in data gathering in WSNs is to balance the
energy consumption among sensor nodes. Unbalanced energy consumption caused
by packet relay leads to energy holes in the network, which may disable the packet
forwarding towards the data collector, and eventually results in degraded network
performance, such as short network lifetime and low data throughput. In a conven-
tional homogeneous wireless sensor network, a statically deployed data collector,
referred to as data sink, is used to gather data from the network. Since data packets
converge towards the data sink, the nodes that are closer to the data sink have to
relay much more data than the nodes that are farther away from the data sink, and
they consume energy much faster than other nodes. When these nodes deplete their
energy, the data sink becomes unreachable to the rest of the nodes, thus the entire
network can no longer operate.

Hierarchical WSNs have been proposed to relieve the unbalanced energy con-
sumption problem, in which sensor nodes are organized into clusters [25, 98–103].
Instead of sending all the data to the single data sink in a multi-hop manner, sen-
sors upload data to the aggregation nodes of the cluster they belong to, which are
referred to as cluster heads. These data are then relayed to the data sink by cluster
heads which are built with stronger wireless communications capability and more
energy supply. Such a hierarchical architecture can mitigate energy unbalance to
some extent, however, since cluster heads are statically deployed, network lifetime
is limited by the nodes around these cluster heads.

Mobility has been introduced into WSNs due to its benefits, such as guaran-
teeing network connectivity, reducing network cost, increasing reliability, and im-
proving energy efficiency [104]. However, a challenge of mobile data gathering is
that such a scheme inevitably introduces long data collection latency because the
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mobile data collector has to visit all the selected positions before it can upload data
to the data sink. The positions of data aggregation points also need to be carefully
selected depending on multiple factors, such as network topology, energy levels of
all the sensor nodes, and the amount of sensing data generated in each sensor node.
The computation inevitably increases overhead and operational complexity of the
network.

Energy harvesting techniques have been recently employed as a solution to pro-
long network operating time from another aspect. Such a scheme captures energy
from the ambient environment, e.g., mechanical, thermal, photovoltaic or electro-
magnetic energy, to charge sensor nodes. However, the main drawback of energy
harvesting techniques is the low efficiency of recharging, since the power output
of energy harvesting devices is relatively low compared to the power consumption
of the node for sensing and communications [106], especially for the sensor nodes
around the data aggregation points.

In order to overcome the aforementioned problems, it is desirable to find a nov-
el approach to balancing energy consumption to improve network performance in
WSNs. By taking advantage of mobility and renewable energy while shortening
data collection latency, we propose a Mobility Assisted Data Gathering with So-
lar Irradiance Awareness scheme, abbreviated as MADG-SIA, to achieve bal-
anced energy consumption in WSNs and prolong network lifetime. We construct a
MADG-SIA enabled network with three types of devices: the static sensor nodes
that are powered by solar panels, the mobile cluster heads that can be wirelessly
recharged, and the power transporters (referred to as SenCars). Different from sen-
sor nodes, the discharge rates of cluster heads are much higher than the charge rate
provided by solar panels due to the large amount of data forwarding and move-
ment. We use SenCars to charge cluster heads more efficiently when their energy
levels are low. The network has a hierarchical architecture where sensor nodes are
clustered and send data to their corresponding cluster heads. The cluster heads
sojourn at different positions, referred to as anchor points, in each data gathering
period, to collect data from surrounding sensor nodes in a one-hop or multi-hop
manner. By carefully moving cluster heads to some positions for data gathering,
the energy-consuming data forwarding tasks are shared among all the sensor nodes
to balance their energy consumption. On the other hand, as the moving distance
of cluster heads is limited, and they communicate with the data sink directly once
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settled down, the data collection latency in the proposed network is much shorter
than that in mobile data gathering. Based on this network architecture, we will find
optimal positions for anchor points and moving paths for cluster heads, and develop
a clustering approach and determine the routes for sensor nodes to upload data to
cluster heads.

The rest of this chapter is organized as follows. The related work is discussed
in Section 5.2. Section 5.3 describes the framework of the proposed scheme. In
Section 5.4, the system model and the proposed algorithm are presented for WSNs
with regular and random topologies. Section 5.5 evaluates the impact of various pa-
rameters on network performance. Finally, the chapter is concluded in Section 5.6.

5.2 Related Work

In this section, we briefly review some related work in the literature, which includes
the work on data gathering with clustering and energy replenishment in WSNs.

5.2.1 Data Gathering in Clustered WSNs

An energy-efficient framework for clustering-based data collection in wireless sen-
sor networks was proposed in [98]. By adaptively enabling/disabling prediction
operations and updating clustering as well as accommodating in-network aggre-
gation and the sleep/awake scheduling, the framework achieves energy efficiency
when sensor data is spatially and temporally correlated. Clustering sensor nodes
was also considered in [25]. By periodically selecting cluster heads according to
the combination of residual energy and a secondary parameter, such as node prox-
imity to its neighbors or node degree, this clustering method outperforms weighted
clustering protocols in terms of several cluster characteristics. Heterogeneous ad
hoc sensor networks were studied in [99] which focused on energy and link het-
erogeneity. The impact of the number and placement of heterogeneous resources
on the performance of networks of different sizes and densities was evaluated. It
was shown that it requires only a modest number of reliable, long-range backhaul
links and line-powered nodes to have a significant impact. Employing mobile clus-
ter heads in hybrid sensor networks was explored in [100]. A heuristic algorithm
for positioning cluster heads and balancing traffic load in the network was proposed
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and shown to be able to increase network lifetime after only a few rounds of adjust-
ments. An energy-balanced dominating set based clustering scheme (EBDSC) was
proposed in [102], where normal nodes broadcast the number of cluster head can-
didates around it. Each candidate calculates the median of such numbers received
from its neighbors, and becomes a final cluster head with a probability inversely
proportional to the median. Employment of distributed load balanced clustering
and MIMO uploading techniques in wireless sensor networks was studied in [103],
in which the sensors are organized into clusters by executing a distributed load bal-
anced clustering (LBC) algorithm, which also generates multiple cluster heads in
each cluster to balance the work load and facilitate MIMO data uploading.

The above schemes can greatly save energy by utilizing clustering compared to
conventional relay routing in networks. However, since they are based on conven-
tional sensor nodes and do not consider energy harvesting, the network lifetime is
limited by the battery life. Alternatively, our work in this chapter jointly considers
energy replenishment and cluster head movement with the goal to extend operation
time of WSNs.

5.2.2 Energy Harvesting in WSNs

A general target coverage problem for a solar-powered active sensor network with
a controllable sensing range was investigated in [107], where a near-optimal ap-
proximate solution was provided with a 60X improvement in speed at the cost of
8% reduction in the quality of coverage. A joint study of energy management and
resource allocation problem for energy-harvesting sensors was presented in [65],
in which the optimal sampling rate was explored based on the average energy re-
plenishment rate, and a local algorithm was presented for each sensor to adapt the
sampling rate according to short term fluctuations in recharging, with the objective
of maintaining the battery at a target level. A dynamic energy-oriented schedul-
ing method (DEOS) was proposed in [108] for multiple tasks allocation with a
time-varying and limited energy constraint in energy harvesting wireless sensor
networks. Simulation results indicated that DEOS is extremely lightweight and it
effectively schedules tasks to utilize the dynamically available energy. RF radia-
tion based energy replenishment for sensor networks was studied in [68], where a
wireless charging system was developed and implemented so that sensor nodes get

81



charged by a mobile charger. However, experiment reveals that energy replenish-
ment with this technique is of low efficiency and difficult to be used in large scale
WSNs with perpetual operation.

The above works provide promising methodologies to relieve the energy con-
straint from the perspective of power supply. [65, 107, 108] focus on prolonging the
lifetime of an energy harvesting sensor network, but do not consider mobility. As a
result, the network lifetime is still fairly short due to unbalanced energy consump-
tion in the network. In [68, 109–113], all the sensors in the networks are charged
by the mobile vehicles. Since the capability for a vehicle to deliver energy to the
sensor is limited, large scale networks that consist of thousands of sensors may de-
mand a large numbers of vehicles to maintain perpetual operation, which ultimately
leads to high cost for network operation. In contrast, our work takes advantage of
controlled mobility, data rate allocation and heterogeneity of energy replenishment,
to provide perpetual network operation and maximize data throughput.

5.3 Framework Overview

In this section, we provide an overview of MADG-SIA. The entire network con-
sists of three types of devices: sensors, cluster heads and SenCars. All the sensors
are equipped with solar panels that harvest energy from solar irradiance, while the
cluster heads can be wirelessly recharged by SenCars. The application of wireless
recharge in sensor networks is constrained by the slow charging problem for con-
ventional batteries, such as Nickel-Metal Hydride (NiMH) and Lithium-ion (Li-ion)
batteries which are widely used as energy storage devices for energy replenishable
sensor nodes. Both NiMH and Li-ion batteries have such a problem as the optimal
charging rate for Li-ion batteries that achieves the best performance is less than 1C,
while for NiMH batteries, the optimal charging rate is even lower (C is determined
by the nominal capacity of the battery). Under such restriction, it will take long
time to fully charge a battery, which is unrealistic for large scale WSNs, thus we
choose to charge the cluster heads only.

A wireless sensor network with MADG-SIA works as follows. The area where
the sensor nodes are deployed is divided into several regions (the method of division
is presented in Section 5.4), and a mobile cluster head is employed in each region
for data gathering. To be more specific, the cluster head visits all the anchor points

82



τ τ τ τ

Figure 5.1: Operating timing diagram of a MADG-SIA enabled wireless sensor
network. Recharging of cluster heads depends on their energy status and can be
performed whenever necessary.

in the region once in a given time duration, which is denoted as a data gathering
cycle. It sojourns at each anchor point for a period, which is denoted as a data
gathering period, to collect data from the sensor nodes near this anchor point. An
example of the operating timing diagram of a wireless sensor network with MADG-
SIA in a data gathering cycle is shown in Fig. 5.1. The red dotted curve plots solar
irradiance from real measurement. At the beginning of each data gathering period
except for the first one of each data gathering cycle, all cluster heads move to next
anchor points, and initiate clustering and routing operations. With the positions of
the cluster heads, all the sensor nodes organize into clusters and find the routes to
send data to the corresponding cluster heads. After that, data from sensor nodes are
aggregated by cluster heads and then forwarded to the data sink via paths consisting
of one or more cluster heads. It is possible that the energy levels of the nodes in
a cluster increase due to the high output from solar panels. In such a scenario, the
cluster head stays at the current anchor point until the batteries of the nodes begin
to discharge. Then the cluster head recalculate the data gathering period for the rest
anchor points, and move to these anchor points to collect sensory data. When a
cluster head detects that its battery level is below a threshold, it reports its energy
status to the base station and request energy replenishment. A SenCar is dispatched
to recharge the cluster head upon the request.

83



5.4 Mobility Assisted Data Gathering with Solar Ir-
radiance Awareness (MADG-SIA): Routing and
Data Rate Control

Having outlined how the network works for energy replenishment and data gather-
ing, in this section, we present an efficient implementation of MADG-SIA in WSNs
in a distributed manner. The objective is to balance energy consumption during da-
ta gathering determine the positions of anchor points for cluster heads where they
sojourn in each data gathering period to collect sensing data from their surrounding
sensor nodes and forward these data to the data sink, the moving pattern of cluster
heads among the anchor points, and the clustering and routing schemes of sensor
nodes so as to guarantee perpetual network operation. This can be achieved in t-
wo steps: first, cluster heads find the anchor points they should move to for data
collection; then sensor nodes calculate the clustering and routing according to the
positions of anchor points. The notations and their semantics used for the following
discussion are listed in Table5.1.

5.4.1 Anchor Point Selection

We first select the anchor points for cluster heads to visit in each data gathering cy-
cle. Consider a wireless sensor network consisting of n nodes randomly deployed in
a L1×L2 area S. Without loss of generality, we consider the case that sensor nodes
follow uniform distribution, and each node is connected with at least one neigh-
bor, which means that the distance between the two nodes is less than transmission
range R.

An ideal solution to balance energy consumption for data transmission among
sensor nodes in a given period is that each node transmits the same amount of
data. In a large sensor network with random distribution, this can be approximately
achieved by moving cluster heads to the anchor points where each node has an equal
probability to be an i-hop neighbor of a cluster head (i = 1, 2, . . .,). Since a sensor
node can only communicate with a cluster head when the distance between them
is no more than R, to achieve this objective with high efficiency, we cover the area
with the fewest number of disks whose radius is R. It was proved in [114] that the
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Table 5.1: Notations used in formulation of MADG-SIA.
Notation Definition
S Rectangular area the wireless sensor network is deployed.
m Number of cluster heads.
n Number of sensor nodes.

L1, L2 Side lengths of S .
Di Set of descendant nodes of sensor i, i.e., the nodes for

whom node i relays data to the cluster head.
R Transmission range of a sensor node.
er Energy consumed for a sensor node to receive a unit flow.
et Energy consumed for a sensor node to transmit a unit flow.
bi Battery level of sensor node i.
bti Battery level of sensor node i at time t.
b̌ti Estimated battery level of sensor node i at time t.
wi,j Weight of link (i, j), which represents the capability of

link (i, j) to transmit data.
wi−j−CH Accumulated weight of the route with least weight from

sensor node i to the cluster head through sensor node j.
wi−CH Accumulated weight of the route with least weight from

sensor node i to the cluster head.
ri Data rate of sensor node i.
I Solar irradiance arriving at the solar panel.
ηp Efficiency of the solar panel to convert solar irradiance

to electrical power.
ρe Electrical regulating and charging efficiency.
A Size of solar panel.
πd
i Discharge rate of sensor node i.

πr Recharge rate of sensor node.
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Figure 5.2: Placement of disks. The left- and bottom-boundaries are fully covered.

solution to the problem of covering an area with the minimum number of disks is
to place disks so that the centers of disks are located at the vertices of equilateral
triangles with side length equal to

√
3R.

It is easy to see that as long as the four boundaries of S are covered by disks
placed in this way, it is guaranteed that S can be covered entirely. Based on this
observation, we can derive a method of placing disks to cover S by considering the
coverage of its boundaries.

In Fig. 5.2, S is defined by boundaries x = 0, x = L1, y = 0 and y = L2 in
a two dimensional Cartesian coordinate system. We first find the y-coordinates for
the centers of disks. Assume that there are M rows of disks we intend to place.
The centers of disks in the first row which is the closest to y = 0 are placed on
straight line y = R

2
. This ensures that the bottom boundary y = 0 is fully covered

as ab⊥o1o2 and ab = R
2

. The centers of disks in the successive rows are placed 3R
2

away, i.e., the y-coordinates of the centers of disks in the ith row is (i− 1)3R
2
+ R

2
,

where i = 1, 2, . . . ,M . Let the centers of disks in the mth row be the closest to
y = L2 from beneath. In order to fully cover top boundary y = L2, the number of
rows M should satisfy that

M =

{
m, L2 − ((m− 1)3R

2
+ R

2
) ≤ R

2

m+ 1, otherwise
(5.1)
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Then we calculate the x-coordinates for the centers of disks. The distance between
the centers of two neighbor disks in the same row is

√
3R. Assume that there are

Nodd disks in odd rows and Neven disks in even rows. The x-coordinate of the center
of the jth disk in odd rows is

√
3(j − 1)R, where j = 1, 2, . . . , Nodd, and the x-

coordinate of the center of the kth disk in even rows is
√
3(k − 1)R +

√
3R
2

, where
k = 1, 2, . . . , Neven. Such placement ensures full coverage of left boundary x = 0,
which can be proved as follows.

Proof. Denote the circle whose center locates at point A as circle of A. Let d and
e be the two intersection points of circle of o1 and circle of o4. Extend o1d so that
it intersects with o4h at c, where o4h is the radius of circle of o4 and o4h⊥o1c. It
is easy to see that ∠do1o4 = π

6
and ∠o1de = π

3
. Since de⊥o1o4, ∠o1o4h = π

3
. We

can see that ∠ho4o5 = π. Let f and g be the two intersection points of circle of o4
and circle of o6. We have ∠o4o6f = π

6
and ∠o6fg = ∠ho4o6 = π

3
. Extend o6f

so that it intersects with o4h at c′. Since o4o6⊥fg, o6c′⊥o4h. As o1o4 = o4o6 and
∠o1o4h = ho4o6 =

π
3
, co4 = c′o4 =

√
3R
2

. Thus c and c′ overlap with each other. We
can see that o1, d, f and o6 are on the same straight line. Since o1 and o6 are placed
on x = 0, d and f are also on x = 0. This means that o1o6 which is a segment of
left boundary x = 0 is covered by circle of o1, circle of o4 and circle of o6. When
M is sufficiently large, the entire left boundary x = 0 can be fully covered.

We now determine the numbers of circles in each row. Let the N th
1 disk be

the right-most disk in row i, and denote the x-coordinate of the center of this disk
as xN1 . Let the N th

2 disk be the right-most disk in an adjacent row, and denote
the x-coordinate of the center of this disk as xN2 . In order to fully cover the right
boundary of S , xN1 and xN2 should satisfy that

|xN1 − xN2 | =
√
3R/2

max{xN1 , xN2} ≥ L1,min{xN1 , xN2} < L1

Next, using the centers of disks as anchor points, we can determine the movement of
the cluster heads. We first divide S into regions according to the number of cluster
heads, so that each of the regions contains the same number of anchor points. To
be more specific, each region has the same number of rows of anchor points, and
each row has the same number of anchor points. In Fig. 5.3, e.g., S is covered by
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data relay path

cluster boundary

moving path of cluster head

anchor point

cluster head

data sink

Figure 5.3: Division of regions and the moving paths of 4 cluster heads in S . S is
divided into 4 regions with 9 anchor points in each region, which consists of 3 rows
and each row contains 3 anchor points. Each cluster head moves along the planned
path and sojourns at each anchor point on the path for a period to gather data from
its surrounding sensor nodes. The collected data are transmitted among the cluster
heads to the data sink.

36 anchor points which are organized into 6 rows, and each row contains 6 anchor
points. Since we have 4 cluster heads, we divide S into 4 regions, each of which
consists of 3 rows and each row contains 3 anchor points.

The moving paths for the cluster heads are planned with the objective of maxi-
mizing the data collected from each sensor node in a data gathering period, which
is calculated as

sum_of_data = (τ − d

v
− trc)r (5.2)

where τ is the duration of a data gathering period, d is the moving distance of
the cluster head in the data gathering period, i.e., the distance between the two
anchor points selected in two successive data gathering periods, v is the moving
velocity of the cluster head, trc is the time for routing and clustering of sensor
nodes after the cluster heads arrive at the selected anchor points, and r is the data
rate of the sensor node. Clearly, the total amount of collected data increases when
the moving distance is shorter, thus we plan zig-zag moving paths for cluster heads
so that between two successive data gathering periods, each cluster head moves to
an unvisited anchor point in the region which is

√
3R away. After reaching the end

of the path, the cluster head turns back and moves along the path in the reverse
direction at the beginning of the next data gathering cycle.

In order to ensure that every sensor node can be a one-hop neighbor of a cluster
head during a data gathering cycle, the cluster head should move fast enough to visit
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all the anchor points in the network. The number of anchor points in a large network
may be too large for cluster heads to visit all of them in such a period. There are two
solutions for solving this problem. The first solution is to employ more cluster heads
and to divide the area into more regions, so that the number of anchor points in each
region is reduced. For the network shown in Fig. 5.3, each region contains 9 anchor
points. In Fig. 5.4(a), the number of cluster heads increases to 9, so the network is
divided into 9 regions, thus the number of anchor points in each region is reduced
from 9 to 4. The second solution is that, instead of calculating the positions of the
anchor points by using the method of no-gap covering, the anchor points are picked
based on geographical symmetry. A region is divided into several sub-regions, and
the center of the sub-region is selected as the anchor points of the cluster head in the
region. Fig. 5.4(b) shows an example of such anchor point selection method. For
the network in Fig. 5.3 which is divided into 4 regions, in Fig. 5.4(b), each region is
further divided into 4 sub-regions, and the centers of the 4 sub-regions are chosen
as the anchor points of the cluster head for this region. This method may lead to
less effective energy balancing as the task of data forwarding is no longer shared
by all the sensor nodes, and more energy consumption on the sensor nodes around
anchor points due to that a large amount of data forwarding may cause energy holes
in these areas. However, the advantage of this solution is that it has lower overhead
for routing and clustering which is performed every time after cluster heads change
their positions. Since the number of anchor points in each region is much smaller
than that in the first solution above, routing and clustering will be calculated less
frequently, thus the overhead is reduced. In Fig. 5.4(b), the number of anchor points
in each region is 4, so the frequency of routing and clustering calculation is 4

9
of that

in Fig. 5.3 where each anchor point changes its position 9 times in a data gathering
cycle.

5.4.2 Solar Irradiance Aware Mobility Control

In 5.4.1, we propose that a cluster head traverses all the anchor points along a Zig-
Zag path, so that the total amount of collected data can be potentially maximized.
Given such a moving path, another parameter that impact the moving pattern of a
cluster head is the data gathering period, which is the time a cluster head sojourns
at an anchor point for data collection. For fairness, the data gathering period for
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(a)

data relay path

cluster boundary
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(b)

Figure 5.4: Reducing excessive movement for each cluster head caused by a large
amount of anchor points in the region. (a) Divide the area into 9 regions and cluster
head movement is reduced to 4 in a data gathering cycle. (b) Divide each regions
into 4 sub-regions and select the centers of the sub-regions as the anchor point.
Cluster head movement is reduced to 4 in a data gathering cycle.
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each anchor point should be potentially the same, i.e., τ = T
number_of_cluster_heads . It

is noticeable that when solar irradiance is high enough, the output of a solar panel
could be larger than the rate of energy consumption caused by wireless communi-
cation, thus the energy levels of the nodes increase and the batteries could get fully
recharged. In such a scenario, changing the position of of a cluster head may not
benefit the balancing of energy consumption among the nodes, which is one of the
major concern of MADG-SIA. Thus we propose a method to adaptively adjust data
gathering period according to solar irradiance.

5.4.2.1 Energy Model

In order to control the data gathering period at each anchor point to adapt to solar
irradiance, it is necessary to accurately model the energy changes in sensor nodes.
In general, the energy status of a node is determined by the energy consumption
rate and energy replenishing rate of the node. For node i, the receiving rate equals
the sum of the data rates of its descendants, while the transmission rate equals
the receiving rate plus its own data rate, thus the energy consumption rate can be
calculated as

πd
i = er

∑
j∈Di

rj + et(ri +
∑
j∈Di

rj) (5.3)

where πd
i is the rate of battery discharging, e is the energy consumed for transmitting

a unit data, and Di is the set of active descendants of node i. The recharging profile
of solar harvesting sensor nodes is modeled as

πr = I·ηp·ρe·A (5.4)

where πr is the rate of battery charging, I represents the solar irradiance arrived at
the solar panel, ηp is the efficiency of the solar panel to convert solar irradiance to
electrical power, ρe is the electrical regulating and charging efficiency, and A is the
size of solar panel. The energy status of node i after ∆t time can be updated as
follows

bt+∆t
i =


B b̌t+∆t

i > B

0 b̌t+∆t
i < 0

b̌t+∆t
i otherwise

(5.5)
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b̌t+∆t
i = bti +∆t·I·ηp·ρe·A−∆t(er

∑
j∈Di

rj + et(ri +
∑
j∈Di

rj))

where bt+∆t
i is the energy level of node i at time t + ∆t, B is the capacity of the

battery, and b̌t+∆t
i is the estimated energy level of node i at time t+∆t. This energy

model reveals that a battery can neither store energy more than its capacity nor
provide energy more than the sum of its remaining energy and the energy harvested
by the solar panel.

5.4.2.2 Adaptive Mobility Control

According to the energy model established in 5.4.2.1, the battery of a node is
recharged when the energy provided by the solar panel is higher than consumed
for wireless communications, i.e., πd

i < πr. Due to the limitation of battery ca-
pacity, the energy of nodes whose batteries have been fully charged do not increase
any more, while the energy of the nodes whose batteries are not full keeps increas-
ing. As a result, the differences of energy levels among the nodes declines, and
energy distribution tends to be uniform. Based on such fact, changing the position
of cluster head when the nodes are being charged does not benefit balancing the
energy distribution among the nodes. Furthermore, changing the position of cluster
heads during such time reduces the number of nodes whose energy consumption
can be balanced through the movement of cluster heads when solar irradiance is
low (πd

i > πr). To address the impact of change of solar irradiance, we propose a
mobility control method which is illustrated as follows.

1. A data gathering cycle starts when solar irradiance is available. A cluster head
sojourns at each anchor point for τ = T

number_of_cluster_heads before moving to
the next anchor point1. This ensures only a few anchor points are visited
before the solar irradiance becomes high enough to charge the nodes, thus
the effort for balancing energy consumption by moving cluster heads in the
regions can be improved.

2. Each node monitors its energy status change when uploading data to the clus-
ter head. When the residual increases, the node on the edge of the cluster send

1It is noticeable that T changes year round as sunrise and sunset times change. However, the
change is slight between two successive days, thus T can be easily adjusted to address the change.
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a “Recharging” indicator to its next-hop neighbor. Each intermediate node,
being aware of all the one-hop neighbor nodes for whom it relays data during
cluster and routing operation, records the “RECHARGING” indicators from
these neighbors. If all these neighbors send “RECHARGING” indicator, and
its own battery is being recharged, the node sends a “RECHARGING” indi-
cator to its next-hop neighbor. If a cluster head receives “RECHARGING”
indicators from all its one-hop indicator, it enters “QUIESCENT” state, sus-
pends future movement and collects data at current anchor point until it quits
“QUIESCENT” state.

3. If a node detects decrease of residual energy and it has previously sent a
“RECHARGING” indicator, it sends a “DISCHARGING” indicator to its
next-hop neighbor. Upon receiving a “DISCHARGING” indicator, the node
remove the “RECHARGING” indicator of the corresponding neighbor from
its record, and send a “DISCHARGING” indicator to its next-hop neighbor.
When the cluster head in “QUIESCENT” state receives such an indicator, it
quits “QUIESCENT” state immediately. If the time that the cluster head has
sojourned at current anchor point, denoted as ts, is less than τ , it waits at the
current anchor point until ts = τ ; otherwise it recalculate data gathering peri-
od for the rest of the tour, which is τ̂ = T−elasped_time_in_current_data_gathering_cycle

number_of_unvisited_cluster_heads

.

5.4.3 Weighted Routing and Clustering Algorithm

In MADG-SIA, after the cluster heads have moved to anchor points, the next step
is to organize the sensor nodes around cluster heads and find the routes for each
node to send data to the cluster head. We present a distributed algorithm, named
Weighted Clustering and Routing (WCR), for MADG-SIA sensor networks. The
basic idea of WCR is to evaluate the cost of data transmission between a transmitter
and a receiver by their energy levels. Data should always be sent along the route
that has the lowest cost, and a sensor node should only send data to the cluster head
to which the cost of the route is minimum. Next we describe WCR in detail.

With the energy levels obtained for all sensor nodes, we can draw the connec-
tions among sensor nodes and cluster heads. We represent these connections by a
directed graph G(V,E), where V is the set of vertices denoting sensors and cluster
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heads, and E is the set of arcs denoting the connections between the ordered pairs
of vertices. The weight of arc (i, j) wi,j , which represents the cost of data transmis-
sion over link (i, j), is defined as the reciprocal of the minimum of the energy level
of node i and node j if they are inside the transmission range of each other, i.e.,
wi,j = wj,i =

1
min{bi,bj} . The energy levels of cluster heads are considered as +∞.

If node i and node j are outside the transmission range of each other, or if one or
both of them have no energy left, wi,j and wj,i are set to +∞.

The weighted routing and clustering algorithm works as follows. At the be-
ginning of the process, each cluster head initiates a ROUTE-REQUEST (RREQ)
message, which includes the following domains: the address of the cluster head,
route weight w that is set to zero and a sequence number (SN) that is increased
by one each time the cluster head moves to a new anchor point. In order to avoid
flooding RREQ from each cluster head in the entire area S, a domain containing
time-to-live information (TTL) is also defined in RREQ.

Each node keeps a record of the maximal accumulated weight of the route to
cluster head k. When node i receives a RREQ message originated from cluster head
k from its neighbor node j, it calculates the accumulated route weight wi−j−CHk

by
adding wi,j to w in RREQ, and compares it with its record. If the new wi−j−CHk

is smaller than the record wi−CHk
, node i saves wi−j−CHk

as wi−CHk
. When a

route with smaller accumulated weight is found, the node also decreases TTL in
RREQ by one and broadcasts the message if TTL is greater than one, otherwise,
the message is discarded.

It is noticeable that such a procedure may cause a lot of message passing since
multiple routes may exist between a node and the cluster head. A timed-updating
mechanism is adopted to avoid this problem, in which the update message for a
new route is not sent immediately, but after a period which is proportional to the
accumulated route weight. This way, a route with larger weight could be discovered
by a node before it updates its neighbors with smaller route weight. For example,
when node i finds route a with efficiency being 50 which is the highest among
the existing routes, it waits for 10s before updating its neighbors. Route b with
efficiency being 100 is found before the timer expires, then sending RREQ message
which updates route a information is avoided.

By flooding RREQ messages in the network, routing information is received
by all sensor nodes. Clustering is also accomplished as each sensor node selects
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the cluster head to which the route has the largest accumulated route weight. For
example, when node i receives RREQ message from two different cluster heads,
CHa and CHb, it compares the accumulated weights of the routes to the two cluster
heads. If wi−CHa < wi−CHb

, node i considers itself to be in the cluster associated
with CHa. The WCR algorithm on node i is described in Algorithm 2.

Algorithm 2: Weighted Routing and Clustering Algorithm for Node i. There
are K cluster heads deployed in S .

Input: Battery status of node i.
Output: Next-hop neighbor p on the path to the chosen cluster head.

1: Set Timerproc;
2: loop
3: Node i waits for RREQ message or timer expiration;
4: if RREQ is received from neighbor j then
5: wi−j−CHk

← wj−CHk
+ wi,j ;

6: if wi−j−CHk
> wi−CHk

then
7: continue;
8: end if
9: Update local record wi−CHk

with wi−j−CHk
;

10: Save node j as next-hop neighbor to cluster head k;
11: if TTLCHk

–==0 then
12: continue;
13: end if
14: Update RREQ by setting domain wi−CHk

to wi−j−CHk
;

15: Set Timerk;
16: continue;
17: end if
18: if Timerproc expires then
19: Find min{wi−CHk

, k = 1, 2, . . . ,K};
20: Choose the corresponding neighbor j as the next-hop neighbor;
21: break;
22: end if
23: if Timerk expires then
24: Broadcast RREQ originated at cluster head k;
25: end if
26: end loop
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5.5 Performance Evaluation

In this section, we evaluate the effectiveness of MADG-SIA with different param-
eter setups through extensive simulations in MATLAB, and compare it with two
static data gathering schemes of solar harvesting sensor network. One of them
has have all the sensor nodes send data to the data sink directly, which is denoted
as DSDG, while the other one has hierarchical structure with fixed cluster heads
deployed and is denoted as CHDG. In the simulation, we generate a network con-
sisting of 500 wireless sensor nodes randomly distributed in a 200m × 180m area
for demonstration purpose.

The cluster heads are placed at the bottom-left anchor point of the each region
at the beginning of the simulation, and they move to other anchor points along the
designed path at the beginning of each data gathering period. We assume that all
the sensor nodes wait until a route to the cluster head is found before they start data
transmission. In a data gathering period, each node stops sending data when the
route selected for uploading is broken due to depletion of energy in some of their
ancestors. We use real solar irradiation measurements collected by the Baseline
Measurement System (Global 40-South PSP) at National Renewable Energy Lab-
oratory in 2011. The default values of the parameters used in the simulations are
listed in Table. 5.2. The simulation is run for 24 consecutive hours.

5.5.1 Performance of MADG-SIA

There are several critical parameters in MADG-SIA that affect the performance,
including the number of cluster heads N and the data rate of the sensor nodes r.
Fig. 5.5 demonstrates the residual battery energy of sensor nodes after a data gath-
ering cycle (24 hours, starting when solar irradiance is available) when the numbers

Table 5.2: Parameter Settings for performance evaluation of MADG-SIA.
Parameter Value Parameter Value

er 0.3mJ/Kbps et 0.4mJ/Kbit
N 500 L1 × L2 200m× 180m
b 1mAh r 10Kbps

ηp·ρe 0.06 A 10cm× 5cm
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of cluster heads are 4, 9 and 16, respectively. From the figures, we can see that
the scenario with less cluster heads result in more balanced residual battery energy.
This is reasonable since with fewer available cluster heads, there are more anchor
points in each region, thus each cluster head has to move more frequently to go
through all these anchor points in a data gathering cycle. As a result, the cluster
heads sojourn for shorter time at each anchor point and less data is forwarded by
each node which consumes less energy. Fig. 5.6 exhibits the amount of collected
data in each hour when different number of cluster heads are. During the daytime
when solar irradiance is strong, the output of the solar panels is sufficient to support
transmission of data from most of the sensor nodes, thus all the three scenarios have
similar data output. When solar irradiance becomes unavailable, the sensor nodes
in the scenarios with more cluster heads have more aggregation points, but shorter
transmission time due to limited energy supply from batteries. Thus all the three
scenarios collect similar amount of data from the network.

Fig. 5.7 presents residual battery energy of the sensor nodes after a data gath-
ering cycle in the scenarios where the sensor nodes have different data rates. A
higher data rate results in heavier traffic going through sensor nodes, which con-
sumes energy much faster on the sensor nodes around the cluster heads than the
sensor nodes in the scenario with lower data rate. After energy holes are formed
around the cluster heads, all the related nodes disconnected from the cluster heads
and stop consuming energy. Fig. 5.8 compares the amount of data collected from
the network in a data gathering cycle when the data rate of sensor nodes increases.
It can be observed that when solar irradiance is strong enough during the daytime,
the network with higher data rate yields more data output. However, when solar
irradiance is no longer available, the data output of such network drops rapidly and
less data are collected.

5.5.2 Comparison with Static Solar Harvesting Networks

In this subsection, we compare MADG-SIA with DSDG and CHDG in solar har-
vesting sensor system. Using the Cartesian coordinate system shown in Fig. 5.2,
DSDG has a data sink placed at L1,

L2

2
), and CHDG has four cluster heads placed

at (L1

4
, L2

4
), (3L1

4
, L2

4
), (L1

4
, 3L2

4
) and (3L1

4
, 3L2

4
) separately. Fig. 5.9(a) and (b) show

the residual battery energy at the end of a data gathering cycle (residual battery en-
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Figure 5.5: Comparison of residual battery energy at the end of a data gathering
cycle with different number of cluster heads. Fewer cluster heads result in more
balanced energy distribution. (a) Standard deviation of residual energy σ=0.1714J ;
(b) σ=2.1041J ; (c) σ=2.7910J .
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Figure 5.6: Comparison of accumulated collected data with different number of
cluster heads.

ergy of MADG-SIA is shown in Fig. 5.5). Energy hole is observed in DSDG as
the sensor nodes around the data sink have no energy left, while the energy levels
of the sensor nodes in other positions are relatively high. The same thing happens
to CHDG as the sensor nodes around the cluster heads have depleted their ener-
gy while others still alive. In comparison, with the assistance of mobile cluster
heads, energy consumption in MADG-SIA is more balanced in the entire network.
Fig. 5.10 compares MADG-SIA with DSDG and CHDG-fixed in consecutive 24
hours in terms of the amount of gathered data. Although they yield similar amount
of data output when there is strong solar irradiance during the daytime, the output
of DSDG and CHDG drops more rapidly than MADG-SIA when solar irradiance
gets weakened. Once the data output drops to zero, DSDG and CHDG no longer
have data output since the sensor nodes around the data sink or the cluster heads
have depleted their energy, while MADG-SIA is still able to collect data from some
nodes that have energy left as the cluster heads move to different anchor points.

The simulation results in Fig. 5.5-5.8 provide some insights for system param-
eter selections. For the input settings used in the simulation (Tab. 5.2), a network
with 4 cluster heads outperforms the networks with 9 or 16 cluster heads in terms
of residual energy distribution and the amount of collected data, and a network in
which sensors send data at 10Kbps outperforms a network with the data rate be-
ing 100Kbps with respect to these two metrics. When designing such a network
for a specific application, however, these inputs may change (e.g., the size of the
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Figure 5.7: Comparison of energy distribution at the end of a data gathering cycle
with different data rate. Lower data rate results in more balanced energy distribu-
tion. (a) σ=2.2034J ; (b) σ=3.9691J .
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Figure 5.8: Comparison of accumulated collected data with different data rate.

network, number of sensors and transmission range), thus the optimal value of the
number of cluster heads and data rate may vary. Evaluation with inputs precisely
modeling all the related physical factors should be performed to derive the optimal
values of the parameters. The simulation results in Fig. 5.9-5.10 demonstrate that
MADG-SIA is less sensitive to solar irradiance variance in solar harvesting WSNs.
Compared with data gathering schemes with a single data sink or fixed cluster heads
in which energy holes are observed around the data sink or cluster heads when solar
irradiance turns to be low, MADG-SIA has more balanced energy distribution over
the whole network, which consequently improves data output and extends network
operating time.

5.6 Conclusions

Balancing energy consumption is a challenging task in designing a wireless sensor
network as data collection is usually restricted by the sensor nodes that have deplet-
ed their energy, even for sensor nodes with energy replenishment. In this chapter,
we have proposed a novel mobility assisted data gathering mechanism (MADG-
SIA) which balances the energy consumption for data transmission among the sen-
sor nodes to extend the operating time of a heterogeneous energy replenishable
wireless sensor network. The area is divided into several regions, and a cluster
head moves around in each region, sojourns at different anchor points to gather
data from surrounding sensor nodes in a pattern with respect to solar irradiance.
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Figure 5.9: Comparison of energy distribution at the end of a data gathering cycle
with different data gathering schemes. (a) Data gathering with four static cluster
heads (DSDG). σ=3.9527J . (b) Data gathering with a static data sink (CHDG).
σ=4.7754J .
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Figure 5.10: Comparison of accumulated collected data with different data gather-
ing schemes.

By employing such mobile cluster heads, the energy distribution in the solar har-
vesting wireless sensor network is balanced, thus data output is increased and the
network operating time is prolonged. We present a low-complexity method to find
moving patterns for each cluster head. We also present a weighted algorithm for
node clustering and routing. We demonstrate that MADG-SIA is efficient in pro-
longing network operating time and enhancing data output. We provide guidance
on parameter selection for designing and deploying such WSNs by evaluating the
performance of MADG-SIA with different parameter setups, and we also demon-
strate the effectiveness of MADG-SIA in extending network operating time and
increasing data output by comparing with the scenarios of data gathering with s-
ingle data sink (DSDG) and data gathering with statically deployed cluster heads
(CHDG-Fixed) in energy harvesting WSNs.
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Chapter 6

A Versatile Platform for Mobile Data
Gathering Experiments in Wireless
Sensor Networks

In recent years, mobile data gathering in wireless sensor networks has attracted
much interests in the research community. However, despite extensive efforts, many
of previous work in this area lies only in theory and evaluates network performance
with computer simulations, which leaves a large gap from reality. In this chapter, we
present the design and implementation of a general purpose, flexible platform for
mobile data gathering in wireless sensor networks to evaluate network performance
and algorithms in a practical setting. Instead of relying on hand-crafted theoretical
models, our platform integrates both mobile data collector and sensor nodes to pro-
vide realistic performance evaluations. In addition, the platform adopts a modular
design in mobile data collector and sensor nodes, and equips the mobile data col-
lector with advanced computing capability, which makes it versatile for evaluating
the performance of a wide-range of applications. We expect that this platform can
become a very powerful general tool for more accurate network simulations and
facilitate performance optimization in wireless sensor networks.
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6.1 Introduction

Recent advance in technology has fueled a renewed interest of intelligent designs
in low-power mobile devices such as smart phones, sensors, wearable devices and
Internet-of-Things. As a bridge between the physical world and cyber space, sen-
sors play an irreplaceable role to detect and classify real world objects. For years,
wireless sensor networks (WSNs) have been widely used for automation in many
fields, such as object detection for battlefield surveillance, micro-climate monitor-
ing for indoor/outdoor control, and soil moisture sensing for automatic irrigation.

Despite of the wide deployment of wireless sensor networks, energy remains a
major concern in network design and operation. Energy holes, formed due to the
unbalanced energy consumption for data transmission, leads to network disruption
when nodes around the sink deplete their energy. In addition to the energy con-
straint, in sparse networks (e.g., airborne sensors), end-to-end connections cannot
be guaranteed so sensed data from these disconnected regions may be lost.

To tackle these problems, mobile data gathering has been proposed, for exam-
ple, [34, 39, 52, 119, 120, 122–125]. In mobile data gathering, a number of mobile
data collectors are employed to collect data from sensors, which can move suffi-
ciently close to sensors and greatly shorten data relay paths, thereby significantly
alleviate the energy hole problem. Mobile data collectors also enjoy the freedom to
move into disconnected regions for data collection.

Upon discovery of the benefits of adopting mobile data gathering, many algo-
rithms and network protocols have been developed. In principle, most of these algo-
rithms and protocols share the similarity that they introduce sophisticated designs
on mobile data collectors, so we will discuss some example works [119, 120, 126]
next. Ammari et al. [119] developed an energy-aware protocol for disseminating
data to the mobile sink in WSNs using an information theoretic approach. Zhao et
al. [120] applied Space-Division Multiple-Access (SDMA) technique by launch-
ing multiple antennas on an MDC such that distinct compatible sensors can make
concurrent data uploading to reduce latency. Xu et al. [126] addressed the event
collection problem by leveraging sink mobility and the spatial-temporal correla-
tion of events. Note that all the above works were only proposed theoretically and
evaluated by simulations. They have not been validated by real implementations.

Although mathematical tools and software simulators are straightforward, they
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are generally “inaccurate” given the vast majority of simplifications in mathematical
models and imperfection to characterize real world dynamics in software simula-
tors. They often overlook the impact from multiple practical factors so the results
may deviate significantly in reality. To this end, several testbeds have been built
for more accurate evaluations [131, 132, 137]. Nevertheless, many of such testbeds
were designed for a particular project in an application specific domain, and it may
be infeasible to use the testbeds for other applications.

Realizing these problems, in this chapter, we present a versatile platform that
enables performance validation for various MDG algorithms and network protocols
in WSNs. We focus on architectural support for high performance computing and
customizability on MDC and use high-performance Field Programmable Gate Ar-
ray (FPGA) for MDC to handle mobile computing tasks. Our design also considers
wireless communication, memory management, localization, time synchronization
and mobility control. As another part of our platform, we enable low-power designs
on sensors and enhance their computing capability, memory cache and resource ex-
pansions. We provide a complete experimental platform where customization can
be achieved in different layers (application, network, MAC, or physical layer), and
different MDG algorithms can be executed efficiently.

To validate the platform design, we also present a case study of wildlife detec-
tion on our campus. We implement the entire network on our platform. It includes
sensor nodes with ultrasonic sensing for object detection and low-power wireless
communications, and MDC with autonomous navigation/steering, data transmis-
sion and high-performance computing capabilities. During the operation, sensors
are organized into clusters and MDC traverses through the cluster head (called an-
chor) locations for data gathering. Our experimental results reveal that beyond the
theoretical analysis and software simulation, many unnoticeable, real factors also
have great impacts on network performance. Based on such findings, we then pro-
pose solutions to account for these real factors to further improve the algorithms.
Since experimental results are much closer to real applications, we believe that the
platform will be a very useful tool for researchers/administrators to develop, deploy
and manage WSNs utilizing MDG solutions.

The contribution of this chapter can be summarized as follows. First, we de-
sign a versatile mobile platform that can be used for various MDG tasks in WSNs.
To the best of our knowledge, this is the first general mobile platform that can be
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customized for different applications. Second, we adopt modular designs of compo-
nents to allow future developments and expansions. Third, we validate the designs
and implementations of the platform by an application of wildlife detection. Our
results reveal possible estimation errors between the theoretical analysis and real
implementations (e.g., 15% error in data latency). We further provide analysis and
solutions to minimize these inaccuracies.

The rest of the chapter is organized as follows. Section 6.2 discusses previous
theoretical works for MDG in WSNs. Section 6.3 gives the detailed description of
the platform architecture and the implementation.

6.2 Related Work

Software simulation is the dominant method for performance evaluation of WSNs.
NS-2 [127] was developed as a general network simulator for both wired and wire-
less networks, and has been adopted for WSNs as well. OMNET++ [128] is a
discrete simulation library and framework primarily for building network simula-
tors. Domain-specific functionalities such as support for sensor networks, wireless
ad-hoc networks, Internet protocols, performance modeling, phonic networks, etc.,
are provided by frameworks. TOSSIM is a bit-level discrete event simulator de-
veloped to study the behavior of TinyOS/MICA nodes by modeling both software
and hardware, including radio modules. SENS [129] was developed specifically
for WSNs. The modular and layered architecture enables customization of appli-
cations, network communication and physical environment. ATEMU [130] enables
instruction-level emulation for AVR processors which have been used in several
wireless sensor prototypes. It provides libraries of heterogeneous hardware for
simulating the entire hardware platform. In general, network simulators, such as
NS-2, focus on communications whereas neglect the important aspects of node op-
erations. On the contrary, node level simulator/emulators, such as ATEMU, can
provide high-fidelity abstraction of node behavior but require high processing abili-
ty and usually have poor scalability. Moreover, such software simulators/emulators
do not offer native support for mobile data collectors.

There are also testbeds designed for wireless networks with mobility support.
Mobile Emulab [131] employs robots that carry motes and single-board comput-
ers traversing through a fixed indoor area for MDG. It uses marks and cameras
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installed on the ceiling to position the robot and guide its movement in the net-
work. SensLAB [132] tracks animals by attaching sensors to them, receiving sig-
nals by static anchors, and forwarding data to the sink. MiNT [134], a miniaturized
802.11b-based, multi-hop wireless network testbed, serves as a platform for evalu-
ating mobile wireless network protocols and their implementations. It reduces the
physical space requirement for a wireless testbed while providing the fidelity of
experimenting on a large-scale-testbed. The ORBIT testbed [135] consists of an
indoor radio grid emulator for controlled experimentation and an outdoor field trial
network for end-user evaluations in real-world settings. Kansei [136] is a sensing
testbed where nodes are placed in a 15 × 14 rectangular grid, and robotic mobile
nodes operate on top of a transparent Plexiglas plane mounted over the stationary
nodes. In [137], an Unmanned Aerial Vehicle (UAV) is employed to collect data
from ground nodes. The UAV transmits plane telemetry and receives orders for the
autopilot or commands for flight control.

Although these testbeds can provide higher fidelity in performance evaluation
in WSNs compared to software simulation, they are usually built for a specific ap-
plication instead of more general, multi-functional tasks. For example, the robotic
mobile nodes in [136] may not be suitable for outdoor experiments due to the lim-
ited off-road capability and availability of guidance. The UAV in [137] may be
unable to receive data from nodes on the ground when wireless communication
ranges last for few meters. Such characteristics may discourage the deployment of
these testbeds in applications facing different requirements and restrictions, which
motivates us to design and implement a versatile platform for MDG in WSNs.

6.3 Platform Architecture and Implementation

In this section, we provide the design and implementation of our platform as de-
picted in Fig. 6.1. In the platform, the sensor nodes collect data from the physical
environment; the MDC calculates the trajectory and travels in the network to collect
data from the surrounding sensors. Both sensors and MDC have computing, storage
and communication capabilities (at different levels), and the modular structures en-
able easy extension to facilitate various application demands. The implementation
of two devices are described in the next two subsections, respectively.
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Figure 6.1: A photo of the platform showing 4 wireless sensor nodes and an MDC
built with a high performance computing subsystem mounted on a vehicle.

6.3.1 Mobile Data Collector

The objective of MDC design is to provide a high performance processing unit
with wireless communication capability and mobility support, so that it is able to
move under control or autonomously in the network and communicate with sensor
nodes for data collection. MDC consists of functional blocks to perform compu-
tation, wireless communication, and autonomous/controlled movement. The com-
puting unit is designed based on a heterogeneous architecture and consists of a
PowerQUICC III processor (Freescale MPC8548E) and a Virtex-6 FPGA (Xilinx
XC6VSX475T). The interchangeable wireless communication unit provides inter-
connection between MDC and sensor nodes. The mobility control unit calculates
the trajectory and guides MDC moving in the network for data collection.

6.3.1.1 High Performance Computing Subsystem (HPCS)

The mobile data gathering task consists of several computing functionality, such
as baseband signal processing for wireless communication with SDMA technolo-
gy, high level protocol processing and optimal trajectory planning. Furthermore,
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it is beneficial to execute computing tasks on MDCs whenever possible since sen-
sor nodes usually have low computing capability and constrained energy supply
due to cost/size limit. As an example, optimal routing and data flow control can
be achieved using distributed algorithms by exchanging information among sen-
sors, however, this may require several rounds of message exchange in the network,
which could consume a lot of energy. By migrating the computation to MDC, sen-
sor nodes can reduce energy cost thus the network lifetime can be prolonged. Such
migration is important since sensing tasks usually require real-time processing and
high computing capability in many applications.

The processing unit of MDC is based on a heterogeneous computing architec-
ture. It takes advantages of 1) high speed, parallel processing of the hardware, 2)
flexibility of the software and 3) reconfigurability of the digital logic of the hard-
ware system. Traditional high performance computation relies on CPUs, in which
algorithms and network protocols are executed with the support of underlying op-
erating systems. The implementations on CPUs are quite flexible. For example,
tasks can be described at high-level using platform-independent programming lan-
guages, such as C/C++. Such high level description is then translated into low
level instructions and executed in serial by CPUs. The computation is done by the
Arithmetic Logic Unit (ALU) and the computation speed is determined by CPU
clock frequencies (from 50 KHz in ENIAC to GHz). In fact, for MDC, multiple
computation-heavy tasks might need concurrent CPU executions so software im-
plementation may not be fast enough to meet the requirements of many real-time
processing tasks.

A solution to this problem is to allow parallel computation. By Amdahl’s law
[138], the potential speedup is a monotonically increasing function of the degree
of parallelism. The invention of superscalar processors for instruction-level par-
allelism and multi-core processors for task parallelism enables parallel processing
to some extent. However, since CPUs have a limited number and types of ALUs,
parallelism is constrained. In contrast, FPGAs have a large number of logic units
which can be combined for more computing units to work simultaneously so par-
allelism can be improved significantly. Furthermore, unlike CPUs which rely only
on ALUs for all computations, FPGAs can utilize logic elements, such as LookUp
Tables (LUTs), flip-flops and RAMs, to make computation more efficient. These
logic elements can be customized to build functional blocks, such as matrix mul-
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tiplication and digital filters for signal processing. Due to these benefits, FPGAs
have found their applications in base stations for wireless telecommunications, un-
manned combat air vehicles, space probes, and other areas.

We now describe the designs of our FPGA-based HPCS. The functional block-
s of our system are shown in Fig. 6.2, which consists of a Virtex-6 FPGA (X-
ilinx XC6VSX475T), a PowerQUICC III processor (Freescale MPC8548E), and
peripheral devices. XC6VSX475T is optimized for applications that require ultra
high-performance DSP and serial connectivity with low-power GTX 6.5 Gbps serial
transceivers (even capable of handling aerospace and defense applications). The F-
PGA subsystem acts as the main processing module where most computation-heavy
tasks are executed. MPC8548E was designed to deliver high-speed communica-
tions processing performance and high-speed connectivity required by enterprise
networking, fast telecom switching, storage and high-end imaging markets. It is
based on a scalable e500 system-on-chip platform and Power Architecture proces-
sor core (3065 MIPS at 1333 MHz), designated for high level protocol processing in
MDC. For brevity, we refer to “MPC8548E” as “PowerPC” and “XC6VSX475T”
as “FPGA” in the following.
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Figure 6.2: Functional blocks of HPCS. It consists of an FPGA, a PowerPC and
peripheral devices.

The functionality and computing capability of HPCS can be easily extended. H-
PCS provides two industrial standard high-pin count FPGA Mezzanine Card (FMC)
for function extensibility. Each FMC interface provides 10 Giga-bit serial transceiv-
er pairs, 160 single ended, or 80 differential user-defined signals, and clocks. These
two powerful interfaces can be attached to HPCS to implement various function-
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alities. For example, using FMC-to-FMC cables, multiple HPCS boards can be
connected through the high-speed interfaces to extend computing capability.

6.3.1.2 Wireless Communication

Wireless communication functionality can be added to MDC by connecting R-
F transceivers through FMC interface. The functionality depends on the selected
transceivers related to applications. For experiments that do not involve lower layer
processing, the transceiver can be a system-on-chip. It integrates both MAC and
physical layer implementations, such as TI CC2530 which combines RF transceiv-
er and 8051 MCU for 802.15.4/RF4CE/Zigbee applications. If advanced wireless
communication techniques such as SDMA need to be implemented, an RF front
end is preferred. It performs RF signal conditioning and data conversion (Max-
im MAX2829), and provides flexibility to support the processing from all layers
including baseband signal processing in physical layer. We currently use CC2400-
based transceiver as the RF interface, and implement CC2400 controller, MAC pro-
tocol and routing algorithms. The CC2400 controller is designed as a Finite State
Machine (FSM) on the FPGA, which controls status change by writing configura-
tion data into the registers of CC2400, data transmission and reception through an
SPI interface.

The structure of the wireless communication module is illustrated in Fig. 6.3.
The protocol handler abstracts data from the incoming packet or encapsulates user
data to be sent. It exchanges packets with the SPI feeder via a receiving buffer and a
transmitting buffer. The status of the transceiver is controlled by the RF controller,
which sets CC2400 in a proper state for idling, transmitting or receiving through
an FSM. It reads data from the configuration ROM and writes them to CC2400
registers. The SPI feeder acts as the interface to the SPI driver which sends a byte
for each transaction. It is designed to read/write data with arbitrary length so that
the interfaces on other functional blocks towards the transceiver can be simplified.

6.3.1.3 Mobility Control

MDC may move autonomously, or under control by receiving instructions from the
command center through long range wireless communication. Since controlled mo-
bility via instructions is relatively simple, here we focus on autonomous movement
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Figure 6.3: Structure of wireless communication module.

supported by the mobility control module. Mobility control module calculates the
trajectory of MDC and directs its movements in the sensing field. It has three func-
tional blocks: trajectory calculation, positioning, and vehicle control. When the
locations of anchors are available, MDC calculates the trajectory based on certain
criteria, such as finding the route of the shortest length. Such calculation is per-
formed on HPCS and does not require additional hardware support. We will give
an example for this implementation in Section 7.

For MDC to travel along the planned route, it is necessary to obtain its real-time
position first (usually provided by a navigation system). In general, a navigation
system can be a GPS receiver, an Inertial Navigation System (INS), or a combina-
tion of both. In our system, a GPS receiver Antenova M10214-A1 and an Inertial
Measurement Unit (IMU) InvenSense MPU-9250 are incorporated in the mobili-
ty control unit and connected to HPCS via FMC connection. The GPS receiver
provides real-time location information with an accuracy of 2.5 meters which is
encapsulated using NMEA protocol and available through a UART interface. The
IMU provides information of altitude estimation measured by the integrated 3-axis
gyroscope, accelerometer and digital compass. The IMU also integrates a Digital
Motion Processor for data fusion and outputs the attitude directly. However, the
precision of such output may not be enough for some demanding applications as
the output is updated every 5 ms. It will be necessary for such applications to read
the raw IMU data and implement the data fusion processor in the FPGA or the
PowerPC.

Given the locations and altitude of the starting point and destination, the mo-
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bility control unit outputs commands to the mobile platform. The mobile platform
used for our experiment is modified from a remote control vehicle (as shown in Fig.
6.1). The control signals of the vehicle consist of steering and motor control, which
can be done by generating Pulse Width Modulation (PWM) signals in HPCS.

6.3.2 Wireless Sensor Node

The goal of the sensor node design is to provide a highly customizable platform for
experimental purpose. The heterogeneous architecture described in Section 6.3.1
is also adopted in the sensor node. The node is constructed based on a microcon-
troller (MSP430F5438) that conducts control, computation and communication. A
lightweight event-driven software platform is developed for the MCU to execute
scheduling and data exchange among tasks. To reduce energy consumption, most
of the chips in our platform (MCU, FPGA and RF transceiver) can be put into
sleep mode. In the following, we use the term “MCU” interchangeably with “M-
SP430F5438” and “FPGA” interchangeably with “AGL125V2.”

6.3.2.1 Hardware Architecture

The sensor node consists of six major modules: main controller and processor,
co-processor, wireless transceiver, positioning system, external memory, and I/O
expansion. The hardware structure of the sensor node is illustrated in Fig. 6.4.

The main controller and processor, MSP430F5438, is a 16-bit ultra-low-power
microcontroller with 256KB Flash and 16KB RAM. It can operate at low frequen-
cy (e.g., 4 MHz) to reduce power consumption, or high frequency (e.g., 32 MHz)
to enhance computing performance. A Flash-based FPGA, Microsemi AGL125, is
connected to the microcontroller through a customized parallel interface. The F-
PGA works as a co-processor to offload computation-heavy tasks from the MCU,
such as sensory data encryption using AES [139]. By exploring parallelism between
algorithms, the execution speed can be increased. The enhanced computing capa-
bility provided by the microcontroller and the FPGA implements more complex
and powerful algorithms for better performance. Extra memory space is available
on sensor node with the presence of an 8-Mbit SRAM. This is necessary for some
applications when a large amount of data needs to be stored, e.g., for data caching in
content-centric networks. The wireless transceiver module consists of a TI CC2400
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Figure 6.4: Hardware structure of a wireless sensor.

which is able to transmit data at different rates (10 Kbps/250 Kbps/1 Mbps) to adapt
both low rate applications (e.g., indoor temperature monitoring in warehouses) and
high rate applications (e.g., image/audio sensing). It is connected to the microcon-
troller through a connector, it can be easily replaced with other transceivers to satis-
fy the requirements of particular applications. Some sensor nodes may also contain
a GPS module for positioning purpose. These nodes are called anchors. They can
disseminate reference information to other sensors for local positioning by measur-
ing the signal strength from surrounding anchors. Connections to different sensors
(e.g., humidity, temperature) are enabled through an expansion connector. It offers
both digital connections via SPI, UART, I2C, or GPIOs, and analog connections
which are connected to its 12-bit analog-to-digital converters (ADCs) to facilitate
various interface standards used by sensors. All these components work with low
supply voltage and small current when they are active. By supporting one or more
stand-by modes, extra energy saving can be achieved. A well-designed power sup-
ply cycling policy makes components alternate among different power modes, thus
energy consumption can be reduced significantly to extend battery lifetime.
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6.3.2.2 FDE: Customized Interface between MCU and FPGA

Since the FPGA is used as a co-processor and SRAM manager, it is necessary to
exchange data between the MCU and the FPGA. Next, we introduce the definition
of the FPGA Data Express interface (FDE), which is designed for communication
between the MCU and the FPGA with low communication overhead. All FDE
transactions are performed on its 4 signals: an MCU-to-FPGA indicator (MFI), an
FPGA-to-MCU indicator (FMI), a bus grant (BUS_GNT), and a bidirectional data
bus. To avoid the conflict of simultaneous writing to the data bus, the MCU acts
as the bus arbiter that authorizes bus access by asserting BUS_GNT. BUS_GNT is
low when the bus is idling, giving default bus access to the MCU. It is set to high if
the FPGA is authorized to write to the data bus.

The data bus is high-’Z’ when idling. When the MCU is writing to the data
bus, it sets MFI to ’1’, keeps BUS_GNT at ’0’, and puts CMD (operation to be
performed) on the data bus. For each successive data bytes, the MCU toggles MFI.
The FPGA acknowledges with a falling edge on FMI, which notifies the MCU
through an interrupt. The transaction ends after all the data has been received by
the FPGA. Then the MCU releases the data bus.

When the FPGA wants to send data on FDE, it first requests for bus access by
generating a falling edge on FMI. The MCU acknowledges by setting BUS_GNT to
‘1’. The FPGA writes CMD and other data to the data bus, and generates a falling
edge on FMI for each byte. The MCU acknowledges the reception of the data by
toggling MFI. After all the data has been received by the MCU, the FPGA releases
the data bus.

6.3.2.3 Software Platform

The software platform running on the MCU is implemented to ease the access to
hardware and peripherals and support applications. It is programmed using C to en-
sure better compatibility and easiness of code migration from other platforms. The
structure of the software system is illustrated in Fig. 6.5. The Hardware Abstraction
Layer (HSL) implements the drivers of the hardware resources on the MCU, such as
sending a byte over the SPI interface on a specific Universal Serial Communication
Interface (USCI), setting a timer, and reading a block of data from the FDE inter-
face. The light-weight Operating System Abstraction Layer (OSAL) is designed
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to facilitate event-driven operation of sensors. OSAL implements handlers of pe-
ripherals (e.g., sending a packet to RF transceiver), interrupt service (e.g., interrupt
from a timer), message queues and task scheduler. User applications create tasks
to perform different functionalities. Message queues are used for data exchange
between the tasks and the software platform.
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Figure 6.5: Software system structure of a wireless sensor node.

6.3.2.3.1 Inter-Task Communications Tasks and interrupt service routines (ISRs)
exchange data via message queues. When a task is initialized, a message queue with
customized size and depth is created by calling creat_msg_queue(). If task A or an
ISR is trying to send data to task B, it writes the data to the message queue of task
B. When the message queue of a task is not empty, the task can be activated for ex-
ecution. Sending a message to a task and reading a message from a message queue
can be implemented by calling function send_msg() and read_msg(), respectively.

6.3.2.3.2 Event-Driven Operation and Task Scheduling The operation of sen-
sors is driven by events (e.g., arriving of an RF packet, timer expiration for moni-
toring the environment), thus the software system should also be modeled by event-
driven designs. The events are represented in the MCU by interrupts through inter-
rupt service routines (ISRs). The implementation of event processing depends on
the evolved complexity. For light weight computation, the ISRs process the event
directly and pass the result to the corresponding task by sending a message to it; for
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heavy computations, the ISRs send a message to the task and leave the processing
to it.

The task scheduler executes tasks in a priority-based, non-preemptive fashion.
After the execution of the current task is accomplished, the task scheduler checks
the lengths of all message queues and activates the task with the highest priority
that has an unread message in its queue.

6.3.2.3.3 Timing Service A sensor may have several simultaneous timing re-
quirements during operation. For example, for a timeout-resend mechanism of data
transmission, a node resends a packet if no acknowledge is received in a time win-
dow; in a duty-cycled WSN, sensors wake up periodically to monitor the ambient
environment. Such functionalities utilize the timers in MCUs. Given the fact that
all MCUs have a limited number of hardware timers (e.g., MSP430F5438 has 3
16-bit timers), they may be insufficient to fulfill all the requests together.

In order to facilitate the multiple timing requirements, we design a timing mech-
anism that can potentially provide an unlimited number of timers. The system main-
tains a system time which is updated when a timer is read or expired. The system
time does not begin to elapse after system start-up until the first timing request is
being serviced. It is updated each time when the timer expires.

A task can request timing service anytime regardless of the availability of hard-
ware timers. When a new request is received, the expiration time is first converted
according to the system time and stored in the record of all unserved requests. If
this expiration time, say, t∗exp, is earlier than all the unserved requests, the timer is
re-set to expire at t∗exp. Otherwise, no changes will be made to the timer.

6.3.3 Summary of Platform Design

In this section, we have described the main design and implementation of our plat-
form including MDC and sensors. To evaluate the performance of related algo-
rithms and protocols for MDG in WSNs, users can implement the platform using
digital design methodologies to construct complex computing unit on the FPGA, or
C/C++ programs for high level abstraction and control on the MCU/PowerPC.
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Chapter 7

Experiments of Mobile Data
Gathering in Wireless Sensor
Networks: A Case Study

It has been acknowledged that when compared to software simulation, the deploy-
ment of protocols and algorithms in real applications may exhibit worse result.
Many factors contribute to such performance deterioration. One major reason is the
inaccurate modeling of the applications in the design phase. The carefully designed
protocols or algorithms may Another important impact comes from oversimplified
simulation environment, which inappropriately exaggerates the performance. In
this chapter, as a case study, we implement a wildlife monitoring system on our
platform. Our experimental results demonstrate that real implementations can e-
valuate many practical performance factors which would have a great impact on
the sensing results and are very difficult to fully capture by theoretical models and
simulations.

The rest of the chapter is organized as follows. Section 7.1 introduces the back-
ground of our experimental work. Section 7.2 presents the design and implemen-
tation of a wildlife monitoring system on our platform introduced in Chapter 6.
Section 7.3 provides and analyzes the experimental results of the experiment. Fi-
nally, Section 7.4 concludes the chapter.
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7.1 Introduction

We present a experimental study of mobile data gathering in a WSN for wildlife
detection to demonstrate such deficiency of software simulation. We focus on the
problem that there is abundant presence of Canada geese on our campus. Due to
protection of wildlife, the number of Canada geese grows dramatically over years
in North America. Though natural migrants, spoiled Canada geese cause poten-
tial health problems, as they may carry parasites, bacteria, fungus or even bird flu
dangerous to other domestic species (Fig. 7.1). Its ubiquitous presence may al-
so become a nuisance to people when a large flock linger on airports, grass fields,
playgrounds, etc. In order to minimize the adverse effects, there are companies
providing control services to keep them away from important areas (e.g., airports).

A common approach is to dispatching patrols to possible areas. Once geese
are found, they repel the flock with human force or herding dogs (e.g., Border
Collies). The disadvantage of this approach is obvious since the patrol cannot cover
all the locations in continuous time due to high labor cost. For geese control on our
campus, as an example, the patrol vehicle arrives every few hours. In addition, a
gaggle cannot be found until the patrol arrives, perhaps the gaggle have stayed for
a long time and already caused troubles. Thus, the patrol needs to be sent more
frequently at even higher cost. For example, in 2014, Day County in South Dakota
spent $179,200 on its geese depredation program.

A more economic alternative is to use sensors for monitoring and reporting as
soon as geese are detected. In this way, patrols can be dispatched purposely after
receiving a report. The gathered data can also be analyzed to predict patterns of time
and location for their future arrivals. Then patrols would be dispatched beforehand
for quick response. The sensing data can be gathered by MDC and uploaded to the
data sink for further analysis.

7.2 Experiment Implementation

We have implemented this application on our platform. In our experiment, sensors
are deployed in the field, and they detect the presence of geese using ultrasonic
transducers. Sensors are organized into clusters and a cluster head is selected for
each cluster. MDC first traverses the network to collect location information of
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(a) Goose

(b) Sanitation issues

(c) Repel with dog decoy

Figure 7.1: Potential health problems caused by Canada Geese.
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cluster heads, and calculates the trajectory for data gathering. After that, every
10 minutes MDC starts from the origin, moves autonomously along the trajecto-
ry, collects sensory data from cluster heads, and stores them with other data in the
memory. On our platform, we need to implement a sensing mechanism and da-
ta transmission protocols on sensors, and data transmission protocols and mobility
control on MDC. In particular, mobility control includes trajectory calculation, po-
sitioning, vehicle control, and data logging. The functional blocks of MDC and
sensor node are summarized in Fig. 7.2.

Figure 7.2: Functional blocks of MDC and sensor node for geese control.

7.2.1 Sensing Mechanism on Sensor Nodes

x
In this experiment, sensors work in a duty-cycle mode to monitor the presence

of geese. In every second, the node wakes up, transmits ultra-sonic pulses and
waits for echo. If echo is received in the given time, it considers the object as
present; otherwise the object is considered as absent. A node only records the
time of status change (either from presence to absence or vice versa). False alarm,
which is a common problem in WSN design regardless of data gathering methods
used, may occur in our case when uninterested objects are detected. To keep the
design simple, in our experiment, we consider ultra-sonic sensors and leave object
recognition using computer vision to future works. We focus on diminishing the
false alarms caused by the movement of MDC, which occurs when MDC enters
the sensing range of a node during a migration tour. By differentiating the mobility
patterns of geese and MDC, we found that geese always appear in a large number
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and wander slowly in a confined neighborhood (takes more than a benchmark of
10 seconds). In contrast, MDC passes by a node quickly even it sojourns for data
gathering (data uploading usually is done within 10 s). When the detected existence
of an object lasts for a short time and the presence occurs around the time MDC is
performing data gathering, the object is considered as MDC and the detection result
is discarded.

To track the activity of geese, time stamps need to be added upon sensory data
so nodes are synchronized to Coordinated Universal Time (UTC). The GPS mount-
ed on cluster heads can provide timing information up to one-second precision. For
power consumption concerns, however, the GPS module is turned off after it obtains
its position. Hence, another method is needed for time synchronization. A straight-
forward solution is to maintain a Real-Time Clock (RTC) on the node and keep it
running regardless of power status (ON or OFF). This may induce extra hardware
cost and increase energy consumption due to the real-time clock hardware. Alter-
natively, several algorithms/protocols for time synchronization can be applied in
WSNs [140, 141]. We design a simple synchronization mechanism which enables
synchronization among sensors with the assistance from MDC. MDC maintains a
real-time clock which is set to the local time when it is powered on and dispatched
for data collection. During movement, it disseminates timing information together
with requesting messages. After receiving such messages, each sensor adjusts its
RTC accordingly and updates the time stamp of its records. The precision of the
synchronization mechanism has one-minute accuracy, which is sufficient for our
application.

7.2.2 Data Transmission among MDC and Sensor Nodes

Based on the wireless communication structure presented in Fig. 6.3, we imple-
mented the proposed data transmission mechanism on MDC and sensor nodes. A
simplified data gathering protocol is employed to collect data from sensors efficient-
ly. The nodes are organized into clusters and the cluster heads have GPS modules.
They initiate the clustering process by sending clustering messages. Each node
chooses the one-hop neighbor, from which it receives the clustering message with
the smallest recorded number of hops, as the next-hop neighbor for data upload-
ing. MDC sends out data-request message when it arrives at an anchor (location
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of the cluster head). The data-request message is broadcast in the cluster, and each
node uploads its sensory data with DATA messages after receiving the data-request
message.

Reliable message transmission is guaranteed with the underlying MAC proto-
col, a Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) with back-
off mechanism is implemented on both nodes and MDC to ensure reliable transmis-
sions. For overhead concerns, RTS/CTS is not implemented.

7.2.3 Mobility Control on MDC

For autonomous movement, MDC first acquires the location information from sen-
sors, especially the location of the cluster heads, calculates trajectory and moves
along the route via the mobile platform.

7.2.3.1 Moving trajectory planning

When sensor nodes are deployed and powered on, the GPS modules start up and
wait for satellite signals (it takes less than 35s for the GPS to fix from cold start
up). Then MDC is powered on after sensor nodes. It ensures that the nodes obtain
their location information before MDC is ready. When the location information is
available on MDC, it first calculate the trajectory it should follow for data gathering.

Since the SenCar visits the locations of the cluster heads (anchor points),the
trajectory of the SenCar, which connects all the anchor points, is usually calculated
by solving the Traveling Salesman Problem (TSP). Since TSP is NP-hard and it is
necessary to provide quick solution for mobile data gathering, heuristic algorithms
are applied. In our experiment, for the purpose of demonstration, we adopt nearest
neighbor algorithm to find a short tour.

7.2.3.2 Motion control

after the moving trajectory has been calculated, the SenCar starts to move in the net-
work and broadcasts location-request messages. It traverses along S-shaped lines,
the distances in between are less than 30 m. Since CC2400 is able to communi-
cate reliably within 20 m, it guarantees that each node can receive the message,
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and report its location to MDC. MDC returns to the original location after receiving
location information from all cluster heads.

The GPS location information contains latitude and longitude, which can be rep-
resented by 4 bytes: one byte for the integer part and 3 bytes for the fractional part.
Such representation increases the complexity in computations, such as additions.
In order to simplify calculations, the locations are transformed into coordinates in
a Cartesian coordinate system with the origin at the initial location of MDC (the
x-axis pointing eastward, and the y-axis pointing northward). The coordinates are
now represented by two 2-byte numbers in the precision of centimeter.

Given the locations of cluster heads and the initial position of MDC, the next
step is to determine its trajectory. This problem is the well-known Traveling Sales-
men Problem and a variety of efficient algorithms exist. In our experiment, we
solve it using the nearest neighbor algorithm [142] on the FPGA. It sorts the an-
chors according to the Euclidean distances to MDC as the visiting sequence. To
navigate MDC in the correct direction, the current orientation is needed. This can
be calculated using the measurement from the digital compass in MPU9250.

Azimuth = arctanYr/Xr (7.1)

where Xr and Yr are the adjusted measurement of the compass according to the
attitude of MDC,{

Xr = X cosα + Y sinα sin β − Z cos βsinα

Yr = Y cos β + Z sin β
(7.2)

where X , Y and Z are the measurement output from the digital compass, α is the
pitch angle in Fig. 7.3(a), and β is the roll angle in Fig. 7.3(b). Precise values
of pitch and roll angles can be calculated with the output of the gyrometer and
accelerometer. To minimize bumpy conditions while moving, the vehicle is cus-
tomized to have long wheelbase (26 cm) and track (30 cm) so they can help it keep
balance during movement (α ≃ 0 and β ≃ 0, and Xr ≃ X and Yr ≃ Y ). We
use the refined measurement directly to calculate MDC’s direction, which a trailed
moving average of 8 most recent measurements. Finally, MDC’s orientation can be
calculated by adjusting the azimuth with the magnetic declination of the location of
MDC, which is the angle on the horizontal plane between magnetic north and true
north, i.e., Orientation = azimuth+magnetic_declination.
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wheelbase

(a) Pitch: head up or down about the
vehicle’s axis.

track

(b) Roll: rotate about an axis running
from the vehicle’s front to its rear.

Figure 7.3: Illustration of attitude of MDC.

Vehicle control includes both steering and motor control. The mechanism of
steering control is illustrated in Fig. 7.4. The black arrow points to the north and
the green arrow points to the current direction of MDC. Direction angle θ1 can
be calculated as explained above, and direction angle θ2 can be calculated using
the location of MDC and the anchor. MDC steers to the right if θ1 + θ2 ≤ 180◦;
otherwise, it steers to the left. MDC begins to transmit data-request message when
it is within 20 m from the anchor. If an ACK message is received, it stops moving
and starts to receive data from the cluster head. After a preset sojourn time, MDC
moves to the next anchor.

Remarks: Due to the habit of Canada geese, large concentrations are usually
found on flat, open grass fields. To this end, in our experiment, sensors are deployed
with no obstacle in between. In fact, autonomous driving/control is a very popular
area in computer vision community. In this chapter, we focus on system integration
of different components to build a mobile computing and wireless platform. With
these basics, we could implement more complex algorithms for object recognition
(deep neural networks) on MDC in future.
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Figure 7.4: Principle of steering control of MDC.

7.2.4 Experiment Data Logging

For performance analysis after the experiment, data needs to be saved in non-
volatile memory. On MDC, we use the BPI NOR Flash on the HPCS to store
sensing data, locations of anchors, real-time locations of MDC during data gather-
ing, and the time consumed for each migration tour.

7.3 Experimental Results

Having described the implementation of the geese control application on our plat-
form, in this section, we present the experimental results and analyze the impacts
on the overall performance in a real environment. We execute the experiment on an
open grass field on our campus. A number of 18 sensors are deployed in the field.
Among them, 6 sensors have GPS modules installed (assigned as cluster heads). To
verify the capability of collecting data from disconnected nodes, nodes are deployed
in such a way that 6 nodes are disconnected to the rest of 12 nodes.

Fig. 7.5 shows the topology of the experimental network. The blue star indicates
the original location of MDC, the yellow stars indicate the locations of anchors
(cluster heads), and the red star at the lower left corner of the figure indicates the
location of the origin of coordinate system as discussed in Section 7.2.3. MDC is
dispatched to collect sensory data every 10 minutes for a total of 18 migration tours
as the experiment runs for 3 hours.
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Figure 7.5: Network topology. The blue star refers to the original location of MDC;
the yellow stars refer to the location of anchors; the red star refers to the locations
of the origin of coordinate system.

7.3.0.1 Impact of MDG on Sensory Data

We first present the sensory data collected by MDC to verify their correctness in
the application. Although data analysis is an important step to produce reliable
sensing information, it is not the main focus of this chapter. As discussed, the sen-
sors monitor the area using ultrasonic transducers every second, and MDC collects
sensing data every 10 minutes. The sensory data is presented in Fig. 7.6, in which
‘0’ indicates no object detected, while ‘1’ indicates objects detected. The blue line
indicates the sensory data obtained from node 8, and the red line indicates the con-
vergence of sensory data from all nodes.

It is observed in Fig. 7.6(a) that there are spikes in the curves of individual
sensor detection results when no flock is around, which are considered as “false
alarms.” Compare the time of those false alarms and trajectory of MDC, we can
see that they are caused by MDC when it approaches sensors. MDC stays around
a sensor for at most a few seconds, which is much shorter than the presence of
geese as they usually stay in the same neighborhood for a longer time. Hence, we
further refine the data by eliminating the spikes appearing at the same time when
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(a) Sensory data of sensor 8 and converged sensory da-
ta before refinery. False alarms are presented as spikes.
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(b) Sensory data of sensor 8 and converged sensory da-
ta after refinery. False alarms have been removed by
considering the presence of MDC.

Figure 7.6: Sensory data: before and after data refinery considering MDC’s impact
on the correctness of sensing results.
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MDC performs data collection. Fig. 7.6(b) shows the sensing data after removing
the false alarms caused by MDC.

7.3.0.2 Calculated Trajectory vs. Actual Course: Cause of Differences

Fig. 7.7 exhibits the difference between the calculated trajectory and the actual
course of MDC. The red lines in Fig. 7.7(a) indicates the planned trajectory, which
is constructed by connecting anchors by the nearest neighbor algorithm. The yel-
low tracks indicate the movement of MDC. The two curves differ in shapes which
implies that MDC does not move exactly along the trajectory.

Such inconsistency is due to several practical factors. The first one comes from
the strategy of mobility control. In the experiment, MDC stops for data gathering
when moves into the communication range of an anchor. Such impact is illustrated
in Fig. 7.8(a) where the black dashed lines indicate the calculated trajectory, and
the green solid curve indicates the actual course of MDC. MDC does not need to
physically contact anchor A for communication. Instead, it stops within its trans-
mission range before it actually visits the exact location of A. MDC collects data,
and steers towards the next anchor B. In this approach, more optimizations can be
done to yield shorter trajectories. In general, a larger transmission range results
in shorter trajectories. It suggests that a more refined theoretical model than TSP
should be found for further optimizations (e.g., the Traveling Salesmen Problem
with Neighborhood (TSPN)). In TSPN, the salesmen only need to visit the neigh-
borhood around cities (within the transmission range of sensors).

The second factor is the positioning error of both anchors and MDC due to
the limitation of GPS accuracy. In our platform, the accuracy is 2.5 meters. The
third factor is the error in orientation estimation due to measurement and calcula-
tion. Deviation caused by GPS error and orientation estimation error are analyzed
in Fig. 7.8(b). A and B denote the real positions of MDC and the anchor respec-
tively, and θ1 denotes the correct direction from A to B. Due to imperfect GPS
positioning, A′ and B′ are the incorrect locations obtained from their GPS mod-
ules, and θ̂1 denotes the correct orientation of MDC. Meanwhile, due to the error in
digital compass measurement, the orientation of MDC is indicated by θ̂2 instead of
θ2. As discussed in Section 7.2.3, MDC may steer towards an incorrect direction,
thus increase the length of the trajectory. The bigger the error and velocity of the
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(a) Calculated trajectory.

(b) Real course of MDC.

Figure 7.7: MDC trajectories. The red lines in the left figure present the calculated
trajectory and the yellow tracks in the right figure present the actual course of MDC.
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vehicle, the longer the trajectory. It is observed from Fig. 7.8 that the first factor
(impact from node’s transmission range) dominates the length of the trajectory in
our experiment.

(a) Smooth turning as a result of
non-contact communication.

1
q1

q̂

2
q

2
q̂

(b) Contribution of GPS and orienta-
tion errors to steering control.

Figure 7.8: Analysis of causes of trajectory deviation.

7.3.0.3 Traveling Time of MDC

The traveling time of MDC is directly associated with data latency for MDG, which
is defined as the time elapsed between the generation of sensing data and its suc-
cessful delivery to the base station for processing. After sensing data is generated
at a sensor, it is buffered until picked up by MDC. The final delivery has to wait
for MDC to complete the entire migration route, which is a major contributor to the
data latency.

In this experiment, we examine the relations between physical environment and
traveling time. Fig. 7.9 presents the traveling time of MDC in 18 migration tours.
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The traveling time for each migration tour differs in a small amount, and is longer
than the theoretical calculation ( tmigration =

Ltrajectory

v
MDC

). The difference is analyzed
below. First, different trajectories described in Section 7.3.0.2 result in different
lengths of migration tour. Second, ground undulations and slopes extend the length
of the trajectory whereas the theoretical Euclidean distance is calculated based on
longitude and latitude information. For example, when a vehicle moves on a slope
with grade 58%, for every 100 m it moves horizontally, the actual moving distance
on the slope is approximately 115 m. The extra distance increases as the grade
increases. Since our experiment is conducted in a nearly flat area, except that the
trajectory between anchors 2 and 3 spans over a steep slope. MDC moves from the
bottom of the slope to the top, which increases the length of the tour and decreases
the velocity of MDC, thus the traveling time increases. Third, acceleration and
deceleration of MDC result in different velocities at real-time. However, theoretical
models usually consider the velocity as a constant which is set to the maximum
speed measured on flat ground. In our experiment, grass and small stones in the field
often causes MDC to decelerate so its actual speed is barely a constant. Therefore,
the real traveling time could be very different from theoretical calculations.

5 10 15
400

420

440

460

480

500

Migration tour

T
ra

v
lin

g
 t

im
e

 (
s
)

Actual traveling time
Theoretical traveling time

Figure 7.9: Traveling time for 18 successive migration tours. It takes more time in
the experiment to perform each data gathering task than theoretical calculation.

Since the terrain affects the traveling time of MDC, it should be considered in
the system, e.g., determining dispatching frequency for MDC to satisfy data latency.
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As mentioned above, simple calculations based on Euclidean distance tends to be
inaccurate when the sensors are actually deployed on undulating terrain or slopes.
It is helpful to use 3-D coordination if steep slope is considered. However, it is still
not easy to obtain accurate altitude (z-axis) provided by the GPS so any theoretical
calculations would be unfortunately inaccurate. It is important to note that these
factors are necessary to be considered in design and network planning for large-
scale networks. A solution is to use the traveling time from several runs as training
sets and adopt regression or more advanced machine learning algorithms to predict
traveling time. That is, for the initial tours, we record the trajectory with its traveling
time and obtain more accurate estimations based on the previous data.

7.3.1 Summary of Experiment

From our case study experiment, we can draw the following conclusions.

• Real-world deployment has a great impact on the overall performance of
MDG in WSNs.

• Mobility of MDC may affect sensing results and lead to incorrectness, which
can be addressed by analyzing sensed data.

• Tour planning of MDC can be refined by considering the benefits of wireless
communication to shorten the length of trajectory.

• Terrain needs to be considered during trajectory calculation, and the uncer-
tainty can be reduced by collecting experimental results from the movement
of MDC.

• The accuracy of location and altitude measurement of MDC also greatly im-
pact the results. More accurate mobility control can be achieved through
advanced navigation techniques.

7.4 Conclusions

In this chapter, we have developed an efficient, flexible and versatile platform for
performance evaluation in MDG in WSNs. In the platform, MDC provides high
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computing capability to satisfy real-time signal processing and task handling. The
expandability through modular designs can meet the requirements from different
applications. The sensor nodes also provide enhanced computing capability, ex-
tended memory for caching and connection to other modules for extension. By
running a case study of wildlife detection, we have demonstrated the feasibility of
implementing the entire system on our platform. We have analyzed the impacts
from real applications and proposed solutions to minimize such impacts on sensing
results. We believe our platform is a very powerful tool for studying and developing
network algorithms and protocols for various MDG applications in WSNs.
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Chapter 8

Conclusions

In this dissertation, we focus on the application of mobile data gathering, wire-
less recharge and energy harvesting technologies in wireless sensor networks, and
present a set of schemes, including algorithm synthesis and protocol design, to ad-
dress the benefit of such solutions. We first propose an optimal wireless energy
replenishment and mobile data gathering mechanism in networks with controlled
topologies. We study the application of this mechanism in wireless sensor network-
s and provide an efficient algorithm which maximizes network utility. In order to
enable on-demand energy replenishment in wireless sensor networks where ener-
gy status of the sensors change dynamically, we design an NDN-based wireless
recharging protocol for dynamic recharging in wireless sensor networks. We lever-
age concepts and mechanisms from NDN to design a set of protocols that continu-
ously gather and deliver energy information, including unpredictable emergencies,
to the mobile vehicle in a scalable and efficient manner. We derive analytic results
on energy neutral conditions that give rise to perpetual operation. We also discover
that optimal recharging of multiple emergencies using one SenCar is an Orien-
teering problem with Knapsack approximation. We further extend the problem to
recharging through multiple SenCar coordination, and formulate it into a MTSP
problem with deadline. To accommodate the dynamic nature of sensor energy con-
dition and reduce computational overhead, we present a heuristic algorithm that
selects the sensor with the minimum weighted sum of traveling time and residual
lifetime, which not only improves network scalability, but also guarantees the per-
petual operation of the network. We also present an efficient, flexible mobile data
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gathering mechanism to balance the energy consumption in heterogeneous wireless
sensor networks. By adaptively moving cluster heads to some positions for data
gathering, the energy-consuming data forwarding tasks are shared among all the
sensor nodes to balance their energy consumption. Since the moving distance of
cluster heads is limited, and they communicate with the base station directly once
settled down, the data collection latency in the proposed network is much shorter
than that in conventional mobile data gathering. Based on this network architecture,
we find optimal positions for anchor points and moving paths for cluster heads, and
develop a clustering approach and determine the routes for sensor nodes to upload
data to cluster heads. We design and implement a general purpose, flexible platfor-
m for mobile data gathering in wireless sensor networks. Our platform integrates
both mobile data collector and sensors with high flexibility and enhanced comput-
ing capability to facilitate requirements of implementing different applications. In
addition, we implement mobile data gathering scheme for wildlife detection using
wireless sensor networks. The experimental results demonstrate that our platform is
a powerful tool to capture many practical factors which would have a great impact
on the sensing results and are very difficult to fully capture by theoretical models
and simulations, thus is very helpful for accurate system modeling and performance
evaluation.

To summarize, in this dissertation, we conduct comprehensive studies on mo-
bile data gathering and energy replenishment in wireless sensor networks. We ex-
plore different network structures and propose efficient solutions to take advantages
of different techniques and improve performance of data gathering and energy re-
plenishment from both systematic and theoretical points of view, which combine
algorithm design, optimization, analysis and simulation techniques. We also pro-
vide a versatile platform for mobile data gathering experiments in wireless sensor
networks. The outcome of this research can be applicable to research and real ap-
plication in many categories, including smart home, industry automation, precision
agriculture, environmental monitoring, wildlife study, battlefield surveillance and
other scopes. Therefore, our research would have a significant impact on funda-
mental design principles and infrastructures for the development of future sensor
networks.
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