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in 
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Part 1. In this paper, we learn how to select the Delay Tolerant Network (DTN) routing 

protocols according to dynamic network environment in wireless ad hoc network. Basically, 

providing access to the Internet or other network services with low mobile density is quite 

difficult for disconnection and long delay. One of the solutions in this problem is using Vehicular 

Ad-hoc Networks (VANET) with DTN. There are a variety of DTNs, relying on the different 
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network environment. We categorize the DTNs routing protocols. Also, we use simulations to 

compare that DTN routing protocols lead to reduce end-to-end delay and higher message 

delivery ratio. For example, Epidemic takes disadvantages in terms of longer delay time and 

many bundle duplicate copies in high node density. It can lead into collisions and 

retransmissions. We simulate Binary Spray and Wait, and ProPHET (Probability routing 

protocol using history of encounters and transitivity) which has shorter delay time and less 

duplicated bundle receipt. We used the Network Simulator 2 (NS-2) to implement DTN 

protocols as Epidemic, Binary Spray and Wait and ProPHET to compare in different network 

environments. This simulation result presents that which routing protocol gives better 

performance. 

Part 2. Multi-user multiple-input multiple-output (MU-MIMO) system provides higher 

capacity gain if the transmitter knows the channel state information (CSI). Precoding techniques 

require each antenna to transmit a pre-coded data. Particularly, the precoding techniques such as 

zero forcing (ZF) and minimum mean square error (MMSE) have been provided  for optimal 

capacity in the system. In this paper, we compare the capacity based on different antennas 

numbers with ZF and MMSE. We apply the two types of precoding to multiple antennas, 

considering MU-MIMO downlink with varying number of users. The optimal precoding scheme 

is different depending on the relative relationship between the transmitter number and the 

receiver number. The simulation results demonstrate that different combinations of transmitting 

and receiving antennas have different effect on the capacity. Based on the observations from the 

simulation results, we propose adaptive precoding scheme for  down link (DL) transmissions in 

order to achieve the capacity-approaching performance  in different operational  environments. 
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Chapter 1. A Study on Delay Tolerant 

Network Algorithm for VANET 

 

 

1.1 Introduction 

1.1.1 Motivation 

Delay Tolerant Network (DTN) can be composed of occasionally-connected network for 

partition and with one or more set of routing protocols. The architecture of DTN network is 

based on high delay environment such as space communication outside earth such as 

Interplanetary Internet [45], that is, sensor network, wireless network, satellite network, and 

sonar network. They have some features/qualities such as changeable delay time, frequent 

disconnection and partition, high bit error rate, and unbalance data rate. 

 In DTN, bundle layer, which is different from Open Statement Interconnection (OSI) 7 

layer, is used to organize overlay network in end-to-end message. It is called DTN node as figure 

1. The bundle layer offers the functions of continuous storage to cope with abrupt network 

disconnection, hop-by-hop transmission with reliability, end-to-end acknowledgment, diagnosis 

and management of bundle packet transmission.  For possible interconnection, naming function 

is used including different naming and addressing, and it also has security model to protect a 

network from an alien network without permission [44]. 
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Fig. 1 Comparison between DTN and Internet layer 
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1.1.2 Outline 

This paper is as follows organized. In Section 2, we will introduce a meaning of VANET, 

and its structure and features are explained. In section 3, VANET routing protocols are 

overviewed. In section 4, DTN is introduced with routing protocols we have simulated. In 

section 5, we show the simulation results with different routing protocols by using NS-2 

(Network Simulation Tool). In section 6, we overview the hot issue of VANET. 
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1.2. VANET 

Over the world, VANET study has been studied by many countries. For example, there 

are Vehicle Safety Consortium in the USA, Car to Car Communication Consortium in Europe, 

and Advanced Safety Vehicle in Japan [1]. Vehicular Ad Hoc Networks (VANETs) is a type of 

Mobile Ad-Hoc Network (MANET), and Ad-Hoc Network that is established by vehicles with 

wireless communication skills. Each vehicle is defined as communication node. The car 

exchange information through car to car and Road Side Unit (RSU). The purposes of the 

VANET study guarantee driver’s safety, and offer traffic efficiency and convenience to drivers. 

VANET is performs communication through Multi hop between nodes without Infrastructure 

like MANET. However, network disconnection and frequency topology change are happened for 

high mobility. Thus, VANET is difficult to guarantee reliable routing. Many solutions about the 

problem have presented [21-30].  

1.2.1 VANET features 

We show differences between MANET and VANET with different aspects as follows [6]. 

Mobility Pattern: Mobile nodes are sending a message about the mobility pattern which is 

presented by the restricted vehicle’s movement by the road topology, speed limit, and traffic 

signals. Conversely, the MANET does not consider the conditions like arbitrary pattern in 

VANET. 

Flooding Operation: It is regarded to be the basis operation in MANET for reactive routing 

protocols where the route to the destination is specified by using the flooding operation. 

However, in VANET, in proactive routing protocols, messages are sent periodically but the 
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destination can be changed and cannot be anticipated. It causes the wasted bandwidth and 

reduces the network performance in large network with a huge number of nodes. 

Scalability: MANET is serving only a limited number of nodes such as 1-2 hundreds by using 

the routing protocols that are using to compute the path. It is not possible to store routes to other 

nodes in the network, as in reactive and proactive routing protocols. 

Disconnective path: VANET can avoid the link breakage with the aid of the mobility pattern 

knowledge for neighboring nodes. However, the information is not suitable for the MANET 

routing protocol. It uses the periodic messages and path creating to conduct the problem of path 

breakages. 

Non-local Function: MANET requires that all nodes participate in the operation of routing path 

establishment and maintenances, to create a routing table in proactive routing protocols and 

contribute in performing the primary flooding needs. Nevertheless, VANET requires the 

localization routing solution to collect information from their neighboring nodes to deal with 

overheads and scalability. 

Using Supported Knowledge: Mobile nodes in VANET have the ability to provide vehicles with 

useful information that improves the performance of the routing protocols such as the predicted 

path, velocity, direction, and road topology in digital maps. 

VANET has three different network structure types. First, WLAN/Cellular structure makes 

every vehicle communicate with RSU and base station but it requires expensive cost. Second, Ad 

Hoc structure performs car to car communication without RSU. In the case of car accident the 

network structure make a car send the accident information to another cars around the accident 

car. Thus, it can be applicable in many VANET applications. Third, hybrid structure combines 
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WLAN/Cellular with Ad Hoc. Even if hybrid structure is impossible to cover all street, but it can 

offer improved service by some of the streets that have RSU. Especially, this structure is fit to 

infotainment application more. The car that is not covered by RSU can communicate through Ad 

Hoc network [1].  

Also, VANET has different features. First of all, High mobility and limited move pattern-The 

high speed vehicle has high mobility but the movement pattern can be expected for limited road. 

Second, frequent network disconnection-In rush hour, lots of vehicles are driven in the specific 

road for high mobility but network disconnection would arise in certain street if the street has no 

car. A variety of communication environment-Communication environment may be changed by 

traffic condition and location. GPS sensor or different sensor-Most vehicle has GPS by improved 

technology. Also, other traffic sensor to analyze road condition is presented. 

1.2.2 Geographic-Based Routing protocols (Position-Based) 

This routing protocol is very suitable for VANET for mobile nodes move depends on the Global 

Position System (GPS). When the data is conveyed from source node to destination node based 

on this protocol, the procedure is as follows. The source node primarily takes the decision of 

forwarding the packet; first, the destination’s position is maintained by the source node in the 

packet header. Second, it takes the one-hop neighbor’s position into consideration. The 

information about this position is obtained by the beacons sent periodically. Each node included 

in the radio range of another node is considered to be a neighbor to this node, and the 

geographic-based routing protocols work under the assumption that each node has information 

about its position, especially, with the aid of the Global Position System (GPS) unit fitted on-

board unit and navigation system [45], which provides the source node with sufficient 
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knowledge about the position of the destination node. In conclusion, geographic-based routing 

protocols are considered to be stronger and more suitable for a high mobility environment as in 

VANET.   
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1.3. Routing Protocols in VANET 

1.3.1 Classification of Routing Protocols 

VANET Routing protocol can be separated in three parts as follows: Broadcast, Geocast, and 

Unicast. Also, each routing protocol can be separated in different types. 

1.3.1.1 Broadcast 

It is forwarding data to all vehicles from a transmitter vehicle. It can be used in traffic 

information, emergency, road condition, and advertisement. Broadcast does not sustain routing 

table, and do need neighbor nodes information. It is ideal for highly mobility environment for a 

high reliability. Flooding is basic broadcast principle. It means that nodes receive packets 

broadcasts packets to all nodes. However, it wastes bandwidth by transmitting many data, and it 

has a less throughput by collision and errors. Thus, it is not fit to VANET has lots of node. For 

example, not all node broadcast but only specific node (delivery node) broadcast. Rest of the 

node does not broadcast when it hears that the specific node broadcast. However, the reliability 

can be degraded. Many alternatives have suggested overcome flooding problems as following 

the ways to choose forwarding node. Broadcast’s different type is as follows. 

A. UMB (Urban Multihop Broadcast) chooses a forwarding node depends on a distance 

[2]. 

B. Weighted p-persistance is to calculate forwarding probability p according to the 

distance between a node and transmission node, and determine whether it broadcast rely on p [3]. 
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Slotted 1-persistance determines delay time, and node which has less delay time (it is far node) is 

selected as forwarding node, and it broadcast [3]. 

C. Slotted p-persistance determines broadcast probability rely on forwarding probability 

p [3]. 

D. UV-CAST (Urban Vehicular Broadcast) consider disconnected network condition [4]. 

 

1.3.1.2 Geocast 

Geocast is location based multicast routing, which means a transmitter vehicle broadcast data to 

all vehicle in specific region. Geocast is suitable to VANET’s application. For example, when 

car accident is happened ahead, the accident information is conveyed to only vehicles affected by 

the accident not all vehicles. It can grow up network efficiency. Generally, geocasting routing 

protocol defines the data as Zone of Relevance (ZOR). It uses flooding make all nodes receive 

messages in the zone. Also, it uses broadcasting by using forwarding node. 

A. IVG (Intervehicle Geocast) selects critical regions according to driving direction and a car 

accident location. It uses distance based broadcasting to deliver a data [5]. 

B. DRG (Distributed Robust Geocast) establishes ZOR to receive a data, and it defines Zone 

of Forwarding (ZOF) to guarantee connection [6]. 

C. Mobicast adds time element with the spatial element of Geocast [7]. 
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1.3.1.3 Unicast 

Unicast routing conveys a data from a transmitter vehicle to the objective car. Unicast 

Routing protocol can be divided by four parts 

A. Position-based routing  

It has only location information without overhead for route maintenance process. 

First of all, GPSR (Greedy Perimeter Stateless Routing) is the basic location based routing. It has 

the objective’s location and neighbor’s location by greedy forwarding. For instance, if it is 

deadlocked, it performs packet forwarding by Perimeter Routing. However, if it finds much 

closer node to the objective node, it changes the forwarding way as greedy forwarding again [8].  

Second, GPCR (Greedy Perimeter Coordinator Routing) is based on that a city street and 

crossroad forms flat graph. Thus, it forwards packet by limited greedy routing protocol depends 

on street node [9].  

Third, GSR (Greographic Source Routing) is when it investigates a path, it gets the location of 

destination by using the request and response message. It is to get the location by using street 

information, and dijkstra short path algorithm measures the shortest path to destination based on 

the lists of crossroad [10]. 

B. Connectivity-based Routing 

In Connectivity routing protocol, the connectivity is estimated by the density of car, the 

pattern of space of vehicle, and wireless channel quality. Connectivity-based Routing is divided 

by three parts. First, LOUVRE (Landmark Overlays for Urban Vehicular Routing Environment) 

calculates car density by measuring neighbor node numbers meet a street node. A car density 
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estimated deliver to another node. Second, GyTAR (Improved Greedy Traffic Aware Routing 

Protocol) scores at the crossroad by using car density and the distance to destination when it 

selects next crossroad. It forwards a packet to the crossroad with highest score [12]. Third, 

RBVT (Road-based Routing using Vehicular Traffic) forwards a packet through crossroad by 

Route Discovery (RD) and Connectivity Packet (CP) [13]. 

C. Stability-based Routing 

To decrease overhead by frequent topology change, many metric routing protocols with 

stability have been suggested. Stability-based Routing has three different type routing protocol. 

First, MOPR (Movement Prediction based Routing) combines with general location based 

routing protocol and stability. It expects link’s stability by neighbor node’s location, speed, and 

direction [14]. Second, PBR (Prediction-Based Routing) also expects link’s lifetime by a location, 

speed, and direction. Through this procedure, it expects path’s lifetime [15, 16]. Third, ERBA 

(Energy-efficient Routing using movement) uses response mechanism for stable route 

investigation. When it investigates a path, it considers the location of car, direction, next 

direction, and the distance to crossroad to get LRS (Link Reliable Significance) [17]. 

D. RSU (Road Side Unit)-aided 

RSU has large transmission distance and buffer. Thus, it conveys packet with more reliability. 

Moreover, using wire backbone get different information by interworking road side unit and 

traffic server. It has three different types of routing protocol. First, Infrastructure-Assisted Geo-

Routing forwards a packet to road side unit nearby transmit vehicle when vehicular 

communicates, delivering the packet through wire routing between road side units nearby 

objective vehicle, and the road side unit convey the packet to the vehicle [18]. Second, SADV 
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(Static-Node-Assisted Adaptive Data Dissemination in Vehicular Networks) considers all 

crossroads with road side unit [19]. Road side unit periodically estimates delay time with 

neighbor road side unit by car density and speed. Third, SPRING (Social-based Privacy-

preserving Packet Forwarding protocol for vehicular Delay Tolerant Networks) suggest that road 

side unit is installed in only crossroad with high social degree not all cross road. The high social 

degree means the crossroad that many vehicles pass [20].  
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1.4 Delay Tolerant Network (DTN) 

1.4.1 Overview of Delay Tolerant Networks 

Delay-tolerant networking (DTN) architecture offers support for communication scenarios 

where nodes are sparse and the contacts between them are short-lived, e.g., due to high node 

mobility. The DTN approach allows the intermediate nodes to store messages for extended 

period of time (i.e., carry), and to deliver messages towards destination when opportunity to 

forward a message becomes available. Thus, in contrast to MANET approach, the DTNs can 

deliver messages also when instantaneous end-to-end path between the nodes does not exist. 

However, many DTN routing protocols aim to ensure delivery by creating multiple message 

copies, which can lead to congestion and decreased performance, especially in dense networks 

[9]. 

A. Architecture and Standards 

To support the heterogeneity of different networks the DTN architecture is designed to 

run as an overlay network over the network layer (IP in the case of the Internet). To do 

so, two new layers are added: The bundle layer, and the convergence layer [10]. The 

bundle layer encapsulates application data units into bundles, which are then forwarded 

by DTN nodes following the bundle protocol. The convergence layer abstracts the 

characteristics of lower layers to the bundle layer. The convergence layer does not need 

to run over the Internet protocol stack, thus allowing for the implementation of DTNs 

over any type of network [10]. 

B. Bundle Protocol 
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The bundle protocol stores and forwards bundles between DTN modes. Instead of end-

to-end forwarding, the Bundle Protocol performs hop by hop forwarding. To deal with 

network disruption, the Bundle Protocol can store bundles in permanent storage devices 

until a new transmission opportunity appears. The concept of reliable custody transfer 

ensures that a DTN node will not remove a bundle from its buffer until another node has 

taken custody of it. 

The Bundle Protocol operation depends on contact. A contact occurs when a connection 

between two DTN nodes can be established. The contact type depends on the type of operating 

network: it may be deterministic, as in Interplanetary networks, opportunistic, as in Vehicular 

Network (VN), or persistent, as in the Internet. 

 Where the size of a bundle exceeds the maximum transferred data of contacts, the bundle 

protocol must perform fragmentation. Fragmentation is supported in two different schemes: 

proactive, where a DTN node may fragment an application message into different bundles and 

forwards every bundle independently, and reactive, where bundles are fragmented during 

transmissions between nodes [10]. 

Why DTN Networks? 

Most of the routing protocols that have been developed for VANET are assumed that there 

are a high number of nodes available in the network to act as intermediate nodes. However, this 

assumption is considered to be unrealistic because in many situations number of nodes will be 

very low either along the road or in some sections of the road. This will reduce the packet 

delivery ratio [47].  

1.4.2 DTN Routing protocols for VANET 
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1.4.2.1 Epidemic Routing 

Epidemic routing is to distribute application messages to hosts, called carriers, within 

connected portions of ad hoc networks. In this way, messages are quickly distributed through 

connected portions of the network. The routing protocol relies upon carriers coming into contact 

with another connected portion of the network through node mobility. At this point, the message 

spreads to an additional island of nodes. Through such transitive transmission of data, messages 

have a high probability of eventually reaching their destination. The goal of Epidemic routing is 

to maximize message delivery rate and minimize message delivery latency, while also 

minimizing the aggregate system resources consumed in message delivery [36]. 

In DTN, epidemic routing is a sparse network routing protocol. Each node has infinity 

storage space and bandwidth. It means that all node store transmitted messages during “contact” 

phase. This uses the concept of database replication. For example, a relay node can exchange the 

entire message during “contact” phase. Each node maintains list of messages in the database 

called summary vector. This vector is exchanged first and then only those messages are 

exchanged that are absent in the other’s summary vector. This epidemic strategy is practically 

possible in sparse network and small size message. Epidemic routing is very simple and so it is 

proposed to work when no better method is available. However, the epidemic strategy is that the 

messages continue to propagate even if the message is delivered to the destination [37].  
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1.4.2.2 Spray and Waiting routing 

Spray and wait approach consists of two phases, spray phase and wait phase. During 

spray phase, each node will flood (spray) each message to L number of relay nodes when they 

come in subsequent contact in with each other. L is initialized by source node. If destination is 

encounter, message transmission is successfully terminated. Unless, wait and spray started and 

then relay node can deliver message only during contact phase. This strategy is controlled by 

parameter L which is function of node density [37]. 

Spray and wait routing consists of the following two phases: 

 A. Spray Phase: for every message originating at a source node, L message copies are 

initially spread – forwarded by the source and possibly other nodes receiving a copy – to L 

distinct “relays”. 

 B. Wait Phase: if the destination is not found in the spraying phase, each of the L nodes 

carrying a message copy performs direct transmission. 

Spray and Wait combines the speed of epidemic routing with the simplicity and 

thriftiness of direct transmission. It initially “jump-starts” spreading message copies in manner 

similar to epidemic routing. When enough copies have been spread to guarantee that at least one 

of them will find the destination quickly (with high probability), it stops and lets each node 

carrying a copy perform direct transmission. In other words, Spray and Wait could be viewed as 

a trade-off between single and multi-copy schemes. Surprisingly, as we shall shortly see, its 

performance is better with respect to both number of transmissions and delay than all other 

practical single and multi-copy schemes, in most scenarios considered [38]. 
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C. Binary Spray and Wait. The source of a message initially starts with L copies; any 

node A that has n>1 message copies (source or relay), and encounters another node B 

(with no copies), hands over to B ⌊𝑛/2⌋ and keeps ⌈𝑛/2⌉ for itself; when it is left with 

only one copy, it switches to direct transmission [38]. 

1.4.2.3 PRoPHET 

 In ProPHET (probability routing protocol using history of encounters and transitivity) 

protocol, delivery predictability between two nodes is calculated based on contact history 

between them, where higher delivery predictability implies a higher probability of future 

contacts between them. In PRoPHET protocol, a message is copied to a contact node only when 

the delivery predictability to a destination node of the contact node is larger than that of the 

transmitting node. By doing this, PRoPHET protocol achieves good delivery probability as well 

as satisfying low overhead [8]. 

 To be specific, PRoPHET protocol uses nonrandom mobility and contact patterns in real 

application scenarios to copy messages to other nodes in order to improve routing performance. 

That is, the PRoPHET protocol is based on the fact if a node has visited a location or contacted 

with a node frequently, the probability of visiting the location and contacting the node is higher. 

To achieve, “delivery predictability” is defined at a node for every other contacted node. The 

delivery predictability of node A to node B is denoted by      and the range of delivery 

predictability value is defined as 0       . If node A with a message to a destination node D 

contacts with node B, node A and node B exchange summary vectors and delivery predictability. 

Then, node A compares      and     . If     >    , the message to destination node D is copied 

to node B. Otherwise, the message is not copied to node B [40]. 
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1.4.2.4 GEODTN+NAV Algorithm 

 

Delay Tolerant Networks (DTNs) is used in the network environment where 

discontinuous end to end connectivity. The routing protocols based on a store-and-carry 

forwarding strategy. In vehicle to vehicle (V2V) communication, the vehicles keep the packet 

instead of dropping the packet in communication disorder. They move and wait until appropriate 

mobile node appears to carry and forward the packet. Through this process, the packet can be 

forwarded to final destination. For longer delay and lower packet delivery ratio by store-carry-

forward strategy, it is hot issue for a vehicle with packet to find the next mobile node to deliver 

the packet to another node which can deliver it to its destination. Specifically, GPSR which is 

position-based routing can be suitable in VANET environment. By fast topology change, local 

maximum is often happened that that mobile node cannot find the closer node than own node. 

Thus, delivery delay occurs. DTN is introduced with carry and forward strategy. At first, packet 

is delivered to its destination by greedy mode. When it reaches local maximum, it operates by 

using perimeter mode. As the network is disconnected in perimeter mode, the packet is sent in 

DTN. If hop counter is bigger than specific threshold in perimeter mode, network can be 

assumed as disconnection. Figure 2 depicts the transition diagram between three modes [32]. 

 

Figure 2. Switch between greedy, perimeter, and DTN mode. 
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A. Limited GPSR routing protocol 

Greedy Perimeter Stateless Routing (GPSR) is proposed by [8]. This routing protocol has 

Greedy and perimeter mode. The packet is forwarded in Greedy mode from source node to 

neighbor node which is closest node in its boundary. Greedy mode operates as long as source 

node finds the neighbor node to its destination but if there is no the node in coverage area, the 

mode fails [8].  

 

Figure 3. Greedy mode 

B. Perimeter mode 

Perimeter mode operates when greedy mode fails. This mode is based on right hand rule. The 

rule is defined as traversing the edges of the void area. The local maximum problem is happened 

when the source node do not find next closet neighbor node. Picking the next anticlockwise edge 

and continues to do the same till it reaches its destination. A node can be considered as 

remembering the location information of all nodes maintained at every other node followed by 

other geographical routing protocols [8]. 
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Figure 4. Perimeter mode 

C. Position-Based and DTN Forwarding  

1. Assumption 

The research of VANET routing protocol have based on position-based routing protocol in 

[8],[9],[10]. In [8] GPSR is representative position-based routing protocol by using greedy 

forwarding. It periodically sends beacon message to neighbors node as one-hop broadcast to 

collect theirs position information. Greedy forwarding has to gather correct position information 

about its neighbor node. Also, the neighbor node has to be positioned in various directions. Thus, 

the forwarding is good evaluation in less mobile environment. Thus, GPSR is not suitable in city 

foundation for fast topology change by vehicular density.  

 

2. MOTIVATION 

Let us consider an example in Fig.5. A vehicle A node sends a packet to the destination D at 

the cross road C4. In terms of GPSR, vehicle C sends a data to other node but it does not have 

neighbor node. At the time the mode is changed to perimeter mode. However, C still does have 

any closer node. Vehicle C is going towards the destination D by much shorter time than the way 
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of C1 C2 C3 C4. Vehicle B receives a data from A by GPRS. The data packet is delivered 

from the route of C1 C2 C3 C4 to the destination [33]. 

 

Figure.5 An example of routing problem in VANETs 

D. Geographical Opportunistic Routing for Vehicular Networks (GeOpps) 

We present GeOpps: geographical delay tolerant routing algorithm that exploits information 

from the vehicles’ navigation system to route messages to a specific location. To select the next 

packet carrier, there are patterns as follows [34].  

 Neighbor vehicles that follow suggested routes to their driver’s destination calculate the 

nearest point that they will get to the destination of the packet. 

 Afterwards, they use the nearest point and their map in a utility function that expresses the 

minimum estimated time that this packet would need in order to reach its destination. 

 The vehicle that can deliver the packet quicker/closer to its destination becomes the next 

packet carrier. 

Let us assume that a vehicle has a calculated route to its destination. When this vehicle is given 

a data packet for a specific geographical location D, it is able to calculate a nearest point (NP) on 



 

22 

 

its suggested route that is its nearest point to D. In other words, it calculates the closet point to 

the destination of the packet that this vehicle is going to reach.  

 

Figure 6. The calculation of the Nearest point (NP) from packet’s destination. 

To find NP, we assume that there are three mobile nodes which has designated route. For 

example, mobile node 1’s route is S->P1 and round to anticlockwise. In this case, the nearest 

point is P1. Mobile node 2’s route is S->P2 and round to anticlockwise. The nearest point is P2. 

Finally, mobile node 3’s route is S->P1->P3, and round to clockwise. P3 is the nearest point in 

this case. 
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1.5 Performance Evaluation 

We evaluate different DTN routing protocols with Binary Spray and wait (Bi-Spray and 

Wait), PRoPHET, and Epidemic with different range of simulation and routing parameters. The 

simulation result shows different delivery ratio, delay time, hop count results based on a number 

of nodes, velocity, packet size, and simulation width [41]. The simulation environment follows 

[41], and we simulate by adding another ProPHET routing protocol for it reduces end-to-end 

delay.  

1.5.1 Mobility Types 

 We simulate the protocols in different mobility cases to compare them. We select random 

waypoint which is main mobility model in this simulation since this model is suitable to sparse 

environment for the mobile nodes are randomly moved. We generate random waypoint node 

mobility using setdest program. We have 4, 20, 40, 80 mobile nodes that choose a random 

direction and a random speed is from 1.5m/s to 25m/s. Area range is from 10m times to 10 m to 

2500m times 2500m. In the random waypoint scenarios, the simulation time is 700 seconds [41]. 

We simulate the DTN routing protocols with more realistic environment with wider area, 

more mobile nodes and a variety of velocity. This environment is assumed to be real traffic road 

[41]. 

1.5.2 Data Packet Types 

 Traffic model is setting with different message sizes 10kB messages at a random time 

with 200 seconds intervals [t, t+200s] to another, randomly selected, node. In the DTN case, the 
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bundles are fragmented to 1500-byte IP packets before sending them to the MAC layer. A 

retransmission mechanism providing reliable delivery of IP packets is implemented [41]. 

1.5.3 DTN 

In DTN mode, the hello messages are sent in every 100ms to advertise to their buffer 

content to each other. In this simulation, we assume that the message have enough room for the 

identifiers of buffered bundles and return receipts. If the node has sufficient buffer space, a 

bundle can generated. For example, we select 100 MB buffer space as enough storage. Bundle 

life time is set to 650 seconds after all copies of the bundle will be deleted. If the sending node 

does not receive a return receipt within 500 seconds, it will retransmit the bundle. Antipacket 

(AP) lifetime is the minimum retransmission timeout (500 seconds) less bundle forwarding time 

and bundle life time (650 seconds) [41]. 

1.5.4 Wireless Channel Type 

The library provides support for different transmission rates, modulation methods and 

coding schemes that are defined in the IEEE802.11b/g standards. 

A signal-to-interference-and-noise ratio (SINR) based packet level error model is 

introduced. The reception threshold (RXThresh_) variable, which is used in the default 802.11 

implementation, has been removed. Instead, packet error rate (PER) is used to determine random 

packet losses. PER is calculated using pre-determined curves of PER vs. SINR and packet size. 

SINR is calculated using received signal strength, noise and interference. Interference is 

calculated using a Gaussian model to account for all transmissions that happen simultaneously to 

the one which is considered for reception. Finally, strength of noise is fixed in all simulations. 
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The capture model, i.e., the determination of whether a packet can be received when 

there are other concurrent transmissions, is embedded in the aforementioned interference model. 

The 802.11 parameters are chosen to model 802.11g and they are listed in Table 1. Noise is set 

according to  

Pn = 𝐾𝑇𝐵, 

Where k is Boltzmann’s constant (1.38e-23 J/K), T is room temperature (290 K), and B is 

bandwidth (2.437 GHZ) [41]. 

Table 1: IEEE 802.11g related simulation parameters 

Parameter Value 

Noise_ 9.75e-12W 

CSThresh_ 1e-10W 

Pt_ 0.0178W 

Freq_ 2.437e6 Hz 

L_ 1.0 

useShortPreamble_ True 

gSyncInterval_ 0.00001s 

CWMIN_ 15 

CWMAX_ 1023 

RTSThreshold_ 0B 

ShortRetryLimit_ 7 

LongRetryLimit_ 4 

SlotTime_ 0.000009s 

SIFS_ 0.000016s 
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1.5.5 Simulation Results 

1.5.5.1 Mobility: 40 Nodes, 10kB Messages 

We analyze three different routing protocols with 40 mobile nodes based on random 

generated point, 10kB, slow mobility (Average speed: 5m/s) and fast mobility (Average speed: 

20m/s). In Figure 7 (a) and (b), it shows that the routing protocols tend to have low delivery 

ratio in large area. It means mobile nodes have frequently dropped packets in sparse mobile 

environment for the large area and slow velocity. Mobile nodes store packets until theirs (Time 

to Live) TTLs expire. The nodes have less probability to face another node to convey the 

packet for slow velocity in low mobile density. However, the high mobile nodes have relatively 

more faced another node to transfer the packets. For example, Epidemic protocols entirely 

outperform other two protocols over the size of area as 15 percent higher at 1000 x 1000m. 

Conversely, the delivery ratio is not a problem in smaller are size for all nodes often 

communicate each other. Thus, most of packets sent are transferred within TTL.    

 Figure 7. (c), (d) show how end-to-end delay is changed over area. Theoretically, the 

larger size, the longer delay because enlarged size make a mobile node take a longer delay time. 

For example, source node routinely meets the intermediate node to transfer a packet to 

destination node in small area but the mobile nodes are widespread in large are size. We have 

the same result as theoretic expectation. From those figures, epidemic gives the best 

performance in terms of end to end delay. For example, in low velocity, a source node transfers 

its packet to a destination node for shorter time as 40 seconds by using epidemic routing 

protocol at 1000 x 1000m.  

 A hop is portion of the path between source and destination. In hop count figure 7. (e), (f) 



 

27 

 

demonstrate that the hop count is increasing and decreasing in different area. Increasing hop 

count means a number of nodes passed between intermediate nodes are increasing. The hop 

count is increasing until 1000m time 1000m but the count is decreasing over enlarged area. In 

sparse environment, it is hard for mobile nodes to find another node to give its packet. Thus, 

even if a source node has a packet till TTL, the node drops the packet after the time. Thus, the 

hop count is decreasing. 

 

 

(a) Delivery ratio, Slow mobility (5m/s) 
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(b) Delivery ratio, Fast mobility (20m/s) 

 

(c) End-to-end delay, Slow mobility (5m/s) 
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(d) End-to-end delay, Fast mobility (20m/s) 

 

(e) Average Hop count, Slow mobility (5m/s) 
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(f) Average hop count, Fast mobility (20m/s) 

Figure 7: Random waypoint: 40 nodes, 10kB messages 

Slow mobility (max. 5m/s), Fast mobility (max. 20m/s) 
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1.5.5.2 Mobility: 80 Nodes, 10kB Messages 

We simulate three routing protocols in high node density. Figure 8 shows the result obtained 

with 80 mobile nodes and 10kB in size. In Figure 8 (a), (b), it shows that the delivery ratio of 

routing protocols is decreased in large area. The difference of ratio is larger than that of previous 

section. We found out that which routing protocol has high delivery ratio. Epidemic outperforms 

other two routing protocols. End-to-end delay is relatively decreased in high mobile density 

because the nodes frequently communicate with their neighbors. Also, mobile nodes with high 

velocity have shorter delay time. In high mobile density, PRoPHET gives best performance. For 

example, in large area 2000m times 2000m, it has shorter delay time as 20 sec and 40 sec. 

Moreover, the hop count is increasing and decreasing over area. Epidemic has larger hop count 

than that of others but the count is decreasing again in the larger area. 
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(a) Delivery ratio, Slow mobility (5m/s) 

 

(b) Delivery ratio, Fast mobility (20m/s) 



 

33 

 

 

(c) End-to-end delay, Slow mobility (5m/s) 

 

(d) End-to-end delay, Fast mobility (20m/s) 
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(e) Average Hop count, Slow mobility (5m/s) 

 

(f) Average hop count, Fast mobility (20m/s) 

Figure 8: Random waypoint: 80 nodes, 10kB messages 

Slow mobility (max. 5m/s), Fast mobility (max. 20m/s) 
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1.5.5.3 Duplicate Bundle Received 

In this section, we compare duplicate bundle received with three different routing protocols in 

different node density. We simulate the routing protocols at 1000m X 1000m with 5m/s and 

20m/s velocity. Other conditions are the same as 1.5.5.2. In fact, in case of low stressed 

environment, each vehicle does not receive the duplicate message from other vehicles [46]. 

Figure 9 (a) and (b) shows that the duplicated message is forwarded in high mobile nodes. It is 

frequent that each node transfers a packet to neighbor nodes. However, the messages are less 

produced in low mobile density as we mention it in section 1.5.5.1 Thus, the average duplicate 

bundle received rate is increased from 40 nodes to 80 nodes. Epidemic has larger rate than that of 

other two routing protocols in two mobility cases. However, PRoPHET and Binary Spray and 

Wait have less duplicate bundle receipts than Epidemic. 
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(a) Slow mobility (5m/s) 

 

(b) Fast mobility 20m/s 

Figure 9. Average Duplicate Bundle Received 
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1.5.5.4 Real Scenario  

We simulate the different routing algorithms in real environment. We assume the area is 

small town as much as 4000m times 3400m. The mobile node 116 is set to be more density 

environment from 2m/s to 25m/s. The message size is 100kB and simulation time is 1000s and 

other condition is the same as section previous simulation. In Figure 10 (a) it shows results with 

delivery ratio. When we compare the ratio in the small area, the delivery ratio is decreased but 

the epidemic routing protocol is still higher delivery ratio than that of others. The end-to-end 

delay is postponed for enlarged area. As the same result in previous section, the delay is longer 

in large area where mode density is sparse. From (b) in Figure 10, ProPHET routing protocol 

gives best performance in terms of delay time. In low mobile density, the duplicate bundle 

received rate is relatively very low for only a few mobile nodes forward the messages to 

neighbor nodes. Epidemic routing protocol has the higher duplicate rate than others as that of 

previous sections. 
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(a) 

 

(b) 

 

(c) 
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(d) 

Figure 10. Real scenario, 100kB messages, 116 nodes 
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1.6 Related Works 

1.6.1 Newest Issue 

1.6.1.1 The accuracy of location information 

VANET perform location based routing by using GPS, and most of the routing assumes that 

a vehicles’ location is correct. However, if the location information is incorrect, it takes a long 

delay time for investigating wrong path, and the performance is degraded. To solve the problems 

many improved routing protocols are presented. 

First, hybrid routing protocol combines ad hoc on-demand distance vector expected 

transmission vector (AODV-ETX) to solve the location information problem. It forwards route 

search message through location based routing. If the routing fails, it performs flooding with 

AODV [21]. Second, Back-Bone-Assisted Hop Greedy Routing (BAHG) suggests a hop greedy 

routing protocol that aims to reduce the end-to-end delay by yielding a routing path that includes 

the minimum number of intermediate intersections [22]. 

1.6.1.2 Security 

Security problem have to be solved because if a vehicle with malicious purpose forwards 

wrong routing information, the car accident message cannot be sent, and many vehicles would be 

driven into congestion road by the incorrect information. 

To upgrade security, Secure Position-Based Routing for VANETS (PBR) has presented. It 

guarantees node authentication, data integrity by combining signatures/certificates, plausibility 

checks, and rate limitation [23]. Geographical Secure Path Routing (GSPR) offers node 

authentication and data integrity by Public-Key security algorithm [24]. 
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1.6.1.3 Cross-Layer 

Cross-Layer’s research is combined with physical layer or link layer with network layer. It 

expects serviceable routing in VANET routing by physical, and link layer information. It studies 

the effect of cooperative transmission on the routing decision for vehicular ad-hoc networks. 

Two different types of routing optimization are investigated to understand the effects of 

improved link cost to the routing decision [25]. In [26], the proposed algorithm is that if when 

greedy is sent, the algorithm excludes the node that is more than certain length, considering 

specific node that is congested. 

1.6.1.4 Various combination of information 

VANET can get a variety of information by GPS, navigation system, and sensor. 

Trajectory-based Statistical Forwarding (TSF) is that using navigation calculates driving 

direction with car density, and other information. It selects optimal path by using distribution of 

packet transmission delay, and car moving delay [27]. Shortest-Path-Based Traffic-Light-Aware 

Routing (STAR) forwards packet at crossroad by traffic signal information [28]. 

1.6.1.5 Multimode protocol 

Routing protocol is established to fit specific environment. For example, crossroad based 

routing protocol can be applied in downtown, but it is not suitable in country road, and highway. 

Distribution-Adaptive Distance with Channel Quality (DADCQ) determines distance critical 

value, considering car density, distribution pattern of vehicle space, and quality of wireless 

channel [29].  

1.6.1.6 Quality of Service (QoS) 
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Data has to be sent in certain period after car accident. However, the data cannot 

guarantee a quality for high mobility of VANET. RMRV (Road-based Qos-aware Multipath 

Routing Protocol for Urban VANET) suggests that multipath routing to meet delay requirements, 

considering expected path lifetime and transmission time [30]. 
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CHAPTER 2. An Efficient MU-MIMO 

Precoding Operation with ZF and MMSE 

 

 

 

2.1. Introduction 

 

Next generation mobile communication system requires high capacity and reliability for 

supporting bandwidth intensive applications such as multimedia services. For a given spectrum 

channel, multiple-input Multiple-output (MIMO) technology can efficiently increase the 

transmission rate by increasing the antenna numbers at both the transmitter and the receiver. 

With the potential of increasing the spectrum usage efficiency, MIMO technique has been 

introduced into 802.16, 3GPP for mobile communications [48].  

The emerging  Fifth Generation (5G) mobile communication is considering the use of  large-

scale antenna systems (LSAS) and Massive MIMO,  where each Base Station (BS) is equipped 

with orders of magnitude more antennas, e.g, 100 or more [49]. A MIMO system relies on 

multiple antennas to transmit multiple streams of data in wireless communication systems [50]. 

Multi-User MIMO (MU-MIMO) system serves several user terminals at the same time [51]. For 

example, with MU-MIMO, a base station can transmit data to a set of single-antenna users at the 

same time and the spatial channels can be shared by all users [49]. The transmission rate can be 
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improved by using smart antenna, antenna array, and Beam Forming technologies. To increase 

the performance of MU-MIMO systems, precoding techniques are often applied  based on the 

channel state information (CSI). Denoting the number of antennas on a base station as M, and the 

number of users in a cell as K, we would like to study the performance of MU-MIMO in three 

operational scenarios: K (Users)  M (Antennas)  , K  =M, and K  M. 

Generally, when the number of users increases, the sum rate also increases for a large antenna 

number M. Also, the sum rate will be different if a BS applies different linear precoders or uses 

different number of antennas. 

Two candidate precoders are often used, Minimum Mean Square Error (MMSE) precoder and 

Zero-Forcing (ZF) precoder. Different from the conventional belief that MMSE is optimal in all 

cases, in this paper we first show that performance of the precoders depends on the complexity 

and the throughput and can vary in different application scenarios. For example, a ZF precoder 

has lower complexity but also lower sum rate at certain antenna numbers, while the relationship 

between the two precoding schemes changes under other scenarios. Based on the observations, 

we propose an algorithm to efficiently select the precoder in a practical network with different 

number of users. .  

The rest of the paper is organized as follows. In section 2, we introduce the spatially 

multiplexed MIMO system and the capacity rate in downlink transmissions. Also, the need of 

massive MIMO system is introduced with latest technology trend. To be specific, MU-MIMO 

system is overviewed with four advantages. In section 3, we introduce the linear precoding 

scheme. In section 4, the simulated empirical results are displayed to be analyzed. In section 5, 

we introduce our scheme for precoder selection. Finally, we conclude the paper in Section 6. 
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2.2 System Model 

 

Spatially multiplexed MIMO(SM-MIMO) systems can transmit data at a higher speed than 

MIMO systems using antenna diversity techniques. 

 H denotes a channel matrix with its (j,i)-th entry     representing  the channel gain between 

the i-th transmit antenna, i=1,2,….,    and the j-th receive antenna, j=1,2,…..,   . The spatially-

multiplexed user data and the corresponding received signals are represented by  =

 [           ]
  and  =  [          ]

   where     denote the transmit signal from the i-th 

transmit antenna and    denote the received signal at the j-th receive antenna. Let    denote the 

white Gaussian noise with a variance of   
  at the j-th receive antenna, and    denote the i-th 

column vector of the channel matrix H.       MIMO system is represented as 

                                                Y = Hx+z,                                  (2.1) 

                                                       =     +    + …. +      +z,                 (2.2) 

where z=[       … ,    ]
  [56]. 

 

MU-MIMO is considered for downlink transmission between the base station and the users, 

where a Base station (BS) equipped with M antennas communicates with K users with M K. 

The received signal               represents the k-th user channel response at time m and 

frequency q is can described as  

                               =            𝑛      for k=1,…,K                                          (2.3) 
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where               represents the k-th user channel response at time m and frequency, 

            is the vector of transmitted symbols at time m and frequency q, and n       

     is circularly symmetric additive complex Gaussian noise with zero mean and variance 

  ,   [52].  

A. Point to Point MIMO 

A-1 Basic Model 

Point-to-point MIMO link is installed with    and    antennas. The narrow band channel with 

H         , and has the following equation as 

                                                                  Y=√ Hx+n,                                             (2.4) 

where here y          𝑛            are respectively the received signal vector and  the 

transmit signal vector, and n         represents the noise and interference. We assume that the 

total power of the transmit signal is normalized, E{‖ ‖  =1, and the noise is zero-mean 

circularly symmetric complex Gaussian with an identity covariance matrix I. The scalar   is the 

transmit power [49]. 

A-2 Capacity Rate 

With independent and identically distributed (i.i.d.), Gaussian transmit signals and that perfect 

CSI is available at the receiver, the instantaneous achievable rate can be expressed as 

                          =            
 

  
   ) bits/s/Hz.                                        (2.5) 

where Nt is the number of antenna and   is transmit power [49]. 
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When the propagation coefficents in the channel matrix H are normalized as Tr(     

     , upper and lower bounds the capacity are derived in [53] with the help of Jensen’s 

inequality: 

                                             C   n                  
           

  
          (2.6) 

1)       and     : When the number of transmit antenna goes to infinity while the 

number of receive antennas is constant            , the row vectors of H are orthogonal, 

and hence we have 
     

  
    

. 

In this case, the capacity rate in (2.4) can be approximated as 

                                                             bits/s/Hz,               (2.7) 

which achieves the upper in (2.5). 

2)       and     : Using similar derivations as in 1) 

                                                           
  

  
  bits/s/Hz,              (2.8) 

B. MU-MIMO Advantages 

Multi-User Multiple Input Multiple Output (MU-MIMO) is a group of improved MIMO. It 

can make the streams of data conveyed to lots of devices at the same time. This technology has 

four major advantages. First, data rate increases as more antennas are used at the transmitter, so 

more independent data streams can be sent out and the more terminals can be served 

simultaneously [51]. Second, there is a higher reliability as the more antennas the more 

independent paths that can convey the radio signal propagated. Third, it improves the energy 

efficiency as the base station can focus its emitted energy into the spatial directions where it 
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knows that the terminals are located [51]. Fourth, it reduces the interference, as MU-MIMO uses 

massive MIMO in base station, and it prevents the interference signal from others base station. In 

other words, the signal efficiency can be improved. 

C. Downlink 

Denote     
    as the received signal vector at all K users:  

                                               = √       𝑛                 (2.9) 

where          is the signal vector transmitted by the BS,  𝑛        is additive noise 

defined as before, and    is the DL transmit power. The overall achievable rate of all users 

becomes 

                                              C =             
                          (2.10) 

=             
              /s/Hz 

where P is a positive diagonal matrix with the power allocations (        , and N is the number 

of antennas [49]. 
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2.3 Linear Precoding 

Linear precoding requires each antenna to transmit a data stream that is the linear 

combination of K data streams with K beamforming weights [54]. This design choice 

conveniently allows all of the radios to share a common data bus for downlink transmission [54]. 

A. DESIGN 

 

Figure 11. Linear precoding scheme in MIMO 

Let    ∈      denote the k-th user transmit symbol vector. Under linear precoding, the 

transmitter multiplies the data symbol for each user k by a precoding matrix    ∈     so that 

the transmitted signal is a linear function x =∑     
 
   . The resulting received signal vector for 

user k is given by 

                                       =        ∑        𝑛           (2.11) 

where the second-term in (2.11) represents the multi-user interference. We assume that each user 

will decode S N streams that constitute its data. The goal of linear precoding is to design 

{      
  based on the channel knowledge, so a given performance metric is maximized for each 

stream [52]. 

B. ZF PRECODING 
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The ZF scheme intends to completely eliminate the Co-Channel Interference (CCI). To ensure 

this is possible, the number of  antennas equipped at the relay should be greater than the number 

of interferes [55]. Zero forcing (ZF) is a technique of linear equalization algorithm. Measuring 

the channel information can be estimated at the receiver, the process of the ZF algorithm 

detection can be explained as follows: 

   =            ,                                                   (2.12) 

where ZF technique cancels the interference. 

Assuming equal power allocation over the users and user codes drawn from an independent 

identically distributed Gaussian distribution, the achievable sum rate is given by 

                                                = ∑        
 

   
|    |

  
            (2.13) 

     denotes a function of Hermitian transpose of H. It demonstrates the inverse effect of 

channel as follows [56]. 

C. MMSE PRECODING 

The ZF scheme completely eliminates the CCI at the relay, which however causes an elevated 

noise level. In contrast, the MMSE scheme does not fully eliminate the CCI, instead, it provides 

the optimum trade-off between interference suppression and noise enhancement [55]. 

MMSE estimator is an estimator which follows an estimation method, through which it 

minimizes the mean square error [57]. In order to maximize the post-detection signal-to-

interference plus noise ratio (SINR), the MMSE weight is given as 

     =         
                  (2.14) 
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Note that the MMSE receiver requires the statistical information of noise   
 . Note that the i-th 

row vector         of the weight matrix in Equation (2.14) is given by solving the following 

optimization equation [56]. 

 

          =
      

 =      2      
 

|   |
    

    ∑ |   |
 
 ‖ ‖    

   
       

    (2.15) 

Using the MMSE weight in Equation (2.15) obtains the following relationship. 

 

     
̃ =        = ̃+     ̃      (2.16) 

The achievable sum rate is given by  

     = ∑         
   

|    | 

∑ |    |  
   

    

 ,  (2.17) 

where    is the normalized k-th column of the precoder [52]. Similarly to MMSE equalization, a 

non-zero β value results in a measured amount of multi-user interference. The amount of 

interference is determined by β>0 and an optimal tradeoff between the condition of the channel 

matrix inverse and the amount of crosswalk ought to be found. In practice, the regularization 

factor is commonly chosen as   =
    

 
 motivated by the results in [56] that show that it 

approximately maximizes the SINR at each receiver, and leads to linear capacity growth with M. 

The performance of MMSE is certainly significantly better at low SNR and converges to that of 

ZF precoding at high SNR. However, MMSE does not provide orthogonal channels and thus 

power allocation techniques cannot by performed in a straightforward manner [52]. 
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2.4 Simulation Results 

In this section, we present numerical results in terms of capacity with the two precodings, 

MMSE and ZF, in two different environments. For example, the number of antennas is arranged 

as     𝑇  𝑛                          𝐾 in MIMO in fast fading Rayleigh channels. We 

compare the capacity   with two types of precoding, ZF and MMSE. Overall, the throughput 

increases when the transmitters and receivers become larger. We assume other elements are 

perfect equalization. If there are    maximum transmitter antennas, the capacity has to be 

maximized with maximum channels. 

The total throughput was analyzed based on a variety of antenna pairs such as K>M, K=M, 

and K<M. In Figure 2, we observe that the sum rates of MMSE precoding systems are always 

higher than those of ZF systems when  K=M and K>M, but a ZF precoding system produces 

higher capacity in some case of K<M. To be specific, if the number of receivers is less than one 

plus a half of transmitters, ZF precoding systems have better performance. That is, in the other 

case of 10 5 combination, the ZF precoding system performs  better. In order to analyze that 

case of K<M, we show more results in the figure 3 and also in the table 1, with different  SNR 

values and K values, in the case of M=10.  
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Figure 12. The comparison of capacity of ZF and MMSE (M=10; K<M, K=M, and K>M) 

 

Figure 13. The comparison of capacity of ZF and MMSE (M   K) 

We assume that the total antennas numbers has effect on the sum rate but only the receiver 

numbers impacts the total output as [48]. When we compare two capacities in different MIMO 

systems, the sum rate of MMSE is higher than that of ZF (up to four times at 0dB) when the 

antenna numbers are the same as [48]. In figure 3, the sum rate of MMSE is higher than ZF when 

30x20 only, while the other way around otherwise. 
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Table 2. The comparison of capacity of ZF and MMSE (K<M, K=M, and K>M) (Unit: bits/sec/Hz)

 

The exact values in the table 1 show the change of throughput. That is, the light yellow part 

shows that ZF precoding give better throughput than MMSE. The yellow part presents the 

transition combination of antennas. The other part indicates that MMSE precoding gives better 

throughput than ZF. 

 

Figure 14. A comparison of capacity of ZF and MMSE (M=10; K<M, K=M, and K>M) 
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In figure 14 obtained from the table 2, we analyze the capacity rate with the fixed transmitter 

antenna numbers M=10, and a variety of receiver antenna numbers at lower and higher SNR 

(5dB and 25 dB), respectively.  

For both cases, the MMSE performance is better when the number of users is larger than 6, 

while the opposite is observed when the number of users is smaller than 6. When SNR = 5 dB, 

the sum rate of ZF is up to 71% larger than that of MMSE when K< 6. On the other hand, the 

sum rate of MMSE is up to 46% higher when K> 6.  

 When SNR = 25dB, , the result is similar to that in the lower SNR (5dB) case, but the difference 

between the two reduces. MMSE has up to 15% higher sum rate compared to ZF when there are 

more than 6 users. The sum rate of ZF has up to 30% larger sum rate compared to MMSE when 

the number of users is less than 6. 

  

Figure 15. A comparison of capacity of ZF and MMSE (100 of Transmitter Ant. x N of Receiver Ant) 



 

56 

 

In figure 15, we analyze the capacity rate with the fixed transmitter antenna numbers 100, and a 

variety of receiver antenna numbers at lower and higher SNR (5dB and 25 dB), respectively. We 

found out that ZF and MMSE capacity are exchanged at receiver antennas 51 in larger antenna 

numbers than Figure 14.  

In conclusion, MMSE can be used for better precoding with a higher sum rate when K   M, 

and K = M. ZF gains a higher sum rate when K<
 

 
+1. The difference between the two is larger 

when the SNR is lower. Also, MMSE outperforms ZF in larger antenna size which is called 

Massive MIMO (Antenna numbers >=100). 
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2.5 An Efficient Precoding Operation 

From the simulation result in section 2.4, we propose that the base station and the mobile 

station support both ZF and MMSE precoding schemes and the precoding scheme to select for a 

given transmission is determined based on the operational scenarios as follows. 

Figure 5 displays an algorithm of precoding selection in data channel block of an implemented 

MIMO system. An operation scenario of the base station is as follows. The logic of computing 

Nr > 
  

 
 +   (  =1, in Table 2) is determined, because the base station knows both the number of 

its own antennas and the number of mobile stations (users) transmitting and receiving data 

through the data channel. The base station informs the mobile station which precoder of the data 

channel to use through the control channel in DL, when they begin to set up the call. The value 

of system parameter,  , is optimized according to the system conditions. 

For example, in case of Nr  
  

 
 +   (e.g., midnight), both the base station and the user 

equipments operate with ZF precoder for better throughput in DL. Then, when it is converted 

into the case of Nr  
  

 
 +   the MMSE decoder of a new user equipment begins to operate for a 

new call, according to the direction of the base station. On the one hand in the base station, some 

data channel units keep on operating the ZF precoder for the continued call from previous time, 

while other channel units start the MMSE precoder for the new call for better throughput in DL. 

Namely, the base station applies both ZF and MMSE precoders simultaneously. If the mobile 

environment keeps the condition of Nr > 
  

 
 +  , finally channel units of the base station run the 

MMSE precoder only, because they stop operating the ZF precoder in terminating the previous 

calls 
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Conversely, if the number of users converts into the case of Nr  
  

 
 +  , the previous terminal 

keeps its MMSE decoding for continued call. A new terminal begins to use  its ZF decoder for 

new call. As the same above, channel units of the base station maintain MMSE precoding for 

previous calls, while it starts the ZF precoder for the new calls for better throughput. 

In conclusion, if the condition of Nr   
  

 
 +   lasts, finally channel units run the ZF precoder 

only, because they stop operating the MMSE precoder in terminating the previous calls. 

 As mentioned above, the performance of DL has improved efficiently, although the hardware 

complexity of DL in base station and terminals increases. 

 

Figure 16. An algorithm of precoding selection 
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2.6 Conclusion 

In this paper, we have presented the analysis of latest MIMO system capacity based on 

different precoding. The new technology offers diversity advantages in terms of power efficiency, 

interference, and throughput. Especially, the spatially multiplexed model transmits much more 

data and achieve higher transmission rate. We simulated with the two different coding techniques 

based 
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