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A basic fact in the theory of Discrete-time Markov Decision Processes is that for any policy there exists a Markov policy with the same marginal state-action distributions. This fact implies that the study of control problems with multiple criteria and constraints that are determined by marginal distribution (for e.g. expected total discounted and non-discounted costs, average cost per unit time) can be restricted to the set of Markov policies. This dissertation presents a similar result for Continuous-Time Markov Decision Processes (CTMDPs).

In CTMDPs with Borel state and action spaces, unbounded transition and cost rates, for an arbitrary policy, we construct a Markov policy such that the marginal distribution on the state-action pairs is the same for both the policies. This fact implies that the expected cost rates at each time instant are equal for these two policies. Thus, the constructed Markov policy performs equally
to the original policy for problems with multiple criteria and constraints that are determined by marginal distribution. The proof consists of two major steps: The first step describes the properties of solutions to Kolmogorov's equations for jump Markov processes. In particular, for given transition intensities, the three approaches to construct a jump Markov process: (i) via the compensator of the random measure of a multivariate point process, (ii) as a minimal solution of Kolmogorov's backward equation, and (iii) as a minimal solution of Kolmogorov's forward equation define the same transition function. If the jump Markov process associated with the transition function has no accumulation points, then it is the unique solution of both Kolmogorov's equations. The second step applies these results to CTMDPs and establishes that the marginal distribution on the state for both the policies satisfy Kolmogorov's forward equation defined by the Markov policy. This fact immediately implies that the marginal distributions on the state for both the policies coincide if the transition intensities corresponding to the Markov policy are bounded. In the general case, it is possible to consider a sequence of policies with bounded transition intensities and that converge to the original policy. The proof for the general case follows from these approximations.
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## Chapter 1

## Overview

### 1.1 Brief description of the results and related works

In this dissertation, we study the properties of solutions of Kolmogorov's backward and forward equations for non-homogeneous jump Markov processes and apply the results on Kolmogorov's forward equation to answer a fundamental control problem in Continuous-time Markov decision processes (CTMDPs). Both Kolmogorov's equations and CTMDPs have broad range of applications. For instance, Kolmogorov's equations are widely used in such applications as population growth, epidemics, queues, manufacturing systems, etc, and CTMDPs are widely used in such applications as inventory control, airline management, machine maintenance, smart grids, health care services, etc. In this section we give a preview of the results, and the background and earlier works to which they are related. We address existence and uniqueness of solutions of Kolmogorov's equations (Section 1.1.1) and sufficiency of Markov policies (or decision rules that depend only on the current state and time) to study CTMDPs (Section 1.1.2).

### 1.1.1 Kolmogorov's equations for non-homogeneous jump Markov processes

Our work answers the following questions, which are important for the theory of stochastic processes and their applications: (i) how a non-homogeneous jump Markov process can be defined for given transition intensities, called $Q$-functions, and (ii) how can its transition function be found as a solution of Kolmogorov's backward and forward equations? We answer these questions for measurable $Q$-functions when the jump Markov process takes values on a Borel state space.

The common approach used in the literature to address the first question is to construct a transition function for a given $Q$-function and show the jump property of the Markov process defined by the constructed transition function and an initial distribution by using the analytical properties of the transition function; see, for e.g., Anderson [1] and Reuter [30] for $Q$-functions that do not depend on time parameter and countable state spaces, Doob [5] for $Q$-functions that do not depend on time parameter and Borel state spaces. Our construction of the jump Markov process defined by the measurable $Q$-function and initial distribution is based on Jacod's theorem [17]. This approach to the construction of jump Markov process is motivated by the application of the theory of jump Markov processes to study CTMDPs controlled by a Markov policy.

The transition function of a non-homogenous jump Markov process as solution of Kolmogorov's equations was first studied by Feller [10]. Feller considered continuous $Q$-functions and provided the explicit formulae for the transition function and showed that it satisfies both Kolmogorov's backward and forward equations. In general, these equations can have multiple solutions. For $Q$-functions that do not depend on time parameter, Doob [5, Chap. 6] provided an explicit construction for multiple transition functions satisfying Kolmogorov's backward equation, and Kendall [22], Kendall and Reuter [23], and Reuter [30] gave examples with non-unique solutions to both the equations. Considering measurable $Q$-functions and a countable state space, Ye et al. [34] constructed the transition function satisfying both Kolmogorov's backward and forward equations. All of the above mentioned work on solutions of Kolmogorov's equations considered $Q$-functions satisfying certain boundedness conditions. For Borel state spaces, we consider more general classes of unbounded $Q$-functions and obtain the transition function of the jump Markov process as the minimal non-negative solution of Kolmogorov's backward and forward equations and provide a sufficient condition for its uniqueness.

## Relation to stochastic process defined by a Markov policy in CTMDPs

Feller's [10] results on Kolmogorov's equations for non-homogeneous jump Markov processes are broadly used in the literature on CTMDPs to study the jump Markov process defined by a Markov policy, and this leads to the unnecessary assumption that decisions/actions depend continuously on time; see, e.g., Guo and Rieder [13, Definition 2.2]. For countable state problems, the results of Ye et al. [34] removed the necessity to assume this continuity. Our results on Kolmogorov's equations imply that this continuity assumption is unnecessary for CTMDPs with Borel state spaces. They also unify a body of research on jump Markov processes that can be traced back to the works by Feller [10] and Jacod [17]. Given an initial state, the non-homogeneous jump Markov process defined by a Markov policy is commonly constructed using one of the following two ways:
(i) Based on Jacod's [17] theorem via the compensator of the random measure of the multivariate point process; Kitaev [24], Kitaev and Rykov [25, Section 4.6], Feinberg [6, 7], Guo and Piunovskiy [12].
(ii) As the minimal non-negative solution of Kolmogorov's forward equation; Miller [28], Kakumanu [19], Guo and Hernández-Lerma [11].

The second approach is commonly used in the literature to study the jump Markov process defined by a Markov policy via its transition function, including in the monograph by Guo and HernándezLerma [11]. However, the first approach is used to construct the jump process associated with any policy, and in particular, with a Markov policy. Our results imply that for Markov policies these two constructions are equivalent for problems with Borel state spaces.

### 1.1.2 Sufficiency of Markov policies to study CTMDPs

In 1980, Yushkevich [35] introduced past dependent policies and constructed the jump process associated with them. Later, Kitaev [24] gave an equivalent construction for the jump process
associated with a past dependent policy using the results by Jacod [17]. Since then, even though it is possible to consider past dependent policies for CTMDPs, most of the existing facts such as optimality of certain policies are established within the class of Markov policies; see Guo and Hernández-Lerma [11]. In this dissertation, we show that it is valid to restrict the study of CTMDPs to the class of Markov policies, and therefore, many of the previously existing results within the class of Markov policies hold within the class of all policies. A similar result on the sufficiency of Markov policies to study discrete-time Markov decision processes (DTMDPs) was given by Derman and Strauch [4].

Given any policy, we construct a Markov policy such that the marginal distribution on the state-action pairs at any time instant is the same for both the policies. This immediately implies that the expected cost rates at each time instant are equal for these two policies. Thus, the corresponding Markov policy performs equally or better than the original policy for problems with expected total discounted and non-discounted costs as well as with average costs per unit time. This is also true for problems with multiple criteria. We consider the state and action sets as standard Borel spaces, and the transition and cost rates may not be bounded. Thus, the results in this thesis are applicable to a wide class of problems. Two such important applications are noted below:
(i) Queuing control: state space is countable, cost and transition rate functions may not be bounded from above.
(ii) Inventory control: state and action spaces are uncountable, cost functions may not be bounded from above.

### 1.2 Contents and Organization

This thesis consists of two parts: Chapter 2 on Kolmogorov's equations for non-homogeneous jump Markov processes, and Chapters 3, 4 on CTMDPs.

Chapter 2: Kolmogorov's equations for non-homogeneous jump Markov processes
Chapter 2 concerns the construction of non-homogeneous jump Markov process on a general state space. For a given measurable $Q$-function satisfying certain boundedness conditions, it presents three equivalent ways to construct the non-homogeneous jump Markov process: (i) via the compensator defined by the $Q$-function and initial distribution, (ii) as a minimal non-negative solution of Kolmogorov's backward equation, and (iii) as a minimal non-negative solution of Kolmogorov's forward equation. The results on Kolmogorov's forward equation in this chapter lay the foundation for the proof of the main result of this dissertation presented in Chapter 4.

Chapter 3: Continuous-time Markov decision processes
In Chapter 3 we give a brief introduction of CTMDPs with general state and action spaces, including definition of the control model, induced stochastic process, and optimality criteria we are concerned with.

## Chapter 4: Sufficiency of Markov policies in CTMDPs

Chapter 4 considers general state and action space CTMDPs with unbounded transition and cost rates and presents one of the main results of this thesis: given an initial probability measure on the state space, for any policy there exists a Markov policy that has the same marginal distribution on the state-action pairs at any time instant. It shows that if the optimality criteria depends only on the
marginal distribution, like the expected total discounted and non-discounted costs, average costs per unit time etc., one can restrict the search for optimal policies to the class of Markov policies. For completeness, we present the analogous result that is established for DTMDPs in Appendix 5.

## Chapter 2

## Kolmogorov's equations for Non-homogeneous jump Markov process

### 2.1 Introduction

This chapter answers the following questions, which are important for the theory of stochastic processes and their applications: how a non-homogeneous jump Markov process can be defined for given transition intensities, called $Q$-functions, and how can its transition probabilities be found as a solution of Kolmogorov's backward and forward equations? First we present a few definitions.

### 2.1.1 Basic definitions

For a topological space $S$, its Borel $\sigma$-field (the $\sigma$-field generated by open subsets of $S$ ) is always denoted by $\mathfrak{B}(S)$, and the sets in $\mathfrak{B}(S)$ are called Borel subsets of $S$. Let $\mathbb{R}$ be the real line endowed with the Euclidean metric. A topological space ( $S, \mathfrak{B}(S)$ ) is called a standard Borel space if there exists a bijection $f$ from $(S, \mathfrak{B}(S))$ to a Borel subset of $\mathbb{R}$ such that the mappings $f$ and $f^{-1}$ are measurable. In this dissertation, measurability and Borel measurability are used synonymously. Let $(X, \mathfrak{B}(X))$ be a standard Borel space (called the state space), and $\left[T_{0}, T_{1}\right.$ [ be a finite or an infinite interval of $\mathbb{R}_{+}:=[0, \infty[$.

## Definition of jump Markov process and transition function:

A stochastic process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ with values in $X$, defined on the probability space $(\Omega, \mathscr{F}, \mathbb{P})$ and adapted to the filtration $\left\{\mathscr{F}_{t}\right\}_{t \in\left[T_{0}, T_{1}[ \right.}$, is called Markov if $\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathscr{F}_{u}\right)=\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathbb{X}_{u}\right)$, $\mathbb{P}$ - a.s. for all $u, t \in\left[T_{0}, T_{1}[\right.$ with $u<t$ and for all $B \in \mathfrak{B}(X)$. In addition, if the Markov process is a jump process, that is, if each sample path of the process is a right-continuous piecewise constant function in $t$ that has a countable number of discontinuity points on $t \in\left[T_{0}, T_{1}[\right.$, then the Markov process is called a jump Markov process.

A function $P(u, x ; t, B)$, where $u, t \in\left[T_{0}, T_{1}[, u<t, x \in X\right.$, and $B \in \mathfrak{B}(X)$, is called a transition function if it takes values in $[0,1]$ and satisfies the following properties:
(i) For all $u, x, t$ the function $P(u, x ; t, \cdot)$ is a measure on $(X, \mathfrak{B}(X))$.
(ii) For all $B$ the function $P(u, x ; t, B)$ is Borel measurable in $(u, x, t)$.
(iii) $P(u, x ; t, B)$ satisfies the Chapman-Kolmogorov equation

$$
\begin{equation*}
P(u, x ; t, B)=\int_{X} P(s, y ; t, B) P(u, x ; s, d y), \quad u<s<t . \tag{2.1}
\end{equation*}
$$

A transition function $P$ is called regular if $P(u, x ; t, X)=1$ for all $u, x, t$ in the domain of $P$. Each Markov process has a transition function $P$ such that

$$
\begin{equation*}
\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathbb{X}_{u}\right)=P\left(u, \mathbb{X}_{u} ; t, B\right), \quad \mathbb{P}-a . s \tag{2.2}
\end{equation*}
$$

and any probability measure $\gamma$ on $X$ and transition function $P$ define a unique Markov process $\left\{\mathbb{X}_{t}, t \in\left[T_{0}, T_{1}[ \}\right.\right.$ such that (2.2) holds; see Kuznetsov [26]. Thus, one can equivalently define a Markov process via the probability measure $\mathbb{P}$ or its transition function $P$.

## Definition of $Q$-function:

A function $q(x, t, B)$, where $x \in X, t \in\left[T_{0}, T_{1}[\right.$, and $B \in \mathfrak{B}(X)$, is called a $Q$-function if it satisfies the following properties:
(i) for all $x, t$ the function $q(x, t, \cdot)$ is a signed measure on $(X, \mathfrak{B}(X))$ such that $q(x, t, X) \leq 0$ and $0 \leq q(x, t, B \backslash\{x\})<\infty$ for all $B \in \mathfrak{B}(X) ;$
(ii) for all $B$ the function $q(x, t, B)$ is measurable in $(x, t)$.

Let $q(x, t):=-q(x, t,\{x\})$ for all $x \in X$ and $t \in\left[T_{0}, T_{1}[\right.$. In addition to properties (i) and (ii), if $q(x, t, X)=0$ for all $x, t$, then the $Q$-function $q$ is called conservative. Note that any $Q$-function can be transformed into a conservative $Q$-function by adding an absorbing state $\bar{x}$ to $X$ with $q(x, t,\{\bar{x}\}):=-q(x, t, X), q(\bar{x}, t, X):=0$, and $q(\bar{x}, t,\{\bar{x}\}):=0$, where $x \in X$ and $t \in\left[T_{0}, T_{1}[\right.$. To simplify the presentation, we always assume that $q$ is conservative. In Subsection 2.6.1, we explain how the main formulations change when the $Q$-function $q$ is not conservative. A $Q$-function $q$ is called continuous if it is continuous in $t \in\left[T_{0}, T_{1}[\right.$.

A classical approach to the study of jump Markov processes is via the compensator of the random measure of a multlivariate point process. A conservative $Q$-function can be used to construct a predictable random measure. According to Jacod [17, Theorem 3.6], an initial state distribution and a predictable random measure define uniquely a multivariate point process. In this chapter, we show that the stochastic process associated with the multivariate point process defined by a conservative $Q$-function $q$ and an initial state distribution is a jump Markov process, describe its transition function $\bar{P}$, and that $\bar{P}$ is the minimal non-negative solution to both Kolmogorov's backward and forward equations. The first study of jump Markov processes defined by the $Q$-function via Kolmogorov's equations was first undertaken by Feller [10].

### 2.2 Boundedness assumptions and description of the main results

In this section, we describe the boundedness assumptions on $Q$-functions and provide the general description of the results of this chapter. Let $\bar{q}(x):=\sup _{t \in\left[T_{0}, T_{1}[ \right.} q(x, t)$ for $x \in X$. Consider
the following assumptions of boundedness of $q$ in $t$. Feller [10] studied Kolmogorov's equations for continuous $Q$-functions under the following assumption.

Assumption 2.2.1 (Feller's assumption). There exists a sequence of measurable subsets $\left\{B_{n}, n=\right.$ $1,2, \ldots\}$ of $X$ such that $\sup _{x \in B_{n}} \bar{q}(x)<n$ for all $n=1,2, \ldots$ and $B_{n} \uparrow X$ as $n \rightarrow \infty$.

In this chapter, we consider the following assumptions.
Assumption 2.2.2 (Boundedness of $q$ ). $\bar{q}(x)<\infty$ for each $x \in X$.
For $n=1,2, \ldots$, consider the functions $U_{n}$ from $\left(X \times\left[T_{0}, T_{1}\right]\right)$ to $[0, \infty]$ defined by

$$
\begin{equation*}
U_{n}(x, t):=\int_{T_{0}}^{t} \mathbf{I}\{q(x, s) \geq n\} d s, \quad x \in X, t \in\left[T_{0}, T_{1}\right] . \tag{2.3}
\end{equation*}
$$

For each $t \in\left[T_{0}, T_{1}\right]$, let $X_{n}^{t}, n=1,2, \ldots$, be the subsets of $X$ such that

$$
\begin{equation*}
X_{n}^{t}=\left\{x \in X: U_{n}(x, t)=0\right\}, \quad n=1,2, \ldots . \tag{2.4}
\end{equation*}
$$

Since the functions $U_{n}(x, t)$ are measurable, the sets $X_{n}^{t}$ are measurable subsets of $X$. Observe that $X_{n}^{t} \subseteq X_{n+1}^{t}, n=1,2, \ldots$.

Assumption 2.2.3 (Almost everywhere local boundedness of $q$ ). $X_{n}^{t} \uparrow X$ as $n \rightarrow \infty$ for each $t \in$ $\left[T_{0}, T_{1}[\right.$.

Assumption 2.2.4 (Local $\mathscr{L}^{1}$ boundedness of $q$ ). For all $x \in X$, the integral $\int_{T_{0}}^{t} q(x, s) d s<\infty$ for each $t \in\left[T_{0}, T_{1}[\right.$.

The following lemma compares Assumptions 2.2.1-2.2.4.

## Lemma 2.2.1. The following statements hold for a measurable Q-function $q$ :

(i) Assumptions 2.2.1 and 2.2.2 are equivalent;
(ii) Assumption 2.2.2 implies Assumption 2.2.3;
(iii) Assumption 2.2.3 implies Assumption 2.2.4.

Proof. (i) Let $\left\{B_{n}, n=1,2, \ldots\right\}$ be a sequence of Borel subsets of $X$ satisfying the properties stated in Assumption 2.2.1. Then for each $x \in X$ there exists an $n \in\{1,2, \ldots\}$ such that $x \in$ $B_{n}$ and therefore $\bar{q}(x)<n$. Thus, Assumption 2.2.1 implies Assumption 2.2.2. To prove that Assumption 2.2.2 implies Assumption 2.2.1, define $C_{n}:=\{x \in X: \bar{q}(x) \geq n\}, n=1,2, \ldots$. Since $C_{n}=\operatorname{proj}_{X}\left(\left\{(x, t) \in\left(X \times \mathbb{R}_{+}\right) \mid q(x, t) \geq n\right\}\right)$ are projections of Borel sets, the sets $C_{n}$ are analytic, $n=1,2, \ldots$; see Bertsekas and Shreve [2, Proposition 7.39]. In addition, Assumption 2.2.2 implies that $\bigcap_{n=1}^{\infty} C_{n}=\emptyset$. Thus, in view of the Novikov separation theorem, Kechris [21, Theorem 28.5], there exist Borel subsets $Z_{n}, n=1,2, \ldots$, of $X$ such that $C_{n} \subseteq Z_{n}$ and $\bigcap_{n=1}^{\infty} Z_{n}=\emptyset$. This fact implies that $Z_{n}^{c} \subseteq C_{n}^{c}$ and $\bigcup_{n=1}^{\infty} Z_{n}^{c}=X$, where the sets $Z_{n}^{c}$ and $C_{n}^{c}$ are compliments of the sets $Z_{n}$ and $C_{n}$, respectively. Let $B_{n}:=\cup_{m=1}^{n} Z_{m}^{c}$ for all $n=1,2, \ldots$. The Borel sets $B_{n}, n=1,2, \ldots$, satisfy the properties stated in Assumption 2.2.1.
(ii) Let Assumption 2.2.2 hold. In view of Lemma 2.2.1(i), consider sets $B_{n}, n=1,2, \ldots$, whose existence is stated in Assumption 2.2.1. Then $B_{n} \subseteq X_{n}^{t}$ and $B_{n} \uparrow X, n=1,2, \ldots$, for each $t \in\left[T_{0}, T_{1}\right]$. Therefore, $X_{n}^{t} \uparrow X$ as $n \rightarrow \infty$ for each $t \in\left[T_{0}, T_{1}\right]$. Thus, Assumption 2.2.3 holds.
(iii) Under Assumption 2.2.3, for each $x \in X$ and $t \in\left[T_{0}, T_{1}\right.$ [ there exists an $n \in\{1,2, \ldots\}$ such that $U_{n}(x, t)=0$. That is, $\mu\left(w \in\left[T_{0}, t[: q(x, s) \geq n)=0\right.\right.$, where $\mu$ is the Lebesgue measure on $\mathbb{R}_{+}$. This immediately implies that Assumption 2.2.4 holds.

In Section 2.3 we show in Theorem 2.3.2 that under Assumption 2.2.4 the compensator of a random measure defined by a $Q$-function defines a jump Markov process whose transition function $\bar{P}$ is described in (2.19). The function $\bar{P}$ was introduced in Feller [10]. Theorem 2.4.1 in Section 2.4 states that under Assumption 2.2.4 the transition function $\bar{P}$ is the minimal non-negative solution of Kolmogorov's backward equation, and Theorem 2.5.1 in Section 2.5 states that under Assumption 2.2.3 the transition function $\bar{P}$ is the minimal non-negative solution of Kolmogorov's forward equation. In Section 2.6, we consider non-conservative $Q$-functions and weaker boundedness conditions, Assumptions 2.6.1 and 2.6.2, than those presented in this section, and discuss how the main results of this paper change in these two scenarios. We also present some of the results of this chapter under Assumption 2.2.2 as corollaries. Assumption 2.2.2 means that jump intensities are bounded at each state for the time horizon $\left[T_{0}, T_{1}[\right.$, and this assumption is natural for continuoustime Markov decision processes (CTMDPs). Hence, our results under Assumption 2.2.2 are useful for applying the results of this chapter to CTMDPs; see Chapter 4.

### 2.3 Relation between jump Markov processes and $Q$-functions

In this section, we show that a $Q$-function satisfying Assumption 2.2.4 defines a transition function for a jump Markov process.

Let $x_{\infty} \notin X$ be an isolated point adjoined to the space $X$. Denote $\bar{X}=X \cup\left\{x_{\infty}\right\}$ and $\bar{T}=$ $\left.] T_{0}, T_{1}\right]$. Consider the Borel $\sigma$-field $\mathfrak{B}(\bar{X})=\sigma\left(\mathfrak{B}(X),\left\{x_{\infty}\right\}\right)$ on $\bar{X}$, which is the minimal $\sigma$-field containing $\mathfrak{B}(X)$ and $\left\{x_{\infty}\right\}$. Let $(\bar{X} \times \bar{T})^{\infty}$ be the set of all sequences $\left(x_{0}, t_{1}, x_{1}, t_{2}, x_{2}, \ldots\right)$ with $x_{n} \in \bar{X}$ and $t_{n+1} \in \bar{T}$ for all $n=0,1, \ldots$. This set is endowed with the $\sigma$-field generated by the products of the Borel $\sigma$-fields $\mathfrak{B}(\bar{X})$ and $\mathfrak{B}(\bar{T})$.

Denote by $\Omega$ the subset of all sequences $\omega=\left(x_{0}, t_{1}, x_{1}, t_{2}, x_{2}, \ldots\right)$ from $(\bar{X} \times \bar{T})^{\infty}$ such that: (i) $x_{0} \in X$; (ii) for all $n=1,2, \ldots$, if $t_{n}<T_{1}$, then $t_{n}<t_{n+1}$ and $x_{n} \in X$, and if $t_{n}=T_{1}$, then $t_{n+1}=t_{n}$ and $x_{n}=x_{\infty}$. Observe that $\Omega$ is a measurable subset of $(\bar{X} \times \bar{T})^{\infty}$. Consider the measurable space $(\Omega, \mathscr{F})$, where $\mathscr{F}$ is the $\sigma$-field of the measurable subsets of $\Omega$. For all $n=0,1, \ldots$, let $x_{n}(\omega)=$ $x_{n}$ and $t_{n+1}(\omega)=t_{n+1}$, where $\omega \in \Omega$, be the random variables defined on the measurable space $(\Omega, \mathscr{F})$. Let $t_{0}:=T_{0}, t_{\infty}(\omega):=\lim _{n \rightarrow \infty} t_{n}(\omega), \omega \in \Omega$, and for all $t \in\left[T_{0}, T_{1}\right]$, let $\mathscr{F}_{t}:=\sigma\left(\mathfrak{B}(X), \mathscr{G}_{t}\right)$, where $\mathscr{G}_{t}:=\sigma\left(\mathbf{I}\left\{x_{n} \in B\right\} \mathbf{I}\left\{t_{n} \leq s\right\}: n \geq 1, T_{0} \leq s \leq t, B \in \mathfrak{B}(X)\right)$. Throughout this paper, we omit $\omega$ whenever possible.

For a given $Q$-function $q$ satisfying Assumption 2.2.4, consider the random measure $v$ on $\left(\left[T_{0}, T_{1}\left[\times X, \mathfrak{B}\left(\left[T_{0}, T_{1}[) \times \mathfrak{B}(X)\right)\right.\right.\right.\right.$ defined by

$$
\begin{equation*}
v\left(\omega ;\left[T_{0}, t\right], B\right)=\int_{T_{0}}^{t} \sum_{n \geq 0} \mathbf{I}\left\{t_{n}<s \leq t_{n+1}\right\} q\left(x_{n}, s, B \backslash\left\{x_{n}\right\}\right) d s, \quad t \in\left[T_{0}, T_{1}[, B \in \mathfrak{B}(X) .\right. \tag{2.5}
\end{equation*}
$$

Note that $v(\{t\}, X)=v\left(\left[t_{\infty}, \infty[, X)=0\right.\right.$ and (2.5) can be rearranged as

$$
\begin{align*}
& v\left(\left[T_{0}, t\right], B\right)=\sum_{n \geq 0} \mathbf{I}\left\{t_{n}<t \leq t_{n+1}\right\}\left(\sum_{m=0}^{n-1} \int_{0}^{t_{m+1}-t_{m}} q\left(x_{m}, t_{m}+s, B \backslash\left\{x_{m}\right\}\right) d s\right. \\
&\left.+\int_{0}^{t-t_{n}} q\left(x_{n}, t_{n}+s, B \backslash\left\{x_{n}\right\}\right) d s\right) . \tag{2.6}
\end{align*}
$$

As the expression in the parentheses on the right hand side of (2.6) is an $\mathscr{F}_{t_{n}}$-measurable process for each $B \in \mathfrak{B}(X)$, it follows from Jacod [17, Lemma 3.3] that the process $\left\{v\left(\left[T_{0}, t\right], B\right): t \in\left[T_{0}, T_{1}[ \}\right.\right.$ is predictable. Therefore, the measure $v$ is a predictable random measure. According to Jacod [17, Theorem 3.6], the predictable random measure $v$ defined in (2.5) and a probability measure $\gamma$ on $X$ define a unique probability measure $\mathbb{P}$ on $(\Omega, \mathscr{F})$ such that $\mathbb{P}\left(x_{0} \in B\right)=\gamma(B), B \in \mathfrak{B}(X)$, and $v$ is the compensator of the random measure of the multivariate point process $\left(t_{n}, x_{n}\right)_{n \geq 1}$ defined by the triplet $(\Omega, \mathscr{F}, \mathbb{P})$.

Consider the process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$,

$$
\begin{equation*}
\mathbb{X}_{t}(\omega):=\sum_{n \geq 0} \mathbf{I}\left\{t_{n} \leq t<t_{n+1}\right\} x_{n}+\mathbf{I}\left\{t_{\infty} \leq t\right\} x_{\infty} \tag{2.7}
\end{equation*}
$$

defined on $(\Omega, \mathscr{F}, \mathbb{P})$ and adapted to the filtration $\left\{\mathscr{F}_{t}, t \in\left[T_{0}, T_{1}[ \}\right.\right.$. Observe that the process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ is a jump process. The main result of this section, Theorem 2.3.2, shows that the process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ is a jump Markov process and provides its transition function.

For an $\mathscr{F}_{t}$-measurable stopping time $\tau$, let $N(\tau):=\max \left\{n=0,1, \ldots: \tau \geq t_{n}\right\}$. Since $N(\tau)=$ $\infty$ and $\mathbb{X}_{\tau}=\left\{x_{\infty}\right\}$ when $\tau \geq t_{\infty}$, we follow the convention that $t_{\infty+1}=T_{1}$ and $x_{\infty+1}=x_{\infty}$. Denote by $G_{\tau}(\omega ; \cdot, \cdot)$ and $H_{\tau}(\omega ; \cdot)$ respectively the regular conditional laws of $\left(t_{N(\tau)+1}, x_{N(\tau)+1}\right)$ and $t_{N(\tau)+1}$ with respect to $\mathscr{F}_{\tau} ; H_{\tau}(\omega ; \cdot)=G_{\tau}(\omega ; \cdot, \bar{X})$. In particular, $G_{t_{n}}(\omega ; \cdot, \cdot)$ and $H_{t_{n}}(\omega ; \cdot)$, where $n=$ $0,1, \ldots$, denote the conditional laws of $\left(t_{n+1}, x_{n+1}\right)$ and $t_{n+1}$ with respect to $\mathscr{F}_{t_{n}}$. We remark that the notations $G_{t_{n}}$ and $H_{t_{n}}$ correspond to the notations $G_{n}$ and $H_{n}$ in Jacod [17, p. 241].

Lemma 2.3.1. For all $u, t \in\left[T_{0}, T_{1}[, u<t\right.$,

$$
\begin{align*}
H_{u}\left(\left[t, T_{1}\right]\right) & =e^{-\int_{u}^{t} q\left(\mathbb{X}_{u}, s\right) d s}, & & N(u)<\infty,  \tag{2.8}\\
G_{u}(d t, B) & =e^{-\int_{u}^{t} q\left(\mathbb{X}_{u}, s\right) d s} q\left(\mathbb{X}_{u}, t, B \backslash\left\{\mathbb{X}_{u}\right\}\right) d t, & & N(u)<\infty, B \in \mathfrak{B}(X) . \tag{2.9}
\end{align*}
$$

Proof. In view of Jacod [17, Proposition 3.1], for all $t \in\left[T_{0}, T_{1}[, B \in \mathfrak{B}(X)\right.$, and $n=0,1, \ldots$

$$
\begin{equation*}
v(d t, B)=\frac{G_{t_{n}}(d t, B)}{H_{t_{n}}([t, \infty])}, \quad t_{n}<t \leq t_{n+1} . \tag{2.10}
\end{equation*}
$$

In particular, for $B=X$, from (2.10) and from the property that $x_{n+1} \in X$ when $t_{n+1}<T_{1}$,

$$
v(d t, X)=\frac{G_{t_{n}}(d t, X)}{H_{t_{n}}([t, \infty])}=\frac{H_{t_{n}}(d t)}{H_{t_{n}}([t, \infty])}, \quad t_{n}<t \leq t_{n+1}
$$

This equality implies that $v(d t, X)$ is the hazard rate function corresponding to the distribution $H_{t_{n}}$ when $t_{n}<t \leq t_{n+1}$. Therefore,

$$
\begin{equation*}
H_{t_{n}}([t, \infty])=e^{\left.-v\left(t_{n}, t\right], X\right) \mathbf{I}\left\{t_{n}<t \leq t_{n+1}\right\}}, \quad t \in\left[T_{0}, T_{1}\left[, t>t_{n} .\right.\right. \tag{2.11}
\end{equation*}
$$

From (2.5) and (2.11), for all $t \in\left[T_{0}, T_{1}[\right.$,

$$
\begin{equation*}
H_{t_{n}}([t, \infty])=e^{-\int_{t_{n}}^{t} q\left(x_{n}, s\right) d s}, \quad t>t_{n} \tag{2.12}
\end{equation*}
$$

and from (2.5), (2.10), and (2.12), for all $t \in\left[T_{0}, T_{1}[, B \in \mathfrak{B}(X)\right.$,

$$
\begin{equation*}
G_{t_{n}}(d t, B)=e^{-\int_{t_{n}}^{t} q\left(x_{n}, s\right) d s} q\left(x_{n}, t, B \backslash\left\{x_{n}\right\}\right) d t, \quad t>t_{n} \tag{2.13}
\end{equation*}
$$

To compute $G_{u}$, observe that for all $u, t \in\left[T_{0}, T_{1}[, u<t\right.$, and $B \in \mathfrak{B}(X)$,

$$
\begin{align*}
G_{u}(d t, B) & =\mathbb{P}\left(t _ { N ( u ) + 1 } \in \left[t, t+d t\left[, x_{N(u)+1} \in B \mid \mathscr{F}_{u}\right)\right.\right. \\
& =\sum_{n \geq 0} \mathbb{P}\left(t _ { N ( u ) + 1 } \in \left[t, t+d t\left[, x_{N(u)+1} \in B \mid \mathscr{F}_{u}\right) \mathbf{I}\{N(u)=n\}\right.\right.  \tag{2.14}\\
& =\sum_{n \geq 0} \mathbb{P}\left(t _ { n + 1 } \in \left[t, t+d t\left[, x_{n+1} \in B \mid \mathscr{F}_{u}, N(u)=n\right) \mathbf{I}\{N(u)=n\},\right.\right.
\end{align*}
$$

where the first equality follows from the definition of $G_{u}$, the second equality holds because $\{N(u)=\infty\} \cup\{N(u)=n\}_{n=0,1, \ldots}$ is an $\mathscr{F}_{u}$-measurable partition of $\Omega$ and $x_{N(u)+1}=x_{\infty} \notin X$ when $N(u)=\infty$, and the third equality follows from $N(u)=n$ and from $\{N(u)=n\} \in \mathscr{F} u$.

Observe that for any random variable $Z$ on $(\Omega, \mathscr{F})$

$$
\begin{align*}
& \mathbb{P}\left(Z \mid \mathscr{F}_{u}, N(u)=n\right) \mathbf{I}\{N(u)=n\}=\mathbb{P}\left(Z \mid \mathscr{F}_{t_{n}}, N(u)=n\right) \mathbf{I}\{N(u)=n\} \\
& \quad=\mathbb{P}\left(Z \mid \mathscr{F}_{t_{n}}, t_{n} \leq u, t_{n+1}>u\right) \mathbf{I}\{N(u)=n\}=\mathbb{P}\left(Z \mid \mathscr{F}_{t_{n}}, t_{n+1}>u\right) \mathbf{I}\{N(u)=n\} \\
& \quad=\frac{\mathbb{P}\left(Z, t_{n+1}>u \mid \mathscr{F}_{t_{n}}\right)}{\mathbb{P}\left(t_{n+1}>u \mid \mathscr{F}_{t_{n}}\right)} \mathbf{I}\{N(u)=n\}, \tag{2.15}
\end{align*}
$$

where the first equality follows from Brémaud [3, Theorem T32, p. 308], the second equality holds because $\left\{t_{n} \leq u, t_{n+1}>u\right\}=\{N(u)=n\}$, the third equality holds because $\left\{t_{n} \leq u\right\} \in \mathscr{F}_{t_{n}}$, and the last one follows from the definition of conditional probabilities. Let $Z=\left\{t_{n+1} \in\left[t, t+d t\left[, x_{n+1} \in\right.\right.\right.$ $B\}$, where $t \in\left[T_{0}, T_{1}[, B \in \mathfrak{B}(X)\right.$. Then (2.14) and (2.15) imply

$$
\begin{align*}
G_{u}(d t, B) & =\sum_{n \geq 0} \frac{\mathbb{P}\left(t _ { n + 1 } \in \left[t, t+d t\left[, x_{n+1} \in B \mid \mathscr{F}_{t_{n}}\right)\right.\right.}{\mathbb{P}\left(t_{n+1}>u \mid \mathscr{F}_{t_{n}}\right)} \mathbf{I}\{N(u)=n\} \\
& =\sum_{n \geq 0} \frac{e^{-\int_{t_{n}}^{t} q\left(x_{n}, s\right) d s} q\left(x_{n}, t, B \backslash\left\{x_{n}\right\}\right) d t}{e^{-\int_{t_{n}}^{u} q\left(x_{n}, s\right) d s} \mathbf{I}\{N(u)=n\}}  \tag{2.16}\\
& =e^{-\int_{u}^{t} q\left(\mathbb{X}_{u}, s\right) d s} q\left(\mathbb{X}_{u}, t, B \backslash\left\{\mathbb{X}_{u}\right\}\right) d t,
\end{align*}
$$

where the first equality holds because $\left\{t_{n+1} \in\left[t, t+d t\left[, t_{n+1}>u\right\}=\left\{t_{n+1} \in[t, t+d t[ \}\right.\right.\right.$ when $t>u$, the second equality follows from (2.12) and (2.13), and the last equality holds since $x_{n}=\mathbb{X}_{u}$ when $N(u)=n$. For all $u, t \in\left[T_{0}, T_{1}\left[, u<t\right.\right.$, it follows from the property that $x_{N(u)+1} \in X$ when $t_{N(u)+1}<T_{1}$ and from (2.16) that $H_{u}([t, \infty])$ satisfies (2.8).

Following Feller [10, p. 501], for $x \in X, u, t \in\left[T_{0}, T_{1}[, u<t\right.$, and $B \in \mathfrak{B}(X)$, define

$$
\begin{equation*}
\bar{P}^{(0)}(u, x ; t, B)=I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}, \tag{2.17}
\end{equation*}
$$

and for $n \geq 1$ define

$$
\begin{equation*}
\bar{P}^{(n)}(u, x ; t, B)=\int_{u}^{t} \int_{X \backslash\{x\}} e^{-\int_{u}^{s} q(x, \theta) d \theta} q(x, s, d y) \bar{P}^{(n-1)}(s, y ; t, B) d s \tag{2.18}
\end{equation*}
$$

Set

$$
\begin{equation*}
\bar{P}(u, x ; t, B):=\sum_{n=0}^{\infty} \bar{P}^{(n)}(u, x ; t, B) . \tag{2.19}
\end{equation*}
$$

Observe that $\bar{P}$ is a transition function, if the $Q$-function $q$ satisfies Assumption 2.2.4. For continuous $Q$-functions satisfying Assumption 2.2.1, Feller [10, Theorems 2, 5] proved that (a) for fixed $u, x, t$ the function $\bar{P}(u, x ; t, \cdot)$ is a measure on $(X, \mathfrak{B}(X))$ such that $0 \leq \bar{P}(u, x ; t, \cdot) \leq 1$, and (b) for all $u, x, t, B$ the function $\bar{P}(u, x ; t, B)$ satisfies the Chapman-Kolmogorov equation (2.1). The proofs remain correct for measurable $Q$-functions satisfying Assumption 2.2.4. The measurability of $\bar{P}(u, x ; t, B)$ in $u, x, t$ for all $B \in \mathfrak{B}(X)$ is straightforward from the definitions (2.17), (2.18), and (2.19). Therefore, if $q$ satisfies Assumption 2.2.4, the function $\bar{P}$ takes values in $[0,1]$ and satisfies properties (i)-(iii) from the definition of a transition function.

Theorem 2.3.2. Given a probability measure $\gamma$ on $X$ and a $Q$-function q satisfying Assumption 2.2.4, the jump process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ defined in (2.7) is a jump Markov process with transition function $\bar{P}$.

Proof. Observe that if, for all $u, t \in\left[T_{0}, T_{1}[, u<t\right.$, and $B \in \mathfrak{B}(X)$,

$$
\begin{equation*}
\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathscr{F}_{u}\right)=\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathbb{X}_{u}\right)=\bar{P}\left(u, \mathbb{X}_{u} ; t, B\right), \quad u<t_{\infty}, \tag{2.20}
\end{equation*}
$$

then the jump process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ is a jump Markov process with transition function $\bar{P}$. To prove (2.20), we first establish by induction that for all $n=0,1, \ldots, u, t \in\left[T_{0}, T_{1}[, u<t\right.$, and $B \in \mathfrak{B}(X)$

$$
\begin{equation*}
\mathbb{P}\left(\mathbb{X}_{t} \in B, N_{[u, t]}=n \mid \mathscr{F}_{u}\right)=\bar{P}^{(n)}\left(u, \mathbb{X}_{u} ; t, B\right), \quad u<t_{\infty} \tag{2.21}
\end{equation*}
$$

where $N_{[u, t]}:=N(t)-N(u)$ when $u<t_{\infty}$ and $N_{[u, t]}:=\infty$ when $u \geq t_{\infty}$. Equation (2.21) holds for $n=0$ because for $u<t_{\infty}$

$$
\begin{align*}
& \mathbb{P}\left(\mathbb{X}_{t} \in B, N_{] u, t]}=0 \mid \mathscr{F}_{u}\right)=\mathbb{P}\left(\mathbb{X}_{u} \in B, t_{N(u)+1}>t \mid \mathscr{F}_{u}\right) \\
&\left.\left.=I\left\{\mathbb{X}_{u} \in B\right\} H_{u}(] t, \infty\right]\right)=I\left\{\mathbb{X}_{u} \in B\right\} e^{-\int_{u}^{t} q\left(\mathbb{X}_{u}, s\right) d s}=\bar{P}^{(0)}\left(u, \mathbb{X}_{u} ; t, B\right), \tag{2.22}
\end{align*}
$$

where the first equality holds because the corresponding events coincide, the second equality holds because $\left\{\mathbb{X}_{u} \in B\right\} \in \mathscr{F}_{u}$ and from the definition of $H_{u}$, the third equality is correct because of (2.8), and the last equality is (2.17).

For some $n \geq 0$, assume that (2.21) holds. Then for $u<t_{\infty}$

$$
\begin{align*}
\mathbb{P}\left(\mathbb{X}_{t}\right. & \left.\in B, N_{j u, t]}=n+1 \mid \mathscr{F}_{u}\right) \\
& =\int_{u}^{t} \int_{X \backslash\left\{\mathbb{X}_{u}\right\}} \mathbb{P}\left(\mathbb{X}_{t} \in B, N_{]_{N(u)+1}, t\right]}=n \mid \mathscr{F}_{u}, t_{N(u)+1}, x_{N(u)+1}\right) G_{u}\left(d t_{N(u)+1}, d x_{N(u)+1}\right) \\
& =\int_{u}^{t} \int_{X \backslash\left\{\mathbb{X}_{u}\right\}} \mathbb{P}\left(\mathbb{X}_{t} \in B, N_{]_{N(u)+1}, t\right]}=n \mid \mathscr{F}_{t_{N(u)+1}}\right) G_{u}\left(d t_{N(u)+1}, d x_{N(u)+1}\right)  \tag{2.23}\\
& =\int_{u}^{t} \int_{X \backslash\left\{\mathbb{X}_{u}\right\}} q\left(\mathbb{X}_{u}, s, d y\right) e^{-\int_{u}^{s} q\left(\mathbb{X}_{u}, \theta\right) d \theta} \bar{P}^{(n)}(s, y ; t, B) d s=\bar{P}^{(n+1)}\left(u, \mathbb{X}_{u} ; t, B\right),
\end{align*}
$$

where the first equality is correct since $N_{[u, t]}=1+N_{\left[t_{N(u)+1}, t\right]}$ for $N_{[u, t]} \geq 1$ and since $\mathbb{E}(\mathbb{E}(Z \mid$ $\mathfrak{D}))=\mathbb{E}(Z)$ for any random variable Z and any $\sigma$-field $\mathfrak{D}$, the second equality holds because $\sigma\left(\mathscr{F}_{u}, t_{N(u)+1}, x_{N(u)+1}\right)=\mathscr{F}_{t_{N(u)+1}}$, the third equality follows from (2.9) and (2.21), and the last equality is (2.18). Equality (2.21) is proved.

Observe that for $u, t \in\left[T_{0}, T_{1}[, u<t, B \in \mathfrak{B}(X)\right.$,

$$
\begin{align*}
\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathscr{F}_{u}\right) & =\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathscr{F}_{u}\right) \mathbf{I}\left\{u<t_{\infty}\right\}+\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathscr{F}_{u}\right) \mathbf{I}\left\{u \geq t_{\infty}\right\} \\
= & \sum_{n \geq 0} \mathbb{P}\left(\mathbb{X}_{t} \in B, N_{] u, t]}=n \mid \mathscr{F}_{u}\right) \mathbf{I}\left\{u<t_{\infty}\right\}=\sum_{n \geq 0} \bar{P}^{(n)}\left(u, \mathbb{X}_{u} ; t, B\right) \mathbf{I}\left\{u<t_{\infty}\right\}  \tag{2.24}\\
= & \bar{P}\left(u, \mathbb{X}_{u} ; t, B\right) \mathbf{I}\left\{u<t_{\infty}\right\}=\bar{P}\left(u, \mathbb{X}_{u} ; t, B\right) \mathbf{I}\left\{\mathbb{X}_{u} \in X\right\},
\end{align*}
$$

where the first equality holds since $\left\{\left\{u<t_{\infty}\right\},\left\{u \geq t_{\infty}\right\}\right\}$ is a partition of $\Omega$ and $\left\{u<t_{\infty}\right\},\{u \geq$ $\left.t_{\infty}\right\} \in \mathscr{F}_{u}$, the second equality holds since $\mathbb{X}_{t} \in X$ implies $t<t_{\infty}$, the third equality follows from (2.21), the fourth equality follows from (2.19), and the last one holds since $\left\{u<t_{\infty}\right\}=\left\{\mathbb{X}_{u} \in X\right\}$. As follows from (2.24), the function $\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathscr{F}_{u}\right)$ is $\sigma\left(\mathbb{X}_{u}\right)$-measurable. Thus,

$$
\begin{equation*}
\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathscr{F}_{u}\right)=\mathbb{P}\left(\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathscr{F}_{u}\right) \mid \mathbb{X}_{u}\right)=\mathbb{P}\left(\mathbb{X}_{t} \in B \mid \mathbb{X}_{u}\right) \tag{2.25}
\end{equation*}
$$

where the second equality holds because $\sigma\left(\mathbb{X}_{u}\right) \subseteq \mathscr{F}_{u}$; see e.g. Brémaud [3, p. 280]. Thus, (2.20) follows from (2.24) and (2.25).

Corollary 2.3.3. Given a probability measure $\gamma$ on $X$ and a $Q$-function q satisfying Assumption 2.2.2, the jump process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ defined in (2.7) is a jump Markov process with transition function $\bar{P}$.

Proof. This corollary follows from Lemma 2.2.1 and Theorem 2.3.2.
The following lemma provides a simple statement that is needed for future references. Consider a $Q$-function $q$. Let $q^{\prime}$ be a $Q$-function such that

$$
\begin{equation*}
\mu\left(t \in \left[T_{0}, T_{1}\left[: q(x, t, B) \neq q^{\prime}(x, t, B) \text { for some } B \in \mathfrak{B}(X)\right)=0, \quad x \in X\right.\right. \tag{2.26}
\end{equation*}
$$

where $\mu$ is the Lebesgue measure on $\mathbb{R}_{+}$.
Lemma 2.3.4. For arbitrary $T_{0}$ and $T_{1}$, consider a $Q$-function q satisfying Assumption 2.2.4. Let $q^{\prime}$ be a Q-function satisfying (2.26), and let $\bar{P}^{\prime}(u, x ; t, B)$, where $u, t \in\left[T_{0}, T_{1}[, u<t, x \in X\right.$, and $B \in \mathfrak{B}(X)$, be the transition function $\bar{P}$ defined by (2.19) with $q$ replaced by $q^{\prime}$. Then, for a given probability measure $\gamma$ on $X$, both the $Q$-functions $q$ and $q^{\prime}$ define the same jump Markov process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ defined in (2.7) and

$$
\begin{equation*}
\bar{P}^{\prime}(u, x ; t, B)=\bar{P}(u, x ; t, B), \quad u, t \in\left[T_{0}, T_{1}[, u<t, x \in X, B \in \mathfrak{B}(X)\right. \tag{2.27}
\end{equation*}
$$

Proof. Observe that the $Q$-function $q^{\prime}$ satisfies Assumption 2.2.4. This follows from (2.26). Then, it follows from Theorem 2.3.2 that, for a given a probability measure $\gamma$ on $X$, each of the $Q$ functions $q$ and $q^{\prime}$ define a jump Markov process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ defined in (2.7) with transition function $\bar{P}$ and $\bar{P}^{\prime}$, respectively. Thus, if (2.27) holds, then the $Q$-functions $q$ and $q^{\prime}$ define the same jump Markov process for a given probability measure $\gamma$ on $X$. This is indeed true as explained below. It follows immediately from (2.17)-(2.19) that two $Q$-functions, that are equal almost everywhere in $t$ with respect to the Lebesgue measure, define the same transition function. This fact and (2.26) imply that (2.27) holds.

### 2.4 Kolmogorov's backward equation

In this section, by using the methods introduced by Feller [10, Theorems 2, 3] for continuous Q-functions, we show that the transition function $\bar{P}$ defined in (2.19) is the minimal non-negative solution of Kolmogorov's backward equation.

Definition 2.4.1. A function $f$ defined on $\mathbb{R}$ is called locally absolutely continuous on an interval $I \subseteq \mathbb{R}$, iffor any closed bounded interval $[a, b] \subseteq I$, the function $f$ is absolutely continuous on $[a, b]$.

Definition 2.4.2. For a $Q$-function $q$, a function $\hat{P}(u, x ; t, B)$, where $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[, x \in X\right.\right.$, and $B \in \mathfrak{B}(X)$, is a solution of Kolmogorov's backward equation (2.29) on the semi-interval $\left[T_{0}, T_{1}[\right.$, if the function $\hat{P}(u, x ; t, B)$ satisfies the following properties:
(i) for each $x, t, B$, the function $\hat{P}(u, x ; t, B)$ is locally absolutely continuous on $u \in\left[T_{0}, t[\right.$ and satisfies the boundary condition

$$
\begin{equation*}
\lim _{u \rightarrow t-} \hat{P}(u, x ; t, B)=I\{x \in B\} ; \tag{2.28}
\end{equation*}
$$

(ii) for each $x, t, B$,

$$
\begin{equation*}
\frac{\partial}{\partial u} P(u, x ; t, B)=q(x, u) P(u, x ; t, B)-\int_{X \backslash\{x\}} q(x, u, d y) P(u, y ; t, B) \quad \text { for almost every } u \in\left[T_{0}, t[.\right. \tag{2.29}
\end{equation*}
$$

Theorem 2.4.1. Under Assumption 2.2.4, the function $\bar{P}$ is the minimal non-negative solution of Kolmogorov's backward equation (2.29) on the semi-interval $\left[T_{0}, T_{1}\right.$. In addition, if $\bar{P}$ is a regular
transition function (that is, $\bar{P}(u, x ; t, X)=1$ for all $u, x, t$ in the domain of $\bar{P})$, then $\bar{P}$ is the unique non-negative solution of Kolmogorov's backward equation (2.29) on the semi-interval $\left[T_{0}, T_{1}[\right.$ that is a measure on $(X, \mathfrak{B}(X))$ for fixed $u, x, t$ with $u<t$ and takes values in $[0,1]$.

We first show in Theorem 2.4.2 that the function $\bar{P}$ is a solution of Kolmogorov's backward equation (2.29), and then provide the proof of Theorem 2.4.1.

Theorem 2.4.2. Under Assumption 2.2.4, the function $\bar{P}$ is a solution of Kolmogorov's backward equation (2.29) on the semi-interval $\left[T_{0}, T_{1}[\right.$.

Proof. For all $x \in X, u, t \in\left[T_{0}, T_{1}[, u<t\right.$, and $B \in \mathfrak{B}(X)$,

$$
\begin{align*}
\bar{P}(u, x ; t, B) & =\sum_{n=0}^{\infty} \bar{P}^{(n)}(u, x ; t, B) \\
= & I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\sum_{n=1}^{\infty} \int_{u}^{t} e^{-\int_{u}^{s} q(x, \theta) d \theta} \int_{X \backslash\{x\}} q(x, s, d y) \bar{P}^{(n-1)}(s, y ; t, B) d s \\
= & I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\int_{u}^{t} e^{-\int_{u}^{s} q(x, \theta) d \theta} \int_{X \backslash\{x\}} q(x, s, d y) \sum_{n=1}^{\infty} \bar{P}^{(n-1)}(s, y ; t, B) d s  \tag{2.30}\\
= & I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\int_{u}^{t} e^{-\int_{u}^{s} q(x, \theta) d \theta} \int_{X \backslash\{x\}} q(x, s, d y) \bar{P}(s, y ; t, B) d s,
\end{align*}
$$

where the first equality is (2.19), the second equality follows from (2.17) and (2.18), the third equality is obtained by interchanging the integral and sum, and the last one follows from (2.19). For fixed $x, t, B$, equation (2.30) implies that $\bar{P}(u, x ; t, B)$ is the sum of two locally absolutely continuous functions on $u$. Thus, $\bar{P}(u, x ; t, B)$ is for fixed $x, t, B$ locally absolutely continuous functions on $u$.

Observe that $\bar{P}^{(n)}(u, x ; t, B) \leq \bar{P}(u, x ; t, B) \leq 1$ for all $n \geq 0, x \in X, u, t \in\left[T_{0}, T_{1}[, u<t\right.$, and $B \in \mathfrak{B}(X)$. Then from (2.18),

$$
\begin{equation*}
\bar{P}^{(n)}(u, x ; t, B) \leq \int_{u}^{t} e^{-\int_{u}^{s} q(x, \sigma) d \sigma} q(x, s) d s=1-e^{-\int_{u}^{t} q(x, s) d s}, \quad n \geq 1 \tag{2.31}
\end{equation*}
$$

Since $e^{-\int_{u}^{t} q(x, s) d s} \rightarrow 1$ as $u \rightarrow t^{-}$for any $Q$-function $q$ satisfying Assumption 2.2.4, the above inequality and (2.17) imply that

$$
\begin{equation*}
\lim _{u \rightarrow t^{-}} \bar{P}^{(n)}(u, x ; t, B)=0 \quad \text { for all } n \geq 1 \quad \text { and } \quad \lim _{u \rightarrow t^{-}} \bar{P}^{(0)}(u, x ; t, B)=I\{x \in B\} \tag{2.32}
\end{equation*}
$$

Thus, it follows from (2.19) and (2.32) that (2.28) holds with $\hat{P}=\bar{P}$.

In addition, since locally absolutely continuous real-valued function is differentiable almost everywhere on its domain, for all $x, t, B$ the function $\bar{P}(u, x ; t, B)$ is differentiable in $u$ almost everywhere on $\left[T_{0}, t[\right.$. By differentiating (2.30), for almost every $u<t$,

$$
\begin{align*}
\frac{\partial}{\partial u} \bar{P}(u, x ; t, B)= & I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s} q(x, u)-\int_{X \backslash\{x\}} q(x, u, d y) \bar{P}(u, y ; t, B) \\
& +\int_{u}^{t} \frac{\partial}{\partial u} e^{-\int_{u}^{s} q(x, \theta) d \theta} \int_{X \backslash\{x\}} q(x, s, d y) \bar{P}(s, y ; t, B) d s  \tag{2.33}\\
= & I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s} q(x, u)-\int_{X \backslash\{x\}} q(x, u, d y) \bar{P}(u, y ; t, B) \\
& +\int_{u}^{t} e^{-\int_{u}^{s} q(x, \theta) d \theta} q(x, u) \int_{X \backslash\{x\}} q(x, s, d y) \bar{P}(s, y ; t, B) d s .
\end{align*}
$$

In view of (2.30), the sum of the first and the last terms in the last expression of (2.33) is equal to the first term on the right-hand side of (2.29). That is, the function $\bar{P}$ satisfies (2.29) for almost every $u \in\left[T_{0}, t[\right.$. Therefore, $\bar{P}$ is a solution of Kolmogorov's backward equation (2.29) on the semi-interval $\left[T_{0}, T_{1}[\right.$.

Proof of Theorem 2.4.1. In view of Theorem 2.4.2, the function $\bar{P}$ is a solution of Kolmogorov's backward equation (2.29) on the semi-interval $\left[T_{0}, T_{1}[\right.$. The proof of minimality of $\bar{P}$ is similar to the proof of Theorem 3 in Feller [10]. We provide it here for completeness. Consider a nonnegative solution $P^{*}(u, x ; t, B)$ of Kolmogorov's backward equation (2.29) on the semi-interval $\left[T_{0}, T_{1}\right.$ [. Integrating (2.29) from $u$ to $t$ and by using the boundary condition (2.28),

$$
\begin{equation*}
P^{*}(u, x ; t, B)=I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\int_{u}^{t} \int_{X \backslash\{x\}} e^{-\int_{u}^{s} q(x, \theta) d \theta} q(x, s, d y) P^{*}(s, y ; t, B) d s \tag{2.34}
\end{equation*}
$$

Since the last term of (2.34) is non-negative,

$$
\begin{equation*}
P^{*}(u, x ; t, B) \geq I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}=\bar{P}^{(0)}(u, x ; t, B), \tag{2.35}
\end{equation*}
$$

where the last equality is (2.17). For all $u, x, t, B$ with $u<t$, assume $P^{*}(u, x ; t, B) \geq \sum_{m=0}^{n} \bar{P}^{(m)}(u, x ; t, B)$ for some $n \geq 0$. Then from (2.34)

$$
\begin{aligned}
P^{*}(u, x ; t, B) & \geq I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\int_{u}^{t} \int_{X \backslash\{x\}} e^{-\int_{u}^{s} q(x, \theta) d \theta} q(x, s, d y) \sum_{m=0}^{n} \bar{P}^{(m)}(s, y ; t, B) d s \\
& =\bar{P}^{(0)}(u, x ; t, B)+\sum_{m=0}^{n} \bar{P}^{(m+1)}(u, x ; t, B)=\sum_{m=0}^{n+1} \bar{P}^{(m)}(u, x ; t, B)
\end{aligned}
$$

where the first equality follows from the assumption that $P^{*}(u, x ; t, B) \geq \sum_{m=0}^{n} \bar{P}^{(m)}(u, x ; t, B)$ for all $u, x, t, B$ with $u<t$, the second equality follows from (2.17) and (2.18), and the third equality is straightforward. Thus, by induction, $P^{*}(u, x ; t, B) \geq \sum_{m=0}^{n} \bar{P}^{(m)}(u, x ; t, B)$ for all $n \geq 0, x \in X$, $u, t \in \mathbb{R}_{+}, u<t$, and $B \in \mathfrak{B}(X)$, which implies that $P^{*}(u, x ; t, B) \geq \bar{P}(u, x ; t, B)$ for all $u, x, t, B$.

To prove the second part of the theorem, let the solution $P^{*}$ be a measure on $(X, \mathfrak{B}(X))$ for
fixed $u, x, t$ and with values in $[0,1]$. Assume that $P^{*}(u, x ; t, B) \neq \bar{P}(u, x ; t, B)$ for at least one tuple $(u, x, t, B)$. Then,

$$
P^{*}(u, x ; t, X)=P^{*}(u, x ; t, B)+P^{*}\left(u, x ; t, B^{c}\right)>\bar{P}(u, x ; t, B)+\bar{P}\left(u, x ; t, B^{c}\right)=\bar{P}(u, x ; t, X)=1,
$$

where the inequality holds because $P^{*}(u, x, t, \cdot) \geq \bar{P}(u, x, t, \cdot)$ for all $u, x, t$. Since $P^{*}$ takes values in $[0,1]$, the assumption that $P^{*}(u, x ; t, B) \neq \bar{P}(u, x ; t, B)$ for at least one tuple $(u, x, t, B)$ leads to a contradiction.

### 2.5 Kolmogorov's forward equation

Kolmogorov's forward equation (2.37) was studied by Feller [10, Theorem 1] for continuous $Q$-functions satisfying Assumption 2.2.1. In this section, we show that the function $\bar{P}$ is the minimal non-negative solution of Kolmogorov's forward equation (2.37) on the semi-interval [ $T_{0}, T_{1}$ [ if Assumption 2.2.3 holds, which, as stated in Lemma 2.2.1, is more general than Assumption 2.2.1.

Consider the sets $X_{n}^{t}$ on which $q(x, \cdot)<n$ almost everywhere on $\left[T_{0}, t[\right.$. These sets are defined in (2.4).

Definition 2.5.1. For $t \in] T_{0}, T_{1}[$, a set $B \in \mathfrak{B}(X)$ is called ( $q, t)$-bounded if $B \subseteq X_{n}^{t}$ for some $n=$ $1,2, \ldots$.

Definition 2.5.2. For a given $Q$-function $q$, a function $\hat{P}(u, x ; t, B)$, where $u \in\left[T_{0}, T_{1}[, t \in] u, T_{1}[\right.$, $x \in X$, and $B \in \mathfrak{B}(X)$, is a solution of Kolmogorov's forward equation (2.37), if for each $u, x, s, B$, such that $s \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, s[, x \in X\right.\right.$, and the set $B$ is $(q, s)$-bounded,
(i) the function $\hat{P}(u, x ; t, B)$ is locally absolutely continuous on $t \in] u, s[$ and satisfies the boundary condition

$$
\begin{equation*}
\lim _{t \rightarrow u+} P(u, x ; t, B)=\mathbf{I}\{x \in B\} ; \tag{2.36}
\end{equation*}
$$

(ii) the function $\hat{P}(u, x ; t, B)$ satisfies Kolmogorov's forward equation,
$\frac{\partial}{\partial t} P(u, x ; t, B)=-\int_{B} q(y, t) P(u, x ; t, d y)+\int_{X} q(y, t, B \backslash\{y\}) P(u, x ; t, d y) \quad$ for almost every $\left.t \in\right] u, s[$.

The main result of this section, Theorem 2.5.1, shows that under Assumption 2.2.3 the transition function $\bar{P}(u, x ; t, B)$ is the minimal non-negative solution of Kolmogorov's forward equation (2.37) on the semi-interval $\left[T_{0}, T_{1}[\right.$ and provides a sufficient condition for its uniqueness.

Theorem 2.5.1. Under Assumption 2.2.3, the function $\bar{P}(u, x ; t, B)$ is the minimal non-negative solution of Kolmogorov's forward equation (2.37). Also, if $\bar{P}$ is a regular transition function, then $\bar{P}$ is the unique non-negative solution of Kolmogorov's forward equation (2.37) that takes values in $[0,1]$.

We give the proof of Theorem 2.5.1 after presenting a few auxiliary results. Theorem 2.5.1 states that the function $\bar{P}$ satisfies Kolmogorov's forward equation (2.37) for ( $q, s$ )-bounded sets $B \in \mathfrak{B}(X)$. The following example demonstrates that, in general, it is not possible to extend (2.37) to all the sets $B \in \mathfrak{B}(X)$.

Example 2.5.2. Kolmogorov's forward equation (2.37) may not hold for all sets $B \in \mathfrak{B}(X)$. Let $X=\mathbb{Z}$, where $\mathbb{Z}$ denotes the set of integers, $q(0, t)=1, q(0, t, j)=2^{-(|j|+1)}$ for all $j \neq 0$, and $q(j, t,-j)=q(j, t)=2^{|j|}$ for all $j \neq 0$. If $\mathbb{X}_{u}=0$, then starting at time $u$ the process spends an exponentially distributed amount of time at state 0 , then it jumps to a state $j \neq 0$ with probability $2^{-(|j|+1)}$, and then it oscillates between the states $j$ and $-j$ with equal intensities. Thus for all $u, t \in\left[T_{0}, T_{1}[\right.$ with $u<t$,

$$
\bar{P}(u, 0 ; t, 0)=e^{-(t-u)} \quad \text { and } \quad \bar{P}(u, 0 ; t, j)=\frac{1-e^{-(t-u)}}{2^{|j|+1}}, \quad j \neq 0
$$

which implies that

$$
\begin{aligned}
\int_{X} q(y, t, X \backslash\{y\}) \bar{P}(u, 0 ; t, d y) & =q(0, t) \bar{P}(u, 0 ; t, 0)+\sum_{j \neq 0} q(j, t,-j) \bar{P}(u, 0 ; t, j) \\
& =e^{-(t-u)}+\sum_{j>0}\left(1-e^{-(t-u)}\right)=\infty .
\end{aligned}
$$

Thus, if $B=X$, then (2.37) does not hold because both integrals in (2.37) are infinite.

Recall that $\bar{q}(x):=\sup _{t \in\left[T_{0}, T_{1}[ \right.} q(x, t)$ for all $x \in X$.
Definition 2.5.3. $A$ set $B \in \mathfrak{B}(X)$ is called $q$-bounded if $\sup _{x \in B} \bar{q}(x)<\infty$.
For continuous $Q$-functions, Feller [10, Theorem 1] showed that the transition function $\bar{P}$ satisfies Kolmogorov's forward equation (2.37) for all $q$-bounded sets $B$. In order to show that the function $\bar{P}$ is a solution of Kolmogorov's forward equation (2.37), we show in Theorem 2.5.3 that this property is correct for measurable $Q$-functions.

Theorem 2.5.3. Under Assumption 2.2.2, the following statements hold: for each $u, x, B$, such that $u \in\left[T_{0}, T_{1}[, x \in X\right.$, and the set $B$ is $q$-bounded,
(a) the function $\bar{P}(u, x ; t, B)$ is locally absolutely continuous on $t \in] u, T_{1}[$ and satisfies the boundary condition (2.36);
(b) the function $\bar{P}(u, x ; t, B)$ satisfies (2.37) with $s=T_{1}$.

Proof. (a) For all $x \in X, u, t \in\left[T_{0}, T_{1}[, u<t\right.$, and $B \in \mathfrak{B}(X)$, equation (2.30) implies that the function $\bar{P}(u, x ; t, B)$ is locally absolutely continuous on $t \in] u, T_{1}[$ for fixed $u, x, B$. Also, it follows from (2.17) and (2.31) that for any $Q$-function $q$ satisfying Assumption 2.2.2,

$$
\begin{equation*}
\lim _{t \rightarrow u^{+}} \bar{P}^{(n)}(u, x ; t, B)=0 \quad \text { for all } n \geq 1 \quad \text { and } \quad \lim _{t \rightarrow u^{+}} \bar{P}^{(0)}(u, x ; t, B)=I\{x \in B\} \tag{2.38}
\end{equation*}
$$

uniformly with respect to $B$. Thus, (2.19) and (2.38) imply that the function $\bar{P}$ satisfies (2.36).
(b) From the last equality of (2.23) with $\mathbb{X}_{u}=x$ and the property that the jump process $\left\{\mathbb{X}_{t}: t \in\right.$ $\left[T_{0}, T_{1}[ \}\right.$ is a jump Markov process, for all $u \in\left[T_{0}, T_{1}[, t \in] u, T_{1}\right], x \in X, B \in \mathfrak{B}(X)$, and $n=1,2, \ldots$,

$$
\begin{equation*}
\bar{P}^{(n)}(u, x ; t, B)=\int_{u}^{t} \int_{B} q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} \bar{P}^{(n-1)}(u, x ; s, d y) d s \tag{2.39}
\end{equation*}
$$

Then, from (2.17), (2.19), and (2.39), we have

$$
\begin{align*}
\bar{P}(u, x ; t, B) & =\sum_{n=0}^{\infty} \bar{P}^{(n)}(u, x ; t, B)=\bar{P}^{(0)}(u, x ; t, B) \sum_{n=0}^{\infty} \bar{P}^{(n+1)}(u, x ; t, B) \\
= & I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\sum_{n=0}^{\infty} \int_{u}^{t} \int_{B} q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} \bar{P}^{(n)}(u, x ; s, d y) d s  \tag{2.40}\\
= & I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\int_{u}^{t} \int_{B} q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} \bar{P}(u, x ; s, d y) d s
\end{align*}
$$

Since $\bar{P}(u, x ; t, B)$ is locally absolutely continuous function on $t \in\left[T_{0}, T_{1}\right.$ [ for fixed $u, x, B$, the derivative $\frac{\partial}{\partial t} \bar{P}(u, x ; t, B)$ exists for almost every $\left.t \in\right] u, T_{1}[$. By differentiating (2.40), for almost every $t>u$,

$$
\begin{align*}
& \frac{\partial}{\partial t} \bar{P}(u, x ; t, B)=-I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s} q(x, t)+\int_{B} q(y, t, d z \backslash\{y\}) \bar{P}(u, x ; t, d y) \\
& \quad+\int_{u}^{t} \frac{\partial}{\partial t} \int_{X} \int_{B} q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} \bar{P}(u, x ; s, d y) d s . \tag{2.41}
\end{align*}
$$

Observe that, for all $q$-bounded sets $B \in \mathfrak{B}(X)$,

$$
\begin{align*}
\frac{\partial}{\partial t} \int_{B} q(y, s, d z \backslash\{d y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} & =\int_{B} q(y, s, d z \backslash\{y\}) \frac{\partial}{\partial t} e^{-\int_{s}^{t} q(z, \theta) d \theta}  \tag{2.42}\\
& =-\int_{B} q(z, t) q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta}
\end{align*}
$$

Combining (2.41) and (2.42), for all $q$-bounded sets $B$,

$$
\begin{align*}
& \frac{\partial}{\partial t} \bar{P}(u, x ; t, B)=-I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s} q(x, t)+\int_{X} q(y, t, B \backslash\{y\}) \bar{P}(u, x ; t, d y) \\
&-\int_{u}^{t} \int_{X} \int_{B} q(z, t) q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} \bar{P}(u, x ; s, d y) d s \tag{2.43}
\end{align*}
$$

for almost every $t>u$. By substituting $\bar{P}(u, x ; t, d z)$ in the left-hand side of the following equality
with the final expression in (2.40),

$$
\begin{align*}
\int_{B} q(z, t) \bar{P}(u, x ; t, d z) & =I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s} q(x, t) \\
& +\int_{u}^{t} \int_{X} \int_{B} q(z, t) q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} \bar{P}(u, x ; s, d y) d s . \tag{2.44}
\end{align*}
$$

Formulae (2.43) and (2.44) imply statement (b) of the theorem.

It follows from Theorem 2.5.3 that under Assumption 2.2.2 the transition function $\bar{P}$ satisfies Kolmogorov's forward equation (2.37) for all $q$-bounded sets. To show that the function $\bar{P}$ satisfies (2.37) for all $(q, s)$-bounded sets, we consider the $Q$-functions $q^{s}$ defined in (2.46) that satisfy Assumption 2.2.2 if the $Q$-function $q$ satisfies the weaker Assumption 2.2.3.

Define the function $N: X \times\left[T_{0}, T_{1}[\rightarrow\{0,1, \ldots\}\right.$,

$$
\begin{equation*}
N(x, s)=\min \left\{n=1,2, \ldots: x \in X_{n}^{s}\right\}, \quad x \in X, s \in\left[T_{0}, T_{1}[,\right. \tag{2.45}
\end{equation*}
$$

where the sets $X_{n}^{s}$ are defined in (2.4) and $\min \{\emptyset\}:=\infty$. For each $x$, the value of $N(x, s)$ is the minimum natural number $n$ for which $q(x, t)<n$ for almost every $t \in\left[T_{0}, s[\right.$. Consider the $Q$ functions $\left.q^{s}, s \in\right] T_{0}, T_{1}[$, satisfying

$$
\begin{equation*}
q^{s}(x, t, B)=q(x, t, B) \mathbf{I}\left\{t \in \left[T_{0}, s[ \} \mathbf{I}\{q(x, t)<N(x, s)\}, \quad x \in X, t \in\left[T_{0}, T_{1}[, B \in \mathfrak{B}(X) .\right.\right.\right. \tag{2.46}
\end{equation*}
$$

The difference between the Markov processes defined by the $Q$-functions $q$ and $q^{s}$ is that the latter stops at time $s$ and does not move at times $t \in\left[T_{0}, s[\right.$ and states $x \in X$ with $q(x, t) \geq N(x, s)$. At all other time instances, these two processes are controlled by the same $Q$-function $q$. Let $\bar{P}^{s}$ be the transition function $\bar{P}$ defined in (2.19) with $q$ replaced with $q^{s}$.

Lemma 2.5.4. For arbitrary $T_{0}$ and $T_{1}$, consider a Q-function $q$ satisfying Assumption 2.2.3. Then, for each $s \in] T_{0}, T_{1}[$, the following statements hold:
(a) the $Q$-function $q^{s}$ satisfies Assumption 2.2.2.
(b) For any given probability measure $\gamma$ on $X$, the $Q$-functions $q$ and $q^{s}$ define the same jump Markov process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ up to time $s$, and

$$
\begin{equation*}
\bar{P}(u, x ; t, B)=\bar{P}^{s}(u, x ; t, B), \quad u \in\left[T_{0}, s[, t \in] u, s[, x \in X, B \in \mathfrak{B}(X) .\right. \tag{2.47}
\end{equation*}
$$

Proof. (a) Assumption 2.2.3 implies that, for each $x \in X$ and $s \in] T_{0}, T_{1}[$, there exists an $n \in$ $\{1,2, \ldots\}$ such that $x \in X_{n}^{s}$, and therefore, $N(x, s)<\infty$. This fact and (2.46) with $B=X \backslash\{x\}$ imply that, for all $x \in X$,

$$
\begin{equation*}
q^{s}(x, t)=q(x, t) \mathbf{I}\left\{t \in \left[T_{0}, s[ \} \mathbf{I}\{q(x, t)<N(x, s)\}<N(x, s)<\infty, \quad t \in\left[T_{0}, T_{1}[.\right.\right.\right. \tag{2.48}
\end{equation*}
$$

Thus, the $Q$-function $q^{s}$ satisfies Assumption 2.2.2.
(b) Assumption 2.2.3 and (2.45) imply that $x \in X_{N(x, s)}^{s}$ for all $x \in X$ and $\left.s \in\right] T_{0}, T_{1}[$. Thus, from the definition of the sets $X_{n}^{s}$, formula (2.4), for all $\left.s \in\right] T_{0}, T_{1}[$,

$$
\begin{equation*}
\mu\left(t \in \left[T_{0}, s[: q(x, t) \geq N(x, s))=0, \quad x \in X .\right.\right. \tag{2.49}
\end{equation*}
$$

The above equality and (2.46) imply that (2.26) holds with $T_{1}=s$ and $q^{\prime}=q^{s}$. This fact, Lemma 2.2.1(iii), and Lemma 2.3.4 with $T_{1}=s$ and $q^{\prime}=q^{s}$ imply statement (b) of the lemma.

For all $s \in] T_{0}, T_{1}\left[\right.$ and $t \in\left[T_{0}, s\left[\right.\right.$, let $Y_{t, s}^{1}:=\{x \in X: q(x, t)<N(x, s)\}$ and $Y_{t, s}^{2}:=X \backslash Y_{t, s}^{1}$. For any set $B \in \mathfrak{B}(X)$, we denote by $B_{t, s}^{1}:=B \cap Y_{t, s}^{1}$ and $B_{t, s}^{2}:=B \cap Y_{t, s}^{2}$.

Lemma 2.5.5. Under Assumption 2.2.3, for all $x \in X, s \in] T_{0}, T_{1}\left[\right.$, and $u \in\left[T_{0}, s[\right.$,

$$
\begin{equation*}
\left.\bar{P}\left(u, x ; t, Y_{t, s}^{2}\right)=0 \quad \text { for almost every } t \in\right] u, s[. \tag{2.50}
\end{equation*}
$$

Proof. Fix an arbitrary $x \in X$ and $s \in] T_{0}, T_{1}[$. To prove (2.50), we first show that (2.50) holds for the particular case when $u=T_{0}$. According to Lemma 2.5.4(b), given an initial state $x$, the $Q$-functions $q$ and $q^{s}$ define the same jump Markov process $\left\{\mathbb{X}_{t}: t \in\left[T_{0}, T_{1}[ \}\right.\right.$ up to time $s$. This fact implies that the compensator corresponding to this process can be given by (2.5) with $T_{1}=s$ or by (2.5) with $T_{1}=s$ and with $q$ replaced by $q^{s}$. However, it follows from Jacod [17, Theorem 2.1] that a compensator is unique up to a modification of a $\mathbb{P}$-null set. Thus, from Jacod [17, Theorem 2.1] and Lemma 2.5.4(b),
$\int_{T_{0}}^{s} \int_{X} q(z, t) \bar{P}\left(T_{0}, x ; t, d z\right) d t=\int_{T_{0}}^{s} \int_{X} q^{s}(z, t) \bar{P}\left(T_{0}, x ; t, d z\right) d t=\int_{T_{0}}^{s} \int_{X} q(z, t) \mathbf{I}\left\{z \in Y_{t, s}^{1}\right\} \bar{P}\left(T_{0}, x ; t, d z\right) d t$,
where the first equality follows from $\operatorname{Jacod}[17,(1)]$ with $X(t, z)=\mathbf{I}\{z \in X, t \in] T_{0}, s[ \}$, formula (2.5) with $T_{1}=s$ given for the $Q$-functions $q$ and $q^{s}$, and (2.7), and the last one follows from (2.46). The above equality implies that

$$
\begin{equation*}
\int_{T_{0}}^{s} \int_{X} q(z, t) \mathbf{I}\left\{z \in Y_{t, s}^{2}\right\} \bar{P}\left(T_{0}, x ; t, d z\right) d t=0 . \tag{2.51}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
\int_{T_{0}}^{s} \bar{P}\left(T_{0}, x ; t, Y_{t, s}^{2}\right) d t \leq \int_{T_{0}}^{s} \int_{X} q(z, t) \mathbf{I}\left\{z \in Y_{t, s}^{2}\right\} \bar{P}\left(T_{0}, x ; t, d z\right) d t . \tag{2.52}
\end{equation*}
$$

This is true because $q(z, t) \geq N(z, s) \geq 1$ for all $z \in Y_{t, s}^{2}$ and $t \in\left[T_{0}, s\left[\right.\right.$. Thus, (2.50) with $u=T_{0}$ follows from (2.51) and (2.52).

Now, to prove (2.50) for all $u \in\left[T_{0}, s\left[\right.\right.$, fix an arbitrary $u \in\left[T_{0}, s[\right.$. Consider the measurable $Q$-function $q_{u}(x, t, B)$ defined on the time domain $\left[u, T_{1}\left[\right.\right.$ and satisfying $q_{u}(x, t, B)=q(x, t, B)$ for all $x \in X, t \in\left[u, T_{1}\left[\right.\right.$, and $B \in \mathfrak{B}(X)$. Observe that the $Q$-function $q_{u}$ satisfies Assumption 2.2.3 with $T_{0}=u$, and that formula (2.19) defines the same transition function $\bar{P}(w, x ; t, B)$ on the domain $w \in\left[u, T_{1}[, t \in] w, T_{1}\left[, x \in X, B \in \mathfrak{B}(X)\right.\right.$ if $q$ is replaced by $q_{u}$. Starting at the point $u$ instead of $T_{0}$, we have from the above arguments that (2.50) holds. Since $u$ is chosen arbitrarily, (2.50) holds for all $u \in\left[T_{0}, s[\right.$.

Lemma 2.5.6 provides a simple statement that is useful to prove Lemma 2.5.7 and Corollaries 2.6.2, 2.6.3.

Lemma 2.5.6. A function $\hat{P}(u, x ; t, B)$, where $u \in\left[T_{0}, T_{1}[, t \in] u, T_{1}[, x \in X\right.$, and $B \in \mathfrak{B}(X)$, is a solution of Kolmogorov's forward equation (2.37) if and only if the function $\hat{P}$ satisfies, for all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[, x \in X\right.\right.$, and $(q, t)$-bounded sets $B \in \mathfrak{B}(X)$,

$$
\begin{equation*}
P(u, x ; t, B)=I\{x \in B\}-\int_{u}^{t} d s \int_{B} q(y, s) P(u, x ; s, d y)+\int_{u}^{t} d s \int_{X} q(y, s, B \backslash\{y\}) P(u, x ; s, d y) . \tag{2.53}
\end{equation*}
$$

Proof. Integrating (2.37) from $u$ to $t$ and by using the boundary condition (2.36), we get (2.53). Thus, it follows from properties (i) and (ii) in Definition 2.5.2 that a solution of Kolmogorov's forward equation (2.37) satisfies (2.53) for all $u \in\left[T_{0}, T_{1}[, t \in] u, T_{1}[, x \in X\right.$, and ( $q, t$ )-bounded sets $B \in \mathfrak{B}(X)$.

Consider a function $\hat{P}(u, x ; t, B)$ that satisfies (2.53) for all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[, x \in X\right.\right.$, and ( $q, t$ )-bounded sets $B \in \mathfrak{B}(X)$. For each $s \in] T_{0}, T_{1}[$, a $(q, s)$-bounded set is ( $q, t)$-bounded for all $t \in$ $\left[T_{0}, s[\right.$. This property implies that, for all $u, x, s, B$ such that $s \in] T_{0}, T_{1}\left[, x \in X, u \in\left[T_{0}, s[\right.\right.$, and the set $B$ is ( $q, s$ ) -bounded, the function $\hat{P}(u, x ; t, B)$ satisfies (2.53) for all $t \in] u, s[$. Thus, for all $u, x, s, B$ such that $s \in] T_{0}, T_{1}\left[, x \in X, u \in\left[T_{0}, s[\right.\right.$, and the set $B$ is $(q, s)$-bounded, the function $\hat{P}(u, x ; t, B)$ is locally absolutely continuous on $t \in] u, s[$ and (2.36) holds. That is, the function $\hat{P}$ satisfies property(i) of Definition 2.5 .2 . Since a locally absolutely continuous function is differentiable almost every where on its domain, differentiating (2.53) we have that the function $\hat{P}$ satisfies property (ii) of Definition 2.5.2.

The following lemma is useful in proving the minimality property of $\bar{P}$ stated in Theorem 2.5.1.

Lemma 2.5.7. Let Assumption 2.2.3 hold. Consider a non-negative solution $\hat{P}(u, x ; t, B)$ of Kolmogorov's forward equation (2.37). Then, for all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[, x \in X\right.\right.$, and ( $q, t$ )-bounded sets $B \in \mathfrak{B}(X)$, the function $\hat{P}(u, x ; t, B)$ satisfies

$$
\begin{equation*}
P(u, x ; t, B)=\mathbf{I}\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\int_{u}^{t} d s \int_{X} \int_{B} q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} P(u, x ; s, d y) . \tag{2.54}
\end{equation*}
$$

Proof. Observe that: (i) for each $u, x, t$,

$$
\begin{equation*}
\left\{\hat{P}\left(u, x ; t+\frac{1}{n}, \cdot\right)\right\}_{n=1,2, \ldots} \text { converge setwise to } \hat{P}(u, x ; t, \cdot), \tag{2.55}
\end{equation*}
$$

and (ii) for any $(q, s)$-bounded set $B \in \mathfrak{B}(X)$, there exists a natural number $m$ such that

$$
\begin{equation*}
\int_{t}^{t+\frac{1}{n}} q(y, \theta) d \theta \leq m / n, \quad t \in\left[T_{0}, s[, n>1 /(s-t), y \in B .\right. \tag{2.56}
\end{equation*}
$$

Formula (2.55) is correct since, for each $u, x, B$, the function $\hat{P}(u, x ; t, B)$ is absolutely continuous in $t$; see Definition 2.5.2(i), and Formula (2.56) follows from the definition of a $(q, s)$-bounded set.

Then, for all $x \in X, s \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, s[,(q, s)\right.\right.$-bounded sets $B \in \mathfrak{B}(X)$, and $t \in] u, s[$,

$$
\begin{gather*}
\frac{\partial}{\partial t} \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta} \hat{P}(u, x ; t, d y)=\lim _{n \rightarrow \infty} \frac{\int_{B} e^{\int_{u}^{t+\frac{1}{n}} q(y, \theta) d \theta} \hat{P}\left(u, x ; t+\frac{1}{n}, d y\right)-\int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta} \hat{P}(u, x ; t, d y)}{\frac{1}{n}} \\
=\lim _{n \rightarrow \infty} n \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(\left(1+\int_{t}^{t+\frac{1}{n}} q(y, \theta) d \theta+\frac{\left(\int_{t}^{t+\frac{1}{n}} q(y, \theta) d \theta\right)^{2}}{2!}+\ldots\right) \hat{P}\left(u, x ; t+\frac{1}{n}, d y\right)-\hat{P}(u, x ; t, d y)\right) \\
=\lim _{n \rightarrow \infty} n \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(\hat{P}\left(u, x ; t+\frac{1}{n}, d y\right)-\hat{P}(u, x ; t, d y)\right) \\
\quad+\lim _{n \rightarrow \infty} n \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(\int_{t}^{t+\frac{1}{n}} q(y, \theta) d \theta\right) \hat{P}\left(u, x ; t+\frac{1}{n}, d y\right)=J_{1}+J_{2}+J_{3}, \tag{2.57}
\end{gather*}
$$

where the first equality follows from the definition of a partial derivative, the second equality is obtained by using the power series expansion of the exponential function $e^{f_{t}^{t+\frac{1}{n}}} q(y, \theta) d \theta$, the third equality is correct since the limit of the higher order terms tend to zero in the limit due to (2.55), (2.56), and Lebesgue dominated convergence theorem, and

$$
\begin{gathered}
J_{1}=\lim _{n \rightarrow \infty} n \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(\hat{P}\left(u, x ; t+\frac{1}{n}, d y\right)-\hat{P}(u, x ; t, d y)\right), \\
J_{2}=\lim _{n \rightarrow \infty} n \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(\int_{t}^{t+\frac{1}{n}} q(y, \theta) d \theta\right) \hat{P}(u, x ; t, d y) \\
J_{3}=\lim _{n \rightarrow \infty} n \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(\int_{t}^{t+\frac{1}{n}} q(y, \theta) d \theta\right)\left(\hat{P}\left(u, x ; t+\frac{1}{n}, d y\right)-\hat{P}(u, x ; t, d y)\right) .
\end{gathered}
$$

Observe that, for $x \in X, s \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, s[\right.\right.$, and $(q, s)$-bounded set $B \in \mathfrak{B}(X)$,

$$
\begin{array}{r}
J_{1}=\lim _{n \rightarrow \infty} n \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta} \int_{t}^{t+\frac{1}{n}}\left(-q(y, v) \hat{P}(u, x ; v, d y)+\int_{X} q(z, v, d y \backslash\{z\}) \hat{P}(u, x ; v, d z)\right) d v \\
=\lim _{n \rightarrow \infty} n \int_{t}^{t+\frac{1}{n}}\left(\int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(-q(y, v) \hat{P}(u, x ; v, d y)+\int_{X} q(z, v, d y \backslash\{z\}) \hat{P}(u, x ; v, d z)\right)\right) d v \\
=\int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(-q(y, t) \hat{P}(u, x ; t, d y)+\int_{X} q(z, t, d y \backslash\{z\}) \hat{P}(u, x ; t, d z)\right) \tag{2.58}
\end{array}
$$

for almost every $t \in] u, s[$, where the first equality follows from Lemma 2.5.6, the second equality is correct due to Fubini's theorem, and the last one follows from Lebesgue differentiation theorem [32, Theorem 7.10], and

$$
\begin{equation*}
J_{2}=\lim _{n \rightarrow \infty} n \int_{t}^{t+\frac{1}{n}}\left(\int_{B} q(y, v) e^{\int_{u}^{t} q(y, \theta) d \theta} \hat{P}(u, x ; t, d y)\right) d v=\int_{B} q(y, t) e^{\int_{u}^{t} q(y, \theta) d \theta} \hat{P}(u, x ; t, d y), \tag{2.59}
\end{equation*}
$$

for almost every $t \in] u, s[$, where the first equality is correct due to Fubini's theorem and the second equality follows from Lebesgue differentiation theorem.

In addition, for $x \in X, s \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, s[\right.\right.$, and $(q, s)$-bounded set $B \in \mathfrak{B}(X)$,

$$
\begin{aligned}
& J_{3}=\lim _{n \rightarrow \infty} \int_{B} e^{f_{u}^{t} q(y, \theta) d \theta}\left(n \int_{t}^{t+\frac{1}{n}} q(y, \theta) d \theta\right) \int_{t}^{t+\frac{1}{n}}\left(-q(y, v) \hat{P}(u, x ; v, d y)+\int_{X} q(z, v, d y \backslash\{z\}) \hat{P}(u, x ; v, d z)\right) d v \\
& =\lim _{n \rightarrow \infty} \int_{t}^{t+\frac{1}{n}}\left(\int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(n \int_{t}^{t+\frac{1}{n}} q(y, \theta) d \theta\right)\left(-q(y, v) \hat{P}(u, x ; v, d y)+\int_{X} q(z, v, d y \backslash\{z\}) \hat{P}(u, x ; v, d z)\right)\right) d v \\
& =0
\end{aligned}
$$

for almost every $t \in] u, s[$, where the first equality follows from Lemma 2.5.6, the second equality is correct due to Fubini's theorem, and the third equality is true since (2.56) holds and since, for each $(q, s)$-bounded set $B \in \mathfrak{B}(X)$, the integrals $\int_{B} q(y, v) \hat{P}(u, x ; v, d y)$ and $\int_{X} q(z, v, B \backslash\{z\}) \hat{P}(u, x ; v, d z)$ are finite for almost every $v \in] u, s[$ as the function $\hat{P}$ is a solution of (2.37).

From (2.57), (2.58), (2.59), and (2.60), for all $x \in X, s \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, s[\right.\right.$, and ( $q, s$ )-bounded sets $B \in \mathfrak{B}(X)$,

$$
\frac{\partial}{\partial t} \int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta} \hat{P}(u, x ; t, d y)=\int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta} \int_{X} q(z, t, d y \backslash\{z\}) \hat{P}(u, x ; t, d z)
$$

for almost every $t \in] u, s[$. Integrating the above equality from $u$ to $t$ and using the boundary condition (2.36), for all $x \in X, t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[\right.\right.$, and ( $q, t)$-bounded sets $B \in \mathfrak{B}(X)$,

$$
\int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta} \hat{P}(u, x ; t, d y)-\mathbf{I}\{x \in B\}=\int_{u}^{t} d \theta \int_{B} e^{\int_{u}^{\theta} q(y, v) d v} \int_{X} q(z, \theta, d y \backslash\{z\}) \hat{P}(u, x ; \theta, d z)
$$

which implies that,

$$
\begin{aligned}
\int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}(\hat{P}(u, x ; t, d y) & \left.-\mathbf{I}\{x \in d y\} e^{-\int_{u}^{t} q(y, \theta) d \theta}\right) \\
& =\int_{B} e^{\int_{u}^{t} q(y, \theta) d \theta}\left(\int_{u}^{t} d s \int_{X} q(z, s, d y \backslash\{z\}) e^{-\int_{s}^{t} q(y, \theta) d \theta} \hat{P}(u, x ; s, d z)\right)
\end{aligned}
$$

Since $e^{\int_{u}^{t} q(y, \theta) d \theta}>0$ for all $u, t$ and since every measurable subset of a $(q, t)$-bounded set is also ( $q, t$ )-bounded, it follows from Radon-Nikodym theorem and the above equality that (2.54) holds for all $x \in X, t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[\right.\right.$, and $(q, t)$-bounded sets $B \in \mathfrak{B}(X)$.

Proof of Theorem 2.5.1. First, we show that the function $\bar{P}$ is a solution of Kolmogorov's forward equation (2.37). It follows from the arguments given in the proof of Theorem 2.5.3(a) that, for all $u, x, B$ such that $u \in\left[T_{0}, T_{1}[, x \in X\right.$, and $B \in \mathfrak{B}(X)$, the function $\bar{P}$ is an absolutely continuous function on $t \in] u, T_{1}[$ and (2.36) holds. Thus, the function $\bar{P}$ satisfies property (i) of Definition 2.5.2. Though it was assumed in Theorem 2.5.3(a) that Assumption 2.2.2 holds, the arguments there are correct for a $Q$-function satisfying Assumption 2.2.4. In view of Lemma 2.2.1(iii), the $Q$-function $q$ satisfies Assumption 2.2.4 since Assumption 2.2.3 holds.

To prove that the function $\bar{P}$ satisfies property (ii) of Definition 2.5.2, fix an arbitrary $s \in$ $] T_{0}, T_{1}\left[\right.$ and consider the $Q$-function $q^{s}$ defined in (2.46). This $Q$-function satisfies Assumption 2.2.2; Lemma 2.5.4(a). Then it follows from Theorem 2.5.3(b) that, for all $u \in\left[T_{0}, T_{1}\left[, x \in X\right.\right.$, and $q^{s}$ bounded sets $B \in \mathfrak{B}(X)$, the function $\bar{P}^{s}(u, x ; t, B)$ satisfies (2.37) with $s=T_{1}$ and with the $Q$ function $q$ replaced by $q^{s}$. This fact and (2.47) imply that, for all $u \in\left[T_{0}, s\left[, x \in X\right.\right.$, and $q^{s}$-bounded sets $B \in \mathfrak{B}(X)$,

$$
\begin{equation*}
\left.\frac{\partial}{\partial t} \bar{P}(u, x ; t, B)=-\int_{B} q^{s}(y, t) \bar{P}(u, x ; t, d y)+\int_{X} q^{s}(y, t, B \backslash\{y\}) \bar{P}(u, x ; t, d y) \text { for almost every } t \in\right] u, s[. \tag{2.61}
\end{equation*}
$$

Observe that a set is $q^{s}$-bounded if and only if it is $(q, s)$-bounded. Suppose that a set $B \in$ $\mathfrak{B}(X)$ is $q^{S}$-bounded. Then there exists a natural number $n$ such that $q^{S}(x, t)<n$ for all $x \in B$ and $t \in\left[T_{0}, T_{1}[\right.$. This fact and (2.48) imply that

$$
q(x, t) \mathbf{I}\{q(x, t)<N(x, s)\}<n, \quad x \in B, t \in\left[T_{0}, s[.\right.
$$

Thus, we have from the above inequality and (2.49) that $B \subseteq X_{n}^{s}$, and therefore ( $q, s$ )-bounded. Now, suppose that a set $B \in \mathfrak{B}(X)$ is $(q, s)$-bounded. Then there exists a natural number $n$ such that $B \subseteq X_{n}^{s}$, and therefore, $N(x, s) \leq n$ for all $x \in B$. This fact and (2.48) imply that the set $B$ is $q^{s}$-bounded. Then for all $u \in\left[T_{0}, s[, x \in X\right.$, and $(q, s)$-bounded sets $B \in \mathfrak{B}(X)$,

$$
\begin{aligned}
\frac{\partial}{\partial t} \bar{P}(u, x ; t, B)= & -\int_{B_{t, s}^{1}} q^{s}(y, t) \bar{P}(u, x ; t, d y)+\int_{Y_{t, s}^{1}} q^{s}(y, t, B \backslash\{y\}) \bar{P}(u, x ; t, d y) \\
& -\int_{B_{t, s}^{2}} q^{s}(y, t) \bar{P}(u, x ; t, d y)+\int_{Y_{t, s}^{2}} q^{s}(y, t, B \backslash\{y\}) \bar{P}(u, x ; t, d y) \\
= & -\int_{B_{t, s}^{1}} q(y, t) \bar{P}(u, x ; t, d y)+\int_{Y_{t, s}^{1}} q(y, t, B \backslash\{y\}) \bar{P}(u, x ; t, d y) \\
= & -\int_{B} q(y, t) \bar{P}(u, x ; t, d y)+\int_{X} q(y, t, B \backslash\{y\}) \bar{P}(u, x ; t, d y),
\end{aligned}
$$

for almost every $t \in] u, s\left[\right.$, where the sets $B_{t, s}^{1}, B_{t, s}^{2}, Y_{t, s}^{1}, Y_{t, s}^{2}$ are defined prior to Lemma 2.5.5, and the first equality follows from (2.61), the second equality follows from (2.46) and (2.50), and the last one is correct due to (2.50). Thus, the function $\bar{P}$ satisfies property (ii) from Definition 2.5.2, and is therefore a solution of Kolmogorov's forward equation (2.37).

To show the minimality property of $\bar{P}$, consider a non-negative solution $P^{*}$ of Kolmogorov's forward equation (2.37). Due to Lemma 2.5.7, the function $P^{*}(u, x ; t, B)$ satisfies (2.54) for all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[, x \in X\right.\right.$, and ( $q, t$ )-bounded sets $B \in \mathfrak{B}(X)$. Since the last term of (2.54) is non-negative, for all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[, x \in X\right.\right.$, and $(q, t)$-bounded sets $B \in \mathfrak{B}(X)$,

$$
\begin{equation*}
P^{*}(u, x ; t, B) \geq I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}=\bar{P}^{(0)}(u, x ; t, B), \tag{2.62}
\end{equation*}
$$

where the last equality is (2.17). For all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[, x \in X\right.\right.$, and $(q, t)$-bounded sets
$B \in \mathfrak{B}(X)$, assume $P^{*}(u, x ; t, B) \geq \sum_{m=0}^{n} \bar{P}^{(m)}(u, x ; t, B)$ for some $n \geq 0$. This fact, (2.54) for the function $P^{*}$, and (2.39) imply that

$$
\begin{aligned}
P^{*}(u, x ; t, B) & \geq I\{x \in B\} e^{-\int_{u}^{t} q(x, s) d s}+\int_{u}^{t} d s \int_{X} \int_{B} q(y, s, d z \backslash\{y\}) e^{-\int_{s}^{t} q(z, \theta) d \theta} \sum_{m=0}^{n} \bar{P}^{(m)}(u, x ; s, d y) \\
& =\bar{P}^{(0)}(u, x ; t, B)+\sum_{m=0}^{n} \bar{P}^{(m+1)}(u, x ; t, B)=\sum_{m=0}^{n+1} \bar{P}^{(m)}(u, x ; t, B) .
\end{aligned}
$$

Thus, by induction, $P^{*}(u, x ; t, B) \geq \sum_{m=0}^{n} \bar{P}^{(m)}(u, x ; t, B)$ for all $\left.n \geq 0, t \in\right] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[, x \in X\right.\right.$, and ( $q, t$ )-bounded sets $B \in \mathfrak{B}(X)$. This property and (2.19) imply that, for all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[\right.\right.$, and $x \in X$,

$$
\begin{equation*}
P^{*}(u, x ; t, B) \geq \bar{P}(u, x ; t, B) \quad \text { for all }(q, t) \text {-bounded sets } B \in \mathfrak{B}(X) \tag{2.63}
\end{equation*}
$$

Then for all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[\right.\right.$, and $x \in X$

$$
\begin{equation*}
P^{*}(u, x ; t, B)=\lim _{n \rightarrow \infty} P^{*}\left(u, x ; t, B \cap X_{n}^{t}\right) \geq \lim _{n \rightarrow \infty} \bar{P}\left(u, x ; t, B \cap X_{n}^{t}\right)=\bar{P}(u, x ; t, B), \quad B \in \mathfrak{B}(X), \tag{2.64}
\end{equation*}
$$

where the first and last equalities are correct since the sets $X_{n}^{t} \uparrow X$ as $n \rightarrow \infty$ due to Assumption 2.2.3 and the functions $\bar{P}$ and $P^{*}$ are measures on $(X, \mathfrak{B}(X))$ for fixed $u, x, t$, and the inequality holds due to (2.63). Thus, $\bar{P}$ is the minimal non-negative solution of Kolmogorov's forward equation (2.37).

To prove the uniqueness property of $\bar{P}$, let the solution $P^{*}$ take values in $[0,1]$. If $\bar{P}(u, x ; t, X)=$ 1 for all $u, x, t$, then the uniqueness of $\bar{P}$ within the set of non-negative solutions with values in $[0,1]$ follows from (2.64) and from the same arguments as in the proof of uniqueness in Theorem 2.4.1.

### 2.6 Additional results and comments

Assumption 2.2.2 means that the jump intensities are bounded at each state for the time horizon $\left[T_{0}, T_{1}[\right.$, and this assumption is natural for continuous-time Markov decision processes (CTMDPs); see Feinberg et al. [8, 9]. In this section, we present particular results on the minimality and uniqueness properties of the solution $\bar{P}$ of Kolmogorov's forward equation under Assumption 2.2.2.

Theorem 2.6.1. Let Assumption 2.2 .2 hold. The function $\bar{P}(u, x ; t, B)$ is the minimal non-negative function that satisfies, for each $u, x, B$ such that $u \in\left[T_{0}, T_{1}[, x \in X\right.$, and the set $B$ is $q$-bounded, properties (a) and (b) given in Theorem 2.5.3. In addition, if $\bar{P}$ is a regular transition function, then $\bar{P}$ is the unique non-negative function satisfying properties (a) and (b) given in Theorem 2.5.3 and takes values in $[0,1]$.
Proof. According to Theorem 2.5.3, the function $\bar{P}$ satisfies properties (a) and (b) given in Theorem 2.5.3. To prove the minimality of $\bar{P}$, consider a non-negative function $P^{*}$ that satisfies properties (a) and (b) given in Theorem 2.5.3. Recall that a $q$-bounded set is ( $q, t$ )-bounded for all
$t \in] T_{0}, T_{1}[$. Then, in view of Theorem 2.5.3, it follows from the arguments given in Lemma 2.5.7 that, for all $t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t[\right.\right.$, and $x \in X$, formula (2.54) holds for all $q$-bounded sets $B \in \mathfrak{B}(X)$. Therefore, it follows from Lemma 2.2.1(ii) and from the arguments given as in the proof of minimality in Theorem 2.5 .1 that (2.63) holds, and therefore (2.64) holds for all $B \in \mathfrak{B}(X)$. The proof of uniqueness property of $\bar{P}$ is the same as the proof of uniqueness in Theorem 2.4.1.

The following two corollaries are useful for applying the results of this paper to continuoustime jump Markov decision processes; Feinberg et al. [8, Theorem 3.2] and Theorem 4.3.1.

Corollary 2.6.2. Under Assumption 2.2.2, the following statements hold:
(a) for all $x \in X, t \in] T_{0}, T_{1}\left[, u \in\left[T_{0}, t\right]\right.$, and $q$-bounded sets $B \in \mathfrak{B}(X)$, the function $\bar{P}(u, x ; t, B)$ satisfies (2.53).
(b) the function $\bar{P}$ is the minimal non-negative function for which statement (a) holds. In addition, if $\bar{P}$ is a regular transition function, then $\bar{P}$ is the unique non-negative function with values in $[0,1]$ for which statement (a) holds.

Proof. Integrating (2.37) from $u$ to $t$ and by using the boundary condition (2.36), we get (2.53). Thus, statements (a) and (b) of this corollary follow respectively from Theorem 2.5.3(a) and (b), and Theorem 2.6.1.

When $x$ is fixed and $u=T_{0}$, (2.53) is an equation in two variables $t$ and $B$. Hence, for simplicity, we write $P(t, B)$ instead of $P\left(T_{0}, x ; t, B\right)$ for any function $P$ on the domain of $\bar{P}$ when $x$ is fixed and $u=T_{0}$, and (2.53) will be given as

$$
\begin{equation*}
P(t, B)=I\{x \in B\}+\int_{T_{0}}^{t} d s \int_{X} q(y, s, B \backslash\{y\}) P(s, d y)-\int_{T_{0}}^{t} d s \int_{B} q(y, s) P(s, d y) . \tag{2.65}
\end{equation*}
$$

For fixed $x \in X$ and $u=T_{0}$, the function $\bar{P}(t, \cdot)$ is the marginal probability distribution on the state of the process $\left\{\mathbb{X}_{t}, t \in\left[T_{0}, T_{1}[ \}\right.\right.$ given $\mathbb{X}_{T_{0}}=x$. Under Assumption 2.2.2, the following corollary describes the properties of the solution $\bar{P}(t, B)$ to (2.65).

Corollary 2.6.3. Fix an arbitrary $x \in X$. Under Assumption 2.2.2, the following statements hold: (a) for all $t \in] T_{0}, T_{1}[$ and $q$-bounded sets $B \in \mathfrak{B}(X)$, the function $\bar{P}(t, B)$ satisfies (2.65);
(b) the function $\bar{P}(t, B)$ is the minimal non-negative function for which statement (a) holds. In addition, if the intensities $q(z, t)$ are uniformly bounded in $z$ and $t$, then $\bar{P}(t, B)$ is the unique nonnegative function with values in $[0,1]$ for which statement (a) holds.

Proof. Statement (a) of the corollary follows immediately from Corollary 2.6.2(a) when $u=T_{0}$. To prove the minimality of the function $\bar{P}(t, B)$, consider a non-negative function $P^{*}(t, B)$, where $t \in] T_{0}, T_{1}[$ and $B \in \mathfrak{B}(X)$, satisfying (2.65) for each $t \in] T_{0}, T_{1}[$ and $q$-bounded set $B \in \mathfrak{B}(X)$. Define the function $f(u, z ; t, B)$ with the same domain as $\bar{P}(u, z ; t, B)$,

$$
f(u, z ; t, B)= \begin{cases}P^{*}(t, B), & \text { if } u=T_{0} \text { and } z=x  \tag{2.66}\\ \bar{P}(u, z ; t, B), & \text { otherwise } .\end{cases}
$$

Then, it follows from Corollary 2.6.2(a) and (2.66) that statement (a) of Corollary 2.6.2 holds for the function $f$. This fact, Corollary 2.6.2(b), and (2.66) imply that

$$
\begin{equation*}
\left.P^{*}(t, B)=f\left(T_{0}, x ; t, B\right) \geq \bar{P}\left(T_{0}, x ; t, B\right)=\bar{P}(t, B), \quad t \in\right] T_{0}, T_{1}[, B \in \mathfrak{B}(X) \tag{2.67}
\end{equation*}
$$

Thus, the function $\bar{P}(t, B)$ is the minimal non-negative function for which statement (a) of this corollary holds.

To show the uniqueness property, let the function $P^{*}$ take values in $[0,1]$. This fact and the property that the function $\bar{P}(u, z ; t, B)$ takes values in $[0,1]$ for all $u, z, t, B$ in the domain of $\bar{P}$ imply that the function $f$ defined in (2.66) takes values in $[0,1]$. Observe that, if the intensities $q(z, t)$ are uniformly bounded in $z$ and $t, X$ is a $q$-bounded set. Then, from Corollary 2.6.2(a), we have $\bar{P}(u, z ; t, X)=1$ for all $u, t \in\left[T_{0}, T_{1}[\right.$ with $u<t$ and $z \in X$. Therefore, it follows from Corollary 2.6.2(b) that $f(u, z ; t, B)=\bar{P}(u, z ; t, B)$ for all $u, z, t, B$ in the domain of $\bar{P}$, which along with (2.67) implies the uniqueness property of $\bar{P}(t, B)$.

### 2.6.1 Non-conservative $Q$-functions

The results of this chapter can be extended to non-conservative $Q$-functions. As mentioned in section 2.1, any non-conservative $Q$-function $q$ can be transformed into a conservative $Q$-function by adding a state $\bar{x}$ to $X$ with $q(x, t,\{\bar{x}\}):=-q(x, t, X), q(\bar{x}, t, X):=0$, and $q(\bar{x}, t,\{\bar{x}\}):=0$, where $x \in X$ and $t \in \mathbb{R}_{+}$. According to Theorem 2.3.2, there is a transition function $\bar{P}$ of a jump Markov process with the state space $X \cup\{\bar{x}\}$, and this process is determined by the initial state distribution and by the compensator defined by the modified $Q$-function.

The proofs of the results of sections 2.4 and 2.5 do not use the assumption that the $Q$-function $q$ is conservative. Therefore, these results remain valid for non-conservative $Q$-functions. However, the validity of the condition $\bar{P}(u, x ; t, X)=1$ for all $x, u, t$ with $u<t$ in Theorems 2.4.1 and 2.5.1 is possible only if $q(x, t, X)=0$ almost everywhere in $t$ for each $x \in X$. Thus, in fact, $q$ is conservative if $\bar{P}(u, x ; t, X)=1$ for all $x, u, t$ with $u<t$. It is also easy to see that the minimal solutions of both Kolmogorov's backward and forward equations are equal to $\bar{P}(u, x ; t, B)$, when $x \in X$ and $B \in \mathfrak{B}(X)$, where the transition function $\bar{P}$ is described in the previous paragraph for a broader domain.

### 2.6.2 Generalized boundedness assumptions

For some $Q$-functions, Assumptions 2.2.3 and 2.2.4 may not hold if the point $T_{1}$ is included. To study Kolmogorov's equations for such $Q$-functions, we excluded the point $T_{1}$ and defined the solution $\bar{P}(u, x ; t, B)$ for all $T_{0} \leq u<t<T_{1}$. Similarly, it is also possible to consider the situation when Assumptions 2.2.3 and 2.2.4 do not hold from the point $T_{0}$ but hold from any point $u>T_{0}$, as described below.

For $n=1,2, \ldots$, consider the functions $Z_{n}: X \times\left[T_{0}, T_{1}\right] \times\left[T_{0}, T_{1}\right] \rightarrow[0, \infty]$ defined as

$$
\begin{equation*}
Z_{n}(x, u, t)=\int_{u}^{t} \mathbf{I}\{q(x, s) \geq n\} d s, \quad x \in X, u, t \in\left[T_{0}, T_{1}\right], u<t \tag{2.68}
\end{equation*}
$$

For each $u, t \in\left[T_{0}, T_{1}\right]$ with $u<t$, let $X_{n}^{u, t}, n=1,2, \ldots$, be the subsets of $X$ such that

$$
\begin{equation*}
X_{n}^{u, t}=\left\{x \in X: Z_{n}(x, u, t)=0\right\}, \quad n=1,2, \ldots \tag{2.69}
\end{equation*}
$$

Since the functions $Z_{n}(x, u, t)$ are measurable, for each $u, t$ the sets $X_{n}^{u, t}$ are measurable subsets of $X$. Observe that $X_{n}^{u, t} \subseteq X_{n+1}^{u, t}, n=1,2, \ldots$. A set $B \in \mathfrak{B}(X)$ is $(q, u, t)$-bounded if $B \subseteq X_{n}^{u, t}$ for some $n=1,2, \ldots$.

Consider the following weak boundedness assumptions:
Assumption 2.6.1 (General almost everywhere boundedness of $q$ ). $X_{n}^{u, t} \uparrow X$ as $n \rightarrow \infty$ for each $u, t \in] T_{0}, T_{1}[$ with $u<t$.

Assumption 2.6.2 (General $\mathscr{L}^{1}$ boundedness of $q$ ). For all $x \in X$, the integral $\int_{u}^{t} q(x, s) d s<\infty$ for each $u, t \in] T_{0}, T_{1}[$ with $u<t$.

Under Assumption 2.6.2, the transition function $\bar{P}(u, x ; t, B)$ is well defined for all $u, t$ satisfying $T_{0}<u<t<T_{1}$, but the stochastic process $\left\{\mathbb{X}_{t}, t \in\left[T_{0}, T_{1}[ \}\right.\right.$ defined in (2.7) may not be defined starting from $t=T_{0}$. The construction of the stochastic process $\left\{\mathbb{X}_{t}, t \in\left[T_{0}, T_{1}[ \}\right.\right.$ is based on Jacod [17, Theorem 3.6], which requires that the function $v\left(\omega ;\left[T_{0}, t\right], B\right)$ defined in (2.5) is finite for all $t \in] T_{0}, T_{1}[$ and $B \in \mathfrak{B}(X)$. This might not be the case if the $Q$-function does not satisfy Assumption 2.2.4 as demonstrated by the following example.

Example 2.6.4. The random measure $v\left(\omega ;\left[T_{0}, t\right], B\right)$ defined in (2.5) may not be finite when the $Q$ function satisfies Assumption 2.6.2. Let $T_{0}=0, T_{1}=\infty, X=\{1,2\}, q(i, t, j)=q(i, t)=\frac{1}{t} \mathbf{I}\{t>0\}$ for all $i, j \in X$ with $i \neq j$. From (2.5),

$$
\left.v(\omega ;[0, t], X)=\int_{0}^{t} \sum_{n \geq 0} \mathbf{I}\left\{t_{n} \leq s<t_{n+1}\right\} q\left(x_{n}, s\right) d s=\int_{0}^{t} \frac{1}{s} d s=\infty, \quad t \in\right] 0, \infty[.
$$

Observe that Assumptions 2.6.1 and 2.6.2 are respectively the same as Assumptions 2.2.3 and 2.2.4 with $T_{0}=u$ for all $\left.u \in\right] T_{0}, T_{1}[$. Hence, results similar to those in Sections 2.4 and 2.5 on Kolmogorov's equations remain valid under Assumptions 2.6.1 and 2.6.2. Under Assumption 2.6.2, the following statements hold:
(a) the function $\bar{P}(u, x ; t, B)$ satisfies property (i) from Definition 2.4.2;
(b) for each $x, t, B$, such that $x \in X, t \in] T_{0}, T_{1}[$, and $B \in \mathfrak{B}(X)$, the function $\bar{P}(u, x ; t, B)$ satisfies Kolmogorov's backward equation (2.29) for almost every $u \in] T_{0}, t[$.
In addition, $\bar{P}$ is the minimal non-negative function satisfying statements (a), (b) given above. If $\bar{P}(u, x ; t, X)=1$, then it is the unique non-negative function that satisfies these statements, takes values in $[0,1]$, and is a measure on $(X, \mathfrak{B}(X))$ for fixed $u, x, t$. This is true because any function $P^{*}(u, x ; t, B)$ satisfying these statements can be extended to a solution of Kolmogorov's backward equation (2.29) by defining $P^{*}\left(T_{0}, x ; t, B\right)=\mathbf{I}\{x \in B\}$ for all $\left.x \in X, t \in\right] T_{0}, T_{1}[$, and $B \in \mathfrak{B}(X)$.

Under Assumption 2.6.1, the following statements hold:
(a) for each $x \in X, u \in] T_{0}, T_{1}[$, and $B \in \mathfrak{B}(X)$, the function $\bar{P}(u, x ; t, B)$ satisfies property (i) from Definition 2.5.2;
(b) For each $w, s, u, x, B$, such that $w \in] T_{0}, T_{1}[, s \in] w, T_{1}[, u \in[w, s[, x \in X$, and the set $B$ is ( $q, w, s$ )-bounded, the function $\bar{P}(u, x ; t, B)$ satisfies Kolmogorov's forward equation (2.37).
In addition, $\bar{P}$ is the minimal non-negative function satisfying statements (a), (b) given above. This is true because any function $P^{*}(u, x ; t, B)$ satisfying these statements is a solution of Kolmogorov's backward equation (2.29) on the semi-interval $\left[w, T_{1}[\right.$ for each $w \in] T_{0}, T_{1}[$. Since a $Q$-function satisfying Assumption 2.6 .1 satisfies Assumption 2.2.3 with $T_{0}=w$ for all $\left.w \in\right] T_{0}, T_{1}[$, we have from Theorem 2.5.1 that, for all $w \in] T_{0}, T_{1}[$,

$$
\begin{equation*}
P^{*}(u, x ; t, B) \geq \bar{P}(u, x ; t, B), \quad u \in\left[w, T_{1}[, t \in] w, T_{1}[, x \in B, B \in \mathfrak{B}(X) .\right. \tag{2.70}
\end{equation*}
$$

Therefore, $\bar{P}(u, x ; t, B)$ is the minimal non-negative function for which statements (a) and (b) given above hold. In fact, if $\bar{P}(u, x ; t, X)=1$ then it is the unique non-negative function with values in $[0,1]$ satisfying these statements because (2.70) holds with an equality.

## Chapter 3

## Continuous-time Markov decision processes

### 3.1 Introduction

A Markov decision process (MDP) is a mathematical framework used for sequential decision making under uncertainty. It is used for modelling decision-making (or control) problems whose uncontrolled version is a Markov chain. Hence, MDPs are also known as controlled Markov chains. They are commonly used in many fields, such as inventory control, queuing systems, manufacturing, system maintenance, appointment scheduling in healthcare, population models etc, to improve the performance characteristics.

In MDPs, the decision maker chooses actions/decisions to influence the evolution of underlying Markov chain to minimize certain long term costs. Depending on when the actions are chosen, MDPs can be classified into two types:
(i) Discrete-time MDP (DTMDP): Actions are chosen at fixed time points, say at $t=0,1,2, \ldots$, and the uncontrolled version of the MDP is a discrete-time Markov chain.
(ii) Continuous-time MDP (CTMDP): Actions can be chosen at any time, say at any $t \in[0, \infty[$, and the uncontrolled version of the MDP is a continuous-time Markov chain.

In this chapter, we formally introduce CTMDPs, provide a brief construction of the stochastic processes induced by a policy, and define the optimality criteria that we are interested in. The reader can refer to Appendix 5 for a similar description of DTMDPs.

### 3.2 The CTMDP model

A CTMDP is defined by the multiplet $(X, A, A(x), q(\cdot \mid x, a), c(x, a), C(x, a, y))$, where
(i) $X$ is the state space such that $(X, \mathfrak{B}(X))$ is a standard Borel space;
(ii) $A$ is the action space such that $(A, \mathfrak{B}(A))$ is a standard Borel space;
(iii) $A(x)$ are the set of actions available at $x \in X$. It is assumed that $A(x) \in \mathfrak{B}(X)$ for all $x \in X$ and the set of feasible state-action pairs $\operatorname{Gr}(A)=\{(x, a): x \in X, a \in A(x)\}$ is a measurable subset of $(X \times A)$ containing the graph of a measurable mapping from $X$ to $A$.
(iv) $q(\cdot \mid x, a)$ is the transition rate from $G r(A)$ to $X$. It is a signed measure on $(X, \mathfrak{B}(X))$ for any $(x, a) \in G r(A)$ such that $q(X \mid x, a)=0,0 \leq q(Z \backslash\{x\} \mid x, a)<\infty$ for all $Z \in \mathfrak{B}(X)$, and $q(Z \mid x, a)$ is a measurable function on $\operatorname{Gr}(A)$ for each $Z \in \mathfrak{B}(X)$.
(v) $c(x, a)$ is the cost rate incurred for choosing an action $a \in A(x)$ in state $x \in X$ and is assumed to be a bounded below measurable function on the $\operatorname{Gr}(A)$.
(vi) $C(x, a, y)$ is the instantaneous cost incurred if the process jumps from state $x$ to state $y$ and action $a$ was chosen at the jump epoch. It is assumed to be a bounded below measurable function on $G r(A) \times X$.

For CTMDPs, it is possible to choose actions any time. At each time $t \in \mathbb{R}_{+}$, the decision maker observes the current state $x$ of the stochastic system and chooses a particular action $a$ from the set of actions $A(x)$ available at $x$. We give an informal description of the evolution of the system. Suppose that an action $a$ is chosen in state $x$ at time $t$. Then in the infinitesimal time interval $[t, t+$ $d t]$, the decision maker incurs the $\operatorname{cost} c(x, a) d t$ and the system transitions from state $x$ to state $y \neq x$ under the control $a$ with probability $q(y \mid x, a) d t+o(d t)$ or it stays in the state $x$ with probability $1-q(X \backslash\{x\} \mid x, a) d t+o(d t)$. If the transition occurs, the decision maker incurs the instantaneous cost $C(x, a, y)$. At each time $t$, the decision maker can also choose a probability distribution on the set of available actions $A(x)$. Such decisions are commonly called randomized. If the decision maker chooses a randomized action, or in other words chooses a probability distribution on the set of available actions, then the system evolves as if the decision maker choose an action whose associated transition rate, cost rate, and instantaneous cost are expectation of the corresponding values with respect to the measure defined by the randomized action. Intuitively, this means that, for any two actions $a$ and $b$ in state $x$ and for any constant $\lambda \in(0,1)$ there is an action $d$ in state $x$ such that $q(\cdot \mid x, d)=\lambda q(\cdot \mid x, a)+(1-\lambda) q(\cdot \mid x, b), c(x, d)=\lambda c(x, a)+(1-\lambda) c(x, b)$, and $C(x, d, y)=\lambda C(x, a, y)+(1-\lambda) C(x, b, y)$ for all $y \neq x$. This definition for randomized actions simply relaxes the control set rather than chose an action randomly from the set of actions available. Thus, we think the term 'relaxed' is more appropriate to describe such actions. the system spends in state $x$ a random amount of time (also called the sojourn time) that has an exponential distribution with rate $q(x, a):=-q(\{x\} \mid x, a)$ for all $(x, a) \in G r(A)$ and then makes the transition in to the next state. In particular, on the infinitesimal time interval $[t, t+d t]$ : We give a simple example showing the various parameters corresponding to the chosen action.

Example 3.2.1. Consider the 3 state CTMDP in Figure 3.2.1: Then,

| action | transition rate | cost rate | instantaneous costs |
| :---: | :---: | :---: | :---: |
| $a$ | $q(2 \mid 1, a)=1, q(3 \mid 1, a)=0$ | 5 | 10 |
| $b$ | $q(2 \mid 1, b)=0, q(3 \mid 1, b)=2$ | 10 | 5 |
| $d: p(a)=0.4$ | $q(2 \mid 1, d)=0.4, q(3 \mid 1, d)=1.2$ | 8 | 7 |



Figure 3.1: Example of a CTMDP

### 3.3 Jump process induced by a policy

In this section, we define different policies or decision rules considered in this thesis and provide a brief description of the construction of the jump process induced by them.

Adjoin an isolated point $x_{\infty}$ to $X$, and let $\bar{X}:=X \cup\left\{x_{\infty}\right\}$. Consider the Borel $\sigma$-algebra $\mathfrak{B}(\bar{X}):=\sigma\left(\mathfrak{B}(X),\left\{x_{\infty}\right\}\right)$ on $\bar{X}$, which is the minimal $\sigma$-algebra containing $B(X)$ and $\left\{x_{\infty}\right\}$. Let $\left(\bar{X} \times \overline{\mathbb{R}}_{+}\right)^{\infty}$, where $\left.\left.\overline{\mathbb{R}}_{+}:=\right] 0, \infty\right]$, be the set of all sequences $\left(x_{0}, t_{1}, x_{1}, t_{2}, x_{2}, \ldots\right)$ with $x_{n} \in \bar{X}$ and $t_{n+1} \in \overline{\mathbb{R}}_{+}$for $n=0,1, \ldots$. This set is endowed with the $\sigma$-algebra defined by the products of the Borel $\sigma$-algebras $\mathfrak{B}(\bar{X})$ and $\mathfrak{B}\left(\overline{\mathbb{R}}_{+}\right)$.

Denote by $\Omega$ the subset of all sequences $\omega=\left(x_{0}, t_{1}, x_{1}, t_{2}, x_{2}, \ldots\right)$ from $\left(\bar{X} \times \overline{\mathbb{R}}_{+}\right)^{\infty}$ such that: (i) $x_{0} \in X$; (ii) for $n=1,2, \ldots, t_{n+1}>t_{n}$ if $t_{n}<\infty$ and $t_{n+1}=t_{n}$ if $t_{n}=\infty$; and, (iii) for $n=1,2, \ldots$, $x_{n}=x_{\infty}$ if and only if $t_{n}=\infty$. Observe that $\Omega$ is a measurable subset of $\left(\bar{X} \times \overline{\mathbb{R}}_{+}\right)^{\infty}$. Consider the measurable space $(\Omega, \mathscr{F})$, where $\mathscr{F}$ is the $\sigma$-algebra of the measurable subsets of $\Omega$. Define the random variables $x_{n}(\omega)=x_{n}, t_{n+1}(\omega)=t_{n+1}, n=0,1, \ldots, t_{0}(\omega)=0$, and $t_{\infty}(\omega)=\lim _{n \rightarrow \infty} t_{n}$ on the measurable space $(\Omega, \mathscr{F})$. Throughout our study on CTMDPs, we omit $\omega$ whenever possible. For all $t \in \mathbb{R}_{+}$let $\mathscr{F}_{t}:=\sigma\left(\mathfrak{B}(X), \mathscr{G}_{t}\right)$, where $\mathscr{G}_{t}:=\sigma\left(I\left\{x_{n} \in Z\right\} I\left\{t_{n} \leq s\right\}: n \geq 1, s \in[0, t], Z \in \mathfrak{B}(X)\right)$, and let $\mathscr{P}$ be the predictable $\sigma$-algebra on $\Omega \times \mathbb{R}_{+}$that is generated by sets of the form $\Gamma \times\{0\}$, $\Gamma \in \mathscr{F}_{0}$, and, $\left.\left.\Gamma \times\right] s, t\right], \Gamma \in \mathscr{F}_{s}, s, t \in \mathbb{R}_{+}$with $s<t$.

The jump process of interest, $\left\{\xi_{t}: t \in \mathbb{R}_{+}\right\}$, defined on $(\Omega, \mathscr{F})$ and adapted to the filtration $\left\{\mathscr{F}_{t}, t \in \mathbb{R}_{+}\right\}$is given by

$$
\begin{equation*}
\xi_{t}(\omega):=\sum_{n \geq 0} I\left\{t_{n} \leq t<t_{n+1}\right\} x_{n}+I\left\{t_{\infty} \leq t\right\} x_{\infty} . \tag{3.1}
\end{equation*}
$$

Along the trajectory $\omega$, observe that $\xi_{t}(\omega)$ is right continuous piecewise constant in $t$ and $\xi_{t^{-}}(\omega)=$
$\xi_{t}(\omega)$ (where $\xi_{0^{-}}(\omega):=\xi_{0}(\omega)$ ) for all $t \in \mathbb{R}_{+}$except for a countable set of jump times $t_{n}, n=$ $1,2, \ldots$. Thus, for notational convenience, we shall often replace $\xi_{t^{-}}$with $\xi_{t}$ whenever this does not lead to a confusion.

For a standard Borel space $(S, \mathfrak{B}(S))$, denote by $\mathscr{P}(S)$ the set of all probability measures on $(S, \mathfrak{B}(S))$. We now describe the different classes of policies considered in this thesis. Adjoin an isolated point $a_{\infty}$ to $A$, and let $\bar{A}:=A \cup\left\{a_{\infty}\right\}$ and $A\left(x_{\infty}\right):=a_{\infty}$. Consider the Borel $\sigma$-algebra $\mathfrak{B}(\bar{A}):=\sigma\left(\mathfrak{B}(A),\left\{a_{\infty}\right\}\right)$ on $\bar{A}$.

- A relaxed policy $\pi$ is a transition probability from $\left(\Omega \times \mathbb{R}_{+}, \mathscr{P}\right)$ to $(\bar{A}, \mathfrak{B}(\bar{A}))$ such that $\pi\left(A\left(\xi_{t^{-}}\right) \mid \omega, t\right)=1$.
- A relaxed policy $\varphi$ is called a relaxed Markov policy if $\varphi(\cdot \mid \omega, t)=\varphi\left(\cdot \mid \xi_{t^{-}}, t\right)$ for $t \in \mathbb{R}_{+}$.

Observe that a relaxed policy $\pi$ (respectively, a relaxed Markov policy $\varphi$ ) is a $\mathscr{P}$-measurable mapping from $\Omega \times \mathbb{R}_{+}$(respectively, from $\bar{X} \times \mathbb{R}_{+}$) to the metric space $\mathscr{P}(\bar{A})$ that is endowed with the topology of weak convergence. It follows from Jacod [17, Lemma 3.3] that the $\mathscr{P}$-measurability of the relaxed policy $\pi$ is equivalent to the existence of transition probabilities $\pi_{n}, n=0,1, \ldots$, from $\left(\Omega \times \mathbb{R}_{+}, \mathscr{F}_{t_{n}} \times \mathfrak{B}\left(\mathbb{R}_{+}\right)\right)$to $(A, \mathfrak{B}(A))$ concentrated on $A\left(x_{n}\right)$ such that, for all $n=0,1, \ldots$,

$$
\pi(\cdot \mid \omega, t)=\pi_{n}\left(\cdot \mid x_{0}, t_{1}, x_{1}, \ldots, t_{n}, x_{n}, t-t_{n}\right) \quad \text { on } \quad\left\{t_{n}<t \leq t_{n+1}\right\} .
$$

Hence, our terminology here is consistent with Feinberg [7].

### 3.3.1 Kitaev's construction of the probability measure defined by a policy

In this subsection, we provide a brief description of Kitaev's construction [24] of the probability measure of the jump process $\left\{\xi_{t}, t \in \mathbb{R}_{+}\right\}$controlled by an arbitrary policy $\pi$.

Let $q(z, a):=q(X \backslash\{x\} \mid z, a)$ for all $(z, a) \in G r(A)$ and $\bar{q}(z):=\sup _{a \in A(z)} q(z, a)$ for all $z \in X$. For all $Z \in \mathfrak{B}(X), z \in \bar{X}$ and $p \in \mathscr{P}(\bar{A})$, let

$$
\begin{equation*}
q(Z \mid z, p):=\int_{A(z)} q(Z \mid z, a) p(d a) \mathbf{I}\{z \in X\} \quad \text { and } \quad q(z, p):=q(X \backslash\{z\} \mid z, p) \tag{3.2}
\end{equation*}
$$

Here, following the tradition, we use the same notation $q$ on either side of the definitions in (3.2). The following assumption is necessary to define and analyse CTMDPs with relaxed actions, and we assume that it holds throughout our study on CTMDPs. In particular, for each $z \in X$, it guarantees that $q(Z \mid z, p)<\infty$ for all $Z \in \mathfrak{B}(X)$ and $p \in \mathscr{P}(\bar{A})$.

Assumption 3.3.1. $\bar{q}(z)<\infty$ for each $z \in X$.
For each policy $\pi$, let $\pi_{t}$ be the measure corresponding to the probability distribution $\pi(\cdot \mid \omega, t)$. Then the random measure $v^{\pi}$ given by

$$
\begin{equation*}
v^{\pi}(\omega ;[0, t], Z):=\int_{0}^{t} q\left(Z \backslash\left\{\xi_{s}\right\} \mid \xi_{s}, \pi_{s}\right) d s, \quad t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X) \tag{3.3}
\end{equation*}
$$

is predictable and $v^{\pi}(\{t\}, X)=v^{\pi}\left(\left[t_{\infty}, \infty[, X)=0\right.\right.$; see, e.g., Kitaev [24]. According to Jacod [17], the predictable random measure $v^{\pi}$ defined in (3.3) and a probability distribution $\gamma$ on $(X, \mathfrak{B}(X))$ define a unique probability measure $\mathbb{P}_{\gamma}^{\pi}$ on $(\Omega, \mathscr{F})$ such that $\mathbb{P}_{\gamma}^{\pi}\left(\xi_{0} \in Z\right)=\gamma(Z), Z \in \mathfrak{B}(X)$, and $v^{\pi}$ is the compensator (predictable projection) of the random measure $\mu$ on $\left(\mathbb{R}_{+} \times X\right)$,

$$
\begin{equation*}
\mu(\omega ;[0, t], Z)=\sum_{n \geq 1} I\left\{t_{n} \in[0, t]\right\} I\left\{x_{n} \in Z\right\}, \quad t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X), \tag{3.4}
\end{equation*}
$$

associated with the multivariate point process $\left(t_{n}, x_{n}\right)_{n \geq 1}$. If $\gamma(\{x\})=1$ for some $x \in X$, we shall write $\mathbb{P}_{x}^{\pi}$ instead of $\mathbb{P}_{\gamma}^{\pi}$. Let $\mathbb{E}_{\gamma}^{\pi}$ and $\mathbb{E}_{x}^{\pi}$ respectively denote the expectation with respect to the measures $\mathbb{P}_{\gamma}^{\pi}$ and $\mathbb{P}_{x}^{\pi}$.

We shall show in Chapter 4 that if $\pi$ is a relaxed Markov policy, then the jump process $\left\{\xi_{t}, t \geq 0\right\}$ defined by the compensator $v^{\pi}$ satisfying (3.3) is a jump Markov process. This result follows from Corollary 2.3.3.

### 3.4 Cost Criteria

For all $y, z \in X$ with $y \neq z$ and $p \in \mathscr{P}(A)$, let

$$
\begin{align*}
c(z, p) & :=\int_{A(z)} c(z, a) p(d a)  \tag{3.5}\\
C(z, p, y) & :=\int_{A(z)} C(z, a, y) p(d a) . \tag{3.6}
\end{align*}
$$

We now give a brief description of the different cost criteria considered in this thesis for CTMDPs. Given an initial distribution $\gamma$ on $X$, for any policy $\pi$ :
(i) the finite horizon expected total discounted cost is given by

$$
\begin{equation*}
V_{\alpha, T}(\gamma, \pi):=\mathbb{E}_{\gamma}^{\pi}\left[\int_{0}^{T \wedge t_{\infty}} e^{-\alpha s} c\left(\xi_{s}, \pi_{s}\right) d s+\sum_{n=1}^{N(T)} e^{-\alpha t_{n}} C\left(\xi_{t_{n-1}}, \pi_{t_{n}}, \xi_{t_{n}}\right)\right] \tag{3.7}
\end{equation*}
$$

where $T$ is the finite planning horizon, $N(T)$ is the number of jumps up to time $T$, and $\alpha \in] 0, \infty[$ is the discount factor.
(ii) Formula (3.7) with $\alpha=0$ defines the finite-horizon expected total cost denoted by $V_{0, T}(\gamma, \pi)$.
(iii) Formula (3.7) with $T=\infty$ defines the expected total discounted cost denoted by $V_{\alpha}(\gamma, \pi)$.
(iv) Formula (3.7) with $\alpha=0$ and $T=\infty$ defines the expected total cost denoted by $V_{0}(\gamma, \pi)$.
(v) If $\mathbb{P}_{\gamma}^{\pi}\left(\xi_{t} \in X\right)=1$ for all $t \in \mathbb{R}_{+}$, then the average cost per unit time is given by

$$
\begin{equation*}
W(\gamma, \pi)=\limsup _{T \rightarrow \infty} \frac{V_{0, T}(\gamma, \pi)}{T} . \tag{3.8}
\end{equation*}
$$

## Chapter 4

## Sufficiency of Markov policies in CTMDPs

In this chapter, we consider Borel state and action CTMDPs with unbounded transition rates and present the main result of this dissertation, Theorem 4.2.2. We show that the search for optimal policies in CTMDPs can be restricted to Markov policies for optimality criteria that depend only on marginal distributions of state-action pairs, like the expected total discounted and non-discounted costs and average costs per unit time.

### 4.1 Introduction

The first consideration of relaxed history dependent policies is by Kitaev [24]. He observed that an arbitrary policy for the CTMDP defines a compensator in a natural way and constructed the stochastic process via the compensator and the initial state distribution based on Jacod [17, Theorem 3.6]. Even though it is possible to consider history dependent policies for CTMDPs, most of the literature on CTMDPs considered relaxed Markov policies as the most general class of policies and established many of the existing facts such as optimality of certain policies within the class of relaxed Markov policies; see Guo and Hernández-Lerma [11]. In this chapter, we show that for any arbitrary policy there exists a relaxed Markov policy that performs equally, and thus, extending the previously established results within the class of relaxed Markov policies to hold within the class of all policies.

This chapter is organized as follows. In Section 4.2, we introduce marginal distributions on the state-action pairs and on the states of CTMDPs. For a policy $\pi$ we construct in Lemma 4.2.1 a relaxed Markov policy $\varphi$. Then, in Theorem 4.2.2, we state the main result of this dissertation that the marginal distributions coincide for these two policies. This theorem is similar to the well-known result by Derman and Strauch [4] for DTMDPs that states the sufficiency of Markov policies for objective criteria that depend only on the marginal distributions; see Theorem 5.2.1 in Appendix 5. The proof given by Derman and Strauch [4] for the discrete-time case is based on induction in the step number, and hence not applicable for continuous-time. The proof for the continuous-time case is based on the fact that the marginal distributions on the state for both the policies, $\pi$ and $\varphi$, satisfy Kolmogorov's forward equation defined by the Markov policy $\varphi$; Lemma 4.4.4. In Section 4.3, we apply the results in Chapter 2 and show that the jump process defined by a Markov policy is a jump Markov process whose marginal distribution on the state of the
process is the minimal non-negative solution of Kolmogorov's foward equation (4.10) defined by the Markov policy; Theorem 4.3.1. We also provide a sufficient condition for the marginal distribution on the state of the process to be the unique non-negative solution of Kolmogorov's forward equation (4.10) that takes values in $[0,1]$. The proof of the main result, Theorem 4.2.2, is provided in Section 4.4 after establishing few auxiliary results. Finally in Section 4.5 , we characterize the equivalence between the classes of history-dependent and Markov policies for objective criteria such as the expected discounted and non-discounted total costs and average costs per unit time.

### 4.2 Main result

Given an initial distribution $\gamma$, for any policy $\pi$, consider

$$
\begin{align*}
P_{\gamma}^{\pi}(t, Z, B) & :=\int_{\Omega} I\left\{\xi_{t} \in Z\right\} \pi(B \mid \omega, t) \mathbb{P}_{\gamma}^{\pi}(d \omega), & t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X), B \in \mathfrak{B}(A),  \tag{4.1}\\
P_{\gamma}^{\pi}(t, Z) & :=P_{\gamma}^{\pi}(t, Z, A)=\int_{\Omega} I\left\{\xi_{t} \in Z\right\} \mathbb{P}_{\gamma}^{\pi}(d \omega), & t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X), \tag{4.2}
\end{align*}
$$

where the equality in (4.2) is correct since $\left\{\xi_{t} \in X\right\}=\{\pi(A \mid \omega, t)=1\}$. Observe that (i) for fixed $t$, the functions $P_{\gamma}^{\pi}(t, \cdot \cdot \cdot)$ and $P_{\gamma}^{\pi}(t, \cdot)$ are measures on $(X \times A, \mathfrak{B}(X) \times \mathfrak{B}(A))$ and $(X, \mathfrak{B}(X))$, respectively, and (ii) $P_{\gamma}^{\pi}(t, Z)=\mathbb{P}_{\gamma}^{\pi}\left(\xi_{t} \in Z\right)$ for all $t \in \mathbb{R}_{+}$and $Z \in \mathfrak{B}(X)$. Similar to the notation $\mathbb{P}_{x}^{\pi}$, we shall write $P_{x}^{\pi}$ instead of $P_{\gamma}^{\pi}$ if $\gamma(\{x\})=1$ for some $x \in X$.

Lemma 4.2.1. Given an initial distribution $\gamma$, for every policy $\pi$ there exists a relaxed Markov policy $\varphi$ that satisfies, for all $t \in \mathbb{R}_{+}$,

$$
\begin{equation*}
\varphi(B \mid z, t)=\frac{P_{\gamma}^{\pi}(t, d z, B)}{P_{\gamma}^{\pi}(t, d z)}, \quad P_{\gamma}^{\pi}(t, \cdot)-\text { a.e. }, z \in X, B \in \mathfrak{B}(A) . \tag{4.3}
\end{equation*}
$$

Proof. Fix $t \in \mathbb{R}_{+}$such that $P_{\gamma}^{\pi}(t, X)>0$. By Bertsekas and Shreve [2, Corollary 7.27.1], there exists a transition probability $\varphi$ from $\left(X \times \mathbb{R}_{+}, \mathfrak{B}(X) \times \mathfrak{B}\left(\mathbb{R}_{+}\right)\right)$to $(A, \mathfrak{B}(A))$ satisfying

$$
\begin{equation*}
P_{\gamma}^{\pi}(t, Z, B)=\int_{Z} \varphi(B \mid z, t) P_{\gamma}^{\pi}(t, d z), \quad Z \in \mathfrak{B}(X), B \in \mathfrak{B}(A) \tag{4.4}
\end{equation*}
$$

which, by definition, is equivalent to (4.3). Since the measure $P_{\gamma}^{\pi}(t, \cdot, \cdot)$ is concentrated on $\operatorname{Gr}(A)$, the transition probability $\varphi$ can be defined in such a way that $\varphi(A(z) \mid z, t)=1$ for all $z \in X$ and (4.4) holds. Therefore, if $P_{\gamma}^{\pi}(t, X)>0$, then (4.3) holds. Alternatively, fix $t \in \mathbb{R}_{+}$such that $P_{\gamma}^{\pi}(t, X)=0$. Then, (4.3) holds for any relaxed Markov policy $\varphi$. Thus, (4.3) holds for all $t \in \mathbb{R}_{+}$.

The following theorem is the main result of this dissertation.
Theorem 4.2.2. Let the initial distribution $\gamma$ be fixed. For any policy $\pi$, consider a relaxed Markov policy $\varphi$ satisfying (4.3). Then

$$
\begin{equation*}
P_{\gamma}^{\varphi}(t, Z, B)=P_{\gamma}^{\pi}(t, Z, B), \quad Z \in \mathfrak{B}(X), B \in \mathfrak{B}(A), t \in \mathbb{R}_{+} . \tag{4.5}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
P_{\gamma}^{\varphi}(t, Z)=P_{\gamma}^{\pi}(t, Z), \quad Z \in \mathfrak{B}(X), t \in \mathbb{R}_{+} . \tag{4.6}
\end{equation*}
$$

The proof of Theorem 4.2.2 is given in Section 4.4.

### 4.3 Kolmogorov's forward equation for CTMDPs controlled by Markov policies

In this section, we apply the results on Kolmogorov's forward equation in Chapter 2 to CTMDPs controlled by Markov policies. Let $\varphi$ be a Markov policy. Then, it follows immediately that the transition rate function $q\left(Z \mid z, \varphi_{t}\right), Z \in \mathfrak{B}(X), z \in X$, and $t \in \mathbb{R}_{+}$, is a $Q$-function (see Chapter 2 for definition of a $Q$-function). In view of Theorem 2.5.1, the minimal non-negative solution of Kolmogorov's forward equation defined by the $Q$-function $q\left(Z \mid z, \varphi_{t}\right), z \in X, t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, is a transition function of a jump Markov process. This approach to construct the jump process defined by a Markov policy is adapted in many of the studies on CTMDPs controlled by Markov policies including the monograph Guo and Hernández-lerma [11]; see also Kakumanu [19], Miller [27, 28]. However, as mentioned in Chapter 3, the jump process defined by any policy can be constructed using the compensator of the random measure of the multivariate point process. The following theorem shows that the two ways to construct the jump process defined by a Markov policy: (i) via the compensator of the random measure of multivariate point process, and (ii) as the minimal non-negative solution of Kolmogorov's forward equation (4.10) are equivalent.

Consider the transition function $P^{\varphi}(u, z ; t, Z)$, where $u, t \in \mathbb{R}_{+}, u<t, z \in X$, and $Z \in \mathfrak{B}(X)$, given below, that is obtained by replacing the generic $Q$-function $q(z, t, Z), z \in X, t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, in (2.17)-(2.19) with the specific function $q\left(Z \mid z, \varphi_{t}\right), z \in X, t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$. For all $u, t \in \mathbb{R}_{+}$, $u<t, z \in X$, and $Z \in \mathfrak{B}(X)$, define

$$
\begin{equation*}
P^{(\varphi, 0)}(u, z ; t, Z)=I\{z \in Z\} e^{-\int_{u}^{t} q\left(z, \varphi_{w}\right) d w} \tag{4.7}
\end{equation*}
$$

and for $m=1,2, \ldots$, define

$$
\begin{equation*}
P^{(\varphi, m)}(u, z ; t, Z)=\int_{u}^{t} \int_{X \backslash\{z\}} e^{-\int_{u}^{s} q\left(z, \varphi_{w}\right) d w} q\left(d y \mid z, \varphi_{s}\right) P^{(\varphi, m-1)}(s, y ; t, Z) d s \tag{4.8}
\end{equation*}
$$

Set

$$
\begin{equation*}
P^{\varphi}(u, z ; t, Z):=\sum_{m=0}^{\infty} P^{(\varphi, m)}(u, z ; t, Z) . \tag{4.9}
\end{equation*}
$$

Let $Y_{\varphi}$ be the collection of Borel subsets of $X$ such that

$$
Y_{\varphi}=\left\{Z \in \mathfrak{B}(X): \sup _{t \in \mathbb{R}_{+}, z \in Z} q\left(z, \varphi_{t}\right)<\infty\right\} .
$$

Theorem 4.3.1. Let the initial state $x$ be fixed. For any Markov policy $\varphi$, the following statements hold:
(i) the jump process $\left\{\xi_{t}: t \in \mathbb{R}_{+}\right\}$defined in (3.1) by the compensator $v^{\varphi}$ satisfying (3.3) is a jump Markov process with transition function $P^{\varphi}(u, z ; t, B)$ defined in (4.9).
(ii) the function $P_{x}^{\varphi}(t, Z)$ is the minimal non-negative solution of Kolmogorov's forward equation,

$$
\begin{equation*}
P(t, Z)=I\{x \in Z\}+\int_{0}^{t} \int_{X} q\left(Z \mid z, \varphi_{s}\right) P(s, d z) d s, \quad t>0, Z \in Y_{\varphi} \tag{4.10}
\end{equation*}
$$

In addition, if $X \in Y_{\varphi}$, then $P_{x}^{\varphi}(t, Z)$ is the unique non-negative function with values in $[0,1]$ for which statement (i) holds.

Proof. (i) Assumption 3.3.1 and (3.2) imply that

$$
\begin{equation*}
\sup _{t \in \mathbb{R}_{+}} q\left(z, \varphi_{t}\right)=\sup _{t \in \mathbb{R}_{+}} \int_{A(z)} q(z, a) \varphi(d a \mid z, t) \leq \bar{q}(z)<\infty, \quad z \in X \tag{4.11}
\end{equation*}
$$

That is, the transition rate function $q\left(Z \mid z, \varphi_{t}\right), Z \in \mathfrak{B}(X), z \in X, t \in \mathbb{R}_{+}$, is a $Q$-function satisfying Assumption 2.2.2 in Chapter 2. Thus, in view of Corollary 2.3.3, we have that statement (i) of the theorem holds.
(ii) From (4.2) and (2.2) with $u=0$ for the jump Markov process defined by the Markov policy $\varphi$,

$$
\begin{equation*}
P_{x}^{\varphi}(t, Z)=\mathbb{P}_{x}^{\varphi}\left(\xi_{t} \in Z\right)=P^{\varphi}(0, x ; t, Z), \quad t>0, Z \in \mathfrak{B}(X) \tag{4.12}
\end{equation*}
$$

The above equality, (4.11), and Corollary 2.6 .3 with $q(z, s, Z)=q\left(Z \mid z, \varphi_{s}\right), T_{0}=0$, and $T_{1}=\infty$ imply that the second statement of the theorem holds.

Remark 4.3.1. In view of Lemma 2.2.1(i), the collection of Borel subsets $Y^{\varphi}$ contains, among others, a sequence of Borel subsets $X_{\varphi}^{n} \uparrow X$ as $n \rightarrow \infty$. Therefore, $Y^{\varphi} \neq \emptyset$.

### 4.4 Proof of Theorem 4.2.2

A set $Z \in \mathfrak{B}(X)$ is called a $q$-bounded set if $\sup _{z \in Z} \bar{q}(z)<\infty$. Given an initial state $x$ and any policy $\pi$, for each $t \in \mathbb{R}_{+}$, a set $Z \in \mathfrak{B}(X)$ is called an $(x, \pi, t)$-bounded set if $\int_{0}^{t} \mathbb{E}_{x}^{\pi} q\left(\xi_{s}, \pi_{s}\right) I\left\{\xi_{s} \in\right.$ $Z\} d s<\infty$, and if the set $Z \in \mathfrak{B}(X)$ is $(x, \pi, t)$-bounded for all $t \in \mathbb{R}_{+}$we say the set is $(x, \pi)$ bounded. Note that, if a set $Z$ is a $q$-bounded set, then it is also an $(x, \pi)$-bounded set for all $x \in X$ and for any policy $\pi$. The jump process $\left\{\xi_{t}: t \in \mathbb{R}_{+}\right\}$defined by a policy $\pi$ is called non-explosive if $\mathbb{P}_{x}^{\pi}\left(\xi_{t} \in X\right)=1$ for all $x \in X$ and $t \in \mathbb{R}_{+}$.

### 4.4.1 Marginal distributions for an arbitrary policy satisfy Kolmogorov's forward equation

To study the jump process associated with a history dependent policy $\pi$ and initial state $x$, Kitaev [24, Lemma 4] established the following equation for a uniformly bounded transition kernel
$q$. Given a policy $\pi$ and initial state $x$, for all $t \in \mathbb{R}_{+}$, and $Z \in \mathfrak{B}(X)$,

$$
\begin{equation*}
P_{x}^{\pi}(t, Z)=I\{x \in Z\}+\mathbb{E}_{x}^{\pi}\left(\int_{0}^{t} q\left(Z \mid \xi_{s}, \pi_{s}\right) d s\right) \tag{4.13}
\end{equation*}
$$

By imposing additional conditions on the transition kernel $q$ to ensure that the jump process is non-explosive for any policy, Guo and Song [14, Theorem 3.1] showed that (4.13) holds for all $q$-bounded sets $Z \in \mathfrak{B}(X)$ and, under slightly weaker conditions for non-explosiveness than those considered by Guo and Song [14], Piunovskiy and Zhang [29, Proposition A.1] established (4.13) for all $Z \in \mathfrak{B}(X)$. Given a policy $\pi$ and initial state $x$, Theorem 4.4.2 establishes (4.13) for all $t \in \mathbb{R}_{+}$and $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$, and thus (4.13) holds for an explosive process.

The following lemma is used in the proof of Theorem 4.4.2. Given a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ with a right-continuous and complete filtration $\left\{\mathscr{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$, a random measure $v:(\Omega \times$ $\left.\mathfrak{B}\left(\mathbb{R}_{+}\right) \times \mathfrak{B}(X)\right) \rightarrow \mathbb{R}_{+}$is called a compensator of the random measure $\mu:\left(\Omega \times \mathfrak{B}\left(\mathbb{R}_{+}\right) \times \mathfrak{B}(X)\right) \rightarrow$ $\mathbb{R}_{+}$if (i) for each $Z \in \mathfrak{B}(X)$, the process $\{v(\omega ;[0, t], Z)\}_{t \in \mathbb{R}_{+}}$is measurable with respect to the predictable $\sigma$-algebra $\mathscr{P}$ of $\left(\Omega \times \mathbb{R}_{+}\right)$, and (ii) for any non-negative $\mathscr{P} \times \mathfrak{B}(X)$-measurable function $f(\omega, t, z)$,

$$
\mathbb{E}\left(\int_{0}^{\infty} \int_{X} f(\omega, s, z) \mu(\omega ; d s, d z)\right)=\mathbb{E}\left(\int_{0}^{\infty} \int_{X} f(\omega, s, z) v(\omega ; d s, d z)\right)
$$

where $\mathbb{E}$ denotes the expectation with respect to the probability measure $\mathbb{P}$; Kallenberg [20, p. 422].
Lemma 4.4.1. Let the initial state $x$ be fixed. For any policy $\pi$, the random measure $\tilde{v}^{\pi}$ given by

$$
\begin{equation*}
\tilde{v}^{\pi}(\omega ;[0, t], Z):=\int_{0}^{t} q\left(\xi_{s}, \pi_{s}\right) I\left\{\xi_{s} \in Z\right\} d s, \quad t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X) \tag{4.14}
\end{equation*}
$$

is a compensator for the random measure $\tilde{\mu}$ given by

$$
\begin{equation*}
\tilde{\mu}(\omega ;[0, t], Z):=\sum_{n \geq 1} I\left\{t_{n} \in[0, t]\right\} I\left\{x_{n-1} \in Z\right\}, \quad t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X) \tag{4.15}
\end{equation*}
$$

with respect to the probability space $\left(\Omega, \mathscr{F},\left\{\mathscr{F}_{t}\right\}_{t \geq 0}, \mathbb{P}_{x}^{\pi}\right)$.
Proof. See the proof of Lemma 4 in Kitaev [24].
Theorem 4.4.2. Let the initial state $x \in X$ be fixed. For any policy $\pi$, formula (4.13) holds for all $t \in \mathbb{R}_{+}$and $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$.

Proof. For all $m=0,1, \ldots, t \in \mathbb{R}_{+}$, and $Z \in \mathfrak{B}(X)$, as the number of jumps in the interval $\left[0, t \wedge t_{m}\right]$ is bounded by $m$ and the random measures $\mu\left(\left[0, t \wedge t_{m}\right], Z\right)$ and $\tilde{\mu}\left(\left[0, t \wedge t_{m}\right], Z\right)$ defined in (3.4) and (4.15), respectively, give the number of jumps into and out of $Z$ (including within itself) in the interval $\left[0, t \wedge t_{m}\right]$,

$$
\begin{equation*}
I\left\{\xi_{t \wedge t_{m}} \in Z\right\}=I\{x \in Z\}+\mu\left(\left[0, t \wedge t_{m}\right], Z\right)-\tilde{\mu}\left(\left[0, t \wedge t_{m}\right], Z\right) \tag{4.16}
\end{equation*}
$$

Taking expectation with respect to $\mathbb{P}_{x}^{\pi}$ on both sides of the above equality, for all $t \in \mathbb{R}_{+}$and $Z \in \mathfrak{B}(X)$,

$$
\begin{equation*}
\mathbb{P}_{x}^{\pi}\left(\xi_{t \wedge t_{m}} \in Z\right)=I\{x \in Z\}+\mathbb{E}_{x}^{\pi}\left(\mu\left(\left[0, t \wedge t_{m}\right], Z\right)\right)-\mathbb{E}_{x}^{\pi}\left(\tilde{\mu}\left(\left[0, t \wedge t_{m}\right], Z\right)\right) \tag{4.17}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\mathbb{E}_{x}^{\pi}\left(\mu\left(\left[0, t \wedge t_{m}\right], Z\right)\right) \leq \mathbb{E}_{x}^{\pi}\left(\tilde{\mu}\left(\left[0, t \wedge t_{m}\right], Z\right)\right)+1 \tag{4.18}
\end{equation*}
$$

Next, we show that for each $t \in \mathbb{R}_{+}$(4.17) holds with $m=\infty$ for all $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$. Fix an arbitrary $t \in \mathbb{R}_{+}$. For all $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$,

$$
\begin{align*}
\mathbb{E}_{x}^{\pi}\left(\tilde{\mu}\left(\left[0, t \wedge t_{\infty}\right], Z\right)\right) & =\mathbb{E}_{x}^{\pi}\left(\tilde{v}^{\pi}\left(\left[0, t \wedge t_{\infty}\right], Z\right)\right)=\mathbb{E}_{x}^{\pi} \int_{0}^{t \wedge t_{\infty}} q\left(\xi_{s}, \pi_{s}\right) I\left\{\xi_{s} \in Z\right\} d s  \tag{4.19}\\
& \leq \int_{0}^{t} \mathbb{E}_{x}^{\pi} q\left(\xi_{s}, \pi_{s}\right) I\left\{\xi_{s} \in Z\right\} d s<\infty
\end{align*}
$$

where the first equality is correct since $\tilde{v}^{\pi}$ is a compensator of the measure $\tilde{\mu}$; Lemma 4.4.1, the second equality is (4.14), the third inequality is straightforward, and the last one follows from the definition of $(x, \pi, t)$-bounded sets. Then (4.18), (4.19), and the property that $\mu\left(\left[0, t \wedge t_{m}\right], Z\right)$ and $\tilde{\mu}\left(\left[0, t \wedge t_{m}\right], Z\right)$ are non-decreasing in $m$ for each $Z$ imply that, for all $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$,

$$
\begin{align*}
\lim _{m \rightarrow \infty} \mathbb{E}_{x}^{\pi}\left(\mu\left(\left[0, t \wedge t_{m}\right], Z\right)\right) & =\mathbb{E}_{x}^{\pi}\left(\mu\left(\left[0, t \wedge t_{\infty}\right], Z\right)\right)<\infty  \tag{4.20}\\
\lim _{m \rightarrow \infty} \mathbb{E}_{x}^{\pi}\left(\tilde{\mu}\left(\left[0, t \wedge t_{m}\right], Z\right)\right) & =\mathbb{E}_{x}^{\pi}\left(\tilde{\mu}\left(\left[0, t \wedge t_{\infty}\right], Z\right)\right)<\infty \tag{4.21}
\end{align*}
$$

Observe that for all $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$

$$
\begin{align*}
\lim _{m \rightarrow \infty} \mathbb{P}_{x}^{\pi}\left(\xi_{t \wedge t_{m}} \in Z\right) & =\mathbb{P}_{x}^{\pi}\left(\xi_{t} \in Z, t<t_{\infty}\right)+\lim _{m \rightarrow \infty} \mathbb{P}_{x}^{\pi}\left(\xi_{t_{m}} \in Z, t \geq t_{m}\right)  \tag{4.22}\\
& =\mathbb{P}_{x}^{\pi}\left(\xi_{t} \in Z, t<t_{\infty}\right)=\mathbb{P}_{x}^{\pi}\left(\xi_{t \wedge t_{\infty}} \in Z\right),
\end{align*}
$$

where the first equality holds because $t_{m} \uparrow t_{\infty}$ as $m \rightarrow \infty$, the second equality holds because $\lim _{m \rightarrow \infty} \mathbb{P}_{x}^{\pi}\left(\xi_{t_{m}} \in\right.$ $\left.Z, t \geq t_{m}\right)=0$, and the last one holds because $\left\{\xi_{t} \in X\right\}=\left\{t<t_{\infty}\right\}$. Indeed, let limsup $\operatorname{sim}_{m \rightarrow \infty} \mathbb{P}_{x}^{\pi}\left(\xi_{t_{m}} \in\right.$ $\left.Z, t \geq t_{m}\right)=p>0$. Then there exists a subsequence $\left\{m_{k}, k=1,2, \ldots\right\}$ such that $\mathbb{P}_{x}^{\pi}\left(\xi_{t_{m_{k}}} \in Z, t \geq\right.$ $\left.t_{m_{k}}\right)>\frac{p}{2}$ for all $k=1,2, \ldots$. This fact, (3.4), and the property $\left\{t_{m} \in[0, t]\right\}=\left\{t_{m} \in\left[0, t \wedge t_{\infty}\right]\right\}$ for all $m=0,1, \ldots$ imply that, for all $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$,

$$
\left.\left.\mathbb{E}_{x}^{\pi}\left(\mu\left(\left[0, t \wedge t_{\infty}\right], Z\right]\right)\right)=\mathbb{E}_{x}^{\pi}(\mu([0, t], Z])\right) \geq \sum_{k=1,2, \ldots} \mathbb{P}_{x}^{\pi}\left(t_{m_{k}} \in[0, t], x_{m_{k}} \in Z\right)=\infty
$$

which contradicts (4.20). This contradiction implies that $\lim _{m \rightarrow \infty} \mathbb{P}_{x}^{\pi}\left(\xi_{t_{m}} \in Z, t \geq t_{m}\right)=0$ for all ( $x, \pi, t$ )-bounded sets $Z \in \mathfrak{B}(X)$. Therefore, (4.22) holds which together with (4.17), (4.20), and (4.21) implies that, for each $t$, (4.17) holds with $m=\infty$ for all $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$.

To complete the proof, observe that, for all $t \in \mathbb{R}_{+}$and $Z \in \mathfrak{B}(X)$, (i) $\mu([0, t], Z)=\mu([0, t \wedge$
$\left.\left.t_{\infty}\right], Z\right)$ and $\tilde{\mu}([0, t], Z)=\tilde{\mu}\left(\left[0, t \wedge t_{\infty}\right], Z\right)$, and (ii) $P_{x}^{\pi}(t, Z)=\mathbb{P}_{x}^{\pi}\left(\xi_{t \wedge t_{\infty}} \in Z\right)$. We remark that (i) holds because $\left\{t_{m} \in[0, t]\right\}=\left\{t_{m} \in\left[0, t \wedge t_{\infty}\right]\right\}, m=0,1, \ldots$, and (ii) follows from (4.2) and the property $\left\{\xi_{t \wedge t_{\infty}} \in Z\right\}=\left\{\xi_{t} \in Z, t<t_{\infty}\right\}=\left\{\xi_{t} \in Z\right\}$. Then, for all $t \in \mathbb{R}_{+}$and for all $(x, \pi, t)$-bounded sets $Z \in \mathfrak{B}(X)$,

$$
\begin{aligned}
P_{x}^{\pi}(t, Z) & =I\{x \in Z\}+\mathbb{E}_{x}^{\pi}\left(\mu^{\pi}([0, t] \times Z)-\tilde{\mu}^{\pi}([0, t] \times Z)\right) \\
& =I\{x \in Z\}+\mathbb{E}_{x}^{\pi}\left(v^{\pi}([0, t] \times Z)-\tilde{v}^{\pi}([0, t] \times Z)\right) \\
& =I\{x \in Z\}+\mathbb{E}_{x}^{\pi}\left(\int_{0}^{t} q\left(Z \backslash\left\{\xi_{s}\right\} \mid \xi_{s}, \pi_{s}\right) d s-\int_{0}^{t} q\left(\xi_{s}, \pi_{s}\right) I\left\{\xi_{s} \in Z\right\} d s\right) \\
& =I\{x \in Z\}+\mathbb{E}_{x}^{\pi}\left(\int_{0}^{t} q\left(Z \mid \xi_{s}, \pi_{s}\right) d s\right),
\end{aligned}
$$

where the first equality follows from observations (i) and (ii) given above and from (4.17) with $m=\infty$, the second equality holds since $v^{\pi}$ and $\tilde{v}^{\pi}$ are respectively the compensator of the measures $\mu$ and $\tilde{\mu}$, the third equality follows from (3.3) and (4.14), and the last one follows from (3.2).

Corollary 4.4.3 follows immediately from Theorem 4.4.2 and is useful to prove Lemma 4.4.4.
Corollary 4.4.3. Let the initial state $x \in X$ be fixed. Then, for each policy $\pi$, (4.13) holds for all $t \in \mathbb{R}_{+}$and $(x, \pi)$-bounded sets $Z \in \mathfrak{B}(X)$.

Proof. The statement of this corollary follows immediately from Theorem 4.4.2 and the fact that an $(x, \pi)$-bounded set is $(x, \pi, t)$-bounded for all $t \in \mathbb{R}_{+}$.

The following lemma plays the pivotal role in the proof of the main theorem, Theorem 4.2.2. It establishes that, given an initial state $x$, for any policy $\pi$ the function $P_{x}^{\pi}(t, Z), t \in \mathbb{R}_{+}, Z \in$ $\mathfrak{B}(X)$, satisfies Kolmogorov's forward equation (4.10) corresponding to relaxed Markov policy $\varphi$ satisfying (4.3) with $\gamma(\{x\})=1$. In particular, it establishes that (4.6) holds if the transition rates $q\left(z, \varphi_{t}\right), z \in X, t \in \mathbb{R}_{+}$, are uniformly bounded.

Lemma 4.4.4. Let the initial state $x$ be fixed. For each policy $\pi$, consider a relaxed Markov policy $\varphi$ satisfying (4.3) with $\gamma=\delta_{x}$. Then, (i) The function $P_{x}^{\pi}(t, Z), t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, satisfies Kolmogorov's forward equation (4.10), (ii) $P_{x}^{\pi}(t, Z) \geq P_{x}^{\varphi}(t, Z)$ for all $t \in \mathbb{R}_{+}$and $Z \in \mathfrak{B}(X)$, and (iii) if $X \in Y_{\varphi}$, then (4.6) holds for all $t \in \mathbb{R}_{+}$and $Z \in \mathfrak{B}(X)$.

Proof. Observe that, for each $t$, the function $P_{x}^{\pi}(t, \cdot)$ is a nonnegative measure on $(X, \mathfrak{B}(X))$ and take values in $[0,1]$. Thus, if statement (i) of the lemma holds, it follows from the property that $P_{x}^{\pi}(0, Z)=P_{x}^{\varphi}(0, Z)=I\{x \in Z\}$ for all $Z \in \mathfrak{B}(X)$ and Theorem 4.3.1 that statements (ii) and (iii) of the lemma hold. The rest of the proof establishes statement (i) of the lemma.

For all $Y, Z \in \mathfrak{B}(X)$ and $t \in \mathbb{R}_{+}$,

$$
\mathbb{E}_{x}^{\pi}\left[q\left(Z \backslash\left\{\xi_{t}\right\} \mid \xi_{t}, \pi_{t}\right) I\left\{\xi_{t} \in Y\right\}\right]=\int_{\Omega} \int_{A} q\left(Z \backslash\left\{\xi_{t}\right\} \mid \xi_{t}, a\right) \pi(d a \mid \omega, t) I\left\{\xi_{t} \in Y\right\} \mathbb{P}_{x}^{\pi}(d \omega)
$$

$$
\begin{align*}
& =\int_{A} \int_{\Omega} q\left(Z \backslash\left\{\xi_{t}\right\} \mid \xi_{t}, a\right) \pi(d a \mid \omega, t) I\left\{\xi_{t} \in Y\right\} \mathbb{P}_{x}^{\pi}(d \omega)=\int_{A} \int_{Y} q(Z \backslash\{z\} \mid z, a) P_{x}^{\pi}(t, d z, d a)  \tag{4.23}\\
& =\int_{Y} \int_{A} q(Z \backslash\{z\} \mid z, a) \varphi(d a \mid z, t) P_{x}^{\pi}(t, d z)=\int_{Y} q\left(Z \backslash\{z\} \mid z, \varphi_{t}\right) P_{x}^{\pi}(t, d z),
\end{align*}
$$

where the first equality follows from the definition of expectation and (3.2), the second equality is obtained by interchanging the order of integration, the third equality follows from (4.1), the fourth equality follows from (4.4) and from interchanging the order of integration, and the last one follows from (3.2). In particular, (4.23) with $Z=X$ and (3.2) imply that

$$
\begin{equation*}
\mathbb{E}_{x}^{\pi} q\left(\xi_{t}, \pi_{t}\right) I\left\{\xi_{t} \in Y\right\}=\int_{Y} q\left(z, \varphi_{t}\right) P_{x}^{\pi}(t, d z), \quad t \in \mathbb{R}_{+}, Y \in \mathfrak{B}(X) \tag{4.24}
\end{equation*}
$$

Then for all $Z \in \mathfrak{B}(X)$ and $t \in \mathbb{R}_{+}$

$$
\begin{align*}
\mathbb{E}_{x}^{\pi}\left[q\left(Z \mid \xi_{t}, \pi_{t}\right)\right] & =\mathbb{E}_{x}^{\pi}\left[q\left(Z \backslash\left\{\xi_{t}\right\} \mid \xi_{t}, \pi_{t}\right) I\left\{\xi_{t} \in X\right\}\right]-\mathbb{E}_{x}^{\pi}\left[q\left(\xi_{t}, \pi_{t}\right) I\left\{\xi_{t} \in Z\right\}\right] \\
= & \int_{X} q\left(Z \backslash\{z\} \mid z, \varphi_{t}\right) P_{x}^{\pi}(t ; d z)-\int_{Z} q\left(z, \varphi_{t}\right) P_{x}^{\pi}(t ; d z)=\int_{X} q\left(Z \mid z, \varphi_{t}\right) P_{x}^{\pi}(t, d z), \tag{4.25}
\end{align*}
$$

where the first and last equalities follows from (3.2), and the second equality follows from (4.23) with $Y=X$ and from (4.24) with $Y=Z$. Therefore, it follows from Corollary 4.4.3 and from (4.25) that the function $P_{x}^{\pi}(t, Z), t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, satisfies (4.10) for all $t \in \mathbb{R}_{+}$and $(x, \pi)$-bounded sets $Z \in \mathfrak{B}(X)$. In fact, it follows from (4.24) with $Y=Z$ that if $Z \in Y_{\varphi}$, then $Z$ is an $(x, \pi)$-bounded set. Thus, the function $P_{x}^{\pi}(t, Z)$ defined in (4.2) satisfies Kolmogorov's forward equation (4.10).

Lemma 4.4.5 shows that to prove the main theorem it is sufficient to show that (4.6) holds for the policies $\pi$ and $\varphi$ satisfying (4.3). The proof of Theorem 4.2.2 is then provided after giving few auxiliary results.

Lemma 4.4.5. Given an initial distribution $\gamma$ on $X$, for each policy $\pi$ consider a relaxed Markov policy $\varphi$ satisfying (4.3). Then, formula (4.6) implies formula (4.5).

Proof. Assume that (4.6) holds. Then, for all $t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, and $B \in \mathfrak{B}(A)$,

$$
\begin{align*}
P_{\gamma}^{\varphi}(t, Z, B) & =\int_{\Omega} I\left\{\xi_{t} \in Z\right\} \varphi\left(B \mid \xi_{t}, t\right) \mathbb{P}_{\gamma}^{\varphi}(d \omega)=\int_{Z} \varphi(B \mid z, t) P_{\gamma}^{\varphi}(t, d z)  \tag{4.26}\\
& =\int_{Z} \varphi(B \mid z, t) P_{\gamma}^{\pi}(t, d z)=P_{\gamma}^{\pi}(t, Z, B),
\end{align*}
$$

where the first equality follows from (4.1) and the equality $\varphi(\cdot \mid \omega, t)=\varphi\left(\cdot \mid \xi_{t}, t\right)$, the second equality follows from (4.2), the third equality follows from the assumption that (4.6) holds for all $t \in \mathbb{R}_{+}$ and $Z \in \mathfrak{B}(X)$, and the last one holds due to (4.3).

It follows from Lemma 4.4.4 and Lemma 4.4.5 that the main theorem holds if the initial state distribution is a Dirac measure and the transition rates $q\left(z, \varphi_{t}\right), z \in X, t \in \mathbb{R}_{+}$, defined by the relaxed Markov policy $\varphi$ satisfying (4.3), are uniformly bounded. In the general case, we approximate the
state space $X$ by measurable subsets $X^{n}, n=1,2, \ldots$, of $X$ such that $X^{n} \uparrow X$ as $n \rightarrow \infty$, and consider policies $\pi^{(n)}, n=1,2, \ldots$, such that $\pi^{(n)}$ coincides with $\pi$ on $X^{n}$ and all the states $z \in X \backslash X^{n}$ are absorbing under the policy $\pi^{(n)}$. For each policy $\pi^{(n)}, n=1,2, \ldots$, we establish the existence of a relaxed Markov policy $\varphi^{n}, n=1,2, \ldots$, such that the marginal distributions coincide for these two policies. The proof of the main theorem follows from these approximations; see the diagram below.

$$
\begin{aligned}
P_{x}^{\pi^{(n)}}(t, Z, B) & \rightarrow P_{x}^{\pi}(t, Z, B) \\
P_{x}^{\varphi^{n}}(t, Z, B) & \rightarrow P_{x}^{\varphi}(t, Z, B)
\end{aligned} \Longrightarrow P_{x}^{\varphi}(t, Z, B)=P_{x}^{\pi}(t, Z, B) .
$$

Figure 4.1: Major steps of the proof of Theorem 4.2.2

Lemma 4.4.6. There exists a sequence of measurable subsets $X^{n}$ of $X$ such that $\sup _{z \in X^{n}} \bar{q}(z)<n$ for all $n=1,2, \ldots$ and $X^{n} \uparrow X$ as $n \rightarrow \infty$.

Proof. The statement of the lemma follows from the arguments in the proof of Lemma 2.2.1(i) given for the measurable function $q(x, a)$ instead of for the measurable function $q(x, t)$.

For an isolated point $\tilde{a} \notin A$, define $\tilde{A}:=A \cup\{\tilde{a}\}$ and $\tilde{A}(x):=A(x) \cup\{\tilde{a}\}, x \in X$. Consider the Borel $\sigma$-algebra $\mathfrak{B}(\tilde{A}):=\sigma(\mathfrak{B}(A),\{\tilde{a}\})$ on $\tilde{A}$. For all $x \in X, a \in \tilde{A}(x)$, and $Z \in \mathfrak{B}(X)$, define the new transition intensity $\tilde{q}$ by

$$
\begin{equation*}
\tilde{q}(Z \mid x, a):=q(Z \mid x, a) I\{x \in X, a \in A(x)\}, \quad Z \in \mathfrak{B}(X), x \in X, a \in \tilde{A}(x) . \tag{4.27}
\end{equation*}
$$

Consider the extended CTMDP $\{X, \tilde{A}, \tilde{A}(x), \tilde{q}(\cdot \mid x, a)\}$. Let $\tilde{q}(x, a):=\tilde{q}(X \backslash\{x\} \mid x, a), x \in X, a \in$ $\tilde{A}(x)$, and $\bar{q}\left(x_{\infty}\right):=0$. Note that any policy $\pi$ in the original CTMDP $\{X, A, A(x), q(\cdot \mid x, a)\}$ is a policy in the extended CTMDP that does not select the action $\tilde{a}$.

Consider the measurable subsets $X^{n}, n=1,2, \ldots$, of $X$ whose existence is stated in Lemma 4.4.6. For a policy $\pi$ in the original CTMDP, let $\pi^{(n)}, n=1,2, \ldots$, be a policy in the extended CTMDP such that, for all $B \in \mathfrak{B}(\tilde{A}), \omega \in \Omega$, and $t \in \mathbb{R}_{+}$,

$$
\begin{equation*}
\pi^{(n)}(B \mid \omega, t):=\pi(B \backslash\{\tilde{a}\} \mid \omega, t) I\left\{\xi_{t} \in X^{n} \cup\left\{x_{\infty}\right\}\right\}+I\{\tilde{a} \in B\} I\left\{\xi_{t} \in X \backslash X^{n}\right\} \tag{4.28}
\end{equation*}
$$

Lemma 4.4.7. For a policy $\pi$ in the original CTMDP, let $\pi^{(n)}, n=1,2, \ldots$, be a policy in the extended CTMDP satisfying (4.28). Then, given an initial distribution $\gamma$,

$$
\begin{equation*}
P_{\gamma}^{\pi^{(n)}}(t, Z, B) \uparrow P_{\gamma}^{\pi}(t, Z, B) \quad \text { as } \quad n \rightarrow \infty, \tag{4.29}
\end{equation*}
$$

for all $t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, and $B \in \mathfrak{B}(A)$.
Proof. For $n=1,2, \ldots$, define the function $\tau_{n}: \Omega \rightarrow \mathbb{R}_{+}$,

$$
\begin{equation*}
\tau_{n}(\omega):=\inf \left\{t \in \mathbb{R}_{+}: \xi_{t}(\omega) \in X \backslash X^{n}\right\}, \quad \omega \in \Omega, \tag{4.30}
\end{equation*}
$$

where $\inf \{\emptyset\}:=\infty$. Observe that, for all $n=1,2, \ldots, t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, and $B \in \mathfrak{B}(A)$,

$$
\begin{align*}
& P_{\gamma}^{\pi^{(n)}}(t, Z, B)=\int_{\Omega} I\left\{\xi_{t} \in Z, \tau_{n}>t\right\} \pi^{(n)}(B \mid \omega, t) \mathbb{P}_{\gamma}^{\pi^{(n)}}(d \omega) \\
& +\int_{\Omega} I\left\{\xi_{t} \in Z, \tau_{n} \leq t\right\} \pi^{(n)}(B \mid \omega, t) \mathbb{P}_{\gamma}^{\pi^{(n)}}(d \omega)=\int_{\Omega} I\left\{\xi_{t} \in Z\right\} I\left\{\tau_{n}>t\right\} \pi(B \mid \omega, t) \mathbb{P}_{\gamma}^{\pi}(d \omega) \tag{4.31}
\end{align*}
$$

where the first equality follows from (4.1) for the policy $\pi^{(n)}$ and the second equality follows from (4.28) and (4.30) which imply that (i) if $\tau_{n}>t$ then $\pi^{(n)}(B \mid \omega, s)=\pi(B \mid \omega, s)$ for all $B \in \mathfrak{B}(A)$ and $s \leq t$; and (ii) if $\tau_{n} \leq t$ then $\pi^{(n)}(B \mid \omega, t)=0$ for all $B \in \mathfrak{B}(A)$. Then, (4.29) follows from (4.1), (4.31), the almost sure convergence of $\tau_{n}(\omega) \rightarrow t_{\infty}$ as $n \rightarrow \infty$, and the property that $\left\{\xi_{t} \in X\right\}=$ $\left\{t<t_{\infty}\right\}$.

Lemma 4.4.8. Let the initial state $x$ be fixed. For any policy $\pi$ in the original CTMDP, let $\pi^{(n)}, n=$ $1,2, \ldots$, be a policy in the extended CTMDP satisfying (4.28). Then, for each policy $\pi^{(n)}, n=$ $1,2, \ldots$, there exists a relaxed Markov policy $\varphi^{n}, n=1,2, \ldots$, satisfying

$$
\begin{equation*}
\varphi^{n}(\{\tilde{a}\} \mid z, t)=I\left\{z \in X \backslash X^{n}\right\}, \quad t \in \mathbb{R}_{+}, z \in X \tag{4.32}
\end{equation*}
$$

and, for all $t \in \mathbb{R}_{+}$,

$$
\begin{equation*}
\varphi^{n}(B \mid z, t)=\frac{P_{x}^{\pi^{(n)}}(t, d z, B)}{P_{x}^{\pi^{(n)}}(t, d z)}, \quad P_{x}^{\pi^{(n)}}(t, \cdot)-\text { a.e., } z \in X, B \in \mathfrak{B}(\tilde{A}) . \tag{4.33}
\end{equation*}
$$

Proof. In view of Lemma 4.2.1, for each policy $\pi^{(n)}, n=1,2, \ldots$, there exists a relaxed Markov policy $\psi^{n}, n=1,2, \ldots$, such that: for all $t \in \mathbb{R}_{+}$, there exists a subset $X_{t} \in \mathfrak{B}(X)$ such that

$$
\begin{equation*}
P_{x}^{\pi^{(n)}}\left(t, X \backslash X_{t}\right)=0 \quad \text { and } \quad \psi^{n}(B \mid z, t)=\frac{P_{x}^{\pi^{(n)}}(t, d z, B)}{P_{x}^{\pi^{(n)}}(t, d z)}, \quad z \in X_{t}, B \in \mathfrak{B}(\tilde{A}) . \tag{4.34}
\end{equation*}
$$

Using the relaxed Markov policy $\psi^{n}, n=1,2, \ldots$, we construct a relaxed Markov policy $\varphi^{n}, n=1,2, \ldots$, satisfying (4.32) and (4.33). For all $n=1,2, \ldots, z \in X, t \in \mathbb{R}_{+}$, and $B \in \mathfrak{B}(\tilde{A})$, define

$$
\begin{equation*}
\varphi^{n}(B \mid z, t)=\psi^{n}(B \backslash\{\tilde{a}\} \mid z, t) I\left\{z \in X^{n}\right\}+I\{\tilde{a} \in B\} I\left\{z \in X \backslash X^{n}\right\} \tag{4.35}
\end{equation*}
$$

Then, it immediately follows from (4.35) that the function $\varphi^{n}$ is a relaxed Markov policy satisfying (4.32).

To prove (4.33), observe that, for all $Z \in \mathfrak{B}(X), t \in \mathbb{R}_{+}$, and $B \in \mathfrak{B}(\tilde{A})$,

$$
\begin{align*}
& P_{x}^{\pi^{(n)}}\left(t, Z \cap X^{n}, B\right)=\int_{\Omega} I\left\{\xi_{t} \in Z \cap X^{n}\right\} \pi^{(n)}(B \mid \omega, t) \mathbb{P}_{x}^{\pi^{(n)}}(d \omega) \\
& \quad=\int_{\Omega} I\left\{\xi_{t} \in Z \cap X^{n}\right\} \pi^{(n)}(B \backslash\{\tilde{a}\} \mid \omega, t) \mathbb{P}_{x}^{\pi^{(n)}}(d \omega)=P_{x}^{\pi^{(n)}}\left(t, Z \cap X^{n}, B \backslash\{\tilde{a}\}\right), \tag{4.36}
\end{align*}
$$

where the first and last equalities follows from (4.1) and the second equality follows from (4.28),
and

$$
\begin{align*}
P_{x}^{\pi^{(n)}}\left(t, Z \cap\left(X \backslash X^{n}\right), B\right) & =\int_{\Omega} I\left\{\xi_{t} \in Z \cap\left(X \backslash X^{n}\right)\right\} \pi^{(n)}(B \mid \omega, t) \mathbb{P}_{x}^{\pi^{(n)}}(d \omega)  \tag{4.37}\\
& =I\{\tilde{a} \in B\} P_{x}^{\pi^{(n)}}\left(t, Z \cap\left(X \backslash X^{n}\right)\right),
\end{align*}
$$

where the first equality is (4.1) and the last one follows from (4.2) and (4.28). Then, from (4.34), (4.36), and (4.37), for all $t \in \mathbb{R}_{+}$,

$$
\psi^{n}(B \mid z, t)=\left\{\begin{array}{lll}
\psi^{n}(B \backslash\{\tilde{a}\} \mid z, t), & \text { if } \quad z \in X_{t} \cap X^{n}, B \in \mathfrak{B}(\tilde{A}), \\
I\{\tilde{a} \in B\}, & \text { if } \quad z \in X_{t} \cap\left(X \backslash X^{n}\right), B \in \mathfrak{B}(\tilde{A}) .
\end{array}\right.
$$

The above equality, (4.34), and (4.35) imply that (4.33) holds.
Corollary 4.4.9. Let the initial state $x$ be fixed. For any policy $\pi$ in the original CTMDP, let $\pi^{(n)}, n=1,2, \ldots$, be a policy satisfying (4.28), and let $\varphi^{n}, n=1,2, \ldots$, be a relaxed Markov policy satisfying (4.32) and (4.33). Then, for all $t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, and $B \in \mathfrak{B}(A)$,

$$
\begin{equation*}
P_{x}^{\varphi^{n}}(t, Z, B) \uparrow P_{x}^{\pi}(t, Z, B) \quad \text { as } \quad n \rightarrow \infty \tag{4.38}
\end{equation*}
$$

Proof. Observe that the transition rates $\tilde{q}\left(z, \varphi_{t}^{n}\right)$ are uniformly bounded by $n$ for each $n=1,2, \ldots$. Indeed, for all $z \in X$ and $t \in \mathbb{R}_{+}$,

$$
\begin{align*}
\tilde{q}\left(z, \varphi_{t}^{n}\right) & =\int_{\tilde{A}(z)} \tilde{q}(z, a) \varphi^{n}(d a \mid z, t)=\left(\int_{A(z)} q(z, a) \varphi^{n}(d a \mid z, t)\right) I\left\{z \in X^{n}\right\}  \tag{4.39}\\
& \leq \bar{q}(z) I\left\{z \in X^{n}\right\}<n
\end{align*}
$$

where the first equality follows from (3.2) given for the extended CTMDP, the second equality follows from (4.27) and (4.35), and the last two inequalities are straightforward. That is, $X \in Y_{\varphi^{n}}$. This fact, Lemma 4.4.4(iii) and Lemma 4.4.5 for the policies $\pi^{(n)}$ and $\varphi^{n}$, and Lemma 4.4.7 imply (4.38).

Lemma 4.4.10. Let the initial state $x$ be fixed. For each policy $\pi$, let $\varphi$ be a relaxed Markov policy satisfying (4.3) with $\gamma(\{x\})=1$, and $\pi^{(n)}, n=1,2, \ldots$, be a policy in the extended CTMDP satisfying (4.28). Then there exists a sequence of relaxed Markov policies $\left\{\varphi^{n}, n=1,2, \ldots\right\}$ such that:
(i) for all $n=1,2, \ldots$, the relaxed Markov policy $\varphi^{n}$ satisfies (4.32) and (4.33);
(ii) for all $t \in \mathbb{R}_{+}$and $z \in X$,

$$
\begin{equation*}
\varphi^{n}(B \mid z, t) \rightarrow \varphi(B \mid z, t) \quad \text { as } \quad n \rightarrow \infty \quad \text { for all } \quad B \in \mathfrak{B}(A) . \tag{4.40}
\end{equation*}
$$

Proof. In view of Lemma 4.4.8, for each policy $\pi^{(n)}, n=1,2, \ldots$, there exists a relaxed Markov policy $\tilde{\varphi}^{n}, n=1,2, \ldots$, such that (4.32) and (4.33) hold with $\varphi^{n}$ replaced by $\tilde{\varphi}^{n}$. Using the relaxed Markov policies $\tilde{\varphi}^{n}$, we construct relaxed Markov policies $\varphi^{n}, n=1,2, \ldots$, for which both statements (i) and (ii) of the lemma hold.

For each $t \in \mathbb{R}_{+}$, let $C_{t} \in \mathfrak{B}(X)$ be the support of the measure $P_{x}^{\pi}(t, \cdot)$ on $(X, \mathfrak{B}(X))$, that is, $C_{t}$ is the smallest closed set such that $P_{x}^{\pi}\left(t, X \backslash C_{t}\right)=0$. For all $n=1,2, \ldots$ and $t \in \mathbb{R}_{+}$, let $C_{t}^{n}:=\left(X \backslash C_{t}\right) \cap X^{n}$. For all $n=1,2, \ldots, z \in X, t \in \mathbb{R}_{+}$, and $B \in \mathfrak{B}(\tilde{A})$, define

$$
\begin{equation*}
\varphi^{n}(B \mid z, t)=\varphi(B \backslash\{\tilde{a}\} \mid z, t) I\left\{z \in C_{t}^{n}\right\}+\tilde{\varphi}^{n}(B \mid z, t) I\left\{z \in X \backslash C_{t}^{n}\right\} . \tag{4.41}
\end{equation*}
$$

(i) Observe that the function $\varphi^{n}$ defined in (4.41) is a relaxed Markov policy. Since (4.32) holds with $\varphi^{n}$ replaced by $\tilde{\varphi}^{n}$, it immediately follows from (4.41) that (4.32) holds for the policy $\varphi^{n}$ defined in (4.41).

Next, we show that the policy $\varphi^{n}$ defined in (4.41) satisfies (4.33). From (4.1) and (4.31), for all $Z \in \mathfrak{B}(X), B \in \mathfrak{B}(A)$, and $n=1,2, \ldots$,

$$
\begin{equation*}
P_{x}^{\pi^{(n)}}(t, Z, B) \leq P_{x}^{\pi}(t, Z, B) . \tag{4.42}
\end{equation*}
$$

Then, for all $n=1,2, \ldots$,

$$
\begin{equation*}
P_{x}^{\pi^{(n)}}\left(t, C_{t}^{n}\right)=P_{x}^{\pi^{(n)}}\left(t, C_{t}^{n}, A\right) \leq P_{x}^{\pi}\left(t, C_{t}^{n}, A\right)=P_{x}^{\pi}\left(t, C_{t}^{n}\right)=0, \tag{4.43}
\end{equation*}
$$

where the first equality follows from (4.2) and (4.36), the second inequality follows from (4.42), the third equality is (4.2), and the last one is true because $P_{x}^{\pi}\left(t, X \backslash C_{t}\right)=0$. Thus, it follows from (4.33) with $\varphi^{n}$ replaced by $\tilde{\varphi}^{n}$, (4.41), and (4.43) that the policy $\varphi^{n}$ defined in (4.41) satisfies (4.33).
(ii) Fix an arbitrary $t \in \mathbb{R}_{+}$. To prove (4.40), observe that, for all $z \in X \backslash C_{t}$, we have $\varphi^{n}(B \mid z, t)=\varphi(B \mid z, t)$ for all $n>\bar{q}(z)$ and $B \in \mathfrak{B}(A)$. This follows from the property that $\bar{q}(z)<n$ for all $z \in X^{n}$, (4.41), and the definition of the set $C_{t}^{n}$. Thus, (4.40) holds for all $z \in X \backslash C_{t}$. To complete the proof, it remains to show that (4.40) holds for all $z \in C_{t}$. Since $\varphi^{n}(B \mid z, t) \leq 1$ for all $B \in \mathfrak{B}(A), z \in X, t \in \mathbb{R}_{+}$, and $n=1,2, \ldots$, to establish (4.40) for all $z \in C_{t}$, it is sufficient to show that every subsequence $\left\{n_{k}\right\}_{k=1,2, \ldots}$ has a subsequence $\left\{n_{k_{m}}\right\}_{m=1,2, \ldots}$ such that, for all $B \in \mathfrak{B}(A)$,

$$
\begin{equation*}
\varphi^{n_{k_{m}}}(B \mid z, t) \rightarrow \varphi(B \mid z, t) \quad \text { as } \quad m \rightarrow \infty \quad \text { for all } \quad z \in C_{t} \tag{4.44}
\end{equation*}
$$

The rest of the proof proves the existence of a subsequence $\left\{n_{k_{m}}\right\}_{m=1,2, \ldots}$ for every subsequence $\left\{n_{k}\right\}_{k=1,2, \ldots}$ of the sequence $\{1,2, \ldots\}$ such that (4.44) holds for all $B \in \mathfrak{B}(A)$.

Since $(A, \mathfrak{B}(A))$ is a standard Borel space, there exists a countable set $\mathscr{B}=\left\{B^{1}, B^{2}, \ldots\right\}$ of measurable subsets $A$ such that $B^{i} \cap B^{j}=\emptyset$ if $i \neq j$ and any set $B \in \mathfrak{B}(A)$ can be represented as

$$
\begin{equation*}
B=\bigcup_{j=1,2, \ldots} B^{(j, 1)} \quad \text { for some } \quad B^{(j, 1)} \in \mathscr{B}, j=1,2, \ldots \tag{4.45}
\end{equation*}
$$

Choose an arbitrary subsequence $\left\{n_{k}\right\}_{k=1,2, \ldots}$ of the sequence $\{1,2, \ldots\}$. To prove (4.44) for all $B \in \mathfrak{B}(A)$, we first show the existence of a subsequence $\left\{n_{k_{m}}\right\}_{m=1,2, \ldots}$ of the sequence $\left\{n_{k}\right\}_{k=1,2, \ldots}$ such that (4.44) holds for all $B \in \mathscr{B}$. Observe that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{X}\left|\varphi(B \mid z, t)-\varphi^{n}(B \mid z, t)\right| P_{x}^{\pi}(t, d z)=0, \quad B \in \mathfrak{B}(A) \tag{4.46}
\end{equation*}
$$

that is, for fixed $t, B$, the sequence of random variables $\left\{\varphi^{n}(B \mid z, t), n=1,2, \ldots\right\}$ converge in $\mathscr{L}^{1}$ to $\varphi(B \mid z, t)$ with respect to the measure $P_{x}^{\pi}(t, \cdot)$ on $(X, \mathfrak{B}(X))$. Indeed, for all $Z \in \mathfrak{B}(X), B \in \mathfrak{B}(A)$, and $n=1,2, \ldots$,

$$
\begin{align*}
\int_{Z}\left[\varphi(B \mid z, t)-\varphi^{n}(B \mid z, t)\right] P_{x}^{\pi} & (t, d z) \leq P_{x}^{\pi}(t, Z, B)-\int_{Z} \varphi^{n}(B \mid z, t) P_{x}^{\pi^{(n)}}(t, d z, A) \\
& =P_{x}^{\pi}(t, Z, B)-P_{x}^{\pi^{(n)}}(t, Z, B)+\int_{Z} \varphi^{n}(B \mid z, t) P_{x}^{\pi^{(n)}}(t, d z,\{\tilde{a}\})  \tag{4.47}\\
& =P_{x}^{\pi}(t, Z, B)-P_{x}^{\pi^{(n)}}(t, Z, B) \leq P_{x}^{\pi}(t, Z, A)-P_{x}^{\pi^{(n)}}(t, Z, A)
\end{align*}
$$

where the first inequality follows from (4.2), (4.4), and (4.42), the second equality follows from (4.2) and (4.33), the third equality follows from (4.32) and (4.36), and the last one follows from (4.42) and from the property that, for fixed $t$, the functions $P_{x}^{\pi^{(n)}}(t, \cdot, \cdot)$ and $P_{x}^{\pi}(t, \cdot, \cdot)$ are measures on $X \times \tilde{A}$ and $X \times A$, respectively, and,

$$
\begin{align*}
\int_{Z} & {\left[\varphi^{n}(B \mid z, t)-\varphi(B \mid z, t)\right] P_{x}^{\pi}(t, d z) \leq \int_{Z} \varphi^{n}(B \mid z, t) P_{x}^{\pi}(t, d z)-P_{x}^{\pi^{(n)}}(t, Z, B) } \\
& =\int_{Z} \varphi^{n}(B \mid z, t)\left[P_{x}^{\pi}(t, d z)-P_{x}^{\pi^{(n)}}(t, d z)\right] \leq \int_{Z} \varphi^{n}(B \mid z, t)\left[P_{x}^{\pi}(t, d z, A)-P_{x}^{\pi^{(n)}}(t, d z, A)\right]  \tag{4.48}\\
& \leq P_{x}^{\pi}(t, Z, A)-P_{x}^{\pi^{(n)}}(t, Z, A),
\end{align*}
$$

where the first inequality follows from (4.4) and (4.42), the second equality follows from (4.33), the third inequality follows from (4.2) applied to the policies $\pi$ and $\pi^{(n)}$, and the fourth inequality is correct because of (4.42) and since $\varphi^{n}(B \mid z, t) \leq 1$. Then, for all $B \in \mathfrak{B}(A)$,

$$
\begin{aligned}
\int_{X} \mid \varphi(B \mid z, t) & -\varphi^{n}(B \mid z, t) \mid P_{x}^{\pi}(t, d z) \\
& =\int_{X^{(+, B)}}\left[\varphi(B \mid z, t)-\varphi^{n}(B \mid z, t)\right] P_{x}^{\pi}(t, d z)+\int_{X^{(-, B)}}\left[\varphi^{n}(B \mid z, t)-\varphi(B \mid z, t)\right] P_{x}^{\pi}(t, d z) \\
& \leq P_{x}^{\pi}\left(t, X^{(+, B)}, A\right)-P_{x}^{\pi^{(n)}}\left(t, X^{(+, B)}, A\right)+P_{x}^{\pi}\left(t, X^{(-, B)}, A\right)-P_{x}^{\pi^{(n)}}\left(t, X^{(-, B)}, A\right) \\
& =P_{x}^{\pi}(t, X, A)-P_{x}^{\pi^{(n)}}(t, X, A),
\end{aligned}
$$

where $X^{(+, B)}:=\left\{z \in X: \varphi(B \mid z, t) \geq \varphi^{n}(B \mid z, t)\right\}$ and $X^{(-, B)}:=X \backslash X^{(+, B)}$ for each $B \in \mathfrak{B}(A)$, and the inequality follows from (4.47) with $Z=X^{(+, B)}$ and (4.48) with $Z=X^{(-, B)}$. Thus, (4.46) follows from the above inequality and (4.29) with $\gamma(\{x\})=1$.

Denote $n_{(0, k)}=n_{k}$ for all $k=1,2, \ldots$. For $j=1,2, \ldots$, from (4.46), Jacod and Protter [18, Theorems 17.2, 17.3], and from the property that $P_{x}^{\pi}(t, Z)>0$ for any measurable subset $Z$ of $C_{t}$, there exists a subsequence $\left\{n_{(j, k)}\right\}_{k=1,2, \ldots}$ of the sequence $\left\{n_{(j-1, k)}\right\}_{k=1,2, \ldots}$ such that

$$
\begin{equation*}
\varphi^{n}(j, k)\left(B^{j} \mid z, t\right) \rightarrow \varphi\left(B^{j} \mid z, t\right) \quad \text { as } \quad k \rightarrow \infty \quad \text { for all } \quad z \in C_{t} \tag{4.49}
\end{equation*}
$$

Let $n_{k_{m}}=n_{(m, m)}, m=1,2, \ldots$. As follows from Cantor's diagonal argument, (4.44) holds with
$B=B^{j}$ for all $j=1,2, \ldots$. In other words, (4.44) is proved for all $B \in \mathscr{B}$.
Let $B$ be an arbitrary set from $\mathfrak{B}(A)$ and $B^{(1,1)}, B^{(2,1)}, \ldots$ be disjoint elements of $\mathscr{B}$ satisfying (4.45). For all $z \in C_{t}$,

$$
\begin{align*}
\liminf _{m \rightarrow \infty} \varphi^{n_{k_{m}}}(B \mid z, t) & =\liminf _{m \rightarrow \infty} \sum_{j=1,2, \ldots} \varphi^{n_{k_{m}}}\left(B^{(j, 1)} \mid z, t\right) \geq \sum_{j=1,2, \ldots} \liminf _{m \rightarrow \infty} \varphi^{n_{k_{m}}}\left(B^{(j, 1)} \mid z, t\right)  \tag{4.50}\\
& =\sum_{j=1,2, \ldots} \varphi\left(B^{(j, 1)} \mid z, t\right)=\varphi(B \mid z, t)
\end{align*}
$$

where the first and last equalities follow from the countable additivity of probability measures, the third equality holds since (4.44) is correct for all $B \in \mathscr{B}$, and the inequality follows from Fatou's lemma [31, p. 226]. In addition, for all $z \in C_{t}$,

$$
\begin{align*}
\limsup _{m \rightarrow \infty} \varphi^{n_{k_{m}}}(B \mid z, t) & =1-\liminf _{m \rightarrow \infty} \varphi^{n_{k_{m}}}(\tilde{A} \backslash B \mid z, t)=1-\liminf _{m \rightarrow \infty} \varphi^{n_{k_{m}}}(A \backslash B \mid z, t)  \tag{4.51}\\
& \leq 1-\varphi(A \backslash B \mid z, t)=\varphi(B \mid z, t),
\end{align*}
$$

where the first equality follows from sub-additivity property of limit superior and the property that $\varphi^{n_{k m}}(\cdot \mid z, t)$ is a measure on $(\tilde{A}, \mathfrak{B}(\tilde{A}))$ for each $z, t$, the second equality is correct because $\varphi^{n}(\tilde{a} \mid z, t)=0$ for all $n \geq \bar{q}(z)$ (see (4.32)), the third inequality follows from (4.50) with $\bar{B}=A \backslash B$, and the last one is correct since $\varphi(\cdot \mid z, t)$ is a measure on $(A, \mathfrak{B}(A))$ for each $z, t$. Therefore, it follows from (4.50) and (4.51) that (4.44) holds for all $B \in \mathfrak{B}(A)$ and $z \in C_{t}$.

Lemma 4.4.11 is a special case of Theorem 4.2.2, and shows that Theorem 4.2.2 holds if the initial distribution $\gamma$ is a Dirac measure.
Lemma 4.4.11. Let the initial state $x$ be fixed. For any policy $\pi$, consider a relaxed Markov policy $\varphi$ satisfying (4.3) with $\gamma(\{x\})=1$. Then, (4.5) and (4.6) hold with $\gamma(\{x\})=1$.
Proof. Let $\pi^{(n)}, n=1,2, \ldots$, be a policy in the extended CTMDP satisfying (4.28). Then, from Lemma 4.4.10, there exists a sequence of relaxed Markov policies $\left\{\varphi^{n}, n=1,2, \ldots\right\}$ such that, for all $n=1,2, \ldots$, the relaxed Markov policy $\varphi^{n}$ satisfies (4.32) and (4.33), and in addition (4.40) holds. Observe that if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P_{x}^{\varphi^{n}}(t, Z, A)=P_{x}^{\varphi}(t, Z), \quad t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X) \tag{4.52}
\end{equation*}
$$

then Lemma 4.4.5 and Corollary 4.4.9 imply the statement of this lemma. To prove (4.52), we first show by induction that, for all $m=0,1, \ldots, u, t \in \mathbb{R}_{+}, u<t, z \in X$, and $Z \in \mathfrak{B}(X)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P^{\left(\varphi^{n}, m\right)}\left(u, z ; t, Z \cap X^{n}\right)=P^{(\varphi, m)}(u, z ; t, Z) \tag{4.53}
\end{equation*}
$$

where the functions $P^{\left(\varphi^{n}, m\right)}$ and $P^{(\varphi, m)}, m=0,1, \ldots$, are given by (4.7), (4.8).
For all $z \in X, s \in \mathbb{R}_{+}$, and $Z \in \mathfrak{B}(X)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \tilde{q}\left(Z \mid z, \varphi_{s}^{n}\right)=\lim _{n \rightarrow \infty} \int_{A(z)} q(Z \mid z, a) \varphi^{n}(d a \mid z, s)=\int_{A(z)} q(Z \mid z, a) \varphi(d a \mid z, s)=q\left(Z \mid z, \varphi_{s}\right) \tag{4.54}
\end{equation*}
$$

where the first equality follows from (3.2) and (4.27), the second equality follows from Lemma 4.4.10, and the last one is (3.2). In particular, (4.54) with $Z=X \backslash\{z\}$ and (3.2) imply that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \tilde{q}\left(z, \varphi_{s}^{n}\right)=q\left(z, \varphi_{s}\right), \quad z \in X, s \in \mathbb{R}_{+} \tag{4.55}
\end{equation*}
$$

This equality, (4.7) with $Z=Z \cap X^{n}$ for the relaxed Markov policy $\varphi^{n}$, and the property that $X^{n} \uparrow X$ as $n \rightarrow \infty$ imply that (4.53) holds for $m=0$.

Assume that (4.53) holds for some $m \geq 0$. Then

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} P^{\left(\varphi^{n}, m+1\right)}\left(u, z ; t, Z \cap X^{n}\right)=\lim _{n \rightarrow \infty} \int_{u}^{t} \int_{X \backslash\{z\}} e^{-\int_{u}^{s} \tilde{q}\left(z, \varphi_{w}^{n}\right) d w} \tilde{q}\left(d y \mid z, \varphi_{s}^{n}\right) P^{\left(\varphi^{n}, m\right)}\left(s, y ; t, Z \cap X^{n}\right) d s \\
&=\int_{u}^{t} \lim _{n \rightarrow \infty} \int_{X \backslash\{z\}} e^{-\int_{u}^{s} \tilde{q}\left(z, \varphi_{w}^{n}\right) d w} \tilde{q}\left(d y \mid z, \varphi_{s}^{n}\right) P^{\left(\varphi^{n}, m\right)}\left(s, y ; t, Z \cap X^{n}\right) d s \\
&=\int_{u}^{t} \int_{X \backslash\{z\}} e^{-\int_{u}^{s} q\left(z, \varphi_{w}\right) d w} q\left(d y \mid z, \varphi_{s}\right) P^{(\varphi, m)}(s, y ; t, Z) d s=P^{(\varphi, m+1)}(u, z ; t, Z),
\end{aligned}
$$

where the first equality follows from (4.8) with $Z=Z \cap X^{n}$ for the relaxed Markov policy $\varphi^{n}$, the second and third equalities follow from (4.54), (4.55), the assumption that (4.53) holds for $m$, the Lebesgue dominated convergence theorem [31, p. 232], and from the property that the integrand is bounded by $\bar{q}(z)$, and the last one follows from (4.8) for the relaxed Markov policy $\varphi$. Equality (4.53) is proved.

Observe that, for all $t \in \mathbb{R}_{+}$and $Z \in \mathfrak{B}(X)$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} P_{x}^{\varphi^{n}}(t, Z, A) & =\lim _{n \rightarrow \infty} P_{x}^{\varphi^{n}}\left(t, Z \cap X^{n}\right)=\lim _{n \rightarrow \infty} \sum_{m=0,1, \ldots} P^{\left(\varphi^{n}, m\right)}\left(0, x ; t, Z \cap X^{n}\right), \\
& =\sum_{m=0,1, \ldots} P^{(\varphi, m)}(0, x ; t, Z)=P_{x}^{\varphi}(t, Z), \tag{4.56}
\end{align*}
$$

where the first equality follows from (4.1), (4.2), and (4.32), the second and the fourth equalities follow from (4.9) and (4.12) for the relaxed Markov policies $\varphi^{n}$ and $\varphi$, respectively, and the third equality is correct due to Lebesgue dominated convergence theorem [31, p. 229] since (4.53) holds and $P^{\left(\varphi^{n}, m\right)}\left(0, x ; t, Z \cap X^{n}\right) \leq 1$ for all $m=0,1, \ldots$ and $n=1,2, \ldots$. Thus, equation (4.52) holds.

Proof of Theorem 4.2.2. For isolated points $x^{\prime} \notin X$ and $a^{\prime}, a^{\prime \prime} \notin A$, let $X^{\prime}:=X \cup\left\{x^{\prime}\right\}, A^{\prime}:=A \cup$ $\left\{a^{\prime}, a^{\prime \prime}\right\}, A^{\prime}(x):=A(x) \cup\left\{a^{\prime \prime}\right\}$ for all $x \in X$, and $A^{\prime}\left(x^{\prime}\right):=\left\{a^{\prime}, a^{\prime \prime}\right\}$. For all $x \in X^{\prime}, a \in A^{\prime}(x)$, and $Z \in \mathfrak{B}\left(X^{\prime}\right)$, define the new transition intensity $q^{\prime}$ by

$$
q^{\prime}(Z \mid x, a):= \begin{cases}q\left(Z \backslash\left\{x^{\prime}\right\} \mid x, a\right), & \text { if } x \in X, a \in A(x),  \tag{4.57}\\ \gamma\left(Z \backslash\left\{x^{\prime}\right\}\right) & \text { if } x=x^{\prime}, a=a^{\prime} \\ 0, & \text { if } x \in X^{\prime}, a=a^{\prime \prime}\end{cases}
$$

Consider the extended CTMDP $\left\{X^{\prime}, A^{\prime}, A^{\prime}(x), q^{\prime}(\cdot \mid x, a)\right\}$. Fix $\left.T \in\right] 0, \infty[$. To prove the statement of the theorem, we consider the evolution of the stochastic process defined by a policy and initial state $x^{\prime}$ over the time horizon $[-T, \infty[$. Similar to the measurable space $(\Omega, \mathscr{F})$ described in Section 3.3, let $\left(\Omega^{\prime}, \mathscr{F}^{\prime}\right)$ be the measurable space over which the stochastic process $\left\{\xi_{t}: t \in[-T, \infty[ \}\right.$ is defined in the extended CTMDP.

For any policy $\phi$ in the original CTMDP, let $\phi^{\prime}$ denote a policy in the extended CTMDP that selects action $a^{\prime}$ up to time $\theta:=\min \left\{t_{1}^{\prime}, 0\right\}$, where $t_{1}^{\prime}$ denotes the time of the first jump starting from time $-T$, selects the absorbing action $a^{\prime \prime}$ for time $\left.\left.t \in\right] \theta, 0\right]$ and for $\left.t \in\right] 0, \infty\left[\right.$ if $\xi_{0}=x^{\prime}$, and plays the policy $\phi$ starting from time 0 if $\xi_{0} \in X$. Then, for all $Z \in \mathfrak{B}(X), B \in \mathfrak{B}\left(A^{\prime}\right)$, and $t \in \mathbb{R}_{+}$,

$$
\begin{align*}
& P_{x^{\prime}}^{\phi^{\prime}}(t, Z, B)=\int_{\Omega^{\prime}} I\left\{\xi_{t} \in Z\right\} \phi^{\prime}(B \mid \omega, t) \mathbb{P}_{x^{\prime}}^{\phi^{\prime}}\left(d \omega, \xi_{0} \in X\right) \\
& \quad \quad+\int_{\Omega^{\prime}} I\left\{\xi_{t} \in Z\right\} \phi^{\prime}(B \mid \omega, t) \mathbb{P}_{x^{\prime}}^{\phi^{\prime}}\left(d \omega, \xi_{0}=\left\{x^{\prime}\right\}\right)=\int_{\Omega^{\prime}} I\left\{\xi_{t} \in Z\right\} \phi^{\prime}(B \mid \omega, t) \mathbb{P}_{x^{\prime}}^{\phi^{\prime}}\left(d \omega, \xi_{0} \in X\right) \\
& =\int_{\Omega} I\left\{\xi_{t} \in Z\right\} \phi\left(B \backslash\left\{a^{\prime}, a^{\prime \prime}\right\} \mid \omega, t\right)\left(1-e^{-T}\right) \int_{X} \mathbb{P}_{z}^{\phi}(d \omega) \gamma(d z)=\left(1-e^{-T}\right) P_{\gamma}^{\phi}\left(t, Z, B \backslash\left\{a^{\prime}, a^{\prime \prime}\right\}\right), \tag{4.58}
\end{align*}
$$

where the first equality follows from (4.1) for the policy $\phi^{\prime}$, the second equality is correct because, under the policy $\phi^{\prime}$, we have $\xi_{t} \in X$ for $t<t_{\infty}$ if and only if $\xi_{0} \in X$, the third equality follows from (4.57) and the definition of policy $\phi^{\prime}$ which imply that $\mathbb{P}_{x^{\prime}}^{\phi^{\prime}}\left(\xi_{0} \in Z\right)=\left(1-e^{-T}\right) \gamma(Z), Z \in \mathfrak{B}(X)$ and, given $\xi_{0} \in X$, the process is defined by the policy $\phi$ and initial state $\xi_{0}$, and the one follows from (4.1).

Applying (4.58) for the policies $\pi$ and $\varphi$ satisfying (4.3), for all $Z \in \mathfrak{B}(X), B \in \mathfrak{B}\left(A^{\prime}\right)$, and $t \in \mathbb{R}_{+}$,

$$
\begin{equation*}
P_{x^{\prime}}^{\pi^{\prime}}(t, Z, B)=\left(1-e^{-T}\right) P_{\gamma}^{\pi}\left(t, Z, B \backslash\left\{a^{\prime}, a^{\prime \prime}\right\}\right) \text { and } P_{x^{\prime}}^{\varphi^{\prime}}(t, Z, B)=\left(1-e^{-T}\right) P_{\gamma}^{\varphi}\left(t, Z, B \backslash\left\{a^{\prime}, a^{\prime \prime}\right\}\right) \tag{4.59}
\end{equation*}
$$

Thus, (4.5) holds if

$$
\begin{equation*}
P_{x^{\prime}}^{\pi^{\prime}}(t, Z, B)=P_{x^{\prime}}^{\varphi^{\prime}}(t, Z, B), \quad t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X), B \in \mathfrak{B}(A) \tag{4.60}
\end{equation*}
$$

So, to complete the proof of the theorem, it is sufficient to verify (4.60).
Observe that, for all $t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, and $B \in \mathfrak{B}\left(A^{\prime}\right)$,

$$
\begin{align*}
& P_{x^{\prime}}^{\pi^{\prime}}(t, Z, B)=\left(1-e^{-T}\right) P_{\gamma}^{\pi}\left(t, Z, B \backslash\left\{a^{\prime}, a^{\prime \prime}\right\}\right) \\
&=\left(1-e^{-T}\right) \int_{Z} \varphi\left(B \backslash\left\{a^{\prime}, a^{\prime \prime}\right\} \mid z, t\right) P_{\gamma}^{\pi}(t, d z, A)=\int_{Z} \varphi^{\prime}(B \mid z, t) P_{x^{\prime}}^{\pi^{\prime}}(t, d z), \tag{4.61}
\end{align*}
$$

where the first equality follows from (4.58) with $\phi=\pi$, the second equality follows from (4.2) and (4.3), and the last one follows from (4.2) for the policy $\pi^{\prime}$ in the extended CTMDP, (4.59) with $B=A^{\prime}$, and the definition of the policy $\varphi^{\prime}$. In addition, for all $t \in\left[-T_{0}, 0[, Z \in \mathfrak{B}(X)\right.$, and

$$
\begin{align*}
& B \in \mathfrak{B}\left(A^{\prime}\right), \\
& \qquad \begin{aligned}
P_{x^{\prime}}^{\pi^{\prime}}(t, Z, B) & =\int_{\Omega^{\prime}} I\left\{\xi_{t} \in Z\right\} \pi^{\prime}(B \mid \omega, t) \mathbb{P}_{x^{\prime}}^{\pi^{\prime}}(d \omega) \\
& =\int_{\Omega^{\prime}} I\left\{\xi_{t} \in Z\right\} \varphi^{\prime}\left(B \mid \xi_{t}, t\right) P_{x^{\prime}}^{\pi^{\prime}}(d \omega)=\int_{Z} \varphi^{\prime}(B \mid z, t) P_{x^{\prime}}^{\pi^{\prime}}(t, d z),
\end{aligned} \tag{4.62}
\end{align*}
$$

where the first and last equalities follow respectively from (4.1) and (4.2) for the policy $\pi^{\prime}$ in the extended CTMDP, and the second equality holds by the definitions of the policies $\pi^{\prime}$ and $\varphi^{\prime}$ which imply that $\pi^{\prime}(B \mid \omega, t)=\varphi^{\prime}\left(B \mid \xi_{t}, t\right)$ for all $\omega \in \Omega^{\prime}, t \in\left[-T, 0\left[\right.\right.$, and $B \in \mathfrak{B}\left(A^{\prime}\right)$. Then, from (4.61) and (4.62),

$$
\begin{equation*}
P_{x^{\prime}}^{\pi^{\prime}}(t, Z, B)=\int_{Z} \varphi^{\prime}(B \mid z, t) P_{x^{\prime}}^{\pi^{\prime}}(t, d z), \quad t \in\left[-T, \infty\left[, Z \in \mathfrak{B}\left(X^{\prime}\right), B \in \mathfrak{B}\left(A^{\prime}\right) .\right.\right. \tag{4.63}
\end{equation*}
$$

Therefore, (4.60) follows from Lemma 4.4.11.

### 4.5 Sufficiency of relaxed Markov policies for particular objective criteria

In this section, using the results in Section 4.2, we characterize the equivalence of the class of history-dependent policies and the class of relaxed Markov policies for the above mentioned cost criteria. We tackle this problem in two steps: we consider (i) a CTMDP with zero instantaneous costs, and (ii) a CTMDP with non-zero instantaneous costs.

### 4.5.1 The case of zero instantaneous costs

Theorem 4.5.1. Given an initial distribution $\gamma$ on $X$, for any policy $\pi$ there exists a relaxed Markov policy $\varphi$ such that

$$
\begin{equation*}
\mathbb{E}_{\gamma}^{\varphi} c\left(\xi_{t}, \varphi_{t}\right)=\mathbb{E}_{\gamma}^{\pi} c\left(\xi_{t}, \pi_{t}\right), \quad \text { if } \quad t<t_{\infty} \tag{4.64}
\end{equation*}
$$

and therefore, for the case of zero instantaneous costs, $V_{T, \alpha}(\gamma, \varphi)=V_{T, \alpha}(\gamma, \pi)$ and $V_{\alpha}(\gamma, \varphi)=$ $V_{\alpha}(\gamma, \pi)$ for $\alpha \geq 0$, and $W(\gamma, \varphi)=W(\gamma, \pi)$ when $\mathbb{P}_{\gamma}^{\varphi}\left(\xi_{t} \in X\right)=\mathbb{P}_{\gamma}^{\pi}\left(\xi_{t} \in X\right)=1$ for all $t \in \mathbb{R}_{+}$.

Proof. Observe that, for any policy $\phi$

$$
\begin{equation*}
\mathbb{E}_{\gamma}^{\phi}\left[\int_{0}^{T \wedge t_{\infty}} e^{-\alpha s} c\left(\xi_{s}, \phi_{s}\right) d s\right]=\mathbb{E}_{\gamma}^{\phi}\left[\int_{0}^{T} e^{-\alpha s} c\left(\xi_{s}, \phi_{s}\right) I\left\{s<t_{\infty}\right\} d s\right], \quad \alpha \geq 0, T>0 \tag{4.65}
\end{equation*}
$$

and, for all $t \in \mathbb{R}_{+}$,

$$
\begin{equation*}
\mathbb{E}_{\gamma}^{\phi} c\left(\xi_{t}, \phi_{t}\right) I\left\{t<t_{\infty}\right\}=\int_{A} \int_{\Omega} c\left(\xi_{t}, a\right) \phi(d a \mid \omega, t) I\left\{\xi_{t} \in X\right\} \mathbb{P}_{\gamma}^{\phi}(d \omega)=\int_{A} \int_{X} c(z, a) P_{\gamma}^{\phi}(t, d z, d a), \tag{4.66}
\end{equation*}
$$

where the first equality follows from the definition of expectation, from exchanging the order of integration, (3.5), and the property that $\left\{\xi_{t} \in X\right\}=\left\{t<t_{\infty}\right\}$, and the last one follows from (4.1).

For each policy $\pi$, consider a relaxed Markov policy $\varphi$ satisfying (4.3). In view of Theorem 4.2.2, we have that $P_{\gamma}^{\varphi}(t, Z, B)=P_{\gamma}^{\pi}(t, Z, B)$ for all $t \in \mathbb{R}_{+}, Z \in \mathfrak{B}(X)$, and $B \in \mathfrak{B}(A)$. This fact along with (4.66) applied to the policies $\varphi$ and $\pi$ implies that (4.64) holds. The second statement of the theorem immediately follows from the definitions of cost criteria given prior to the theorem, (4.64), and (4.65) applied to the policies $\pi$ and $\varphi$.

### 4.5.2 The case of non-zero instantaneous costs

Recall that, at each time $t<t_{\infty}$, the relaxed policy $\pi$ selects the probability measure $\pi_{t} \in$ $\mathscr{P}(A)$, and the cost rate at time $t$ is equal to $c\left(\xi_{t}, \pi_{t}\right)$ and the instantaneous cost incurred if $t=t_{n}$ for some $n=1,2, \ldots$ is $C\left(\xi_{t_{n-1}}, \pi_{t_{n}}, \xi_{t_{n}}\right)$. Given an initial distribution $\gamma$, for any policy $\pi$, consider the occupancy measure

$$
\begin{equation*}
H_{\gamma}^{\pi}(Z, \mathbf{B})=\mathbb{E}_{\gamma}^{\pi} \int_{0}^{t_{\infty}} e^{-\alpha t} I\left\{\xi_{t} \in Z, \pi_{t} \in \mathbf{B}\right\}, \quad Z \in \mathfrak{B}(X), \mathbf{B} \in \mathfrak{B}(\mathscr{P}(A)) \tag{4.67}
\end{equation*}
$$

It follows from Feinberg [6, Corollary 4.4] that the expected total discounted $\operatorname{cost} V_{\alpha}(\gamma, \pi)$ satisfies

$$
V_{\alpha}(\gamma, \pi)=\int_{X} \int_{P(A)}\left[c(z, p)+\int_{X \backslash\{z\}} C(z, p, y) q(d y \mid z, p)\right] H_{\gamma}^{\pi}(d z, d p) .
$$

This equality and (4.67) imply that

$$
\begin{equation*}
V_{\alpha}(\gamma, \pi)=\mathbb{E}_{\gamma}^{\pi} \int_{0}^{t_{\infty}} e^{-\alpha t}\left[c\left(\xi_{t}, \pi_{t}\right)+\int_{X \backslash\left\{\xi_{t}\right\}} C\left(\xi_{t}, \pi_{t}, y\right) q\left(d y \mid \xi_{t}, \pi_{t}\right)\right] d t \tag{4.68}
\end{equation*}
$$

The following theorem establishes the sufficiency of relaxed Markov policies for the expected total discounted cost criteria if the instantaneous cost function $C$ depends only on the state prior to the jump epoch.

Theorem 4.5.2. Consider a CTMDP such that the instantaneous cost function $C(x, a, y), x, y \in X$ with $x \neq y$ and $a \in A(x)$ depends only on $x$. Given an initial distribution $\gamma$, for any policy $\pi$ there exists a relaxed Markov policy $\varphi$ such that $V_{\alpha}(\gamma, \varphi)=V_{\alpha}(\gamma, \pi)$.

Proof. Define

$$
\begin{equation*}
\hat{c}(z, p)=c(z, p)+C(z) q(z, p), \quad z \in X, p \in \mathscr{P}(A) \tag{4.69}
\end{equation*}
$$

From the above equality and (4.68), for any policy $\phi$,

$$
\begin{equation*}
V_{\alpha}(\gamma, \phi)=\mathbb{E}_{\gamma}^{\pi} \int_{0}^{t_{\infty}} e^{-\alpha t} \hat{c}\left(\xi_{t}, \pi_{t}\right) d t \tag{4.70}
\end{equation*}
$$

Thus, (4.70) and Theorem 4.5.1, with $c(z, p)=\hat{c}(z, p)$ imply that the statement of the theorem holds.

In Theorems 4.5.1 and 4.5.2, the equivalent relaxed Markov policy $\varphi$ corresponding to an arbitrary policy $\pi$ is constructed using (4.4). In general, the expected total discounted costs need
not be the same for the policy $\pi$ and its corresponding relaxed Markov policy $\varphi$ that satisfies (4.3). Consider the following example:

Example 4.5.3. The relaxed Markov policy $\varphi$ satisfying (4.4) may perform better than the policy $\pi$ when the instantaneous costs $C$ depend on the action chosen at the jump epochs. Let $X=\{1,2\}, A=\{b, c\}, A(1)=A, A(2)=b, q(1, b)=q(2, b)=4$, and $q(1, c)=2$. The cost rate function $c(x, a)=0$ for all $x \in X$ and $a \in A$, and the instantaneous costs $C$ are given by $C(1, b, 2)=$ $2, C(1, c, 2)=4$, and $C(2, b, 1)=0$. Consider a policy $\pi$ satisfying

$$
\pi(\omega, t)= \begin{cases}b, & \text { if } \xi_{t}(\omega)=2  \tag{4.71}\\ b, & \text { if } \xi_{t}(\omega)=1 \text { and } N \text { is even or } N=0 \\ c, & \text { if } \xi_{t}(\omega)=1 \text { and } N \text { is odd }\end{cases}
$$

where $N$ represents the number of jumps into state 1 upto time $t$.
Let $\varphi$ be a relaxed Markov policy such that, for all $t \in \mathbb{R}_{+}$,

$$
\varphi(b \mid 2, t):=1 \quad \text { and } \quad \varphi(\cdot \mid 1, t):= \begin{cases}\frac{P_{1}^{\pi}(t, 1, \cdot)}{P_{1}^{\pi}(t, 1)}, & \text { if } P_{1}^{\pi}(t, 1)>0  \tag{4.72}\\ \text { arbitrary, } & \text { otherwise } .\end{cases}
$$

Note that the relaxed Markov policy $\varphi$ satisfies (4.3) with $\gamma(\{1\})=1$, and, therefore it follows from Theorem 4.2.2 that $P_{1}^{\pi}(t ; \cdot)=P_{1}^{\varphi}(t ; \cdot)$ for all $t \in \mathbb{R}_{+}$.

The expected total discounted cost corresponding to the relaxed Markov policy $\varphi$ and the initial state 1 is given by

$$
\begin{align*}
V_{\alpha}(1, \varphi) & =\mathbb{E}_{1}^{\varphi}\left[\int_{0}^{t_{\infty}} e^{-\alpha s} C\left(1, \varphi_{s}, 2\right) q\left(1, \varphi_{s}\right) I\left\{\xi_{s}=1\right\} d s\right] \\
& =\int_{\Omega} \int_{0}^{\infty} e^{-\alpha s} C\left(1, \varphi_{s}, 2\right) q\left(1, \varphi_{s}\right) I\left\{\xi_{s}=1\right\} d s \mathbb{P}_{1}^{\varphi}(d \omega) \\
& =\int_{0}^{\infty} e^{-\alpha s} \int_{\Omega} C\left(1, \varphi_{s}, 2\right) q\left(1, \varphi_{s}\right) I\left\{\xi_{s}=1\right\} \mathbb{P}_{1}^{\varphi}(d \omega) d s \\
& =\int_{0}^{\infty} e^{-\alpha s}\left[2 \frac{P_{1}^{\pi}(s, 1, b)}{P_{1}^{\pi}(s, 1)}+4 \frac{P_{1}^{\pi}(s, 1, c)}{P_{1}^{\pi}(s, 1)}\right]\left[4 \frac{P_{1}^{\pi}(s ; 1, b)}{P_{1}^{\pi}(s, 1)}+2 \frac{P_{1}^{\pi}(s, 1, c)}{P_{1}^{\pi}(s, 1)}\right] P_{1}^{\varphi}(s, 1) d s  \tag{4.73}\\
& =\int_{0}^{\infty} e^{-\alpha s} \frac{\left[2 P_{1}^{\pi}(s, 1, b)+4 P_{1}^{\pi}(s, 1, c)\right]\left[4 P_{1}^{\pi}(s, 1, b)+2 P_{1}^{\pi}(s, 1, c)\right]}{P_{1}^{\pi}(s, 1)} d s
\end{align*}
$$

where the first equality follows from (4.68), the second equality follows from the property that $\left\{\xi_{s}=1\right\} \in\left\{s<t_{\infty}\right\}$ and from the definition of expectation, the third equality is obtained by interchanging the order of integration, the fourth equality follows from (3.2), (4.2), (3.6), and (4.72), and the last one holds since $P_{1}^{\pi}(t ; 1)=P_{1}^{\varphi}(t ; 1)$ for all $t \in \mathbb{R}_{+}$.

Similarly, the expected total discounted cost corresponding to the policy $\pi$ and initial state 1 is given by

$$
\begin{align*}
V_{\alpha}(1, \pi) & =\mathbb{E}_{1}^{\pi}\left[\int_{0}^{t_{\infty}} e^{-\alpha s} C\left(1, \pi_{s}, 2\right) q\left(1, \pi_{s}\right) I\left\{\xi_{s}=1\right\} d s\right] \\
& =\int_{\Omega} \int_{0}^{\infty} e^{-\alpha s} C\left(1, \pi_{s}, 2\right) q\left(1, \pi_{s}\right) I\left\{\xi_{s}=1\right\} d s \mathbb{P}_{1}^{\pi}(d \omega) \\
& =\int_{\Omega} \int_{0}^{\infty} e^{-\alpha s}[(2)(4) I\{\pi(\omega, s)=b\}+(4)(2) I\{\pi(\omega, s)=c\}] I\left\{\xi_{s}=1\right\} d s \mathbb{P}_{1}^{\pi}(d \omega) \\
& =\int_{0}^{\infty} \int_{\Omega} 8 e^{-\alpha s} I\left\{\xi_{s}=1\right\} \mathbb{P}_{1}^{\pi}(d \omega) d s=\int_{0}^{\infty} 8 e^{-\alpha s} P_{1}^{\pi}(s, 1) d s \tag{4.74}
\end{align*}
$$

where the first equality follows from (4.68), the second equality holds because $\left\{\boldsymbol{\xi}_{s}=1\right\} \in\left\{s<t_{\infty}\right\}$ and from the definition of expectation, the third equality follows from (4.71), the fourth equality is obtained by interchanging the order of integration, and the last one follows from (4.2).

For notational convenience, let $x_{1}:=P_{1}^{\pi}(s, 1, b)$ and $x_{2}:=P_{1}^{\pi}(s, 1, c)$. Then $P_{1}^{\pi}(s, 1)=x_{1}+x_{2}$ and
$V_{\alpha}(1, \varphi)=\int_{0}^{\infty} e^{-\alpha s} \frac{\left(8 x_{1}^{2}+8 x_{2}^{2}+20 x_{1} x_{2}\right)}{x_{1}+x_{2}} d s \quad$ and $\quad V_{\alpha}(1, \pi)=\int_{0}^{\infty} e^{-\alpha s} \frac{\left(8 x_{1}^{2}+8 x_{2}^{2}+16 x_{1} x_{2}\right)}{x_{1}+x_{2}} d s$.
Therefore, $V_{\alpha}(1, \varphi)=V_{\alpha}(1, \pi)+\int_{0}^{\infty} 4 e^{-\alpha s} \frac{P_{1}^{\pi}(s, 1, b) P_{1}^{\pi}(s, 1, c)}{P_{1}^{\pi}(s, 1)} d s$ which implies that $V_{\alpha}(1, \varphi)>V_{\alpha}(1, \pi)$.
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## Chapter 5

## Appendix A

In this appendix, we describe discrete-time Markov decision processes (DTMDPs), provide a brief construction of the stochastic processes induced by a policy, and define the common optimality criteria. We present the result on sufficiency of Markov policies in DTMDPs that was shown by Derman and Strauch [4].

### 5.1 Discrete-time Markov decision processes

A DTMDP is defined by the multiplet $(X, A, A(x), p(\cdot \mid x, a), c(x, a))$, where
(i) $X$ is the state space such that $(X, \mathfrak{B}(X))$ is a standard Borel space;
(ii) $A$ is the action space such that $(A, \mathfrak{B}(A))$ is a standard Borel space;
(iii) $A(x)$ are the set of actions available at $x \in X$. It is assumed that $A(x) \in \mathfrak{B}(X)$ for all $x \in X$ and the set of feasible state-action pairs $\operatorname{Gr}(A)=\{(x, a): x \in X, a \in A(x)\}$ is a measurable subset of $(X \times A)$ containing the graph of a measurable mapping from $X$ to $A$.
(iv) $p(\cdot \mid x, a)$ is the transition probability from $G r(A)$ to $X$, that is $p(\cdot \mid x, a)$ is a probability measure on $(X, \mathfrak{B}(X))$ for any $(x, a) \in G r(A)$ and $p(Z \mid x, a)$ is a measurable function on $G r(A)$ for any $Z \in \mathfrak{B}(X)$.
(v) $c(x, a)$ is the one step cost incurred for choosing an action $a \in A(x)$ in state $x \in X$ and is assumed to be a bounded below measurable function on the $\operatorname{Gr}(A)$.

A DTMDP evolves as follows: At each time epoch $t=0,1, \ldots$, the decision maker observes the current state $x \in X$ of the stochastic system and chooses an action $a$ from the set of actions $A(x)$ available at state $x$. After an action $a$ is selected, the decision maker incurs the cost $c(x, a)$ and the system moves to the next state at time $t+1$ according to the probability law $p(\cdot \mid x, a)$.

The decision rules that specify how actions are chosen by the decision maker at every time $t$ using the available information are called policies. In DTMDPs, the information available up to the current time $t$ is $\left(x_{0}, a_{0}, \ldots, x_{t-1}, a_{t-1}, x_{t}\right)$, where $x_{n}$ and $a_{n}, n=0,1, \ldots$, respectively denote the state of the process and the action chosen in this state at time $n$. At each time epoch, the decision maker may select a particular action or, in a more general way, a probability distribution on the
set of available actions $A(x)$. Decisions of the first type are called non-randomized and decisions of the second type are called randomized. To formally define policies, let $H_{t}:=(X \times A)^{t} \times X$ be the set of histories (or information vectors) up to and including time $t=0,1, \ldots$, and $\mathfrak{B}\left(H_{t}\right)=$ $(\mathfrak{B}(X) \otimes \mathfrak{B}(A))^{t} \otimes \mathfrak{B}(X)$. We now define different classes of policies considered for DTMDPs in this thesis.

- A (randomized) policy $\pi$ is a sequence of transition probabilities $\pi_{t}, t=0,1, \ldots$, from $H_{t}$ to $A$ such that $\pi_{t}\left(A\left(x_{t}\right) \mid x_{0}, a_{0}, \ldots, x_{t-1}, a_{t-1}, x_{t}\right)=1$.
- A policy $\pi$ is called (randomized) Markov if $\pi_{t}\left(\cdot \mid x_{0}, a_{0}, \ldots, x_{t-1}, a_{t-1}, x_{t}\right)=\pi_{t}\left(\cdot \mid x_{t}\right)$ for all $t=0,1, \ldots$.

Let $\Delta$ be the set of all policies and $\Delta^{M}$ be the set of all Markov policies. Then, we immediately have, $\Delta^{M} \subseteq \Delta$. Also, let $H:=\bigcup_{t=0,1, \ldots} H_{t}$ be the set of histories that contain countable number of jumps. Observe that the set $H$ is endowed with a $\sigma$-algebra defined by the products of the Borel $\sigma$ algebras $\mathfrak{B}(X)$ and $\mathfrak{B}(A)$. In view of Ionescu Tulcea theorem (Hernández-Lerma and Lasserre [15, p. 178]), an initial probability measure $\gamma$ on $X$ and a policy $\pi$ define a unique probability measure $\mathbb{P}_{\gamma}^{\pi}$ on the space of histories $H$. We denote by $\mathbb{E}_{\gamma}^{\pi}$ the expectations with respect to the probability measure $\mathbb{P}_{\gamma}^{\boldsymbol{\pi}}$.

### 5.1.1 Cost Criteria

We now give a brief description of the different cost criteria considered in this thesis for DTMDPs. Given an initial distribution $\gamma$ on $X$, for any policy $\pi \in \Delta$,
(i) the finite horizon expected total discounted cost is given by

$$
\begin{equation*}
\mathbf{V}_{\beta, T}(\gamma, \pi):=\mathbb{E}_{\gamma}^{\pi} \sum_{t=0}^{T-1} \beta^{t} c\left(x_{t}, a_{t}\right) \tag{5.1}
\end{equation*}
$$

where $T$ is the finite planning horizon and $\beta \in[0,1[$ is the discount factor.
(ii) Formula (5.1) with $\beta=1$ defines the finite-horizon expected total cost denoted by $\mathbf{V}_{1, T}(\gamma, \pi)$.
(iii) Formula (5.1) with $T=\infty$ defines the expected total discounted cost denoted by $\mathbf{V}_{\beta}(\gamma, \pi)$.
(iv) Formula (5.1) with $\beta=1$ and $T=\infty$ defines the expected total cost denoted by $\mathbf{V}_{0}(\gamma, \pi)$.
(v) the average cost per unit time is given by

$$
\begin{equation*}
\mathbf{W}(\gamma, \pi)=\limsup _{T \rightarrow \infty} \frac{\mathbf{V}_{1, T}(\gamma, \pi)}{T} \tag{5.2}
\end{equation*}
$$

### 5.2 Sufficiency of Markov policies in DTMDPs

The following theorem shows that, given an initial distribution $\gamma$ on $X$, for any policy $\pi$ there exists a Markov policy $\sigma$ such that both the policies have the same marginal distributions on the state-action pairs. This fundamental result in DTMDPs given by Derman and Strauch [4] establishes that the search for optimal policies, when considering cost criteria that depend only on marginal distributions on the state-action pairs, can be restricted to the class of Markov policies.

Theorem 5.2.1 (Derman and Strauch [4], Strauch [33]). Given an initial distribution $\gamma$ on $X$, for any policy $\pi$ consider the Markov policy satisfying, for all $t=0,1,2, \ldots$,

$$
\begin{equation*}
\sigma_{t}(B \mid z)=\frac{\mathbb{P}_{\gamma}^{\pi}\left(x_{t} \in d z, a_{t} \in B\right)}{\mathbb{P}_{\gamma}^{\pi}\left(x_{t} \in d z\right)}, \quad \mathbb{P}_{\gamma}^{\pi}\left(x_{t} \in \cdot\right)-a . e ., z \in X, B \in \mathfrak{B}(A) . \tag{5.3}
\end{equation*}
$$

Then, for all $t=0,1,2, \ldots$,

$$
\begin{equation*}
\mathbb{P}_{\gamma}^{\boldsymbol{\pi}}\left(x_{t} \in Z, a_{t} \in B\right)=\mathbb{P}_{\gamma}^{\sigma}\left(x_{t} \in Z, a_{t} \in B\right), \quad Z \in \mathfrak{B}(X), B \in \mathfrak{B}(A) \tag{5.4}
\end{equation*}
$$

Therefore, for optimality criteria $G \in\left\{\boldsymbol{V}_{\boldsymbol{\beta}}, \boldsymbol{V}_{0}, \boldsymbol{W}\right\}$,

$$
\begin{equation*}
G(\gamma, \pi)=G(\gamma, \sigma) \tag{5.5}
\end{equation*}
$$

Proof. Observe that, for any policy $\phi$ and initial distribution $\gamma$,

$$
\mathbb{E}_{\gamma}^{\phi} c\left(x_{t}, a_{t}\right)=\int_{X} \int_{A} c(x, a) \mathbb{P}_{\gamma}^{\phi}\left(x_{t} \in d x, a_{t} \in d a\right)
$$

This fact and the definitions of the optimality criteria in $G$ imply that (5.5) is correct if (5.4) holds. The rest of the proof shows (5.4).

Observe that, if for any $t=0,1,2, \ldots$,

$$
\begin{equation*}
\mathbb{P}_{\gamma}^{\sigma}\left(x_{t} \in Z\right)=\mathbb{P}_{\gamma}^{\pi}\left(x_{t} \in Z\right), \quad Z \in \mathfrak{B}(X) \tag{5.6}
\end{equation*}
$$

then, for all $Z \in \mathfrak{B}(X)$, and $B \in \mathfrak{B}(A)$,

$$
\begin{equation*}
\mathbb{P}_{\gamma}^{\sigma}\left(x_{t} \in Z, a_{t} \in B\right)=\int_{Z} \sigma_{t}(B \mid z) \mathbb{P}_{\gamma}^{\sigma}\left(x_{t} \in Z\right)=\int_{Z} \sigma_{t}(B \mid z) \mathbb{P}_{\gamma}^{\pi}\left(x_{t} \in Z\right)=\mathbb{P}_{\gamma}^{\pi}\left(x_{t} \in Z, a_{t} \in B\right), \tag{5.7}
\end{equation*}
$$

where the first equality holds since $\sigma$ is a Markov policy, the second equality follows from (5.6), and the last one follows from (5.3). Thus, to complete the proof we establish (5.6). The proof of (5.6) is based on induction.

For $t=0, \mathbb{P}_{\gamma}^{\boldsymbol{\sigma}}\left(x_{0} \in Z\right)=\mathbb{P}_{\gamma}^{\boldsymbol{\pi}}\left(x_{0} \in Z\right)=\gamma(Z)$ for all $Z \in \mathfrak{B}(X)$. Assume (5.6) holds for some $t \geq 0$. Then, for all $Z \in \mathfrak{B}(X)$,

$$
\begin{aligned}
\mathbb{P}_{\gamma}^{\pi}\left(x_{t+1} \in Z\right) & =\int_{X} \int_{A} \int_{Z} p(d y \mid z, a) \mathbb{P}_{\gamma}^{\pi}\left(x_{t} \in d z, a_{t} \in d a\right) \\
& =\int_{X} \int_{A} \int_{Z} p(d y \mid z, a) \mathbb{P}_{\gamma}^{\sigma}\left(x_{t} \in d z, a_{t} \in d a\right)=\mathbb{P}_{\gamma}^{\sigma}\left(x_{t+1} \in Z\right),
\end{aligned}
$$

where the first and last equalities are straightforward and the second equality holds due to (5.7) and (5.6). Thus, (5.6) holds for all $t=0,1, \ldots$.

