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Abstract of the Dissertation

Bayesian methods for feature extraction and classification of fetal heart
rate signals

by
Shishir Dash

Doctor of Philosophy
in

Electrical Engineering
Stony Brook University

2014

A central problem in biomedical signal processing research is that of
computer aided classification. We consider the problem of computer-aided
diagnosis of intrapartum fetal status based on simultaneously recorded fe-
tal heart rate (FHR) and uterine pressure (UP) signals. Clinically, visual
diagnosis of the fetal heart rate signal is of critical importance when eval-
uating the status of pregnancy and delivery. This is because oxygen inad-
equacy, a major cause of adverse fetal outcomes, has a direct effect on the
fetal heart rate. Purely visual assessment of fetal heart rate segments has,
however, proven to have high intra- and inter observer variability, which
has persisted despite the publication of standardized interpretation guide-
lines, such as those by the National Institute of Child Health and Human
Development (NICHD). This has led to an alarming increase in the rate of
caesarian sections and unnecessary litigation expenses in even simple cases.
Thus, the development of automated algorithms for accurate classification
of FHR-UP patterns is of paramount importance.

The main contribution of our research is the development of differ-
ent Bayesian classification approaches that utilize two distinct paradigms
for feature extraction: (a) summarizing patterns from long-duration data
sets and (b) using sequences of features derived from short data-lengths.
In most of the existing methods, feature-vectors for long-duration (10-20
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minutes or more) datasets are mapped to scalar values. This approach
ignores the inherent non-stationarity in, and the effects of short-term in-
teractions between the two time series. In order to account for these fac-
tors, we develop methods to extract informative features from short time-
series data, and then use sequences of such features as classifier input. We
used these feature inputs in conjunction with classification methods based
on density estimation using window-counting, Bayesian-network structure
detection and generative mixture models. In particular, Bayesian network
structure detection enables the discovery of novel correlations and causa-
tions amongst different features Generative mixture models turn out to be
ideally suited for the modeling and classification of the feature-sequences
described earlier, and to elegantly fuse information from both FHR and UP
patterns. We explore a variety of features derived from expert-consensus
guidelines and statistical metrics that quantify information about the series
of beat-to-beat fractional changes in FHR. We also develop methods to accu-
rately translate clinical guidelines for FHR categorization into algorithmic
rules for decision-making. We describe the use of the NICHD guidelines
to make such deterministic systems, which are compared to the aforemen-
tioned probabilistic classifiers.

The methods presented here have the potential to make accurate FHR-
UP monitoring and automated decision support a possibility. We car-
ried out rigorous performance evaluations of these techniques on several
datasets acquired from real subjects. We show improvements in classifi-
cation accuracy versus discriminative methods such as support vector ma-
chines and rule-based classifiers. Gold-standard labeling was done using
manual physician interpretations of FHR-UP recordings or an objective fetal
health metric (umbilical cord pH). This work also opens up several possibil-
ities for future research, including unsupervised clustering of FHR-UP pat-
terns using nonparametric Bayesian methods with generative models, de-
velopment of fetal “risk scores” based on these discovered models, and the
use of sampling techniques to automatically segment FHR-UP time-series
data into distinct patterns.

iv



Contents

Acknowledgements xiii

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Physiological basis . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Fetal oxygen insufficiency . . . . . . . . . . . . . . . . . 6
1.2.2 Relationship to the heart rate . . . . . . . . . . . . . . . 7

1.3 Electronic fetal monitoring . . . . . . . . . . . . . . . . . . . . . 8
1.3.1 The FHR time series . . . . . . . . . . . . . . . . . . . . 8
1.3.2 Uterine activity . . . . . . . . . . . . . . . . . . . . . . . 11

1.4 Clinical assessment . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5 Previous studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.6.1 Translation of clinical domain knowledge . . . . . . . . 15
1.6.2 Use of generative models for data representation . . . 16
1.6.3 Feature identification . . . . . . . . . . . . . . . . . . . . 17
1.6.4 Exploiting dynamics of individual time series . . . . . 18
1.6.5 Fusion of information from UP signals . . . . . . . . . . 19

1.7 Dissertation outline and references . . . . . . . . . . . . . . . . 20

2 Rule-based classifier: the NICHD expert system 22
2.1 Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.1.1 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.2 Uterine Contractions . . . . . . . . . . . . . . . . . . . . 28
2.1.3 Baseline rate . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.4 Accelerations . . . . . . . . . . . . . . . . . . . . . . . . 30

v



2.1.5 Decelerations . . . . . . . . . . . . . . . . . . . . . . . . 31
2.1.6 Baseline Variability . . . . . . . . . . . . . . . . . . . . . 31

2.2 Feature categorization . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Diagnostic decision flow . . . . . . . . . . . . . . . . . . . . . . 35

2.3.1 Category 3 conditions . . . . . . . . . . . . . . . . . . . 37
2.3.2 Category 2 conditions . . . . . . . . . . . . . . . . . . . 37
2.3.3 Category 1 conditions . . . . . . . . . . . . . . . . . . . 37

2.4 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . 38

3 Bayesian network classifiers 40
3.1 Bayesian network formulation . . . . . . . . . . . . . . . . . . 41

3.1.1 BN structure learning . . . . . . . . . . . . . . . . . . . 43
3.1.2 FHR Features . . . . . . . . . . . . . . . . . . . . . . . . 44
3.1.3 FHR classification using BN . . . . . . . . . . . . . . . . 45

3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4 Density estimation classifiers 51
4.1 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Data segmentation . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3.1 From the raw FHR series . . . . . . . . . . . . . . . . . 54
4.3.2 Features from the FHR return series . . . . . . . . . . . 55

4.4 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5 Generative model classifiers 64
5.1 Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.1.1 Segmentation and feature discretization . . . . . . . . . 69
5.2 Generative model classification . . . . . . . . . . . . . . . . . . 71

5.2.1 Naïve Bayes GM . . . . . . . . . . . . . . . . . . . . . . 71
5.2.2 First order Markov-chain GM . . . . . . . . . . . . . . . 74

vi



5.2.3 Maximum a posteriori (MAP) decision . . . . . . . . . 75
5.3 Other approaches . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.3.1 Features . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.2 Discriminative classification . . . . . . . . . . . . . . . . 77

5.4 Performance comparisons . . . . . . . . . . . . . . . . . . . . . 77
5.4.1 Empirical setup . . . . . . . . . . . . . . . . . . . . . . . 77
5.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6 Future work and conclusions 86
6.1 Extension to unsupervised clustering . . . . . . . . . . . . . . . 86

6.1.1 Gibbs sampling . . . . . . . . . . . . . . . . . . . . . . . 88
6.1.2 Extension to unknown number of clusters . . . . . . . 92
6.1.3 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2 Data-driven segmentation of FHR-UP records . . . . . . . . . 96
6.2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2.3 Preliminary results . . . . . . . . . . . . . . . . . . . . . 104
6.2.4 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.3 Fetal risk scores . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.4 Extensions to real-time monitoring. . . . . . . . . . . . . . . . . 114
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

vii



List of Tables

1 List of symbols and definitions used in this chapter . . . . . . 26
2 Confusion matrix for expert system classification. . . . . . . . 38

3 List of symbols and definitions used in this chapter . . . . . . 42
4 Confusion matrix for BN classification of 754 real data sets. . 49

5 List of symbols and definitions used in this chapter. Specific
definitions of the individual features are provided in Section
4.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6 Comparison of classification performance. Higher Aθ values
imply better average classifier performance. . . . . . . . . . . . 61

7 List of symbols and definitions used in this chapter . . . . . . 66
8 Classification performance evaluations for all GM methods.

The second column shows the parameter values yielding
highest performance in terms of WRA. Best performances are
in bold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

9 Classification performance evaluations for all non-GM meth-
ods. The second column shows the parameter values yield-
ing highest performance in terms of WRA. Best performances
are in bold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

10 Confusion matrix for NICHD-ES classification. . . . . . . . . 81

viii



List of Figures

1 Description of fetal circulation. . . . . . . . . . . . . . . . . . . 5
2 Fetal distress during umbilical cord constriction. . . . . . . . . 6
3 ECG acquisition setup in the case of internal fetal monitoring. 9
4 Doppler autocorrelation for FHR detection. . . . . . . . . . . . 10
5 Catheter placement for IUP measurement. . . . . . . . . . . . . 11
6 A typical recording of FHR and uterine activity. . . . . . . . . 12

7 An example FHR-UP record that was visually interpreted as
a category 1 tracing according to NICHD guidelines. The
record shows typical characteristics of a normal FHR-UP
record: normal-range baseline (about 140 bpm), moderate
variability, the presence of accelerations present, and no de-
celerations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

8 An example FHR-UP record that was visually interpreted as
a category 2 tracing according to NICHD guidelines. The
record shows typical characteristics of a non-reassuring or in-
determinate FHR-UP record: tachycardic baseline (about 160
bpm), minimal (but not absent) variability, and the absence
of accelerations and decelerations. . . . . . . . . . . . . . . . . 24

9 An example FHR-UP record that was visually interpreted as
a category 3 tracing according to NICHD guidelines. The
record shows typical characteristics of an abnormal FHR-UP
record: tachycardic baseline (about 170 bpm), absent vari-
ability, the absence of accelerations and presence of variable
decelerations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

10 Automatic detection of uterine contractions. . . . . . . . . . . 29

ix



11 Detection baseline FHR and decelerations. . . . . . . . . . . . . 32
12 Estimation of baseline FHR variability. . . . . . . . . . . . . . . 33

13 Expert-guided BN structure for categorization of FHR fea-
tures. The fetal status S has a direct causal effect on all the
other variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

14 BN structure learnt from the K2 algorithm. The fetal status S
has a direct causal effect on only {V,D,A}. . . . . . . . . . . . 48

15 Examples of (left) reassuring and (right) non-reassuring FHR
traces showing differences in FHR variability and types of
accelerations and decelerations. . . . . . . . . . . . . . . . . . . 54

16 A graphical demonstration of the neighbour counting
method of classification. There are two input features x1 and
x2. Feature vectors in the positive and negative classes are
shown with symbols “+” and “-”. The box around the test
point (solid circle) denotes its “immediate vicinity”. Based on
the counts of the training vectors in the two categories, this
test point would be classified as belonging to the positive class. 58

17 Receiver operation characteristic curve for the m-feature
combinations from analysis of FHR data for all 3 methods,
with (top) m = 2 and (bottom) m = 9. TPR = True positive
rate (sensitivity); FPR = False Positive Rate. . . . . . . . . . . . 60

18 An example of a feature sequence (displayed as the row of
symbol numbers at the top) extracted from an FHR (in blue)-
UP (in green) record. The size of the alphabet Hx was 34 and
the segment length was t = 60 seconds. FHR units are beats
per minute (bpm) while UP is scaled to percentage values. . . 68

19 Directed acyclic graph with N data sets and K possible
classes of the generative naïve Bayes model. . . . . . . . . . . . 72

20 Directed acyclic graph of the generative model with a
Markov structure encoding time-dependence in each (ith)
FHR-UPrecord. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

x



21 Error bars representing median± interquartile range of WRA
of classification using the GM-MMorNB-C method as a func-
tion of the bin width b and for three different t values. . . . . . 81

22 Error bars representing median± interquartile range of WRA
of classification using the SVM-WHRV-C method as a func-
tion of σ and for three different values of C. . . . . . . . . . . 82

23 DAG for complete category-specific switching autoregressive
model with K overall categories, H possible symbols in fea-
ture alphabet and autoregressive order ρ = 2. . . . . . . . . . . 94

24 DAG for the switching autoregressive model used for model-
ing nonstationary time series data. Here, the autoregressive
process is of second order, i.e., ρ = 2. . . . . . . . . . . . . . . . 101

25 Simulated observations and state sequence in Dataset 1, gen-
erated from a 1-parameter autoregressive HMM, with known
noise variance = 0.04 and 3 states. . . . . . . . . . . . . . . . . . 105

26 Simulated observations and state sequence in Dataset 2, gen-
erated from a 2-parameter autoregressive HMM, with known
noise variance = 1 and 3 states. . . . . . . . . . . . . . . . . . . 106

27 Posterior updates at the end of each iteration for mean (blue)
and standard deviations (green) of AR parameters for each
of the H = 5 possible states considered in the DG sampling
strategy, when using Dataset 1 as the sampler input time se-
ries. Red lines indicate the true AR coefficients for each of the
three true states. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

28 Posterior updates at the end of each iteration for mean (blue)
and standard deviations (green) of AR parameters for each of
the H = 5 possible states considered in the Full FB sampling
strategy, when using Dataset 1 as the sampler input time se-
ries. Red lines indicate the true AR coefficients for each of the
three true states. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

xi



29 Posterior updates at the end of each iteration for mean (blue)
and standard deviations (green) of AR parameters for each
of the H = 5 possible states considered in the RBFB sampling
strategy, when using Dataset 1 as the sampler input time se-
ries. Red lines indicate the true AR coefficients for each of the
three true states. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

30 Empirical pdfs of the segmentation error between sam-
pled and true state-sequences, when using various sampling
strategies on the (top) 1st and (bottom) 2-nd order AR data.
SE was calculated as explained in the text. . . . . . . . . . . . . 111

31 Empirical pdfs of posterior updates at the end of each itera-
tion for mean of AR parameters for each of the K ′ = 5 possi-
ble states (k = 1, 2, 3, 4, 5) considered in (top panels) the DG,
(center panels) the full FB and (bottom panels) RBFB sam-
pling strategies. The left column shows results from Dataset
1 (switching AR process of order 1) and the right, those from
Dataset 2 (switching AR process of order 2). Solid black lines
in left-column figures and solid black circles in right-column
figures indicate the true AR coefficient values. . . . . . . . . . 112

xii



Acknowledgements

First of all, I would like to thank my advisor Prof. Petar M. Djurić for his
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1 Introduction

Research in signal processing in the context of biomedical signals has a long
and storied history. In fact, the term “signal processing” itself does not
capture the richness of the field, which involves everything from monitor-
ing and noise-free extraction of signals, feature extraction from the signals
to capture informative deviations from “normality,” pattern classification
and machine learning to identify such areas as well as to do final diagnosis
based on multiple signal features. Recently, Saeys et al. [90] have reviewed
feature-selection techniques in the context of bioinformatics applications,
while Lotte et al. [64] have described pattern-classification algorithms ap-
plied to brain-computer interfaces. Many other examples of such studies
can be found in the current literature.

The primary goal of our research is to develop novel methods for more
accurate and consistent classification of the fetal heart rate (FHR) and uter-
ine pressure (UP) signals into categories that are meaningful to clinical im-
plementation. I first explain the motivation behind the current research in
Section 1.1. Section 1.2 describes the general physiological mechanisms be-
hind the generation of these signals and also describes the pathophysiology
associated with fetal distress. We provide a brief listing of the primary con-
tributions of our research on FHR analysis in Section 1.6. Finally, a chapter
outline for the rest of the dissertation is provided in Section 1.7.

1.1 Motivation

A 2005 report by Law et al. [59] found that the incidence of neonatal mor-
bidity and mortality can vary widely around the world (high-income coun-
tries report rates as low as 4 deaths per 1000 live births while low-income
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countries have an average of 33 deaths per 1000 live births), while the total
neonatal mortality rate (NMR)1 was an estimated 4 million deaths per year.
A similar number of stillborn deaths were also reported. By 2009, this num-
ber had fallen to 3.3 million deaths in the first month2 [76]. Lawn et al. [59]
also report that the main causes of neonatal death are preterm births (28%),
severe infections (26%) and asphyxia (23%), and that the highest risk for
death is on the first day of life, and almost 75% of deaths occur in the first
week of life.

A more direct assessment of fetal deaths is the fetal mortality rate, the
assessment of which has been a goal of the National Vital Statistics System
(NVSS) for many decades now. The latest such report, published in 2009
[65], reports on trends in fetal mortality from 1990 to 2005. In 2005, there
were an estimated 26,000 fetal deaths at gestational ages of 20 weeks or
more, (referred to as stillbirths or fetal deaths). The average number of fetal
deaths per 1,000 live births was 6.22, which has not declined significantly
from its previous reported value of 6.2 in 2004.

Thus it is clear that the assessment of fetal health is of paramount im-
portance. This assessment can be done in a number of ways. Nowadays
electronic fetal monitoring (EFM) has permeated obstetrical practice almost
completely, as opposed to being used merely for complicated pregnancies
when the technology was first introduced in the 1960s [23]. The most ubiq-
uitous form of EFM involves the simultaneous electronic monitoring of the
fetal heart rate (FHR) as well as the uterine pressure (UP) signal. A detailed
description of the technicalities of fetal monitoring is provided in Section
1.3. In 2002, nearly 85% of live births in the US (3.5 million women) under-
went EFM [70]. The technology offers obvious advantages compared to old
methods like periodic auscultation with a fetoscope. Other methods include
the use of umbilical or scalp blood-sampling to determine pH values, a di-
rect marker of fetal acid-base balance, as well as non-established techniques

1The term “neonatal” refers to “within the first 4 weeks of life”.
2In [76], the authors have stated that reliable civil registration data were available from

only 389 countries, while a statistical model was used to estimate NMR’s for 155 other
countries. Nevertheless, it seems to be generally accepted that NMR has decreased over
this period.
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such as vibro-acoustic stimulation, fetal pulse oximetry and near-infrared
spectroscopy [1].

However, in daily obstetric practice, interpretation of the readily avail-
able EFM data is only based on visual analysis [8, 36, 78] and therefore
is subjective and thereby plagued with high variability and unreliability.
Very little headway has been made using EFM to effectively identify the fe-
tus/newborn at risk for a poor perinatal outcome since the introduction of
this technology. The major impact of classifying EFM tracings into 3 cate-
gories [66] was to reach consensus on terminology. No progress has been
made in improving intra/inter-observer consistency in identifying the fe-
tus at risk for fetal encephalopathy [1, 82, 98]. At the same time, pregnant
women are placed at an ever increasing risk for cesarean delivery, which is
presently at 40%, with its attendant risks to the mother of hemorrhage, sep-
sis, pulmonary embolism, decreased reproductive potential, not to mention
the significant rise in the cost of obstetric care. Not surprisingly, for many
years, there has been a concerted effort to automate the analysis of fetal
heart rate (FHR) rhythms to remove the arbitrariness that may arise while
evaluating them [98]. However, despite important advances in biomedical
signal analysis, there have not been significant improvements in automated
decision support systems in this area.

For instance, one of the newest and most promising developments in
automated EFM classification is the use of features from both FHR and fetal
electrocardiogram (ECG) data for fetal risk stratification in the STAN system
developed by Neoventa, Sweden. In recent years, this system has under-
gone significant clinical trials in Europe and in the US [1, 28, 36]. However,
at the present time a major limitation to the use of this system is that, to ac-
cess the fetal ECG signal, one must insert the electrode into the fetal scalp,
as explained in Section 1.4. As a consequence, the patient must be in labor
and the fetal membranes must be ruptured. Importantly, it cannot be used
in patients not yet in labor and in those patients who are at risk for infecting
their fetus via ascending infection.

There also exist some commercially available (but, to our knowledge,
not very widely used) systems for automated, noninvasive FHR monitoring

3



and classification, including the ones developed by LMS/Perigen (Prince-
ton, New Jersey, USA) [47,107], Omniview Sisporto (Alfragide, Portugal) [5]
and Oxford Sonicaid (Oxford, UK) [80]. A good review of these technolo-
gies from a clinical perspective is provided in [83]. Other recent systems,
developed in academic research settings, but not yet widely available for
general use, include those using neural networks [39,75], nonlinear feature-
classifiers [97], multiscale complexity [49], and time-frequency analysis [29].
One reason they have not permeated clinical use in any significant way is
that they often summarise very long EFM datasets with scalar values for
features, and in doing so, often ignore effects of nonstationarity and changes
in fetal dynamics. Moreover, in most attempts at classification, discrimi-
native methods are used, which does not easily allow for the estimation of
confidence intervals (i.e., how sure is the system about the classification out-
put?) or interpretability (i.e., do the reasons for a particular classification of
a given dataset make clinical sense?). As is often the case with biomedical
signals, noise, artifacts, fetal and maternal movements induce significant
non-stationarity and the lack of beat-to-beat resolution in Doppler record-
ings greatly compromise the quality of the data. All these factors make
the signal analysis challenging but potentially quite beneficial. In summary,
there is a great need for consistent and accurate methods of classifying FHR-
UP traces. They will add meaningful value to the daily practice in obstetrics
and can lead to much more effective clinical decision support.

1.2 Physiological basis

The oxygen-delivery mechanism to the fetus is a pathway composed of ma-
ternal uterine arteries, the placenta and the umbilical vein. Starting in the
uterine arteries, oxygen flows through to the uterus, then to the placenta
and then via the umbilical vein through to the fetus itself. Intervillous space
between the placental and uterine tissues facilitates oxygen and nutrient
delivery mechanisms as well as systems for removal of carbon dioxide and
other waste matter. Umbilical arteries bring the carbon dioxide and other
fetal waste products to the placenta for removal via uterine veins. This is
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summarized in Figure 1.

Figure 1: (a) Description of fetal circulation. (b) Intervillous space between
the placental and uterine tissues facilitates oxygen and nutrient delivery
mechanisms as well as waste removal. Figures taken from [100].

Uterine contractions cause reduction in uterine and placental blood
flow. Consequently, oxygen exchange through the placenta is temporar-
ily decreased, followed by normalization of the perfusion after relaxation of
the uterus. Thus oxygenation of the fetus is directly dependent on 4 factors:
maternal blood pressure, maternal oxygenation, available placental surface
area for perfusion, and whether the umbilical cord is sufficiently open and
unobstructed. If any one of these factors is compromised, it leads to com-
promised oxygen transfer, which is also termed uteroplacental insufficiency.
During contractions, the fetus relies on appropriate residual perfusion of
both maternal and fetal blood across the intervillous space (known as the
placental reserve) for oxygen supplies.
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Figure 2: Fetal distress during umbilical cord constriction. Figure taken
from [100].

1.2.1 Fetal oxygen insufficiency

Uteroplacental oxygen insufficiency may occur because of problems in one
of 4 compartments.

1. If there is, say, an infarction in the placenta, it will result in poor oxy-
gen transfer during relaxation of uterus, resulting in low oxygen levels
(fetal hypoxemia).

2. Alternatively, if there are very deep contractions or too many contrac-
tions per unit time, the placenta will not have enough time to absorb
oxygen from maternal blood between contractions.

3. The third mechanism is via decreased maternal perfusion of the pla-
centa. This may occur if the mother is hypotensive, hypoxic, or has
other complications. Even if the contractions are of normal length and
size, the fetus may undergo distress because it cannot absorb enough
oxygen even after the contraction is over.

4. Finally fetal oxygen supply may be insufficient if the umbilical cord is
constricted, which decreases the delivery rate of oxygen to the fetus.
This situation is displayed in Figure 2.
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1.2.2 Relationship to the heart rate

Oxygenation levels in the fetal heart have a direct effect on the functioning
of the fetal brain and nervous system. Since the cardiac contractions in the
fetal heart are regulated by the autonomic nervous system (just as in adults),
this will have a direct effect on cardiovascular functioning. The focus in the
current work is on intrapartum (close to delivery) fetal heart rate analysis,
by which time the cardiovascular system as well as the autonomic nervous
system are sufficiently developed. Modulation of cardiac activity by the
autonomic nervous system is carried out by 2 different mechanisms, namely
parasympathetic and sympathetic.

Parasymathetic activation is mediated via the vagal nerve, and its main
goal is rapid adaptation to changing physiological conditions. It is associ-
ated with decreases in fetal heart rate. Sympathetic activation, on the other
hand, causes the release of stress hormones from the adrenal gland, usually
causing an increase in fetal heart rates. Adaptation caused by sympathetic
activation is in general slower than parasympathetic.

When a fetus is affected by hypoxia, acute or otherwise, chemo-
receptors sensitive to the decrease in partial pressure of oxygen are acti-
vated. This, in turn stimulates both sympathetic and parasympathetic limbs
of the nervous system, and causes an initial reduction in fetal heart rate if
hypoxia is acute. Gradual hypoxia may in fact cause an increase in heart
rate. Reduced placental blood flow during contractions can also cause sim-
ilar decreases in heart rate via the same chain of chemo-receptor activation.
These episodic decreases are called decelerations, and can also be triggered
by the increase in blood pressure as part of the cardiovascular adaptation
to the hypoxia. After the blood flow and oxygenation are returned to nor-
mal levels, the sympathetic activation is reactivated, causing increase in the
FHR.

Despite a broad understanding of such physiological influences on the
FHR, a complete understanding of these complex interactions remains elu-
sive. However, the key takeaway is that any change in oxygen level directly
affects the autonomic nervous system, and therefore the fetal heart rate. The
objective of fetal heart rate monitoring by various methods is to assess this
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influence and to solve the inverse problem of inferring whether there was
a change in the oxygenation status in the first place, depending on the type
of heart rate patterns observed.

1.3 Electronic fetal monitoring

Electronic fetal monitors typically measure two signals (both either exter-
nally or internally): the fetal heart rate signal, and maternal uterine activity.

1.3.1 The FHR time series

Internal monitoring of the fetal heart is achieved via direct acquisition of
the ECG. A bipolar spiral electrode is attached directly to the fetal scalp.
The wire electrode protrudes into the fetal scalp, while the metal wing on
the electrode acts as the second pole. A saline electrical bridge is created by
vaginal body fluids, which completes the circuit. This facilitates measure-
ment of voltage differences between the two poles of the electrode. A third
reference electrode is attached to the maternal thigh to eliminate all other
electrical interference. The system setup is displayed in Figure 3.

In internal monitoring, FHR is derived from the ECG signal, which
has distinct morphological features in each heart beat called fiducial points.
These are denoted the P wave, QRS complex and the T and U waves. The
R peak in the QRS complex is the most distinct and easiest to detect. The
time interval between successive R peaks is called the RR interval, and the
inverse of this is called the instantaneous heart rate.

In external fetal monitoring, ultrasound waves are used to detect the
rhythmic movement of fetal heart valves and puslatile blood flow via
Doppler shifts in frequency. The device consists of a transducer emitting
ultrasound waves as well as a sensor to detect reflected waves. It is placed
on the maternal abdomen with a coupling gel in between the transducer
and skin to ensure proper conduction of the ultrasound waves. Reflected
waves from many different moving sources are received. This creates a
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Figure 3: ECG acquisition setup in the case of internal fetal monitoring. Pic-
ture taken from [23], Chapter 18.

spectrum of many different frequency shifts corresponding to many dif-
ferent velocities. This velocity spectrum is repeated with each heart beat.
An autocorrrelation method is used to detect periodicity in the spectrum
as shown in Figure 4. In typical Doppler fetal monitoring units, significant
post-processing is done on the signal after acquisition, in order to eliminate
noise. In fact, since the autocorrelation process by definition requires at least
a few heartbeats’ duration of data for accurate rhythmicity detection, there
is implicit smoothing which may obscure some high-frequency variations.
The sampling rate in the case of Doppler data is 4Hz.

Despite the problems associated with Doppler monitoring, it is under-
standably the preferred choice of obstetric care providers for FHR monitor-
ing, with scalp-electrode methods used only when warranted by necessity,
such as when a cleaner signal is required for more detailed study.
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Figure 4: Doppler autocorrelation technique to detect heart period in the
case of external monitoring. Figure based on figures in [52].
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Figure 5: Placement of fluid-filled catheter for internal monitoring of uterine
pressure variation. Figure taken from [23], Chapter 18.

1.3.2 Uterine activity

Internal monitoring of uterine activity involves the insertion of a catheter
into the uterus along one side of the fetal head as shown in Figure 5. The
catheter is made of plastic and contains fluid. It is connected to a strain-
gauge pressure sensor calibrated to have the same level as the catheter tip
in the uterus. Variation in pressure within the fluid system, caused by con-
traction activity in the uterus, creates a potential difference that is amplified
and measured as a percentage signal.

In the case of external monitoring, a displacement transducer (in the
form of a button or “plunger”) is held against the abdominal wall. With
each contraction, there is movement of the plunger proportional to the
strength of the contraction. This movement can be converted into a mea-
surable electrical signal, but it is a relative measure of contraction intensity.
Thus, it is usually used to measure the onset, peak and return of the con-
traction.
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Figure 6: A typical recording of FHR (top) and uterine activity (bottom) as
displayed on strip chart recorders. Blue area corresponds to the baseline
FHR range considered to be “Normal”. Information about whether there
were baseline FHR changes or when antibiotics were started is also pro-
vided.

1.4 Clinical assessment

After acquisition, the two signals are displayed either on a digital monitor
or read out on paper strips. A typical recording looks like in Figure 6. Note
that information about certain morphological changes is also calculated by
the fetal monitoring unit. Real-time clinical assessment of electronic fetal
recordings is described in detail in Chapter 2 as well as in the standardized
guidelines developed by the National Institute of Child Health and Hu-
man Development (NICHD), last updated in 2008 [66]. There are five main
features of interest obtained from the two signals: uterine contraction rate
(frequency of contractions), baseline heart rate, magnitude of variation of
heart rate around the baseline rate and presence of episodic deviations from
the baseline termed “accelerations” or “decelerations”. The most important
indicators of fetal distress are the lack of variability, presence of repetitive
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late decelerations, and persistently bradycardic (lower than normal) aver-
age heart rate. In addition, sinusoidal patterns are also considered poten-
tially dangerous. All these aspects are described in more detail in Chapter
2.

1.5 Previous studies

In the context of medical diagnosis and classification in general, rule-based
systems have been in use for many years. Since 2002, they have been ap-
plied to areas like diagnosis and classification of thyroid neoplasms [89],
chromatography applications [108], measurement of liver and kidney toxi-
city [61], otology [45], urinary incontinence [63], assessment of hepatotoxic
potential [69], and diagnosis of primary immunodeficiencies [91]. A 2002
review by McNeely et al. [71] reported on the effective use of such expert
systems in the field of laboratory testing, in systems such as BloodLink and
LAS, as well as in providing interpretations of results of said testing. It has
also been used in applications like orthodontry [48] and epidemiology of
sleep disorders [77].

In the specific case of FHR analysis, computerized rule-based systems
have already been implemented previously, e.g. [3, 80]. Seufert et al. [94] re-
ported that it was possible to use artificial intelligence techniques like rule-
based systems or neural networks for interpreting EFM patterns, but that
its effectiveness would be significantly enhanced only after inclusion of ex-
ternal factors like partial oxygen pressure. Other rule-based systems were
developed by [2] (called the NST-EXPERT) as well as rule based system by
Keith et al. [56] that uses a database of 400 rules.

A comprehensive review of features relevant for FHR has been pro-
vided in [17]. They usually include power spectral density estimates [46,86],
morphological features such as number of “accelerations” (increases in
FHR), “decelerations” and their corresponding sizes [4, 54, 68, 80], linear
features such as mean and variance of FHR over some time period and
nonlinear features such as approximate or sample entropy [21,31,35,40–43,
75, 79, 86, 96, 97]. One very interesting approach by Warrick et al [105, 106]
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has focused on the dynamic relationship between the fetal heart rate and
the maternal uterine pressure signal, quantifying it as an impulse response
function and using the associated gain and phase delay as features capable
of discriminating between normal and abnormal cases.

In the case of fetal heart rate monitoring, many standard classifica-
tion approaches have been applied in recent studies. Noguchi et al. [75]
used neural networks to classify a feature set composed of standard FHR
morphological features as well as novel features quantifying the effect of
sinusoidal variations in FHR. A back-propagation method was used for
neural-network learning, with a modest-sized training database of 20 traces.
A 2008 study by Chudacek et al. [18] used three different techniques for
feature selection (principal component analysis, Group of Adaptive Mod-
els Evolution and neural networks) followed by direct correlation of well-
discriminating feature sets with FHR pathology (indicated by abnormal
range of umbilical pH values). Candidate features included many standard
morphological features as well as several adult HRV features. Binary par-
ticle swarm optimization has also been used in [41] to perform automatic
feature selection, followed by classification using support vector machine
(SVM) and neural network techniques. The authors state that one impor-
tant modification in their method was the use of minority oversampling to
prevent errors arising out of imbalanced segmentation of examples. Fea-
tures used included time domain as well as standard frequency domain
heart rate variability (HRV) features. The same groups has also used gram-
matical evolution for feature selection [40] followed by multilayer percep-
tron for classification. A genetic algorithm approach was used to train the
neural network.

In 2006, Costa-Santos et al. [21] used a clustering approach for classifi-
cation of fetal heart rate recordings taken from 4 different hospitals. Clus-
tering was done using a compression approach. A novel distance metric for
measuring differences between two recording was defined using the ratio
between compression statistic of two data sets taken simultaneously and the
minimum of compression statistics for the two individual data sets. For all
possible pairs of datasets, this distance metric is calculated, and clustering
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is done using the simple rule that the smaller the “compression distance”
between the two recordings, the more similar they are.

One of the most popular classifiers these days is the SVM, mainly be-
cause of the relative simplicity of the theory, the convenient extension to
nonlinear discriminators through the use of the kernel trick, and high accu-
racy in several real applications [15,16]. It has been used recently in studies
by Warrick et al. [105,106] for classification of FHR-UP recordings using the
novel features described in Section 5.3.1. Another rich group of classifiers
includes Bayesian methods, which allow probabilistic formulations of the
problem at hand and a natural way to derive confidence measures for clas-
sification outputs. These have been described in detail in several books and
papers, for instance, in [30].

1.6 Contributions

During the course of our research on these challenging datasets, we have
developed a number of methods to analyse them. In addition, our use of
Bayesian methods has opened up the possibility of new approaches to such
analyses, as we have detailed in the following chapters. We now provide
brief introductions to the main contributions of our research.

1.6.1 Translation of clinical domain knowledge

As reported in the previous section, several attempts have been made to
build software implementations of the expert consensus guidelines devel-
oped for consistent EFM interpretation. We have implemented the guide-
lines prescribed by the NICHD in 2008 [66], which describe methods to
(a) assess and quantify the different patterns observed in both FHR and
UP signals such as baseline and contraction rates, numbers of episodic
deviations and variability (b) rules to map numeric features to types and
(c) rules to decide whether an FHR-UP tracing is reassuring or not based
on what combinations of these types exist. Although rule-based decision
systems do not, in general perform as well as probabilistic ones, one of

15



the advantages of translating these guidelines is that we can obtain sev-
eral informative features that are easily interpretable by the obstetric care
community. We have used modified versions of these features in differ-
ent classifiers, notably in generative model-based systems, in nonparamet-
ric window-counting methods, and in Bayesian networks. We show per-
formance evaluations with several real datasets using both rule-based and
other systems.

1.6.2 Use of generative models for data representation

Our proposed approach is probabilistic, where we aim at employing gen-
erative classifiers which learn the joint probability distribution of the data
and their labels, followed by the use of Bayes’ rule [53]. Generative models
(GMs) are more flexible than discriminative models in expressing depen-
dencies among different variables [11]. Furthermore, in contrast to discrim-
inative models, they can naturally be used in unsupervised learning [11,53].
Even though GM are computationally demanding, they allow for estima-
tion of marginal distributions of data, which in our scenario is very useful.
More specifically, with GMs, one can achieve improved detection of new
data that are outliers under the model and whose predictions have low ac-
curacy [10, 101]. In our problem, we can view the abnormal traces as out-
liers because they simply are relatively rare, which further justifies the use
of these models (in our preliminary study, less than 1% of all the data were
classified as abnormal by physicians).

The GM methodology also naturally allows for accurate clustering us-
ing nonparametric Bayesian (NPB) methods when the number of clusters
is unknown. This approaches uses the concept of infinite mixture models
to provide degrees of freedom unmatched by other approaches where the
number of classes has to be prespecified. In recent years, NPB methods have
been steadily gaining in popularity, primarily because of the improved un-
derstanding of the theory behind them and the potency of present day com-
puters for their implementation [50,72]. They are non-supervised and most
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importantly, they do not require that the number of classes is predefined. In-
stead, the clustering of the data is “combined” with the task of determining
the number of classes. When new data arrive and are classified, they can
either join one of the existing classes or they can be considered to belong to
a new class. This allows the number of classes to grow as new data are be-
ing acquired and are being classified. Bayesian approaches to inference and
estimation can be applied very easily in this framework, which means one
can specify priors for all the parameters in the system and obtain posterior
distributions for them.

1.6.3 Feature identification

A critical step for supervised or unsupervised clustering is the identifica-
tion of features from the FHR-UP signals. As part of our research, we have
explored a number of new features, including several derived directly from
physician’s domain knowledge. They include baseline FHR trend and vari-
ability, contraction rates, and numbers and types of episodic variations such
as accelerations and decelerations. Additionally, we have extracted novel
informative features from time series of fractional changes in successive
FHR samples, which were also found useful for classification using non-
parametric window based classifiers.

We used extensive analysis using Bayesian networks to isolate subsets
of features that were informative of the fetal status in a phenomenological
sense. That is, we use a large database of real FHR-UP signals, extracted
several candidate morphological features and used efficient network struc-
ture detection strategies to identify which subsets were directly related to
fetal status. This method also gave us significant new insights into which
feature-pair correlations are actually observed in real data, and can thus
be important for fetal diagnosis. When refining our classification methods,
such information allows us to ignore redundant features and can make the
algorithms more efficient. In addition, we also used stratified crossvalida-
tion strategies [57] in conjunction with our classification methods, with dif-
ferent feature subsets fed as input, to check which feature sets gave highest
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classification accuracies for the various methods.

1.6.4 Exploiting dynamics of individual time series

An important feature of the used signals is their rich dynamic nature, and
extracting information from it provides additional feature space for dis-
crimination. Our approach to exploiting the time dynamics of the FHR-
UP signals for classification relies on naïve Bayes and first-order Markov
models for describing feature-sequence evolution. In particular, we demon-
strate that using sequences of features derived from short segments of long
stretches of data give a more complete picture of the variations in FHR-
UP patterns. Compared to several existing methods of FHR analysis that
map such long datasets (often 20-40 minutes or more) to scalar values for
the features, our sequence-of-features input, when modeled using the GM
methods described above, yields higher accuracies.

In fact GMs open many new possibilities for extracting and model-
ing such sequences of features. We first explore the use of fixed-size seg-
mentation of the FHR-UP time series data, and provide ways to deal with
the problem of estimating the segmentation duration using crossvalidation
schemes. As shown in Chapter 6, however, we can also model feature
sequences by describing the time series with a sequence of hidden states
(which would be proxies for the features) and state-dependent observa-
tions, i.e., as the observation sequence in a hidden Markov model. Now, if
we were to implement efficient, unsupervised algorithms for detecting the
“best-fit” state (feature) sequences, we no longer have a need to prespecify
the segmentation period, and thus avoid introducing unnecessary parame-
ters. We demonstrate the use of novel NPB methods to perform such data-
driven segmentation, in which we do not need to make any assumptions
about the number or types of possible FHR-UP “states”.

Considerable attention has also been devoted to NPB segmentation
of switching autoregressive processes, notably by [7, 33, 102]. In [33], the
authors have shown the use of a Baum-Welch type forward-backward
(FB) recursion to block-sample the state sequence of the HMM (x1:d) from
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(t), A(t)) in order to increase the mixing rates in the direct Gibbs
(DG) approach. In this study, we improved upon these results by Rao-
Blackwellising the FB algorithm using a Monte-Carlo approach. By sam-
pling ψ,A, multiple times from their respective posteriors and averaging
the resultant posterior probability of the state-sequence, we are able to en-
courage the sampler to explore the posterior landscape more efficiently.

One can also extend this idea quite naturally to the case where overall
FHR-UP categories as well as FHR-UP patterns can be described using in-
finite mixture models,. The underlying idea for using the NPB approach is
to keep the number of possible patterns in the data flexible. The approach
allows for discoveries of shared patterns across different time series.

1.6.5 Fusion of information from UP signals

Recent studies have shown that timing and magnitude of the heart rate re-
sponses to changes in maternal uterine pressure signals can be indicative
of fetal distress [22,100,105,106], which correlates well with physicians’ ex-
perience. Information about whether a contraction occurs in the vicinity of
some distinct pattern in the FHR time series can be important for classifica-
tion, particularly when we try to exploit the short-term dynamics of the two
series to derive features. In the studies by [105, 106], a linear relationship is
assumed between the two signals, with the UP signal as input and FHR as
output. System identification methods are used to quantify the magnitude,
memory and time-delay of the corresponding impulse response function
of the system, and these are used as features for classification. Once again,
however the techniques used in these studies rely on parametric approaches
and use long stretches of data, which fails to account for nonlinearities and
nonstationarity, and thus fail to be effective for many cases.

In our research, we derive several informative features from the UP
signals. We use a probabilistic approach to combine knowledge about con-
tractions with the observed FHR patterns. It makes far fewer assumptions
about the nature of the relationship between the two signals, and can allow
for much more robust inference and estimation methods. Moreover, the
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specific GMs used in our research use discretized versions of the features,
and so can be very easily used to perform this fusion of information. Our
primary idea is to jointly label the segments of both the FHR and UP sig-
nals. For example, we have labels like “Contraction Present - Acceleration
Present” or “Contraction Absent - Deceleration Present”, thus generating
sequences of letters from the joint FHR-UP alphabet. Although this does
double the number of symbols in the feature alphabet, it can stil summarize
information very compactly and requires much less overload to estimate
various model parameters (compared to say, the earlier system identifica-
tion methods which have to analytically calculate or approximate inverses
of the coefficient matrices).

1.7 Dissertation outline and references

In this chapter, we provided the motivation, main goals and contributions, a
general overview of the biological problem, the EFM methodology and a re-
view of the existing literature on FHR monitoring. In Chapter 2, we describe
in detail the translation of the NICHD standardized guidelines for EFM in-
terpretation. Performance evaluation on a small preliminary database con-
sisting of 30 expert-annotated time-series is described. Evaluation of this
method on a larger dataset is described in Chapter 5. Parts of Chapter 2
have been taken from our 2011 paper submitted to the Asilomar Confer-
ence on Signals Systems and Computers [25].

Chapter 3 shows how the NICHD features can be incorporated as ran-
dom variables (nodes) in a directed acyclic graph (DAG), also called a
Bayesian network (BN). Our goal here is to try to make the process of get-
ting confidence intervals for classification more systematic. In addition we
are able to use methods of BN structure detection to get insights on which
feature-pairs show substantial correlations as evidenced in 830 real FHR
datasets collecred from nine subjects, with gold-standard labeling done by
visual annotation. . Parts of this chapter are taken from our 2012 paper pre-
sented in the IEEE Engineering in Medicine and Biology Conference [27].

We then describe, in Chapter 4, novel methods to extract features from
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short-duration segments. We demonstrate their use as inputs to a novel
window-based classification method that does not make any parametric as-
sumptions about the data, and is able to improve classification compared
to existing discriminative approaches such as SVMs. We show performance
evaluation of these methods on a dataset consisting of 580 short 15-s epochs
of FHR time-series data, with gold-standard labeling done by visual anno-
tation. Parts of this chapter are taken from our 2012 paper presented in the
IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP) [26].

We describe our GM-based feature-sequence classification approach
in detail in Chapter 5. This incorporates the descriptions of the uniform
segmentation of the FHR-UP time series pair, discretization of the feature
alphabets, their modeling using two different GMs and the classification
methodology using maximum a-posteriori rules. Unlike previous evalua-
tions which used data collected from a small number of patients, perfor-
mance evaluation was performed on data collected from 83 patients. We
used as a fetal health metric the post-delivery umbilical cord pH value,
which is a direct measure of the fetal acid-base status (lower pH is indicative
of acidemia which is a result of reduced oxygenation). Parts of this chapter
are taken from a paper we recently (in 2013) submitted to the journal IEEE
Transactions on Biomedical Engineering.

Finally, we conclude by describing our ongoing research on extensions
of the GM methodology. Parts of this chapter dealing with the data-driven
time-series segmentation have been taken from a paper we recently sub-
mitted to the 22nd European Signal Processing Conference (2014). We de-
scribe preliminary results and plans for four different goals: (a) the use of
NPB methods to perform data-driven segmentation of and feature extrac-
tion from FHR-UP signals, (b) the use of NPB methods to perform unsuper-
vised clustering of whole feature sequences, (c) the development of a fetal
“Risk Score” that combines information from objective and visual fetal as-
sessments to get a single gold-standard measurement of fetal health, and
(d) the extension of the clustering methods to real time monitoring.
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2 Rule-based classifier: the
NICHD expert system

One way to deal with the problem of high intra- and inter-observer variabil-
ity is to make a set of standardized diagnosis criteria for clinical diagnosis
that is in line with consensus knowledge. Since 1997, the National Institute
for Child Health and Human Development (NICHD) has been publishing
periodically updated standardized guidelines for the interpretation of the
EFM traces and for use in clinical evaluations, which have been in use in
the US for some years. The latest version was published in 2008 [66]. It de-
scribes (a) general rules for visual assessment of morphological features in
the FHR-UP recording, (b) a guide to qualitative clustering of these features
into categories that are indicative of fetal health and (c) if-then rules for fi-
nal diagnosis of the trace given the appearance of specific combinations of
features. Figures 7, 8 and 9 show examples of FHR-UP tracings that were
visually classified into the three different NICHD categories.

The term expert system (ES) refers to a type of classifier in which simple
if-then rules are used to translate observed relationships between features
for final diagnosis. They have the advantage of being very easy to interpret,
and are most naturally used in database applications where information is
encoded in logical relationships between observed variables [30]. An exam-
ple (simplified) illustration in the case of, deciding whether I have a cold
or allergy (assuming these are the only possible explanations for my symp-
toms) is shown in Algorithm 1.

In this regard, expert systems can be seen as rule-based systems. The
most natural way to use such systems is to first decide which features can
be used to encode such information. These features are denoted x. The
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Figure 7: An example FHR-UP record that was visually interpreted as a cat-
egory 1 tracing according to NICHD guidelines. The record shows typical
characteristics of a normal FHR-UP record: normal-range baseline (about
140 bpm), moderate variability, the presence of accelerations present, and
no decelerations.

Algorithm 1 Algorithm to decide whether a subject suffers from cold or
allergy given knowledge of the symptoms.

procedure DECIDECOLD(sneezing,cough)
cold = FALSE; allergy = FALSE;
if (sneezing == TRUE) AND (cough == TRUE) then

cold = TRUE
else(sneezing == TRUE) AND (dust == TRUE)

allergy = TRUE
end if

end procedure

next step is to find how these features are instantiated, i.e., what their do-
mains are. Next, we need to find which combination of instantiations is
relevant for classification. In the cold example, our features {x1, x2, x3}
are “sneezing”, “cough” and “dust”. Then the relevant combinations are
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Figure 8: An example FHR-UP record that was visually interpreted as a cat-
egory 2 tracing according to NICHD guidelines. The record shows typical
characteristics of a non-reassuring or indeterminate FHR-UP record: tachy-
cardic baseline (about 160 bpm), minimal (but not absent) variability, and
the absence of accelerations and decelerations.

{x1 = 1, x2 = 1} and {x1 = 1, x3 = 1}. Logical rules for classification are
constructed by using predicates which return outputs of TRUE or FALSE
based on which specific combinations of feature-instantiations are present.
These are denoted y(x) where x = {x1, x2, . . . , xk}; and the range of y is
{0, 1}. These predicates are used in the final diagnosis in if-then trees.

In their book on pattern recognition [30], Duda et al. have differentiated
between propositional and first-order if-then rules. In the former, the logical
variables within the predicate can only take values of True or False (e.g.,
x1, x2, x3 in the cold example), whereas predicates under the latter defini-
tion permit the use of variables in the within-predicate rules. The former
has the disadvantage that one cannot represent general relations occurring
in large numbers of instances. For instance, in the context of FHR analy-
sis, one may wish to encode the general rule that the presence of decelera-
tions that are both variable as well as recurrent is an indication of distress.
Clearly, not every recurrent deceleration is variable (nor is the converse
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Figure 9: An example FHR-UP record that was visually interpreted as a cat-
egory 3 tracing according to NICHD guidelines. The record shows typical
characteristics of an abnormal FHR-UP record: tachycardic baseline (about
170 bpm), absent variability, the absence of accelerations and presence of
variable decelerations.

true). Thus if only logical features such as x1 = anyRecurrentPresent and
x1 = anyVariablePresent are used in the predicate, the rule may falsely out-
put TRUE in some cases. To overcome this, we have to define first-order
predicates which can use as input the location and size of each deceleration,
and output TRUE only when all conditions of Recurrent Variable decelera-
tions are satisfied. Thus, using both types of features may be better from
classification point of view.

The main disadvantage of using expert systems is that there is no natu-
ral probabilistic formulation for them, which means it is difficult to get con-
fidence measures for classification performance. However, from the point
of view of ease of interpretation, they are arguably the best.

In this chapter, we describe a novel expert system built on the NICHD
rules for performing consistent diagnoses and for emulation of physician
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decision making in the clinic. Building such systems involves feature ex-
tractions that give equivalent information as that visually adjudged in the
clinic. According to the NICHD rules there are five main informative fea-
tures for diagnosing fetal health. They are the baseline rate, uterine con-
traction frequency, baseline FHR variability, presence and types of deceler-
ations, and presence of accelerations. Algorithms that assess each of these
are described in the sequel. In accordance with the NICHD rules, we use
simple rules for categorizing a continuous valued feature (such as baseline
variability) into “types” (such as “marked” or “minimal”). Finally, the al-
gorithm performs diagnosis based on knowledge of which combinations of
feature types occur for any given subject.

In the next section we describe the features and their extraction from
the acquired signals. In Section 2.2, we describe the feature categorization
and in Section 2.3, the diagnostic decision flow. Experimental results on
some preliminary data are provided in Section 2.4 along with some discus-
sion. Performance evaluations on a larger dataset are described in Chapter
5. We provide a list of all the symbols and their meanings in Table 1.

Table 1: List of symbols and definitions used in this chapter
Symbol Definition
u[n] UP at sample n
h[n] FHR at sample n
fs Sampling rate 4 Hz
bu[n] Baseline of UP signal at sample n
bh[n] Baseline of FHR signal at sample n
nus (n

u
r ) Sample number at which a uterine contraction first de-

viates upwards from (returns to) UP baseline
nAs (nAr ) Sample number at which an acceleration first deviates

upwards from (returns to) FHR baseline
nDs (nDr ) Sample number at which a deceleration first deviates

downwards from (returns to) FHR baseline
nup Sample number at which a UP contraction peak occurs
nAp Sample number at which an acceleration peak occurs
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Table 1 – continued from previous page
nDp Sample number at which an deceleration nadir occurs
Lu Duration of a given UP contraction = nur − nus
LA Duration of a given acceleration = nAr − nAs
LD Duration of a given deceleration = nDr − nDs
θuL Duration threshold (in samples) which needs to be ex-

ceeded for a UP contraction to be considered valid
θAL Duration threshold (in samples) which needs to be ex-

ceeded for an acceleration to be considered valid
θDL Duration threshold (in samples) which needs to be ex-

ceeded for an deceleration to be considered valid
θus Upward deviation threshold (in percentage points)

which needs to be exceeded for a contraction onset to
be confirmed

θAs Upward deviation threshold (in bpm) which needs to
be exceeded for an acceleration onset to be confirmed

θDs Downward deviation threshold (in bpm) which needs
to be exceeded for a deceleration onset to be con-
firmed

θDp Duration threshold a deceleration downslope (onset
to nadir time) needs to exceed to be confirmed as
valid.

Fu Number of detected contractions in a 20-minute pe-
riod

h̄Ap Peak deviation of acceleration from FHR baseline

2.1 Feature extraction

2.1.1 Preprocessing

Prior to carrying out feature extraction, some preprocessing is done to re-
move various artifacts including ones due to movement. We use a method
that is similar to that employed in [3]. The FHR time series, which had
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been acquired via the Doppler-autocorrelation or internal scalp-electrode
method with sampling frequency fs = 4Hz, are processed to remove so-
called “spiky” artifacts. The latter are defined as FHR segments where suc-
cessive HR differences greater than 25bpm were detected. Whenever such
a beat combination is detected, linear interpolation is performed between
the first detection and the first subsequent “stable” segment, defined as a
group of five samples whose beat-to-beat difference did not exceed 10 bpm.
The program stores the time information of the interpolated segments in
order to isolate tracing areas with large amounts of noise. While looking
for specific features such as decelerations, the system searches certain sub-
segments of the 20-min epoch. If the total duration of interpolated peri-
ods during any sub-segment exceeds 30% of the sub-segment duration, the
sub-segment is rejected from the search procedure entirely. The UP signal is
generally a cleaner signal. It is smoothed by a simple averaging filter whose
length is fixed 17 samples. The smoothed FHR and UP signals were passed
to the feature extraction block.

In the following, the thresholds for various onset, return, and
peak/nadir detections are denoted θ. The corresponding times of detection
are denoted n, and the actual FHR and UP values, by h and u, respectively.
Accelerations are denoted as A, while decelerations by D.

2.1.2 Uterine Contractions

The UP signal is first scaled to values between 0 and 100 (percentage scale)
and then a reasonable “baseline” is estimated via mode estimation. A Gaus-
sian kernel method is used to estimate the probability mass function (using
bin centers at {0.5, 1.5, . . . , 99.5}). The kernel widths are calculated using
the method from [9] as follows (where u[n] is the UP signal and N = 20

minutes):

Kernel width S = 0.9 min {σ, 1.4826Mu},
Where, u = {u[1], · · · , u[Nfs]},

σ2 = Variance of u,

Mu = Mean absolute deviation of u.
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The u value at which the pmf is maximized is considered the baseline bu. A
uterine contraction onset is detected whenever u[n] exceeded bu by a min-
imum of θus = 3%, and that time instant is denoted nus . For each such on-
set candidate the return time nur is detected. If the duration of contraction
Lu = (nur − nus ) exceeds the threshold θuL = 185fs, the mode for this candi-
date period is recalculated by the above procedure. The onset and return
detections are recursively performed in this way until a valid contraction, if
any, is detected. Finally, once a valid contraction is detected, the system cal-
culates the peak time of the contraction as nup . For diagnosis, the contraction
frequency Fu, defined as the number of detected contractions in a 20-minute
period, is calculated as the feature of interest. An example of contraction de-
tection is shown in Fig. 10, where the recursive mode computation is also
shown.
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Figure 10: An example of uterine contraction detection with onsets and ends
annotated by filled circles. The mode was calculated recursively for the
second contraction as described in the text.
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2.1.3 Baseline rate

Clinically, the baseline is defined as the average heart rate over FHR peri-
ods free from episodic deviations such as accelerations, decelerations and
marked variability-periods. However, the episodic deviations are defined
with reference to a pre-calculated baseline FHR, which leads to a problem
of definition of the baseline. Despite this, the baseline is estimated without
much trouble during clinical assessment (where doctors are indifferent to
its precise values). However, for a programmatic description one needs to
provide more concrete rules.

In the current approach, the baseline FHR is estimated using a win-
dowed median filtering method. Simulation methods are used to measure
the performance of median filtering methods for various window lengths,
and a five minute window length is found to be appropriate for accurate
baseline estimation. The key for good estimates is in keeping the window
short enough so that it does not miss important slow changes to the FHR
trend (of periods free of episodes) while rejecting shorter episode-related
deviations. The baseline signal is denoted bh[n] and was defined over the
same time interval. The feature of interest from diagnostic perspective is
the median baseline FHR denoted Bh. An example baseline estimation re-
sult can be seen in Fig. 11.

2.1.4 Accelerations

Clinically, accelerations are defined as “visually apparent abrupt increases
from baseline”. Once the baseline FHR is estimated, the onset times of ac-
celerations are detected as the first sample indices nAs when the FHR h[n]

upwardly deviated from bh[n] by at least θAs = 1bpm. For each onset candi-
date, the system estimates the return time nAr and the durationLA = nAr −nAs .
If LA > θAL (= 15fs), the system estimates the location nAp of the peak devi-
ation from baseline, which is denoted h̄Ap . Typically since the FHR is not
a smooth signal, detecting an obvious peak is difficult. Hence, the system
detects only the first “significant” peak, defined as the first local maximum
within the top 20th percentile of the series of FHR deviations during the
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acceleration. If there is no such local maximum, it simply calculates the
global maximum during the acceleration duration. Finally, the candidate
acceleration is said to be valid if it satisfies the following three conditions:

nAp − nAs < θAp = 30fs,

h̄Ap > θAh = 15bpm,

LA ∈ [15fs, 600fs].

2.1.5 Decelerations

Clinically, decelerations are defined as visually apparent abrupt or gradual
decreases from baseline. Once the baseline FHR is estimated, the system
detects the onset times of decelerations as the first sample indices nDs when
the FHR h[n] downwardly deviates from bh[n] by at least θDs = 1bpm. For
each onset candidate, it then estimates the return time nDr and durations
LD = nDr −nDs . If LD > θDL (= 15fs), it is considered a likely deceleration can-
didate, and the nadir nDp and the corresponding deviation from the baseline
h̄Dp at the nadir location are then found. In order to detect only the first
significant nadir, a procedure similar to the one for accelerations is used. In
addition, it was observed that deceleration detection was particularly prone
to false positives because of a higher degree of noise due to electrode move-
ment/ drop-off. In such instances, the signal suddenly would dip below
threshold and it could take it some time to come back to baseline, thus arti-
ficially increasing the “abruptness” of the episode. Hence a different thresh-
old, θDp = 3fs, to differentiate true decelerations from such false episodes,
is used. In other words, any candidate deceleration has to take at least 3s
from onset to nadir to count as a valid deceleration. An example detection
is shown in Fig. 11.

2.1.6 Baseline Variability

The variability of the FHR signal is considered one of the most important
features for detection of fetal distress. Whereas there is a rich literature
on adult heart rate variability with more-or-less agreed upon standards of
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Figure 11: An example of deceleration detection and estimated baseline.
As desired, the large artifact towards the beginning of the tracing was not
treated as a deceleration.

measurement [67], there is no such agreement for fetal heart rate studies.
In fact, the 2008 NICHD guidelines make no difference between beat-to-
beat and long-term variability, “because in actual practice they are visually
determined as a unit.”

In order to stay close to physician interpretation of variability, and with
a view towards keeping feature extraction as non-parametric as possible,
traditional methods of estimating variability, such as power spectral den-
sities or entropy measures, are not used. Instead a simple zero-crossing
method is defined as follows. First, the system finds sub-segments in the
FHR series h = {h[1], . . . , h[Nfs]} which are free of accelerations, deceler-
ations and noise (as defined previously). Each such sub-segment is first
de-baselined (using the bh value) and further divided into non-overlapping
one-minute segments. From the resulting signal h̄v[n], the program esti-
mates the number of times the signal went above (resp. below) the thresh-
olds θδ (resp. −θδ), and this result is denoted kv. This is taken as an estimate
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of the number of FHR cycles around the baseline. If the per minute cycle fre-
quency (= kv) exceeds the clinical threshold (2 cycles/min) for a valid vari-
ability signal, the program then estimates a feature of interest as follows.
For each detected cycle, the crest-to-trough range is estimated. The me-
dian of all these values is the variability Ṽh for the one-minute sub-segment.
Finally, in order to calculate a variability value for the full 20-minute sig-
nal, the median value of all the Ṽh’s over that period is calculated. This
is denoted Vh. An example of variability estimation for a one-minute sub-
segment is shown in Fig. 12. In this example, there are three clear crest-
to-trough crossings that clear the defined thresholds ±θδ = ±2 bpm, which
translates to a per-minute cycle frequency of 3 cycles per minute.
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Figure 12: An example of variability estimation. The middle dashed line
shows the zero value, and the two dot-dashed lines are the crossing thresh-
olds (±θδ).
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2.2 Feature categorization

Clearly, simply finding out numerical values for the above features is not
very helpful for clinical diagnosis. In order to be of value to physicians,
one needs to define appropriate categories which would map continuous
valued features into “types” or “quality” measures. This has also been done
using the guidelines in [66].

First, the uterine contraction rate is denoted Tachysystole whenever the
contraction frequency Fu exceeds a value of 0.5 contractions per minute as
calculated over the 20-minute segment; otherwise, it is called Normal.

Next, the baseline rate is categorized. IfBh is less than 110 bpm, it quali-
fies as Bradycardia, and if it is greater than 160 bpm, it is denoted Tachycardia.
Baseline FHR in the intermediate range is considered Normal.

The value of baseline variability Vh is considered Marked if it exceeds a
threshold of 25 bpm. Values of Vh between 5 and 25 bpm are called Moderate,
while those between 2 and 5 bpm, Minimal. Absent variability corresponds
to the situation when the variability detection algorithm cannot find a single
valid “cycle” in most of the one-minute epochs in the data set (thus making
the median Vh null valued). In clinical practice, when physicians see a so-
called “flat-line” trace in the HR record, it is considered that variability is
absent. However, the “flat-line” criterion does not seem to be strictly used.
For example, in the current training database, there were instances in which
physicians would classify a segment as having absent variability even when
small fluctuations could be perceived. This is one of the reasons the thresh-
olding approach is used in the variability algorithm, instead of just looking
for zero-crossings.

Accelerations are classified as either Normal or Prolonged depending
on whether the total duration of the episode (from onset to return) is less
than two minutes or not. However, things are slightly more complicated
in the case of decelerations. In clinical practice, four different types of
deceleration-related features are assessed: (a) time until deceleration nadir,
(b) timing of each deceleration with respect to associated uterine contrac-
tions, (c) number of decelerations associated with uterine contractions and
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(d) total duration of each deceleration. Thus, for the expert system imple-
mentation, one first needs to define a set of rules to decide which uterine
contractions are associated with the deceleration. This is done in the current
algorithm by simply finding any contraction that has at least 25% overlap
with the deceleration. In this way, there may be more than one deceleration
for some contractions or vice versa.

The first classification (covering cases (a) and (b)) is shown in the pseu-
docode in Figure 2. Every detected deceleration is first classified into one of
three types (Early, Late or Variable) using this algorithm. In addition, there
may be some cases where none of the if conditions is satisfied by a given
deceleration (for instance, if the deceleration is gradual but does not have
any contraction associated with it). Since, clinical guidelines do not explic-
itly state how to deal with such cases, we classify such decelerations as type
Unknown.

For deceleration-related information of type (c), the goal is to find
whether each type of detected deceleration is (in clinical parlance) Recur-
rent. This is illustrated with an example. Let us assume that for some FHR
trace, each of the detected decelerations is one of three types: Early, Variable
or Late. The program will then find how many Variable decelerations were
associated with contractions. This number is divided by the total number
of contractions detected in the trace. If this fraction RD

v exceeds a threshold
θDR (= 0.5), the program outputs a decision that Recurrent Variable decelera-
tions were detected. Similarly, the program decides if Recurrent Late or Re-
current Early decelerations were detected using the corresponding fractions
RD
e and RD

l respectively.
Finally, the program needs to decide if any Prolonged decelerations were

detected. It does this by finding whether any decelerations had total onset-
to-return duration LD greater than the threshold θDprol(= 120fs).

2.3 Diagnostic decision flow

Based on the clustering updates obtained from the procedure described in
the previous section, one can use the NICHD diagnostic criteria to classify
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Algorithm 2 Algorithm to classify decelerations depending on abruptness
of FHR decrease and timing of deceleration nadir with respect to associ-
ated contraction’s peak. D is a structure containing deceleration informa-
tion while U contains onset, peak and return information for contractions
associated with this deceleration.

1: procedure CLASSIFYDECEL(D,U)
2: ndip ← nD

p − nD
s . Time to nadir

3: ncoinc ← |nU
p − nD

p | . Time diff. between peaks
4: ndur ← LD . Time from decel onset to return
5: if ndip > θdipn then . If dip is gradual...
6: if ncoinc ≤ θcoincn then
7: dType← “Early”
8: else
9: dType← “Late”

10: end if
11: else . If dip is abrupt...
12: if h̄Dp < θ AND tdur ∈ [θDdur1, θ

D
dur2] then . If its a big dip but has

normal duration
13: dType← “Variable”
14: end if
15: end if
16: end procedure
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a given trace into one of three categories: Category 1 corresponds to Nor-
mal traces, Category 2 to Indeterminate, and Category 3 to Abnormal. From
clinical perspective, detection of abnormalities is of paramount importance,
followed by Category 2 (where there may be some evidence of compromise
but not convincing enough) and then Category 1. This is the order of deci-
sion making in the program version as well.

2.3.1 Category 3 conditions

A trace is diagnosed as Category 3 when the following conditions are satis-
fied:

1. Absent baseline variability AND

• Any Recurrent Variable OR Recurrent Late decelerations OR
• Baseline Rate is Bradycardia.

2.3.2 Category 2 conditions

If the above symptom-combinations are not present, a check for category 2
conditions is done. When any one or more of the following conditions are
satisfied, the tracing is categorized as Category 2.

1. Baseline rate is Bradycardia AND variability is not Absent
2. Baseline rate is Tachycardia
3. Baseline variability is Minimal
4. Baseline variability is Absent AND any Recurrent decelerations present
5. Baseline variability is Marked
6. Presence of Recurrent Variable decelerations AND variability is Minimal

OR Moderate
7. Presence of Recurrent Late decelerations AND variability is Moderate
8. Presence of Prolonged decelerations.

2.3.3 Category 1 conditions

The last check is for Category 1 conditions. When all of the following con-
ditions are satisfied, the tracing is categorized as Category 1:
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1. Baseline rate is Normal
2. Baseline variability is Moderate
3. No Recurrent Variable or Recurrent Late decelerations detected.

2.4 Preliminary results

Physician

1 2 3

ES
1 13 0 0

2 3 9 1

3 0 0 4

Table 2: Confusion matrix for expert system classification of 30 real data sets.
’ES’ stands for “Expert System Classification”, while ’Physician’ denotes the
true physician labelling.

Initial testing of this system was performed on a database of 30 20-
minute FHR-UP recordings collected from 9 subjects at the Stony Brook
University Hospital. All consent and approval guidelines were followed
rigorously. Each record was independently labeled by two physicians, and
it was observed that for all tracings except one, there were no disagreements
in categorization between them. The only record whose diagnosis was dis-
puted was diagnosed as Category 2 by one physician while the other di-
agnosed it a Category 3. Because of the dispute, it was agreed to take the
gold-standard labeling for this record as Category 2. Table 2 shows the con-
fusion matrix for the classification by the program, which shows that 81%
of Category 1 recordings were detected as Category 1 while 80% of Cate-
gory 3 tracings were detected as Category 3 by the program. Although the
system performs well for this small database of records, the accuracies were
found to be markedly lower for larger testing sets. In particular, when we
compared the ES classification decisions to those made by more objective
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fetal health metrics such as umbilical cord pH, we found large error rates.
Details of these evaluations are provided in Chapter 5.

In the sequel, we describe how the features described here can be used
in probabilistic classifiers. In particular, we use Bayesian networks to en-
code expert-guided relationships between discretized versions of the fea-
tures, to construct a factored representation of the joint probability distri-
bution and to use the same for probabilistic inference and hard-decision
classification. Bayesian network structure detection can also be used to find
whether the expert-guided structure is actually correct. That is, we attempt
to answer the question: does the observed data support the hypothesis that
any two features are probabilistically dependent? This can be hugely im-
portant from the point of view of continuous learning; the more data one
collects, the higher the possibility of encountering never-before seen de-
pendencies or independences. Structure detection offers us a systematic
and intuitively sensible way to find these. Finally, we use segmented ver-
sions of the NICHD features to describe entire feature sequences, which are
then modeled as specific observation instances of generative mixture mod-
els. These can also be used in both supervised and unsupervised settings to
group fetal data in clinically useful ways.
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3 Bayesian network classifiers

In this chapter, we describe a Bayesian network (BN) formulation to inte-
grate the features from our expert system (ES) into a probabilistic frame-
work. A BN [51] is a specific type of graphical model in which known
(or hypothesized) causal relationships between nodes can be represented
as conditional probability relationships. Edges between the nodes can be
endowed with directions representing the flow of information from one
node to the other. One well known use of BNs for medical diagnosis is
the Quick Medical Reference (QMR) system [60], which has more than 4000
observable nodes and 600 unobservable nodes representing the presence or
absence of specific diseases and their symptoms.

The first BN we describe is derived from expert guidance, i.e., from in-
terpreting the NICHD consensus guidelines for FHR interpretation [66] de-
scribed in Chapter 2. However, this may not be the best choice in terms of
classification performance or elicitation of the most relevant causal depen-
dencies. In general, in addition to improving the classification accuracy, we
are also interested in enhancing our understanding of relationships between
the different FHR-UP features. Are there correlations or independencies be-
tween given pairs of features that are actually supported by evidence in the
observed time-series data? Is it possible to answer these questions in a sys-
tematic way and within a probabilistic and Bayesian framework? Answer-
ing these questions is crucial to the idea of continuous learning: the more
data the system acquires, the more patterns it learns, and at least in theory,
the more possibilities there are to improve classification performance. To
this end, we use the well-studied approach of Bayesian network structure
detection for establishing the presence of relationships between FHR-UP
features.
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There exists a very rich literature on the problem of efficient Bayesian
structure learning methods, such as those developed in [20] (K2 algorithm)
and in [38] (Markov chain Monte Carlo methods). For the current prob-
lem, we have used the K2 method to get an accurate representation of the
probabilistic dependencies between FHR features described earlier, based
on real-data evidence. Using this learnt structure, one can learn conditional
probability table (CPT) parameters using traditional Bayesian or maximum
likelihood techniques. Then, one can also get the posterior probabilities of
the “class” variable conditioned on the instantiations of the attribute vari-
ables. This can be used as the classifier decision function. Though there
exist many other sophisticated structure learning techniques for such ap-
plications, our purpose here is not a comparison of these techniques, but a
demonstration that using such algorithms can tell us more about real FHR
data than just expert guidance.

In the sequel, in Section 3.1.1 we present the K2 structure learning al-
gorithm, in Section 3.1.2, the ES features, and in Section 3.1.3, the classifica-
tion procedure. Results of classification performance using Leave-One-Out
(LOO) procedure are provided in Section 3.3. We conclude the paper with
a discussion of the results, and possible future work in Section 3.4. A list of
the symbol definitions used in this chapter is provided in Table 3

3.1 Bayesian network formulation

The BN consists of two sets: a set of nodes U and a set of edges E. For the
current application, we denote the N features extracted from the data set as
random variables Xi, with i ∈ {1, 2, . . . , N − 1}. The set U = {X1, . . . , XN},
contains the random variables representing the features and an additional
variable representing the “true” fetal state (equivalent to the “class” vari-
able) as labeled by a physician or some other objective diagnostic procedure.
We refer to these variables as nodes of the graph. For full description of the
graph, we also need the set of directed edges E, which represent conditional
dependencies between the nodes. Thus, the graph is formally denoted by
G = (U,E). For every pair of variables connected as Y → X , Y is called
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Table 3: List of symbols and definitions used in this chapter

Symbol Definition
U Set of nodes in BN
E Set of edges in BN
G Random variable representing the BN structure =

(U,E)

Ĝ Estimated BN structure
Xi i-th node in BN = i-th feature
xi,k k-th possible instantiation of feature Xi

ri Number of possible instantiations of feature Xi

YG
i Set of parents of Xi in graph G

yGk k-th possible joint instantiation of the set of variables
YG
i

qGi Number of possible joint instantiations of the set YG
i

γ(G) Score for the graph structure G
Φ Input node ordering to the K2 structure learning algo-

rithm
D Set of observed feature vectors
αGijk Prior psueudocount of the event {Xi = xi,k} ∩ {YG

i =

yGi,j}
cGijk Number of observed instances of the event {Xi =

xi,k} ∩ {YG
i = yGi,j}

NG
ij Prior pseudocount of the event {YG

i = yGi,j} =
ri∑
k=1

αGijk

MG
ij Number of observed instances of the event {YG

i =

yGi,j} =
ri∑
k=1

αGijk
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the parent of X , and X is the child of Y . Each feature Xi has a range of
instantiations {xi,1, . . . , xi,k, . . . , xi,ri}, where ri is the number of possible in-
stantiations for that variable. For graph structure G, the set of parents of
node Xi is denoted YG

i and this collection of variables can take values from
the set {yGi,1, . . . ,yGi,j, . . . ,yGi,qGi }, where qGi is the product of the cardinalities
of all the variables in YG

i .
The advantage of using BNs stems from the fact that given a specific BN

structure, the joint probability distribution over all the nodes of the graph
factorizes as

P (X1, . . . , XN |G) =
N∏
i=1

P (Xi|YG
i ). (1)

This enables very efficient characterization of the probability distribution of
the features since the number of parameters can be greatly reduced when
the conditional independencies encoded in the BN structure are taken into
account. In addition, structure elicitation presents a precise method of de-
tection of (possibly) causal dependencies between the various variables rep-
resented on the graph.

3.1.1 BN structure learning

It is well known that learning the structure of any general BN is NP-hard
since the number of possible structures increases super exponentially with
the number of nodes in the network. Thus, a variety of search heuristics
have been developed to address this problem. We focus on the well-known
K2 algorithm from [20].

The K2 method is a greedy hill climbing method for searching the space
of directed acyclic graphs (DAGs). The method is constrained by a user-
input ordering of the nodes, and it maximizes a chosen scoring metric γ
(described below) that captures how well the DAGs represent the observed
datasets. The input node-ordering Φ reflects the user knowledge of the total
node ordering and not individual subgraph structure.

Initially the algorithm assumes that none of the nodes have any par-
ents and calculates an “empty” score γ(G) for the graph G having no edges.

43



Thereafter, for every node Xi ∈ Φ, the algorithm searches for the single
best parent Y from the set Φ−i (consisting of all nodes preceding Xi in the
total ordering) that, when connected to the node Xi, provides the greatest
increase in γ. If it finds no such parent, it stops and goes to the next node in
Φ. Otherwise, it (a) updates the graph G to have the edge Y → Xi and (b)
restarts the search for other possible Xi parents. The procedure is repeated
until all nodes have been explored. Since the total ordering is provided,
the algorithm does not need to check for graph acyclicity at each step. We
note that the cost of using this efficient heuristic is that the learnt BN struc-
ture is significantly influenced by the choice of topological ordering, and
thus susceptible to bias. However, since the purpose is not to replace ex-
pert guidance but merely to refine it, we feel the benefits of the algorithm
outweigh the costs.

There are several choices for the score function as reviewed in [38].
Since we used Dirichlet priors for the discrete features, we employed the
Bayesian scoring criterion γ(G) = P (D|G) [74]:

P (D|G) =
N∏
i=1

qGi∏
j=1

Γ(NG
ij )

Γ(NG
ij +MG

ij )

ri∏
k=1

Γ(αGijk + cGijk)

Γ(αGijk)
, (2)

where D is the set of observed data values, αGijk is the Dirichlet parameter

associated with the event {Xi = xi,k|YG
i = yGi,j}, NG

ij =
ri∑
k=1

αGijk, c
G
ijk is the

number of data cases in which node Xi takes the value xi,k and Xi’s parents

take the value yGi,j , and MG
ij =

ri∑
k=1

cGijk. Since this scoring criterion decom-

poses into local frequency computations for each node, it is computationally
quite efficient.

3.1.2 FHR Features

In order to stay close to physician guidelines, we restricted our feature set
to those features recommended by the standard guidelines [66] as described
in Chapter 2. We provide brief descriptions of these features here. In the fol-
lowing list, we represent the FHR features as random variables, and provide
the range of possible instantiations for each of them:
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1. Baseline FHR B ∈ {Bradycardia, Normal, Tachycardia},
2. Baseline Variability V ∈ {Absent, Minimal, Moderate, Marked},
3. Presence of Accelerations A ∈ {No, Yes},
4. Presence of Decelerations D ∈ {No, Yes},
5. Presence of Recurrent Decelerations Dr ∈ {No, Yes},
6. Presence of Early Decelerations De ∈ {No, Yes},
7. Presence of Late Decelerations Dl ∈ {No, Yes},
8. Presence of Variable Decelerations Dv ∈ {No, Yes},
9. Presence of Prolonged Decelerations Dp ∈ {No, Yes},

10. Presence of Recurrent Early Decelerations Dre ∈ {No, Yes},
11. Presence of Recurrent Late Decelerations Drl ∈ {No, Yes}, and
12. Presence of Recurrent Variable Decelerations Drv ∈ {No, Yes}.

The random variable S, which corresponds to the fetal state, can take val-
ues from the set {1, 2, 3}, which correspond to the subjective assessments
{Normal, Indeterminate, Abnormal}.

The expert-guided BN structure is provided in Figure 13. The fetal sta-
tus S is assumed to have a direct causal effect on all the “symptom” vari-
ables {B, V,A, . . . , Drl, Drv}. The features B, V,A and D are pairwise condi-
tionally independent given knowledge of S. In addition, we have 8 more
variables representing deceleration types that are directly dependent on the
presence of decelerations. For instance, if D takes the value “No”, then all
the other deceleration variables have to take the value “No”; however, if
D = “Yes”, then it is not necessary that, say, recurrent decelerations are also
present. The directed edge D → Dr encodes this intuitive notion.

3.1.3 FHR classification using BN

The CPTs for each parent-child pair are learnt from the training set of feature
instantiations using maximum likelihood frequency updates. For any test
data set di whose status variable S is unknown, we can derive the marginal
posterior distribution for the Si conditioned on knowledge of the features
using simple sum-product techniques [37]. A maximum a-posteriori (MAP)
criterion is used to find the Si instantiation si ∈ {1, 2, 3} having the highest
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Figure 13: Expert-guided BN structure for categorization of FHR features.
The fetal status S has a direct causal effect on all the other variables.

marginal probability mass. This is taken to be the classifier output for di.

3.2 Data

The program was tested on a database of 830 20-minute FHR records col-
lected from 9 subjects during the antepartum period at the Stony Brook Uni-
versity Medical Center. All consent and approval guidelines were followed
rigorously. The FHRs were continuously monitored using the Doppler tech-
nique via GE Corometrics devices. The usual method for extraction of FHR
from the Doppler signal is to use autocorrelation functions to detect the pe-
riodic movements of the heart valves. Although this does impose some re-
strictions on the detection of short-term variability, for our purposes it was
deemed to have sufficient resolution for effective tracing characterization.

Prior to carrying out feature extraction, FHR preprocessing was done
to remove various artifacts including ones due to movement as described
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in [25]. Each record was independently labeled as category 1, 2 or 3 by
a physician who had access only to the raw and preprocessed noise-free
versions of the FHR. It was observed that for some files heavily corrupted
by tracing noise and for those dominated entirely by episodic variations,
our ES would not be able to get values of certain features like variability
or episode locations. For this study, we ignored such data sets from the
training and testing procedures. We were then left with 754 out of 830 20-
min traces from the original database.

3.3 Results

Classification performance was analysed using Leave-One-Out (LOO) pro-
cedures, i.e., for each data set di in the record database D, we learn the CPTs
from the database D−i consisting of all data sets except di. However, struc-
ture learning was done using the entire data set D in order to ensure that
we obtained exactly one learnt structure Ĝ (as opposed to |D−i| different
structures) to compare against the expert-guided network G.

We first present the result of structure learning using the K2 algorithm
on the 754-strong database in Fig. 14. The differences between Ĝ and G

(Fig. 13) are discussed further in Section 3.4. The total number of edges in
Ĝ is 16, as opposed to 23 in G. It was seen that for this particular database,
the S node has a causal effect only on {V,D,A} and the node B represent-
ing the average baseline value for the record is not connected to any other
node in the network. As a result of the reduction in the number of edges,
the total number of independent conditional probability distribution (CPD)
parameters decreased from 89 for G to 60 (or 59 if we ignore the B node
from the structure entirely) in Ĝ. In Table 4, we present confusion matrices
for classifier performance when using posterior probabilities calculated by
the expert and K2 BNs. Both networks yield similar performances (≈80%
sensitivity and ≈ 60% specificity, with classifier outputs of categories 2 or 3
treated as “positive” detections).

47



S B

V AD

Dr

De

Dl

Dv

Dp Dre

Drl

Drv

Figure 14: BN structure learnt from the K2 algorithm. The fetal status S has
a direct causal effect on only {V,D,A}.
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Table 4: Confusion matrix for BN classification of 754 real data sets.

Expert BN K2 BN

1 2 3 1 2 3

Physician 1 182 118 0 179 121 0

Labeling ↓ 2 91 356 1 91 356 1

3 5 1 0 5 1 0

3.4 Discussion

Obstetric care providers use the Doppler ultrasound monitors to get contin-
uous recordings of FHR. Standardized clinical guidelines are used to inter-
pret patterns of specific morphological features in the FHR signal such as
decelerations (abrupt or gradual decreases in heart rate) or loss of variabil-
ity (variation around a “baseline” FHR signal). These are explained in detail
in Chapter 2. In this study we developed a method to (a) incorporate these
features in a BN formulation, (b) to learn network structure from a given set
of observed data, and (c) to measure classification performance using poste-
rior probabilities. Although BN structure learning has been widely used in
diverse fields such as fault diagnosis, image processing, and medical diag-
nosis, to our knowledge, this is its first application specific to FHR. The K2
structure learning technique reduces the redundancy in the graph and the
total number of CPD parameters, while maintaining the same level of classi-
fication accuracy. This is an advantage in terms of efficiency, and it suggests
that parameter learning from new data sets using the learnt structure may
be more robust.

Prior to structure learning, we had prediscretized the FHR features.
Although in principle, continuous features can provide better feature res-
olution, we worked with discrete features for several reasons including the
facts that (a) our feature discretization [25] is very similar to clinical feature
definitions as described in [66] and routinely used in obstetric care centers,
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(b) using continuous features in the BN requires the introduction of (pos-
sibly non-Gaussian) parametric continuous distributions, necessitating the
learning of many more hyperparameters, and (c) structure learning with
continuous features is considerably more difficult, especially when the data
lack diversity.

With the proposed approach, we are able to learn new correlations (or
the lack thereof) present in the data. In Fig. 14, one can see that the vari-
able B has no parents or children. Indeed, it was seen that for this database,
the vast majority of FHR recordings (741 out of 754) had Normal baseline
FHR (between 110 and 160 bpm), only 12 had tachycardic baseline (greater
than 160 bpm), while only one data set had bradycardic baseline. This im-
plies that for nearly all possible instantiations of its possible child-nodes, the
baseline B node takes the same value; thus, the CPD remains indifferent to
the value of B. Similar arguments in the case of the nodes De and Dp justify
their disconnection from the “class” variable S. Another prominent differ-
ence is the inclusion of new edges Drl → Drv and Dl → Dv, which suggests
that there are strong correlations between the existence of late and variable
decelerations. Moreover, in Ĝ the “class variable” S is only connected to
the variables {V,D,A}. This set is also S’s Markov blanket, suggesting that
for classification via evidential reasoning, it may only be required to look
at {V,D,A} instead of the entire gamut of possible morphological “symp-
toms”. However, this needs to be tested with more datasets.
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4 Density estimation classifiers

In Chapter 2, we showed how standardized guidelines on clinical interpre-
tation of FHR patterns may be translated into features useful for automatic
diagnosis using an expert system. However, such features may not be able
to capture all the information available in the two input signals. In this
chapter, we describe development of such new features. In principle, one
can use these novel features in conjunction with ES features for potentially
more useful classification performance. We also describe how we selected a
group of informative features using hypothesis testing methods and a novel
nonparametric classifier that can use these features as input, and improve
accuracy compared to support vector machines (SVM) and rule-based sys-
tems.

We describe in Section 4.1, a precise formulation for the classification
problem under consideration. In Section 4.2, we describe how we seg-
mented our FHR data to isolate regions that display characteristics of reas-
suring and non-reassuring fetal states, using annotations from independent
visual interpretation by experts. This was done to get a large training and
testing database for crossvalidation purposes. The features extracted from
the raw and transformed time-series data are then described in Section 4.3.
Section 4.4 describes our proposed idea for nonparametric window-based
classification procedure, which we term neighbor-counting. Details of the
performance evaluations and comparisons with the SVM and rule based
systems are provided in Section 4.5, followed by a discussion of the pros
and cons of this method and future outlook in Section 4.6.
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Table 5: List of symbols and definitions used in this chapter. Specific defini-
tions of the individual features are provided in Section 4.3.

Symbol Definition
yn FHR at sample n
ỹn n-th sample value of de-baselined FHR = yn − bn
rn FHR return series value at sample n
xi Feature vector extracted from i-th FHR time series

yi = {yi,1, . . . , ydi}
m Number of features in feature vector
N Number of training vectors

N+(N−) Number of training vectors in the abnormal (normal)
class

Ci Class variable for i-th dataset
bn FHR baseline value at sample n
W Hypervolume of the “immediate vicinity” of a test

point in feature space
V Hypervolume of the total support of the feature space
tj Width of window of immediate vicinity in a direction

along the axis of the j-th feature.
Sj Width of entire support of the j-th feature
µ Window width parameter
ρ Threshold parameter for the maximum a-posterior de-

cision function
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4.1 Problem formulation

We concentrate for now on binary classification of data (e.g., “Normal”
vs. “Abnormal”) in the supervised case. The FHR signal is denoted as
yn, where n is the sample number. The features in the database may be
viewed as points in m-dimensional feature-space and will be denoted as
xi; i ∈ {1, 2, . . . , N}, where N is the number of training vectors. For each xi

we have a corresponding true label Ci which can take values from {+1,−1}.
Training involves finding a function f(x) that is able to separate the features
in the two categories with minimum overall cost.

In the following, we describe first the features extracted from the data,
including features from the so-called FHR “return” series. Then we outline
the proposed non-parametric approach to binary classification via a den-
sity estimation method. SVM’s and parametric Bayesian methods based
on Gaussian assumptions are very well studied and are thus not described
here. In the Results section, we demonstrate that these can be used to clas-
sify short segments of data in an efficient way.

4.2 Data segmentation

Our real database consists of 580 short 15-s epochs of fetal heart rate time
series data extracted from clinical recordings of 11 different subjects. The
original 20-min Doppler FHR segments, collected in the Department of Ob-
stetric/Gynaecology at Stony Brook University hospital at 4Hz sampling
rate, were labeled as normal or abnormal by independent physicians. Out
of these 11 recordings, regions of FHR patterns were carefully isolated and
labeled as such. Each labeled region was segmented into non-overlapping
15-s epochs. Abnormalities may include decelerating heart rate or low vari-
ability, and an epoch was labeled as “abnormal”(the target class, denoted +)
if it had either one or both of these attributes. Figure 15 shows a comparison
of FHR regions from traces of two different patients that showed the char-
acteristics typical of reassuring and nonreassuring (abnormal) fetal health.
In particular, note the presence of several accelerations in the FHR series
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Figure 15: Examples of (left) reassuring and (right) non-reassuring FHR
traces showing differences in FHR variability and types of accelerations and
decelerations.

on the left and the absence of decelerations. In addition, for regions free
of these episodic variations, we see that the variability of the FHR around
the baseline (DC) component is relatively high compared to the series on
the right. On the other hand, we see much reduced variability in the FHR
series on the right, along with the presence of decelerations that are variable
and recurrent according to the NICHD consensus definitions as explained in
Chapter 2.

Each epoch was denoised using an algorithm similar to [4]. FHR base-
line detection was performed using a median-filtering algorithm. We made
no differentiation between recordings taken at different gestational ages
or stages of delivery. From each 15-s (60 sample) epoch of data denoted
y = [y1, h2, . . . , y60], several different types of features can be extracted. We
focus here on ten specific features as described in the sequel.

4.3 Features

4.3.1 From the raw FHR series

From the raw FHR series, we can extract features to quantify the average
time the FHR decelerates or accelerates. We consider the following features:
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1. Number of FHR samples out of 60, that are above an acceleration
threshold ξU .

2. Number of FHR samples out of 60 that are below a deceleration
threshold ξL. Both acceleration and deceleration thresholds were set
according to the prescribed guidelines set by the NICHD [66].

3. Standard deviation of the FHR series σy.

4.3.2 Features from the FHR return series

The return series rn is computed as a time series of sample-to-sample per-
centage changes in the FHR signal yn. In order to standardize the range of
the possible rn signals, we first center the original signal yn around a rea-
sonable constant FHR value (here 140 bpm) and then calculate the baseline
(bn) of the centered signal (ŷn). The “unbiased" FHR signal ỹn is then ob-
tained by subtracting bn from yn. The return series is then obtained for ỹn
according to:

rn =
ỹn − ỹn−1

ỹn
. (3)

From the return series r = [r1, . . . , r60], we can obtain several features. In a
separate, as yet unpublished study, we explored the class-separation perfor-
mance of several different types of features when used individually. These
included several statistical moments (since they can quantify the rn prob-
ability distributions) as well as nonlinear features which have been used
previously in adult heart rate variability studies. Hypothesis testing was
done via the Kolmogorov-Smirnov test. The statistics for the following 6
features were found to be significantly different for the two classes at the
p = 0.05 level:

1. Total return Sr =
60∑
n=1

rn.

2. Variance of return data σ2
r .

3. Skewness of return data γr = (E(r− µr)3)/σ3
r , where µr = mean of the

return values.
4. Kurtosis of return data Kr = (E(r − µr)4)/σ4

r .
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5. Runs ratio of return data ρr. This is the number of distinct runs of
consecutive increases or decreases of the return series from zero. For
instance, the sequence {+,+,−,−,+,−,+} has five runs. A higher
number of runs indicates higher variability.

6. Shannon Entropy of return data εr. This feature summarizes the com-
plexity in the return series. We find the histogram of the sequence of
rn’s in Nb bins, with frequency in bin k denoted pk, and then compute
(Nb = 16 in our implementation):

εr = −
Nb∑
k=1

ln(pk/60)pk/60. (4)

7. Turning Point Ratio of return data τr: A sample zk from any given
sequence {z1, . . . , zN} is denoted a turning point if the samples zk−1

and zk+1 are either both greater than or both smaller than zk. The
turning point ratio τz is then defined as the ratio of the number of
turning points to the length of the sequence N [24]. To obtain τr we
first map the rn data so that for a positive (negative) rn, r∗n = +1(−1).
Then the number of points in r∗n preceded and succeeded by r∗’s of
opposite signs is computed. This number expressed as a fraction
of the total number of samples is τr. For example, the sequence
{+,+,−,−,+,−,++}, has two turning points, and the TPR is 2/8 =
0.25.

Out of these 10 features, we usem at a time for classification. For each value
of m there may be many combinations of features, each yielding a different
performance. For training and testing, we used the method of 10-fold cross-
validation on the full set of 580 feature sets. We utilized the receiver operat-
ing characteristic (ROC) method to get classification performance measures
for the best combinations of m features. As a performance metric, we used
the area under the ROC curve (AUC).

56



4.4 Classification

We developed a Bayesian formulation for the pattern classification prob-
lem, but without assuming any parametric model for the class-conditional
likelihoods. After mapping the training feature sets, the test vector to be
classified is mapped into the same feature space. To get an estimate of the
target (control) likelihood of the test feature vector, we simply estimate the
number of target (control) training samples in the immediate vicinity of the
test point and divide this number by the total number of training data from
target (control) class N+(N−). Figure 16 shows an example of this process.
Data points from the target (control) class are represented by the “+”(“-”)
symbol. The test point, denoted by a solid circle, has in its immediate neigh-
borhood, more target points than control points, and would be classified as
a positive class (assuming the number class-frequencies in the training set
are roughly equal). However, we need to appropriately define the term
“immediate vicinity".

The simplest assumption one can make about any feature data is that
they arise from a uniform distribution. That is, given any region of hyper-
volume T in the feature space, the probability that a given feature vector
falls in this region is p = T/V , where V is the total support hypervolume of
the distribution. We define the region as a rectangular cuboid (in m dimen-
sions) whose volume W is directly dependent on the support of each of the
feature vectors, as estimated from the training database. If the training fea-
ture vector is xi = [xi1, x

i
2, . . . , x

i
m]T , for i ∈ {1, . . . , N}, the feature supports

and total volume V can be defined as

Sj = max (x1
j , . . . , x

N
j )−min (x1

j , . . . , x
N
j ); j = 1, . . . ,m (5)

V =
m∏
j=1

Sj. (6)

Assuming the window of immediate vicinity has width tj in a direction
along the axis of the j-th feature, the corresponding hypervolume is T =∏m

j=1 tj . We assume each tj is directly proportional to the support Sj of the
corresponding feature. Given N training vectors, the average number of
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Figure 16: A graphical demonstration of the neighbour counting method of
classification. There are two input features x1 and x2. Feature vectors in the
positive and negative classes are shown with symbols “+” and “-”. The box
around the test point (solid circle) denotes its “immediate vicinity”. Based
on the counts of the training vectors in the two categories, this test point
would be classified as belonging to the positive class.

training vectors mapping inside T is Np. Thus, given some choice of µ, we
can calculate the widths as

tj = γSj (7)

= Sj

( µ

N − kµ
)1/m

, ∀j ∈ {1, 2, . . . ,m}, (8)

where µ is simply a convenient way to define the window widths for esti-
mating the class-conditional probability of the feature vector, and 0 < k <

(1 − p)/p. Given these widths and knowledge of the prior class probabil-
ity P (Ci), we can define the class-conditional and posterior probabilities for
some unlabeled test feature vector x = [x1, . . . , xm]T as

P (x|C = c) = Kx/Kc, (9)

P (C = c|x) ∝ P (x|C = c)P (C = c); c ∈ {+1,−1} (10)

where Kx denotes the number of training vectors xi in class c satisfying
|xj − xij| ≤ tj, ∀j, and Kc denotes the total number of training vectors in
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class c. A threshold dependent decision function can now be defined as
follows:

fNC(x;µ, ρ) =

+1, P (C=+1|x,µ)
P (C=−1|x,µ)

− ρ > 0.

−1, otherwise
. (11)

4.5 Results

Empirical performance analysis was done across all possible feature com-
binations to find good feature sets. The area under the receiver operating
characteristic (ROC) curve, also called AUC, was found for each decision
function by varying the corresponding θ (parameters of the decision func-
tion) in a way that the full ranges of sensitivity and specificity are explored.
It is denoted Aθ. It has been established that the AUC metric is an estimate
of the total probability that the value of the decision function of a randomly
chosen feature vector from the target class is greater than that for a ran-
domly chosen feature vector from the control class [14]. Thus, the higher
the AUC value, the better the method performs (in an average sense).

For the SVM method, we kept the radial basis function scaling factor
fixed at 1 and varied the box constraint for soft margins, i.e., θ = C. When
using the Bayesian method with Gaussian assumption (n-dimensional
Gaussian (NDG) method), we varied the likelihood ratio threshold, i.e.,
θ = ρ. For the neighbour counting method fNC , we had to vary two pa-
rameters, µ and the likelihood ratio threshold, i.e., θ = [µ, ρ]. However, the
analysis was further complicated by the fact that there were a number of
possible feature combinations to explore for each value of m. For instance,
for m = 2, we had a total of

(
10
2

)
= 45 feature combinations to sift through

in finding the best performance.
We provide ROC curves for two different feature sets of lengths m = 2

(x = {ξU , σf}) and m = 9 (x = {ξL, ξU , σf , Sr, εr, ρr, σ2
r , τr, Kr}), respectively.

These two feature combinations were found to give good classification per-
formance using all three methods. The corresponding receiver operating
characteristic curves are shown in Figure 17.
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Figure 17: Receiver operation characteristic curve for the m-feature combi-
nations from analysis of FHR data for all 3 methods, with (top) m = 2 and
(bottom) m = 9. TPR = True positive rate (sensitivity); FPR = False Positive
Rate.
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Table 6: Comparison of classification performance. Higher Aθ values imply
better average classifier performance.

Method m Aθ Best TPR Best (1-FPR)
SVM 2 0.59 0.85 0.43
NDG 2 0.60 0.77 0.53
NC 2 0.66 0.69 0.59

SVM 9 0.66 0.78 0.53
NDG 9 0.68 0.64 0.61
NC 9 0.68 0.74 0.60

Table 6 summarizes the results. TPR denotes True Positive Rate (also
called Sensitivity) while FPR is the False Positive Rate (also called the rate
of false alarm). The terms “Best TPR” and “Best (1−FPR)” denote the pair
of coordinates (TPR, 1−FPR) that maximizes the product TPR(1−FPR).

4.6 Discussion

The above results demonstrate the feasibility of using short epochs for clas-
sification of FHR signals. We note that making a final decision on the status
of the FHR series incorporates many other factors including the presence
of accelerations, variability around the baseline, presence and frequency of
contractions (obtained from the uterine contraction signal) along with the
use of long segments of cardiotocographic signals. In practice, anywhere
between 10-40 minutes of FHR signal may be used by doctors to do a clas-
sification. While this has the advantage of utilizing more information, from
a signal-processing perspective, it is not very advantageous since the FHR
signal, like most biomedical signals, can have significant nonstationarities
across long time-scales.

In our proposed approach, we first classify short segments of FHR
series, followed by ensemble classification of the sequence of short-
classifications. Additionally, we have shown here the possibility of using
several features extracted from the FHR return series instead of the raw
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FHR. Most of the statistical features such as variance, skew and entropy are
usually applied on the raw signal. We can see from the results that for a
false-alarm rate of 40%, it is possible to achieve 74% sensitivity using 9 out
of the 10 considered features.

When we studied class-separation performance using hypothesis test-
ing methods on individual features, we also analyzed the effect of using
segment lengths varying from 10s to 1 minute. It was observed that the fea-
tures from the raw FHR signal (i.e., ξU , ξL, σh) were significantly separated
for all segment lengths. For return features, different results were obtained
for different segment lengths. The two nonlinear features were significant
separators for all segment lengths, while the statistical moments like total
return and variance were significant separators of shorter segment lengths
(up to 30s). However, since we were using non-overlapping epochs and a
fixed amount of real data, the total number of feature sets was different for
different segment lengths (fewer training sets of 1 minute length). In our
judgement, it makes sense to use results from bigger training sets as a basis
for choosing features, which is why we used 15s epoch lengths.

To further improve the results, we need to study (a) feature extraction
from different durations of FHR and (b) a bigger database of supervised
training data. However, we note that complete visual annotation of large
durations of FHR data segmented into many shorter segments may not be
feasible, and thus we also need to develop algorithms for unsupervised or
semi-supervised training. In addition, need to include features extracted
from the uterine pressure, as input to the classifier.

In the next chapter, we work with sequences of features from short-
duration FHR-UP time series. We will try to also address the problem of
significant inter- and intra-observer variability in the gold-standard classi-
fication by using a dataset that uses an objectively measured umbilical cord
blood pH value (after delivery) to assess fetal health. Another common
problem in FHR analysis is the extreme rarity of FHR tracings showing true
fetal distress (category 3). For instance, in the data used in Chapter 3, cate-
gory 3 inputs compose only 0.8% of the training set. This lack of diversity
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leads to poor performance when classifying category 3 recordings. We ad-
dress this issue by collecting data from a lot more patients, which increases
the number of datasets in each category studied. The primary framework
used for classification next is that of GMs and we compare the results to
existing discriminative approaches such as SVMs and ES. The results ob-
tained in this chapter and the next indicate that there is value in the use of
short-durartion FHR features, and exploiting the unique dynamics of the
FHR variations can improve the classification performance. Furthermore,
these models can incorporate UP dynamics quite elegantly, and also enable
efficient unsupervised clustering.
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5 Generative model classifiers

The FHR-UP classification approaches described until now, and also used in
the state-of-the-art, extract single values for each feature-value from long-
duration datasets. For instance, if the feature we are interested in is “vari-
ability”, such an approach would involve finding the variability (estimated
using, say, a zero-crossing approach described in Chapter 2) for each sep-
arate episode-free segment of a record of length 20-minutes or more, and
then summarizing it by taking the mean or median of all these values. As
a result, they typically do not account for the natural non-stationarity and
variation present in FHR dynamics. Even more sophisticated approaches to
account for the interactions between FHR and UP signals and the influence
of past FHR values on the present, such as the system identification ap-
proach in [106], are often unable to find a direct relationship between FHR
and UP signals for a large number of records and rely on a linear model for
system identification that does not account for nonlinear interactions such
as higher frequency variations from sharp decelerations or variability coin-
cident with decelerations.

As discussed in Chapters 2 and 4, and in our previous studies [25–27],
we have explored a number of features, including some derived directly
from physician’s domain knowledge. They include baseline FHR trend and
variability, contraction rates, and numbers and types of episodic variations
such as accelerations and decelerations. An important characteristic of these
signals is their rich dynamic nature and extracting information from it pro-
vides additional feature space for discrimination. In this chapter, we pro-
pose the idea of partitioning each T -second FHR record into sequences of
much shorter (t-second duration) segments and describing each segment
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by discrete features including “FHR variability” or “presence of accelera-
tions.” Each FHR record can thus be represented by a sequence of feature-
values, which is then used as an input to a Bayesian classification system
capable of finding shared patterns among feature sequences from different
records. For modeling the feature sequences, we use the framework of gen-
erative models (GMs). Similar ideas have been used previously in several
fields including text classification [13,103], image processing [99], represen-
tation of electroencephalogram and electrocardiogram data [104], and adult
heart rate data [92]. Our method implements learning of the needed prob-
ability distributions and follows up with the use of Bayes’ rule. Although
several state-of-the-art machine learning techniques have already been used
for automated FHR-UP classification, the predominant paradigm has been
discriminative. Unlike GMs, the discriminative models do not naturally
allow for the estimation of a posteriori distributions of all the variables of
interest. The GMs are also much more flexible in expressing dependencies
among different variables [11], but their implementations are computation-
ally more intensive.

More specifically, with GMs, one can achieve improved detection of
new data that are outliers under the model and whose predictions have
low accuracy [10]. In our problem, we can view the abnormal traces as
outliers because they are simply relatively rare, which further justifies the
use of these models. This problem has long been recognized as a significant
obstacle to FHR analysis.

Finally, GMs can naturally be used in unsupervised learning [11, 53].
This is very important since most supervised FHR classification methods
are constrained by the absence of a reliable gold-standard. Possible rea-
sons for the lack of it are (a) an abnormal tracing may be classified as gold-
standard “normal” after interventions had been made to improve fetal sta-
tus and the criterion for normality is avoiding injury/death [32], and (b) ob-
jective markers, like umbilical/arterial pH or Apgar score, can show poor
correlation with FHR patterns [81]. The other issue is related to category 2,
which is notoriously broad and which in practice includes everything that
is deemed not to fall in categories 1 or 3 [19]. Unsupervised classification of
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signals that belong to neither category 1 nor 3 may provide information for
improved diagnosis, for which GMs are ideally suited.

There are unique challenges to describing fetal data using sequences
of features. Some questions we attempt to answer in this chapter include:
should one use uniform or data-driven time series segmentation? How can
we combine information from the UP signal in this approach? What kind
of probabilistic models are best suited for such data? In the sequel, we pro-
vide a detailed description of the uniform segmentation of FHR-UP time se-
ries, feature extraction and discretization procedure in Section 5.1. We then
describe, in Section 5.2 how to use two types of generative models (naïve
Bayes and first-order Markov chain) to model sequences of the above fea-
tures. Section 5.3 provides brief descriptions of the support vector machine
and rule-based approaches we compare our GM classifier to, while perfor-
mance comparisons using stratified crossvalidation are described in Section
5.4. We provide a list of all the symbols used in this chapter and their defi-
nitions in Table 7.

Table 7: List of symbols and definitions used in this chapter
Symbol Definition

y A given FHR time series
u A given UP time series
fs Sampling rate
Tfs Number of samples in the time series input
tfs Duration (in samples) of the prespecified segmenta-

tion period
xj Final feature value for the j-th segment
vj Normalized FHR variability in the j-th segment
Hv Alphabet size of the variability symbol
b Granularity of the discretization = 1/Hv

HA Alphabet size of the acceleration symbol = number of
unique acceleration types

HD Alphabet size of the deceleration symbol = number of
unique deceleration types
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Table 7 – continued from previous page
Hx Alphabet size of the final feature = = Hv +HA +HD

di Number of segments in the i-th time series
Ci Class variable of the i-th time series
k k-th possible instantiation of the class variable
K Total number of possible classes
γ Set of (known) hyperparameters
πk Class k’s prior probability mass
θk Pmf of feature x in class k, defined over the support

{1, 2, . . . , Hx}
Ψk Transition probability matrix associated with class k.

Each row is denoted ψk,h = {ψk,h,1, . . . , ψk,h,H}
φk Initial feature value pmf associated with class k
α Hyperparameter for the Dirichlet distribution prior

for the class pmf π
λ H-dimensional hyperparameter vector for the Dirich-

let distribution prior for the feature-alphabet pmf
θk, k ∈ {1, . . . , K}

η H-dimensional hyperparameter vector for the Dirich-
let distribution prior for the initial feature value pmf
φk, k ∈ {1, . . . , K}

β H-dimensional hyperparameter vector for the Dirich-
let distribution prior for each row of the transition ma-
trix ψk,h, k ∈ {1, . . . , K}, h ∈ {1, . . . , H}

sk Number of training records in class k
qk,h Number of occurrences of feature value h in all train-

ing records of class k
q∗,h,n Number of occurrences of feature value h in n-th fea-

ture sequence
rk,h Number of occurrences of feature value h in the first

segments of class-k training records
zk,g,h Number of transitions from feature value g to h in all

class-k training records

67



−3000 −2500 −2000 −1500 −1000 −500
0

50

100

150

200

250

 1  1 18 19 33 18 18  1  2 20 18  2  1  1 18  1 19 33  1 18  1 18  2  2 18 33  2 12 33 19 21  3 18 12 16  2  2  1 19 18  2  1  1

Time until birth (seconds)

 

 

Figure 18: An example of a feature sequence (displayed as the row of symbol
numbers at the top) extracted from an FHR (in blue)-UP (in green) record.
The size of the alphabet Hx was 34 and the segment length was t = 60

seconds. FHR units are beats per minute (bpm) while UP is scaled to per-
centage values.

Table 7 – continued from previous page
z∗,g,h,n Number of transitions from feature value g to h in n-th

feature sequence
Nk Total number of segments in all training records of

class k
{C, σ} Box-constraint and radial basis function kernel scaling

factor for SVM soft margin

5.1 Feature extraction

For the proposed GM classification methods, we employ segmented ver-
sions of features described in Chapter 2, namely of accelerations, decelera-
tions, and variability. As a reminder, the NICHD consensus guidelines de-
scribe general rules for visual assessment of morphological features in the
FHR-UP recording, and a guide to mapping numerical features into qualita-
tive “symptoms”. Prior to carrying out feature extraction, some preprocess-
ing is performed to remove various artifacts including ones due to move-
ment, and to interpolate over missing beats if the gaps are small. Firstly,
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from the UP signal, we detect the presence of maternal contractions using
a mode estimation technique. We then estimate the baseline heart rate us-
ing a windowed median-filtering algorithm on the FHR time series, with
a 5-minute moving window, which is advanced on a sample-to-sample ba-
sis. Then, we identify episodic deviations from this baseline and annotate
any significant upward (downward) divergence-and-return to baseline as
an acceleration (deceleration). For FHR regions free of accelerations and
decelerations, we estimate FHR “variability” by calculating the interquar-
tile range of the de-baselined FHR time series. All thresholds are derived
from the NICHD guidelines, with minor tuning performed using a small
subset of FHR records as described in Chapter 2.

We now describe the process of segmenting the dataset used, so as to
enable the extraction of sequences of feature values indicative of the mor-
phological changes in it, and the subsequent discretization of the features
into a finite-sized “feature alphabet”. The latter step is performed to enable
efficient modeling of the feature sequences using multinomial distributions,
which makes the job of parameter update and inference much easier.

5.1.1 Segmentation and feature discretization

Let a given contiguous input time-series pair (FHR and UP) be denoted
{y, u}, and have length Tfs samples, where fs is the sampling frequency. In
order to make feature sequences amenable to analysis using GMs, we first
partition both y and u into synchronized segments of length tfs samples
with no overlap. For each segment (indexed by j), a discretization module
assigns a feature value xj by using an Hx-sized alphabet. We illustrate this
process below.

• Let the (normalized) FHR variability of the jth segment be denoted by
vj , where vj ∈ [0, 1]. If this segment is not classified as an acceleration
or deceleration, then we discretize this to a label ξj in the following
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way:

ξj =


1, vj ∈ [0, b),

2, vj ∈ [b, 2b),

. . .

Hv, vj ∈ [1− b, 1],

(12)

where b = 1/Hv is a bin width which controls the granularity of dis-
cretization.

• If segment j has at least 50% of samples classified as being part of an
acceleration, the label ξj takes a value depending on the type of accel-
eration. Its values are quantified as ξj = Hv + 1 (normal), ξj = Hv + 2

(prolonged) or ξj = Hv + 3 (baseline change). Thus, HA = 3.
• If segment j has at least 50% of samples classified as being part of a

deceleration, the label ξj takes a value depending on the type of de-
celeration, that is, ξj = Hv + HA + 1 (early), ξj = Hv + HA + 2 (late),
ξj = Hv+HA+3 (variable), ξj = Hv+HA+4 (no associated contraction)
or ξj = Hv +HA + 5 (baseline change). Thus, HD = 5.

• We assign the final feature value xj as follows. If segment j of the UP
signal u has at least 50% of samples classified as part of a contraction,
then the feature xj = ξj +Hv +HA +HD; otherwise, xj = ξj . Therefore,
Hx = 2(Hv +HA +HD).

Thus, the two important parameters for controlling the feature resolution
are the segmentation period t, and the bin width b. Note that through this
procedure we have combined available information from both FHR and
UP signals in a single discrete feature type x. An example of a feature
sequence is shown in Fig. 18. We recognize here that, unlike other exist-
ing FHR feature extraction methods (such as in rule-based systems) which
also consider the baseline FHR as a feature, the restriction of one label per
segment forces us to choose between the baseline FHR value and the vari-
ability for all segments not classified as acceleration/deceleration episodes.
We chose to stick to FHR variability instead of baseline because this is rec-
ognized as being more informative of fetal health in previous studies, in-
cluding our own. We denote the feature sequence from the ith FHR record
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as xi = {xi,1, . . . , xi,di}, where the second subscript identifies the segment
and di is the total number of segments in the ith record. We model these
feature sequences using GMs as follows.

5.2 Generative model classification

Let each data record be generated by one of K possible classes. Given
a set D of N feature-class pairs {xi, Ci}, our goal is to infer, for some
newly observed feature vector xn, its unobserved (hidden) class Cn = k,
k = 1, 2, · · · , K. An alternative perspective on the same problem is to get a
representation of the posterior probability of the class variables for all the
test datasets, P (C1:N |x1, . . . ,xN ,γ), where γ denotes the set of known hy-
perparameters associated with the class-conditional models. The goal of
the former approach is to get a hard classification decision for each dataset,
although one can always simultaneously report the probability of the de-
cision as a measure of uncertainty. The latter approach naturally leads us
to the use of sampling approaches for unsupervised clustering, very useful
when gold-standard labeling is not available. This is dealt with in Section
6.1.

We now describe the two models used to explain the generation of the
feature sequences. The idea in supervised classification is to use the train-
ing data sequences to infer model parameters of the chosen model for each
class, and then use these parameters to approximate the posterior proba-
bility mass function of the generating class variable. This can be used for
making a classification decision in either unsupervised or supervised set-
tings as shown in the sequel.

5.2.1 Naïve Bayes GM

A common simplifying assumption when studying sequential data is that
the probability of a feature instantiation in a certain segment is independent
of the feature instantiations in other segments. This is referred to as the naïve
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Figure 19: Directed acyclic graph with N data sets and K possible classes of
the generative naïve Bayes model.
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Bayes assumption. The feature order does not matter, and the feature se-
quence can be encoded easily via a multinomial distribution. Then, for the
ith record, given its class Ci = k, an attribute value for each of the di seg-
ments is generated by the probability distribution θk = [θk,1, θk,2, . . . , θk,H ]

whose support is the range of possible feature values 1, . . . , H .
Next, for the prior of class probability π and the distribution param-

eters θk we use respectively Dirichlet distributions. The reason is that the
Dirichlet distributions are conjugate to the multinomial distribution, and
thus enable analytical solutions for integrating out parameters when calcu-
lating a posteriori probabilities. The respective hyperparameters for these
priors are α and λ and are assumed known. Thus, the GM for the N data
records is (the graphical model is shown in Fig. 19)

1. Generate the class probability
π = [π1, π2, . . . , πK ] ∼ Dirichlet(α1, . . . , αK).

2. For each class k, generate θk = [θk,1, . . . , θk,H ]

∼ Dirichlet(λ1, λ2, . . . , λH).
3. For each data record i = 1, . . . , N , draw the class Ci ∼ Categorical(π),

i.e., P (Ci = k|π) = πk.
4. For each data record i = 1, . . . , N , for each segment j = 1, . . . , di, and

given Ci = k, draw the feature value xi,j , xi,j ∼ Categorical(θk), that
is, P (xi,j = h|Ci = k,θk) = θk,h.

Given a corpus of training records D, one can estimate the class and
feature probabilities of the model as follows:

π̂k ∝ (αk + sk), θ̂k,h =
qk,h + λh
Nk +

∑
h

λh
, (13)

where sk is the number of training records in class k, qk,h is the number of
occurrences of feature value h in all training records of class k, and Nk is the
total number of segments, also in all training records of class k. Given the
parameter estimates, we can calculate the likelihood of a feature sequence
being generated according to the naïve Bayes model as

P (xn|Cn = k, γ̂) = π̂k

Hx∏
h=1

θ̂
q∗,h,n
k,h , (14)
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Figure 20: Directed acyclic graph of the generative model with a Markov
structure encoding time-dependence in each (ith) FHR-UPrecord.

where q∗,h,n denotes the number of occurrences of feature value h in the nth
feature sequence.

5.2.2 First order Markov-chain GM

The naïve assumption that the feature values of each segment are indepen-
dent of the segment index is a considerable leap of faith, since in general,
FHR signals (like most real-world time series) exhibit correlations across
time. A simple first-order Markov assumption encodes this via the follow-
ing framework: given knowledge of class Ci = k, a feature value for each
of the di segments of record i, except the first segment, is generated using
the H × H transition probability matrix Ψk. The feature value of the first
segment is generated by a probability distribution φk.

Once again, we endow the model with Dirichlet priors for the cluster
probability π and the parameters φk and ψk (each row of the transition
matrix). The respective hyperparameters for these priors are denoted α,η
and β, and are assumed known. Thus, the GM for N data records is (the
associated graphical model for the ith record is given in Fig. 20):
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1. Generate the class probability
π = [π1, . . . , πK ] ∼ Dirichlet(α1, . . . , αK).

2. For each class k, generate the probabilities of initial feature value φk =

[φk,1, . . . , φk,H ] ∼ Dirichlet(η1, . . . , ηH).
3. For each class k and each feature value, generate the fea-

ture value transition probabilities ψk,h = [ψk,h,1, . . . , ψk,h,H ] ∼
Dirichlet(β1, . . . , βH).

4. For each data record i = 1, . . . , N , draw the class Ci ∼ Categorical(π),
i.e., P (Ci = k|π) = πk.

5. For each data record i = 1, . . . , N , draw the feature sequence xi ac-

cording to: P (xi = [h1, . . . , hdi ]|Ci = k,φ,ψ) = φk,h1
di∏
j=2

ψk,hj−1,hj .

Given a corpus of training records D, one can estimate π by (13) and φk,h

and ψk,g,h as follows:

φ̂k,h =
ηh + rk,h∑
h

ηh + sk
, ψ̂k,g,h =

βg,h + zk,g,h∑
h

βg,h + qk,g
. (15)

Here, rk,h is the number of occurrences of h in the first segments of class-
k records in D and zk,g,h is the number of transitions from g to h in class-k
records in D. Given the parameter estimates, we can calculate the likelihood
of a feature sequence being generated according to a given category-specific
first-order Markov model as

P (xn = {xn,1, . . . , xn,dn}|Cn = k, γ̂) = π̂kφ̂k,xn,1

Hx∏
h=1

ψ̂
z∗,g,h,n
k,g,h , (16)

where z∗,g,h,n denotes the number of occurrences of feature transitions g → h

in the nth feature sequence.

5.2.3 Maximum a posteriori (MAP) decision

Once the parameters of the assumed model are estimated from D, we can
compute the approximated a posteriori probability distribution of the class
of the nth test data record given the obtained feature sequence xn. We have

P (Cn = k|xn,D) ∝ P (Cn = k|π̂)P (xn|Cn = k, γ̂k)

∝ (αk + sk)P (xn|Cn = k, γ̂k), (17)
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where P (xn|Cn = k, γ̂k) is the likelihood of class k, γ̂k is the set of estimated
parameters (e.g., {θ̂k, φ̂k} for the naïve Bayes model), and P (Cn = k|π̂) is
the prior probability of class k. The likelihood of the feature sequence can
be calculated from (14) and (16).

If we make a decision based on the MAP rule, the estimated class is
obtained from

Ĉn = arg max
k
P (Cn = k|xn = {xn,1, . . . , xn,dn},D). (18)

5.3 Other approaches

We compared our proposed approach to the recently developed system-
identification and heart-rate variability based approach by [106] and to the
NICHD expert system we described in Chapter 2. In this section, we pro-
vide an outline of the key components of the SVM method. For details of
the expert system approach, we refer the reader to the relevant chapter.

5.3.1 Features

In [106], it was assumed that FHR (denoted y) is composed of three different
components: (a) baseline heart rate corresponding to average cardiac out-
put (the DC component), (b) response to changes in maternal uterine pres-
sure signals, and (c) variability due to sympathetic-parasympathetic modu-
lation. These three components are modeled as follows:

1. the FHR baseline signal yBL in the 0-4.5 mHz frequency range as a
linear trend,

2. the FHR response to UP ySI in the 4.5-30 mHz frequency range as the
output of filtering the maternal UP with a filter whose impulse re-
sponse function is estimated from training data, and

3. the FHR response to the autonomic nervous system dynamics yHRV in
the 30 - 1000 mHz frequency range as the output of an autoregressive
model driven by a white Gaussian noise input.

From these components, five different features are obtained: (1) the offset
of the linear fit to yBL, (2) the gain and (3) delay of the impulse response
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function used to model the UP-ySI dynamics, (4) the low frequency (30-
150 mHz) and (5) movement-frequency (150-500 mHz) components of the
power spectral density of yHRV .

5.3.2 Discriminative classification

In [106], the SI-HRV features were used as input to an SVM, which is a
discriminative approach, using a Gaussian kernel to allow for nonlinear
boundaries between groups. The authors used two different SVMs for the
SI and HRV features respectively and combined their results using OR con-
ditions to get a final categorization. That is, if any one of the SI or HRV
classifiers classified the data as “abnormal”, the final classification was also
“abnormal”. We used the same method for our data, too. For each fold of
crossvalidation, we obtained separate SVMs using (a) only the SI features,
(b) only the HRV features, and (c) all five SI-HRV features, yielding three
different arrays of test classification results. An additional result was ob-
tained by combining the classifier output from SI and HRV SVMs using the
OR condition. In order to be consistent with the authors’ methods, we ob-
tained accuracy values for all four by using a wide range of values for the
SVM parameters (the scaling factor σ for radial basis function kernel, and
the box constraint C for the SVM soft margin [16]).

5.4 Performance comparisons

5.4.1 Empirical setup

Our database consisted of deidentified EFM files from 201 different babies
(admitted to the neonatal intensive care unit at the Stony Brook University
Medical Center, Stony Brook, NY) for which post-delivery umbilical cord
pH values were available for 111. FHR and UP monitoring was done for
each of them using either internal (fetal scalp ECG) or external (Doppler)
monitors. All consent and approval guidelines were followed rigorously.
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Out of these 111 files, we found that 83 had usable EFM data from single-
ton pregnancies. We restricted analysis to the last half an hour of available
EFM data. For this time period, each baby could have one or more contigu-
ous EFM epochs1 with breaks in between (resulting from excessive noise
or electrode drop-off). Automated preprocessing, as explained in Chapter
2, was always followed by a visual inspection, in order to confirm that the
automatically “cleaned-up” record was actually usable for further analysis.
In consultation with our collaborating physician, we fixed the threshold for
fetal distress to be pH ≤ 7.15. That is, if the cord pH was greater than 7.15,
the baby was assumed to be “healthy” (category 1), otherwise “not healthy”
(category 2). This labeling was treated as the gold-standard classification.
This yielded 23 datasets in category 2 and 60 in category 1. There were an
average of 2.4 non-overlapping epochs in the each dataset.

We assessed classification performance using the 10-fold stratified
cross-validation method. This is acknowledged to be an effective method
for measuring classifier performance [57]. Under this method, we partition
the dataset into 10 different non-overlapping groups, with the proportions
of category 1 and 2 datasets being the same in each group. We then treat
each group as a test dataset, using the datasets in the remaining 9 as train-
ing data. Each such group-testing is called one “fold” of crossvalidation.
Thus, in each fold, we use approximately 90% of the data for training and
10% for testing, and the partitioning ensures that each file is treated as a test
dataset exactly once when all 10 folds have been evaluated. We calculate
a confusion matrix by comparing the class-labels obtained for all datasets
with the gold-standard categorization. We repeat this process for 10 differ-
ent random partitions of the dataset, to get an empirical confidence mea-
sure. We note that, when comparing different classifiers for a given run, we
test all methods using exactly the same cross-validation partition, so as to
ensure a fair comparison. We compare the classifier performance (measured
using the cost-insensitive weighted relative accuracy (WRA) [57, 58]) for all
GM methods using a range of parameter values for data segment length t

and bin width b, and for all SVM methods by varying the scale parameter

1We define an epoch as a sequence of nonoverlapping segments.
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Table 8: Classification performance evaluations for all GM methods. The
second column shows the parameter values yielding highest performance
in terms of WRA. Best performances are in bold.

GM Method t∗(s), b∗ Best TNR, TPR Best WRA
GM-MM-C 95, 0.0100 0.817, 0.478 0.295
GM-NB-C 115, 0.1000 0.842, 0.348 0.189
GM-MM-E 45, 0.0158 0.820, 0.436 0.256
GM-NB-E 15, 0.0501 0.757, 0.300 0.057

GM-MM-CT 45, 0.0316 0.725, 0.587 0.312
GM-NB-CT 45, 0.0794 0.800, 0.435 0.235

GM-MMorNB-C 115, 0.0200 0.817, 0.609 0.425
GM-MMorNB-E 45, 0.0158 0.768, 0.473 0.241

GM-MMorNB-CT 115, 0.1259 0.742, 0.500 0.242

values σ and box constraint C. WRA is an unbiased accuracy measure that
subtracts the component of true positive positive score that is attributable
to chance, and is defined as WRA = 4×cost× (TPR-FPR)/(1+cost)2, where
TPR and FPR denote the true and false positive rates, respectively. When
the cost for misclassification is zero-one, as in this study, the range of WRA
is [−1, 1]. Then WRA = TPR − FPR.

5.4.2 Results

We tested several modifications of the GM and SVM classifiers on our data,
and have shown the results in Tables 8 and 9. The first column for each sub-
table in (a) and (b) contains the type of classifier used. The suffix C, E or CT
at the end of the type denotes “cumulative”, “epoch-level” or “threshold-
based cumulative” classification respectively. In cumulative classification, all
the features obtained from all the EFM epochs for a given baby were simply
concatenated together without regard for breaks in the data, making a single
long feature sequence for each subject. This yielded 83 discrete x sequences,
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Table 9: Classification performance evaluations for all non-GM methods.
The second column shows the parameter values yielding highest perfor-
mance in terms of WRA. Best performances are in bold.

Method σ∗, C∗ Best TNR, TPR Best WRA
SVM-SI-E 0.25, 1024.00 0.566, 0.436 0.003

SVM-HRV-E 0.50, 0.50 0.710, 0.436 0.146
SVM-SIHRV-E 0.50, 0.13 0.706, 0.345 0.051

SVM-SIorHRV-E 0.25, 512.00 0.415, 0.508 -0.077
SVM-SIorHRV-CT 0.25, 1024.00 0.175, 0.826 0.001

NICHD-E – 0.163, 0.883 0.047
NICHD-CT – 0.0833, 0.9130 -0.004

corresponding to the 83 babies. In epoch-level classification, we did not per-
form this concatenation, but instead treated each contiguous epoch of EFM
data as a separate dataset. However, the gold-standard diagnosis for each
such epoch was still assumed to be equal to the baby’s final diagnosis (based
on pH). There was a total of 201 discrete x sequences corresponding to 201
EFM epochs obtained from 83 babies. Lastly, in threshold-based-cumulative
(CT) classification, we first performed epoch-level classification. Then, for a
given test baby i∗, we classified it as category 2 only if at least one of baby i∗

’s epochs was classified as category 2 (thus the term threshold-based, where
“1 epoch” is the threshold for deciding abnormality).

Another level of classifier modification was introduced by combining
classifier results using OR conditions. For instance, for the cumulative GM
paradigm, we applied the OR logic to the decisions made by the GM-MM-C
and GM-NB-C classifiers. This is denoted GM-MMorNB-C. That is, we first
used each of the MM and NB models to make an initial decision whether
an epoch was category 2, and if at least one of these two decisions was pos-
itive, we called the dataset “category 2”. This is similar to the method used
in [106], in which classifier decisions from two different SVMs (one using
system identification (SI) features, and the other using only HRV features)
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Figure 21: Error bars representing median ± interquartile range of WRA
of classification using the GM-MMorNB-C method as a function of the bin
width b and for three different t values.

Table 10: Confusion matrix for NICHD-ES classification.

NICHD-ES

1 2 3

pH-based 1 23 117 1

labeling 2 7 53 0

were ORed to yield the final classification. Similar combinations were per-
formed for the SVM methods as well.

Figure 21 shows the variation of the WRA when using the GM-
MMorNB-C method, as a function of the bin width and for three different
values of t. In a similar vein, Figure 22 shows the variation of the WRA
when using the SVM-HRV-E method for different values of the C and σ

parameters.
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Figure 22: Error bars representing median ± interquartile range of WRA of
classification using the SVM-WHRV-C method as a function of σ and for
three different values of C.

As explained in Chapter 2, the NICHD-ES classifier yields, as a deci-
sion for a given FHR dataset, one of three category values. Table 10 shows
the confusion matrix obtained when comparing this to the pH categoriza-
tion. In order to compare this method’s performance to the GM and SVM
approaches, we transform the results such that NICHD-ES categories 2 and
3 are mapped to “not healthy”. The best result from this is shown in the
second to last row of Table 9.

TPR and TNR denote the median of the true and false positive rates
across all crossvalidation runs. For each method, we varied the correspond-
ing parameter values and looked for all (TPR, TNR) pairs such that TNR
was at least 0.7 (similar to the search performed in [106]), assuming that
would be a clinically reasonable rate. If a particular method did not yield a
TNR >= 0.7 for any of its parameter values, we decreased the TNR threshold
by 0.01 in steps, and repeated the search. Finally, out of these candidates,
we selected the best performing parameters as that which yielded the best
WRA.
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As mentioned previously, the study by [106] used the SI-HRV features
as inputs to a classification system, but without directly accounting for lo-
cal variations. The authors had found that for “pathological” data sets,2 the
gain and delay of the impulse response function between UP (as input) and
FHR (as output) were increased. This finding is consistent with previous
research on timing of acute intrapartum hypoxic injury (e.g., in [22]) and
by the physicians’ practice of regularly looking for the influence (or lack
thereof) of contractions on episodic variations such as decelerations [100].
In the present study, we found that our methods consistently performed
at par with or better than the SI-HRV method (see Tables 8 and 9). Fig-
ures 21 and 22 show that in general, the SVM approach is less sensitive to
the parameter settings than the GM approach. However, in terms of ab-
solute performance, this insensitivity does not allow it to reach the WRA
values achieved by GM approaches. Additionally, we note that the origi-
nal approach by [106] called for the use of an OR condition on the results
of two separate SVM classifications, followed by a threshold-based cumu-
lative classification. This method, in our current study was found to have a
worse performance than simply using the HRV features in a single SVM. In
other words, the system-identification features do not seem to yield much
information for this dataset.

The marked decrease in the ES classifier performance may be due to the
hard if-then conditions and to failures when “symptoms” of more than one
category are detected. We also observed that for several data sets, the ES
classifier found symptom combinations that did not fit to any of the three
NICHD categories. Although one can design the ES classifier to pool all
such outcomes into category 2 (“indeterminate”), this increases the rate of
false category 2 detection.

In contrast to our findings in Chapter 3 and our previous study [27],
we found that binning the acceleration and deceleration features into dif-
ferent types, did increase performance. One reason for this could be that,
unlike the study in [27] that used features extracted from long stretches of

2Defined as post-delivery arterial umbilical cord base deficit > 12 mmol/L, or showing
evidence of hypoxic ischemic encephalopathy, or death.
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data, we are using collections of short-segment-features. In [27], a discrete
feature of, say, a deceleration subtype Dl (“existence of late decelerations”)
was assumed to take a truth value if there existed even one late decelera-
tion in the full 20-min record. This is different from saying, as in the present
study, that there existed a sequence of deceleration-segments, with, say 20
early deceleration-segments and 5 late deceleration-segments. Thus, we be-
lieve, this approach gives a more complete picture of the FHR record and
improves the classification performance.

Computational issues in the GM methods studied here are also less-
ened. Since the GM classifiers are based on Bayesian parameter learning of
discrete feature sequences, they can be interpreted as simple counting op-
erations. Thus, they are considerably faster that, say the SVM classifiers,
which have to solve an optimization problem every time training is per-
formed on a new dataset. However, rule-based classification is the fastest,
since after the set of features has been found, it simply goes through a check-
list of if-then-else conditions, and does not involve any minimization or
counting operation.

One limitation of the current study is dealing with noisy segments. In
a previous version of the study, we had adopted a rule of removing noisy
segments (defined as any segment with more than 30% of the samples had
been interpolated over during preprocessing) entirely from the analysis.
This process, however, can create complications because it forces feature
segments before and after a removed region to become adjacent, potentially
confounding the parameter updates if there are long stretches of noise. To
tackle this in the present study, we chose simply to not designate any seg-
ment as noisy, thus keeping all the segments connected. Instead, we went
back and made the preprocessing step more robust, and additionally did de-
tailed visual inspection/correction to make sure the number of truly noisy
segments in the final feature sequence was as low as possible. This process
was kept the same for all the classification methods studied. We acknowl-
edge that this may not be the best way to deal with noisy segments, espe-
cially in real-time settings, and are working to improve this aspect in our
ongoing research.

84



Another limitation is that in clinical situations, data are acquired con-
secutively in time, and the classification of entire epochs is not very useful
in such situations. One would, instead, like to have a system that can raise
an alarm whenever an “at-risk” pattern of feature sequences is raised. One
possibility is to analyze T -second epochs of FHR-UP data updated every
t seconds to include a new incoming segment. Then, if more than E such
epochs are deemed to fall in the “at-risk” category, one can raise an alarm.
At present, we are exploring this possibility. We note that the “threshold-
based-cumulative” (CT) classification paradigm addressed in Section 5.4.2
can give us some clues about the efficacy of this method. In particular, we
can see from Table 8 that the GM-MM-CT method provides comparable per-
formance to the best classifier (GM-MMorNB-C), but has a decreased speci-
ficity (72% v 81%).
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6 Future work and conclusions

In this chapter, we describe possible extensions to our current research on
fetal heart rate and maternal uterine pressure analysis and classification.
As described in Chapter 5, we used the generative mixture model approach
to bring improvements in classification accuracy. We are currently work-
ing on further extensions of this method for four related objectives: (a) de-
creased reliance on fuzzily defined gold-standard clinical annotations via
the use of unsupervised learning, (b) further decreases in classification er-
ror rates (increases in sensitivity and specificity) by obtaining better, more
data-driven features as opposed to those obtained from more ad-hoc rules
for episodic variations, (c) defining fetal risk scores that can be used as true
gold-standard and that sensibly combine the gold-standard classifications
from physician interpretation and objective fetal status metrics, and (d) ex-
tension of the clustering methodology to the real-time monitoring case. In
the sequel, we describe in more detail the results obtained for these goals.

6.1 Extension to unsupervised clustering

In the unsupervised clustering case, we no longer have any training data
from possible classes to build specific class-conditional models from, and
to compare with individual datasets. As mentioned previously, the lack of
a clear gold-standard annotation hampers any supervised learning mecha-
nism. This can happen even if we select a clear, objective criterion of abnor-
mality such as “fetal death or injury", because when there is any indication
that this future is possible for the unborn fetus during labor, immediate
and drastic steps are taken to intervene in the normal course and prevent
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it. Thus, even highly suspicious fetal patterns can be associated with “nor-
mal" fetal outcomes which compromises the quality of the training labels.
Other non-visual fetal health metrics such as umbilical pH, base deficit val-
ues and Apgar scores can often show poor correlations with FHR patterns,
while the unreliability of visual interpretation of fetal patterns has previ-
ously been discussed. Moreover, it is a well-accepted notion amongst the
obstetric community that far too many cardiotocographic recordings are
labeled as category 2 because of the understandable caution exercised by
intrapartum care personnel to prevent any risk to the fetus. In practice,
the rule boils down to putting all traces not classified as category 1 (def-
initely normal) or 3 (certainly abnormal) into category 2 (indeterminate).
This increases the false positive rate for diagnosing fetal distress. Finally,
the problem of obtaining a diverse training database is compounded by the
fact that FHR tracings showing patterns definitively proving fetal distress
are very rare (recall our original 830-strong database of signals, which had
less that 1% of signals physician-labelled as category 3). All these reasons
encourage us to try and obviate the need for gold-standard labeling, i.e.,
to try unsupervised learning methods capable of partitioning an input con-
sisting of several datasets into meaningful groups. We choose a Bayseian
formulation of this problem, where we try to estimate the posterior joint
probabilty mass function of the entire set of class variables for the N input
time-series records. Although there exist several discriminative approaches
for unsupervised classification, we choose a generative model approach be-
cause of its considerable flexibility with regard to definition of the models,
ease of calculation of entire joint distributions, elegant use of priors and hy-
perpriors for all the different parameters in the system, and robustness with
respect to noise. This unsupervised approach is a very natural extension of
the supervised classification methods developed in Chapter 5, as explained
in the sequel.

Once again, we assume that we have access to a database of N differ-
ent FHR-UP records, and from each of these we derive a feature sequence,
for instance as explained in 5.1. A feature sequence xi is extracted from
the dataset yi. We wish to find the class label Ci associated with each of
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these feature sequences. Recall from Chapter 5 that our target distribution
is P (C1:N |x1:N ,γ), where γ denotes the set of hyperparameters.

One can get an approximate form for this distribution through one
of several approaches. Here, we propose a Markov chain Monte Carlo
(MCMC) approach. In this approach, we first construct a Markov
chain on the state space of clusters, whose stationary distribution is also
P (C1:N |x1:N ,γ). Then, we perform a random walk in this state space
such that the fraction of time spent in each state C1:N is proportional to
P (C1:N |x1:N ,γ). We then take lots of samples from the chain when it con-
verges to this stationary distribution. Finally, we can get the “best” estimate
of C1:N from these samples by appropriately “summarizing” the samples.

6.1.1 Gibbs sampling

Since the target distribution is over a very high-dimensional variable (C1:N ),
we need a method capable of sampling efficiently from this. In general,
this is not trivial. Because of the considerable size of the random vector
to be sampled (one can easily imagine hundreds or thousands of individ-
ual time series in the input to the clustering module), it is easier to sam-
ple from conditional distributions instead of the full joint distributions, i.e.,
from P (Ci|C−i,x1:N ,α,λ).1 So our problem could become considerably eas-
ier if one could somehow use the conditional distributions to sample from
the full joint distribution. This can be achieved via a technique called Gibbs
sampling. The basic idea is to sample each unobserved variable in turn,
conditioned on all other variables in the system. If a certain variable is ob-
served, its value is known and so, not sampled. This sampling procedure
is repeated for a large number of iterations, with the assumption that after
sufficient time, the chain will have mixed well, and the joint distribution
will have converged to the target distribution.

Consider a system with variables z = {z1, . . . , zN}, and let our goal
be eventual convergence to the target joint distribution P (z1, . . . , zN). We
use the Gibbs sampling method to achieve this. Assuming that after some

1The subscript term −i or \i denotes “all datasets except the i-th”.
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iteration t, we have the samples zt for these variables, we can generate a
new sample zt+1 (assuming z has dimension N ):

zt+1
1 ∼ P (z1|zt2:N)

zt+1
2 ∼ P (z2|zt+1

1 , zt3:N)
...

zt+1
N ∼ P (zN |zt+1

1:N−1).

The distribution P (zi|z−i) is called the full conditional for the i-th vari-
able. In the case of class-sampling as desired in the case of FHR analysis,
we must use P (Ci|C−i,y1:N ,γ) in place of P (zi|z−i). The set of variables z in
the argument of the full conditional would have to include the model para-
maters (such as θ,π,η). Often however, we can use a slight modification of
the sampler, called Collapsed or Rao-Blackwellized Gibbs sampling to in-
tegrate out some or all of these parameters before sampling. There are two
advantages to this procedure, which stem from the Rao-Blackwell theorem.
This theorem states that if z and y are dependent random variables, and
f(z,y) is a scalar function, then Varz,y[f(z,y)] ≥ Varz[Ey[f(z,y)|z]]. That
is, marginalization of “nuisance variables” always leads to more robust es-
timates of the variables of interest. Furthermore, if one desires estimates of
the model parameters, one need not sample from the joint distribution, but
instead simply perform a maximum likelihood estimate after the sampling
procedure has been completed for the variables of interest.

Coming back to our current problem, we can rewrite the expression for
the full conditional P (Ci|C−i,x1:N ,γ) as follows:

P (Ci|C−i,x1:N ,γ) ∝ P (Ci|C−i,γ1)P (xi|C1:N ,x−i,γ2), (19)

where γ1 and γ2 denote the hyperparameters associated with the cluster
and feature sequence likelihood model parameters respectively. The first
term on the right hand side arises from the marginalization of the mixture
weights π (the class proportions as described in Sections 5.2.1 and 5.2.2 and
Figure 19). Since we have endowed these weights with a Dirichlet prior, we
can write this term explicitly as:

P (Ci = k|C−i,α) ∝ (αk + sk,−i), (20)
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where sk,−i denotes the number of data records from the set D−i which in the
current iteration have class-assignment k. αk represents the concentration
parameter of the Dirichlet prior.

The second term on the right hand side in (19) is the likelihood term.
We can rewrite this term as:

P (xi|Ci = k,C−i,x−i,γ2) = P (xi|{xj|Cj = k, j 6= i},γ2)). (21)

In other words, we use the datasets currently assigned to class k to “es-
timate” model parameters and find how well the i-th feature-sequence is
“explained” by the cluster k. This is done for all possible cluster assign-
ments k ∈ {1, . . . , K}. One can use the product of the cluster and likelihood
probabilities as a proportional estimate of the a-posteriori conditional prob-
ability, which is then used for sampling the cluster value.

Thus, in the case of the näive Bayes feature model, one can write the
expression for the likelihood part as:

P (xi = {h1, h2, . . . , hdi}|Ci = k,C−i,x−i,λ) =
H∏
h=1

θ̂
q∗,h,i
k,h , (22)

θ̂k,h =
qk,h,−i + λk,h
Nk +

∑
h

λk,h
. (23)

where Nk is the number of datasets in D−iwith current assignment = k,
wi,v = |{j : xi,j = v; j ∈ {1, . . . , d}}| (the number of occurrences of fea-
ture value v in the dataset i) and q−im,v = |{(p, j) : Cp = m,xp,j = v}| (the
number of occurrences of feature being v across all the class-m datasets in
D−i). Thus the expression for the full conditional is given by:

P (Ci = k|C−i,x1:N ,α,λ) ∝ (αk + sk,−i)
H∏
h=1

(
qk,h,−i + λk,h
Nk +

∑
h

λk,h

)q∗,h,i

(24)

In the above, the count variable qk,h,−i represents the number of occurrences
of the feature value h in the set of datasets D−i that have the current class-
variable sample k.

In the case of the first-order Markov chain model, the cluster proba-
bility expression remains the same as in (20), while the likelihood density
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depends on the “estimated” values of the initial value probability φ and
transition matrix θ. These estimates are given by:

φ̂k,h =
ηh + rk,h,−i∑
h

ηh + sk,−i
, ψ̂k,g,h =

βg,h + zk,g,h,−i∑
h

βg,h + qk,g,−i
. (25)

Here, rk,h,−i is the number of occurrences of h in the first segments of class-k
records in D−i and zk,g,h,−i is the number of transitions from g to h in class-k
records in D−i.

Given these update parameters, the sampling density can be calculated
as:

P (Ci = k|C−i,xi = [h1, . . . ,hdi ],x−i, α,λ,η) ∝

(αk + sk,−i)φ̂k,h1

d∏
j=2

θ̂k,hj−1,hj . (26)

Thus, at each iteration, for each dataset xi, one needs to calculate the
sampling density based on the observed feature values in the i-th dataset,
the current assignments and the feature values for all the other datasets. The
sampling density is calculated for each possible cluster k, and we then get
a vector of probabilities of length K. We then sample a value for Ci for this
iteration, and update our current assignment dataset D to include the i-th
dataset’s new assignment. In this way we proceed to sample a cluster-value
for each dataset for the iteration, and repeat this process for T iterations,
which must be kept sufficiently large to ensure the chain mixes well. Af-
ter sampling for T iterations, we need to summarize the cluster samples
for each data record in order to produce a “best” clustering for each record.
Typically, it is also recommended to exclude the first b iterations (e.g., the
first 25% of iterations; this is also called the burn-in period) in order to en-
sure the chain has converged before we summarize. One can use several
methods to summarize the samples, e.g., we may denote the best clustering
for i-th dataset to be the mode of the cluster samples for this dataset for all
iterations.
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6.1.2 Extension to unknown number of clusters

The above sampling density calculations are applicable to the case when
the number of clusters is known. Alternatively, we may be interested in
finding out clinically relevant categories in the data, but may not sure how
many such categories are present. For instance, such a situation may arise
when we want to analyse what are the different kinds of fetal heart rate sub-
categories whose recommended classification is “Indeterminate” (category
2). There may thus be potentially infinite number of clusters. However, in
order to make sense of the data, we need to incorporate a preference for
compact representations, i.e., we want the number of clusters to remain as
few as possible but without shoehorning radically dissimilar records into
the same cluster just for the sake of compactness. This can also be achieved
as an extension of the Gibbs sampling procedure, by using a special form of
the prior for the mixture weights π.

Thus, in the generative stories outlined in Section 5.2.1 and 5.2.2, we
need to encode the fact that there are potentially infinite number of mixture
components. That is,

Likelihood parameters : γm ∼ G; G(γ) =
∞∑
k=1

πkδ(γ,γk), (27)

In effect, the above procedure amounts to sampling the mixture
weights according to:

π = [π1, . . . , πm, . . . , πK ] ∼ GEM(α), (28)

where GEM(α) denotes the Griffiths, Engen and McCloskey process (also
known as the stick-breaking construction). In this construction, the infinite
number of π components are generated according to the following process:

βk ∼ Beta(1, α), (29)

πk = βk

k−1∏
l=1

(1− βl) = βk(1−
k−1∑
l=1

πl), (30)

where α is called the concentration parameter of the Dirichlet process G(α).
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Thus, the two components of the sampling density in (24) and (26)
need to be modified to include the possibility of new, previously un-
seen clusters. Recall that at each iteration, for each dataset, we need to
sample the dataset cluster Ci using the distribution P (Ci|C−i,x1:N ,γ) ∝
P (Ci|C−i, α)P (xi|C1:N ,x−i,γ2).

The mixture component probability can then be written out as:

P (Ci|C−i,α) =
1

α +N − 1

(
K∑
k=1

sk,−iδ(Ci, k) + αδ(Ci, k̄)

)
, (31)

where δ(Ci, k) denotes the Kronecker-delta function (equals 1 whenever
Ci = k, 0 otherwise), K is the number of distinct clusters present in the cur-
rent iteration in the collection of datasets excluding the i-th (denoted D−i), k̄
denotes a new, previously unseen cluster, and α denotes the concentration
parameter of the Dirichlet process G.

The cluster-conditional feature likelihood remains the same as in (24)
and (26) for those clusters that are already seen in D−i. For a possible
new cluster k̄, the likelihood probability can be obtained by using only the
Dirichlet prior parameters for “estimating” γ parameters as before. Thus,
for the näive Bayes model, the expression can be written out as:

θ̂k̄,h =
λh∑
h

λh
. (32)

For the Markov model, the corresponding expressions are:

φ̂k̄,h =
ηh
H∑
h=1

ηh

; ψ̂k,g,h =
λg,h

H∑
h=1

λg,H

; (33)

So the sampling density is given by:

P (Ci|C−i,x1:N , α,λ) ∝
(
αP (xi|γ k̄)δ(Ci, k̄)+

K∑
k=1

s−ik P (xi|Ci = k,C−i,x−i, γ̂k)δ(Ci, k)
)

(34)

Thus, at each iteration, for each feature-vector xi, one needs to calcu-
late the sampling density based on the observed feature values in the i-th
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Figure 23: DAG for complete category-specific switching autoregressive
model with K overall categories, H possible symbols in feature alphabet
and autoregressive order ρ = 2.

dataset, the current assignments, and the feature values for all the other
datasets. The sampling density is calculated for each possible cluster k
observed in D−i and for some new cluster k̄, and we then get a vector of
probabilities of length K + 1, where K is the number of different cluster-
assignments currently seen in D. Thus at each iteration, new clusters may
be born or observed clusters may die out, and this depends on the preva-
lence of radically different datasets.

6.1.3 Outlook

One reason why we may be interested in inferring a clustering of a database
of FHR-UP signals is that we may be interested in making a graded cat-
egorization of fetal heart rate data (from “fully normal” to “definitely ab-
normal”), with the number of classes K controlling the granularity of the
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gradation. It is possible, but certainly not necessary, that K turns out to be
very small. Making a small-K assumption prior to the analysis would be
a considerable leap of faith, and the Bayesian approach with suitably de-
fined priors for this number can be used to make the analysis robust to the
granularity of categorization. The use of NPB methodology via generative
mixture models will allow us to operate with unknown K and yet find the
a posteriori probability distributions of interest, P (Ci = k|xi,γ) in addition
to the likelihood P (xi|Ci = k,γ). By contrast, discriminative models are
limited to estimation of the latter.

Another interesting possibility is the use of unsupervised methods to
jointly detect the segmentation points, different FHR patterns and the over-
all clustering of entire feature sequences. The automatic segmentation of
the time-series to detect features in an unsupervised fashion is discussed in
Section 6.2. One possible model for this problem could be that shown in Fig-
ure 23. The time series data are represented with a second-order AR model
with hidden state-dependent switches. The number of possible states is H .
However, we have a higher level clustering present, too, in which each pos-
sible category k of FHR-UP data is associated with separate transition ma-
trices Ψk and initial-value pmfs φk. The unknown parameters are the class-
proportions π, class-specific state-transition matrices, and the state-specific
AR parameters A and σ2. It should be possible to extend the MCMC sam-
pler to this model, and infer the pdfs of both the pattern-sequences (state-
sequences) and clusters simultaneously. Finally, one can extend this model
also to the case where the alphabet size H and the number of states K are
unknown via the use of Dirichlet process priors.

We expect that a dynamic model will represent feature sequences more
accurately than a static one (although the optimal model order n may vary
for different features). In the context of dynamic models, an important chal-
lenge is dealing with the noise. When the model does not have dynamics,
it is less difficult to account for it; the order of occurrence of feature val-
ues is irrelevant to the likelihood computation, and so the noise segments
can simply be ignored. However, when temporal effects are included, we
will need a way to handle the segments whose features are missing due

95



to noise. One possible solution is to incorporate marginalization. In other
words, when calculating the feature vector likelihood, we can identify the
noise segments and simply sum over all the state values that the segments
could have taken. Another problem is the fact that often it is not clear which
outcome measure to use for gold-standard classification, and this can com-
promise the evaluation of the clustering. This problem can be addressed by
defining an appropriate “risk-score” (Section 6.3).

6.2 Data-driven segmentation of FHR-UP
records

In previous chapters, we described the use of probabilistic approaches to
describe fetal heart rate patterns. In Chapter 5, we proposed the use of su-
pervised clustering algorithms to partition a set of FHR data records into
clinically useful categories. The supervised classifier combines three ma-
jor components: (a) extraction of sequences of discrete valued features from
fixed-length-segmented FHR time series data, (b) modeling these feature-
sequences as observations from finite or infinite Dirichlet mixtures, and
(c) hard decision-making using maximum a-posteriori rules. We use näive
Bayes as well as Markov-time-dependence models for the evolution of fea-
ture sequences.

The performance of the first of these system components (feature ex-
traction for each segment in an FHR record) depends strongly on the qual-
ity of the segmentation. In fixed-length segmentation, the time-series is di-
vided into a sequence of non-overlapping t-s segments, each of which is
input to the feature extraction module. This has a significant disadvantage;
often, features extracted for a particular segment do not take into account
the “context”. For instance, lets say the feature we are looking for is “pres-
ence of an acceleration (an upward increase and return to the FHR base-
line)”, i.e., for each segment, an “acceleration detector” module assesses
whether it actually contains one, and returns a value “Yes (= 1)” or “No ( =
0)” depending on the result. But consider the case where a certain segment
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contains an acceleration for some time, followed by a deceleration (a down-
ward decrease and return to FHR baseline). Should this segment then yield
the value “Yes”, “No” or “Unknown”? Should one define a certain thresh-
old in order to decide when a segment is an acceleration or not? Trying
to solve such questions using ad-hoc methods such as majority decisions
or time thresholds introduces more parameters into our algorithm. In gen-
eral, the more features we try to detect, the more data we need to decide
appropriate values for such tuning parameters.

In order to obviate the need for many such arbitrarily defined param-
eters, we aim to perform automatic, data-driven segmentation of the time
series. The aim of this part of our current research is to use the frameworks
of switching autoregressive (AR) processes and Monte Carlo sampling to
perform this segmentation. At any given time point, the observed data
(in this case, the FHR or FHR-UP pair) are modeled as being generated
by one of H possible underlying modes/states. These states are assumed
to evolve according to a Markov chain. The parameters of the observation
probability distribution function (pdf) are assumed to be dependent only
on the value of the hidden state. This structure is commonly referred to as
a hidden Markov model (HMM), since the underlying states cannot be ob-
served directly. It has been used very successfully to solve many different
types of real-world state-detection problems. Some well-known examples
are: (a) detecting the order of nucleotides in a DNA sequence, (b) finding
the sequence of speech units (words or phonemes) from a particular speech
signal, (c) detecting the sequence of human motions from measurements of
positions, velocities or other data, and (d) finding the effects of major world
events on stock-market returns. In the specific case of segmenting FHR-UP
data, we are interested in finding a sequence of segments that can describe
all the different fetal dynamics observed in any given FHR-UP time series.
If we can do this using a data-driven, unsupervised approach, we no longer
need to prespecify the time divisions that define features, and it does away
with the need for somewhat arbitrarily defined threshold and windowing
parameters for detection of FHR-specific patterns. In essence, we aim to let
our data do the talking, instead for imposing any apriori assumptions about
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expected patterns.

6.2.1 Background

In a first-order HMM, the state-evolution is governed by the pdf P (xj =

h|xj−1 = g, ψ) = ψg,h, where xj denotes the state at time-point j, ψ denotes
the transition probability matrix, and the element in ψ’s g-th row and h-th
column denotes the probability of transitioning from state g to state h. The
observations yj are assumed to be governed by P (yj|xj = h, θ) = L(yj|θh),
where θ denotes the set of likelihood parameters for state h. Thus, the obser-
vations are conditionally independent of each other given the state, while
each state is conditionally independent of all other states given knowledge
of the previous state’s instantiation. In the case of time series data, the
observations can often be assumed to have an AR model structure, i.e.,
P (yj|xj = h, y\j, θ) = L(yj|yj−1, . . . , yj−ρ; θh), where ρ denotes the (possi-
bly unknown) model order. This simple Markov structure makes it possible
to devise learning and inference algorithms to solve problems of research
interest, be it the efficient computation of the probability of the observa-
tion sequence y1:d (given knowledge of parameters and state-sequence x1:d,
where d is the total number of observed data-points in the sequence) or the
estimation of x1:d that “best-explains” the observations.

When one knows or can accurately estimate (a) the number of possible
states H , (b) the transition probabilities, and (c) the functional forms and
parameters of the observation pdfs for each state, one can use the Viterbi
algorithm to solve this problem [85]. This method is a dynamic program-
ming approach to maximizing the probability P (x1:d|y1:d, ψ, θ), and has been
very successful in practice. Variations of this approach exist to incorpo-
rate more complicated dynamics such as AR processes. When (b) and (c)
are not known, it is still possible to use the Viterbi algorithm via a cross-
validation/tuning approach [85].

Recently, several efforts have been directed towards solving the same
problem in the case when the total number of states is not known or may
be potentially infinite [7, 33, 44, 102]. For instance, financial time series data
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may be governed by any one of a variety of statistical regimes, depending
on the vagaries of the wider world. In our problem, fetal heart rate pat-
terns can change depending on a variety of external and internal conditions
such as the maternal health, the presence and depth of contractions, move-
ments by both the mother and baby, specific cardiac conditions and so on.
Additionally, there may be several distinct variations of specific patterns.
For instance, decelerations can occur with or without “shoulders” (a small
upward-deviation-and-return at the end of the deceleration), or slow re-
turns to baseline. Thus, one needs to incorporate the fact that new regimes
may arise at any time. Nonparametric Bayesian (NPB) methods offer an ele-
gant solution to such problems by using hierarchical Dirichlet process (DP)
priors for state transition probability matrices. By construction, these are
defined over countably infinite supports, while the hierarchical structure
still allows for a finite probability of transition between any pair of states.
This allows users to devise efficient Markov chain Monte Carlo (MCMC)
sampling schemes to get good representations of the posterior probabili-
ties of the state-sequences, the most common approaches being variations
of Gibbs sampling [88] or Metropolis-Hastings methods [73]. These ap-
proaches work as long as the Markov structure of the state-evolution is
maintained, which means that more complex observation models like linear
dynamical systems (LDS) can be utilized without much overhead [33].

In the specific case of switching vector autoregressive (VAR) processes
with unknown number of states, NPB methods [33, 34] have been for-
mulated to sample the state-sequences, parameters and transition proba-
bilities of the HMM. One highly effective segmentation method reported
in [33] is a variant of the forward-backward (FB) algorithm that uses a
truncated approximation of the HDP as a prior for the transition matrix
parameters and then samples, at each iteration, the entire state sequence
x1:d from P (x1:d|ψ, θ, y1:d). In contrast to the simpler direct Gibbs (DG) ap-
proach, which samples each xj from its full conditional P (xj|x\j, y1:d, θ, ψ),
this block-sampling method completely uncouples the state-sequence sam-
ples in iterations t and t − 1 [93]. This leads to faster mixing of the Markov
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chain, and gives better representations of the posterior after the burn-in pe-
riod. However, the segmentation error between the state-sequence sample
and the true sequence still has considerable spread. In the present method,
we have used a variant of the FB algorithm, in which we approximate “inte-
grating out” some or all of the variables in the set {ψ, θ}; in other words, we
try to Rao-Blackwellize this sampling strategy. The approximation is neces-
sary because it is not possible to run an FB procedure to find the sampling
probability P (x1:d|y1:d) after integrating out the parameters analytically.

In the sequel, we describe the problem formulation, priors and sam-
pling methods in detail in Section 6.2.2. We then provide, in Section 6.2.3, re-
sults of applying this method to two simulated time series that had switch-
ing AR dynamics. The advantages and potential pitfalls of this method are
discussed in Section 6.2.4

6.2.2 Methods

We focus, for now, on switching AR models for scalar continuous-time ob-
servations, and assume that the state-evolution is governed by a Markov
chain, i.e.,

P (xj = h|xj−1 = g) = ψg,h, yj =

ρ∑
p=1

Ah,pyj−p + wj, (35)

where Ah,p denote, for state h, the AR coefficients, ρ the known model or-
der and w the driving noise, which we assume has a Gaussian pdf with
zero mean and known variance σ2. The directed acyclic graph (DAG)
for an example second-order switching AR model is shown in Figure 24.
Note that, conditioned on knowledge of the past and future state variables
xi,j−1, xi,j+1 the observation yi,j and the transition matrix ψ (or initial value
pmf φ), the state variable xi,j is independent of all other states. Thus, the set
{xi,j−1, xi,j+1, yi,j,ψ(or φ)} is called the Markov blanket of xi,j .

Just as in [33], we assume that Ah are distributed according to mul-
tivariate Gaussian pdfs with hyperparameters µAh

,ΣAh
. In order to allow

for possibly infinite number of states, we can use the hierarchical Dirichlet
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Figure 24: DAG for the switching autoregressive model used for modeling
nonstationary time series data. Here, the autoregressive process is of second
order, i.e., ρ = 2.

process (HDP) as a prior for the rows of the transition matrix ψ, i.e.,

G0 =
∞∑
h=1

βkδAh
, β|γ ∼ GEM(γ), (36)

Gh =
∞∑
l=1

ψg,hδAg , ψh|α, β, κ ∼ DP

(
α + κ,

αβ + κδh
α + κ

)
, (37)

Ah|µA,ΣA ∼ N (µA,ΣA), ∀h ∈ {1, 2, . . .}, (38)

where βh denotes the global probability mass associated with the state h and
is distributed as a Griffiths-Engen-McCloskey (GEM) process with hyperpa-
rameter γ (also called a stick-breaking process) [102]. Thus, G0 represents
the prior pmf of the global frequency of each state. Similarly, Gh represents
the prior probability of transition from state h to all other states, and is itself
a Dirichlet process with concentration parameter α and base distribution β.
This hierarchical construction ensures that each possible state-transition has
a finite probability, since the global DP G0 essentially “ties together” each
state-associated DP Gh. Additionally, each self transition h→ h is assumed
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to have an extra prior probability mass κ, which is called the stickiness mass
and encourages the samplers to learn models that have persistence (since
real-world data usually exhibit slower transition dynamics). The variables
α, γ and κ are also provided their own Gamma priors, and are learned from
the data as in [34]. Henceforth, we will refer to the set of hyperparameters
{β, γ, α, µA,ΣA} as Φ.

6.2.2.1 Direct Gibbs (DG) sampling

The goal of Gibbs sampling in the context of time-series segmentation is
to get a representation of the required posterior distribution of the state-
sequence, i.e., to find P (x1:d|y1:d,Φ). For each iteration t, a typical sampling
scheme would be, (symbols with superscript (t) denote the value of the
corresponding variable at iteration t):

1. Sample transition and AR parameters ψ and A from their conditionals
P (ψ(t), A(t)|y1:d, x

(t−1)
1:d ,Φ(t−1)).

2. Sample the state sequence s1:d from P (x
(t)
1:d|y1:d, ψ

(t)) (either in a block
or sequential fashion).

3. Sample the hyperparameters Φ from the conditional pdf given by
P (Φ(t)|y1:d, x

(t)
1:d, A

(t), ψ(t)).
4. Update the sufficient statistics and obtain updated posteriors forψ and

A.

In the direct Gibbs sampler, in step 2, we sample each state from its full
conditional distribution, which factors as

P (x
(t)
j = h | x(t)

j−1 = g, x
(t−1)
j+1 = h1, y1:d, ψ

(t), A(t))

∝ ψ
(t)
g,hψ

(t)
h,h1

L(yj|yj−1:j−ρ, A
(t)
h , σ

2). (39)

This approach necessarily couples the samples at adjacent iterations, which,
compounded by the presence of correlated observations from AR processes,
results in very slowly mixing Markov chains. Thus, an alternative method,
which block-samples the entire state sequence from the pdf P (x

(t)
1:d|y1:d, A),

is used here (as in [33]). We call it the full FB algorithm to distinguish it
from our Monte Carlo Rao-Blackwellised version described later.
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6.2.2.2 Full FB algorithm

The forward-backward (FB) sampler is a modification of the forward-
backward method of [85] that was originally used for inferring the most
probable state-sequences in an HMM. Since the original FB recursions work
only for finite state supports, we have to limit the maximum number of pos-
sible states to H ′(> H), where H is the true number of unique states. The
resulting prior is a hierarchical sticky Dirichlet distribution, and is a finite
approximation to the sticky-HDP:

P (β|γ) ∼ Dirichlet(β; γ/H ′, . . . , γ/H ′), (40)

P (ψh|β) ∼ Dirichlet(ψh;αβ1, . . . , αβh + κ, . . . , αβH′). (41)

Given ψ(t), A(t), the FB method for sampling x1:d proceeds as follows:

1. We initialize an array of messages mj,j−1(h) to 1.
2. We compute, ∀j ∈ d, d− 1, . . . , 1 and ∀h ∈ 1, . . . , H ′,

mj,j−1(h) :=
H′∑
l=1

ψ
(t)
g,hmj+1,j(h)N (yj;A

(t)
h yj−1:j−ρ, σ

2). (42)

3. We initialize the state-transition counts zg,h = 0,∀g, h ∈
{1, . . . , H ′}. For each h, we compute the probability Lh(yj) =

N (xj;A
(t)
h yj−1:j−ρ, σ

2)mj+1,j(h).
4. We then sample a state assignment

x
(t)
j ∼

H′∑
h=1

ψ
(t)
xj−1,h

Lh(yj)δ(xj, h), (43)

and increment transition counts zg,h accordingly.

The state transition counts are used as sufficient statistics (in addition to the
observation sufficient statistics) to update the posteriors of ψ,A,Φ. Details
of these computations have been provided in [34].

6.2.2.3 FB with Monte-Carlo-based Rao-Blackwellisation (RBFB)

The Rao-Blackwell theorem [55,62] (Section 6.1.1) suggests that, if one were
to integrate out the “nuisance” parameters ψ,A from the joint distribution,
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one would obtain samplers that would give more accurate representations
of the posterior. Analytically marginalizing out some variables from a joint
pdf always reduces the spread of any estimate dependent on it. Thus, we
would ideally want to run a sampler that uses the conditional P (x1:d|y1:d)

instead of P (x1:d|y1:d, ψ, A).
Note, however, that in any HMM with Dirichlet priors, analytically

marginalizing out ψ,A from the joint pdf leaves us with a Pólya urn pro-
cess [12], in which the probability of any transition g → h depends on the
number of times this transition has already occurred. In effect, not sampling
(collapsing out) ψ,A makes every pair of states (xi, xj) dependent, and we
lose the Markov independence structure that enables FB to work when the
parameters are instantiated.

In order to overcome this problem, we use a simple Monte-Carlo in-
tegration procedure to “approximately” Rao-Blackwellize the FB method.
Prior to step 1 (in the full FB procedure of Section 6.2.2.2), instead of sam-
pling only once from the conditional probability distribution of the parame-
ters, we sampleM times. For each of theM parameter samples, we perform
steps 1 to 3 of the FB process separately and store, for each h,m, the obtained
L

(m)
h (yj) terms. Finally, in step 4, we sample each state from

x
(t)
j ∼

H′∑
h=1

ψ
(t)
xj−1,h

L′h(yj)δ(xj, h) (44)

=
1

M

K′∑
h=1

M∑
m=1

ψ
(t,m)
xj−1,h

L
(m)
h (yj)δ(xj, h), (45)

In this way, we can preserve the advantages offered by the FB approach
(faster mixing) while disposing of the layer of stochastic variability intro-
duced by sampling the model parameters.

6.2.3 Preliminary results

In order to test the RBFB method, we constructed two simulated time se-
ries from switching AR processes of order 1 (Dataset 1) and 2 (Dataset 2)
respectively. For each dataset, the true number of states was H = 3. Exactly
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Figure 25: Simulated observations and state sequence in Dataset 1, gener-
ated from a 1-parameter autoregressive HMM, with known noise variance
= 0.04 and 3 states.

one time series, with d = 1000, was generated from each model. These are
shown in Figures 25 and 26, respectively.

In Dataset 1, we fixed the noise variance σ2 at 0.04 and the true AR
parameters to A1 = −0.9, A2 = 0.2, A3 = 0.9. The true transition probability
matrix, with diagonal elements kept much higher than non-diagonal ones
in order to simulate persistent state dynamics, was fixed at

ψ =

0.9900 0.0051 0.0049

0.0060 0.9896 0.0044

0.0056 0.0128 0.9817

 . (46)

In Dataset 2, we kept σ2 = 1, and true AR parameters for the three
states as A1 = [0.49, 0.49], A2 = [1,−0.5], A3 = [−1,−0.5]. The transition
probability matrix was fixed at

ψ =

0.9770 0.0037 0.0193

0.0085 0.9889 0.0026

0.0029 0.0564 0.9408

 . (47)
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Figure 26: Simulated observations and state sequence in Dataset 2, gener-
ated from a 2-parameter autoregressive HMM, with known noise variance
= 1 and 3 states.

Each time series y was then used as input to the three different Gibbs
samplers. Each sampler was run for T = 3000 iterations, with each it-
eration containing 100 hyperparameter sampling steps. The α + κ and
γ hyperparameters were both given the same Gamma priors, with the A
and B parameters for both priors fixed at 1 and 0.01, respectively. Ad-
ditionally, the hyperparameter κ/(α + κ) was used to sample the sticki-
ness parameter, and was given a Beta prior with C and D parameters val-
ues of 10 and 1, respectively. Details on updates of the hyperparameters
can be found in [34]. For ease of visualization, the maximum number of
possible states H ′ was limited to 5. The state-sequence initialization was
s

(0)
j = 1,∀j = 1, . . . , d(= 1000). For the A parameter, a Gaussian prior was

used with mean and standard deviation parameters 0 and I, respectively.
When sampling A, truncation was enforced in order to ensure that only sta-
ble AR processes were sampled [6, 95]. For analysis, after obtaining all the
samples, we rejected the first 1000 as burn-in samples.

We first consider the results obtained from using the simulated first-
order AR time series (Dataset 1). For this data, Figures 27, 28 and 29 show
the posterior updates (at the end of each iteration) for the mean and stan-
dard deviations of the autoregressive coefficients for each of the H ′ = 5
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Figure 27: Posterior updates at the end of each iteration for mean (blue) and
standard deviations (green) of AR parameters for each of the H = 5 possible
states considered in the DG sampling strategy, when using Dataset 1 as the
sampler input time series. Red lines indicate the true AR coefficients for
each of the three true states.
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Figure 28: Posterior updates at the end of each iteration for mean (blue) and
standard deviations (green) of AR parameters for each of the H = 5 possible
states considered in the Full FB sampling strategy, when using Dataset 1 as
the sampler input time series. Red lines indicate the true AR coefficients for
each of the three true states.
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Figure 29: Posterior updates at the end of each iteration for mean (blue) and
standard deviations (green) of AR parameters for each of the H = 5 possible
states considered in the RBFB sampling strategy, when using Dataset 1 as
the sampler input time series. Red lines indicate the true AR coefficients for
each of the three true states.
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states under consideration for the three sampling strategies studied. We
can see that, using the DG sampling strategy (Figure 27), posterior-means
for the AR coefficient of sampled-state 1 are very close to -0.9. However, the
AR coefficient means for the other four sampled-states seem to exchange
their allegiances from iteration to iteration. Thus, the coefficient-mean up-
dates at the end of each iteration for states 2 to 5 vary widely, and so do
the class-specific coefficient-standard deviations. If we were tasked with
using these 3000 samples to estimate a state-value for each of the 1000 time
points, and we chose, say the mode of the samples at each time point as the
estimate, the only state we could uniquely identify would be the one asso-
ciated with A1. This problem is often referred to in the literature as “label
switching”. It is a feature of all sampling approaches to mixture compo-
nent identification problems, and is what leads to erroneous segmentation
performance when using it in the context of hidden Markov models. By
comparison, when we use the FB strategy (Figure 28), we are able to re-
duce this rapid switching in AR coefficient parameters considerably. The
least amount of switching occurs when using the RBFB sampler (Figure 29).
If we were to use the same mode estimation strategy to identify the state-
specific AR coefficients associated with each time point, we would have a
much easier time.

We calculated the segmentation error (SE) for each iteration’s sampled
state sequence in the following way. Since each state is characterized by
the corresponding AR parameters, we mapped any given sequence of state-
indices xi:j to a sequence of corresponding AR coefficient (or AR coefficient-
mean) vectors. For the 1st order AR process, SE for some iteration t is
the mean squared error between sequences of AR means obtained from
xt1:d and from the true sequence x1:d. For the 2nd-order case, we mapped
each state’s AR parameter vector to a set of characteristic-equation roots on
the z-plane and calculated the corresponding complex angle. Thus we ob-
tained a sequence of z-plane complex angles for each state-sequence. For
instance, a section of the true state-sequence s80:82 = [1, 3, 2] was mapped
to the A sequence [[0.49, 0.49], [−1,−0.5], [1,−0.5]], then to the z-plane as
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Figure 30: Empirical pdfs of the segmentation error between sampled and
true state-sequences, when using various sampling strategies on the (top)
1st and (bottom) 2-nd order AR data. SE was calculated as explained in the
text.

[[0.987,−0.497], [−0.5± 0.5i], [0.5± 0.5i]], which yielded a sequence of com-
plex angles (in radians) [0, 2.356, 0.785]. Similarly, we obtained sequences
of z-plane angles for each iteration’s sampled state-sequence x(t)

1:d and calcu-
lated the mean squared error between this and the true z-plane argument
sequence. Figure 30 shows comparisons of the empirical pdfs constructed
from the histograms of the SEs obtained from the DG, full FB and RBFB
strategies’ respective samples after burn-in. Using the full FB method yields
lower SE on average compared to DG, and the RBFB further improves on
this.

Figure 31 shows empirical pdfs constructed from histograms of param-
eter mean updates at the end of each sampling iteration (i.e., after step 4 in
Section 6.2.2.1) for each state considered in the DG, full FB and collapsed FB
strategies when applied to the simulated datasets. Note how in the bottom-
left panel of Figure 31, which show results for the RBFB method when ap-
plied to a first-order switching AR process time-series, the means for state 3
(in red) are concentrated around 0. This is because for almost all iterations,
this state was not instantiated when sampling for x1:d, and the sampler gen-
erates A values from the prior, which is centered around 0. The same is true
for state 2 (cyan) for a smaller number of iterations. For both datasets, when
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Figure 31: Empirical pdfs of posterior updates at the end of each iteration
for mean of AR parameters for each of the K ′ = 5 possible states (k =

1, 2, 3, 4, 5) considered in (top panels) the DG, (center panels) the full FB and
(bottom panels) RBFB sampling strategies. The left column shows results
from Dataset 1 (switching AR process of order 1) and the right, those from
Dataset 2 (switching AR process of order 2). Solid black lines in left-column
figures and solid black circles in right-column figures indicate the true AR
coefficient values.
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using the RBFB method, the parameter means are scattered around the true
AR coefficients, and it yields the least spread of all the samplers, while ac-
curately identifying the three existing AR models in most iterations.

6.2.4 Outlook

In Figure 31, one can see that when using the DG method on 1-st order
AR data, each considered state wandered through a wide region in the A
space. Also, while theA = −0.9 state was identified in most iterations by all
samplers, none of the considered states in the DG method could uniquely
pick out the A = 0.9 or A = 0.2 states. When using the full FB method,
it’s clear that true states 1 and 3 are picked out by more than one of states
considered, while the A = 0.2 state is ignored. Finally, the RBFB sampler
yields much narrower empirical pdfs for each considered state, and is the
only one that is able to pick out the A = 0.2 state consistently. Moreover,
for most iterations, each state considered by the RBFB samples from unique
regions in the A space, leading to less uncertainty in state-identification.

One limitation of the RBFB method is the significant overhead in terms
of computational complexity; the present method performs the entire sam-
pling chain M times for each sampled value of the parameter set, which
increases the time taken for sampling M times. However, vectorizing the
code (programs were implemented in Matlab) for the parameter sampling
step enabled us to make the RBFB method more efficient. We performed
some small simulations to test the computational savings from vectoriza-
tion. Using observed time-series from dataset 1, we found that on average,
the vectorized RBFB method completed the entire sampling chain in about
1.5 s per iteration, whereas code without vectorization took about 2.5 s per
iteration on average. As expected, the direct Gibbs and FB methods out-
performed the RBFB method in computation time. However, we note that
further studies need to be done to analyze the computational complexity of
the samplers, and to decrease it if possible. In addition, we are in the pro-
cess of testing the effect of Rao-Blackwellization on the segmentation error
with different model complexities (higher order AR or more general linear
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dynamical systems), higher noise variance and for varying numbers of M .

6.3 Fetal risk scores

An overall important pitfall in FHR analysis is the lack of undisputed out-
come measures for evaluating the proposed methods. Often, there seem to
be no clear answers to the questions: is the fetal state best described by the
base deficit, umbilical pH and Apgar scores (post-birth) or the physician
categorization (pre-birth)? Is there a correlation between the found clusters
and the available measures? We can attempt to answer these questions by
(a) finding the best predictor models of post-birth and pre-birth fetal status
via model-selection, and (b) constructing a “meta-score” that will weight
the classification by the pH, Apgar and NICHD categorization appropri-
ately and using this as a continuous output variable. The problem can thus
be transformed from classification to regression, and finding the optimal
weights could be cast as a parameter estimation problem.

6.4 Extensions to real-time monitoring.

The ultimate goal of our research is to demonstrate the feasibility of real-
time classification of FHR-UP signals. One would like to have a system
that can raise an alarm whenever an “at-risk” pattern of feature sequences
is raised. Once we engage machine learning for the adopted models and
learn them from the available data, we can implement them in real-time
scenarios where classification is conducted by sequential processing. Our
applied methodology allows for sequential computation of complete pos-
terior distributions, which provide comprehensive pictures of evolutions of
fetal state probabilities and a platform for informative visual and easily in-
terpreatble displays for end-users.

A simple extension is to follow a sliding window approach where the
system only classifies the latest T second window composed of a sequence
of nonoverlapping t second segments. When the features of a new t second
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segment are computed, the system removes the oldest t second segment and
appends the latest segment. Then this T second window is classified anew.
For any series of T -second epochs of FHR-UP data updated every t seconds,
if more than E such epochs are deemed to fall in the “at-risk” category, one
can raise an alarm. The “threshold-based-cumulative” classification meth-
ods described in Section 5.4.2 can give us some clues about the efficacy of
such methods. There we saw that the epoch-threshold methods used with
GM methods performed better than with the SVM and ES approaches, al-
though it wasn’t able to achieve the highest performance standards (there
was a 9% drop in specificity to 72% compared to the cumulative approach).

One can also pursue other approaches to perform online clustering
based on the GM and NPB frameworks. In particular, dynamic hierarchical
Dirichlet processes [84, 87] seem to be promising alternatives. One crucial
aspect of all these possibilities is the need to address computational issues
because the applied techniques are computationally intensive and real-time
processing requires that all the computations are completed on time.

6.5 Conclusion

The proposed research will ultimately benefit the end-users - patients and
obstetric care professionals. Our main goal in this research was to explore
the feasibility of the proposed methods for accurate clustering. The idea is
to use powerful probabilistic machine learning techniques to stratify fetal
risk from retrospective data, something existing obstetric practice and auto-
mated monitoring fail to do effectively. Eventually, we hope that the results
of this project will be the building blocks of a full-scale implementation of
real-time monitoring that will leverage the constant streams of patient data
available in obstetric clinics to improve fetal risk prediction.

115



Bibliography

[1] Z. Alfirevic, D. Devane, and G. Gyte. Continuous cardiotocography
(CTG) as a form of electronic fetal monitoring (EFM) for fetal assessment
during labour (Review). John Wiley & Sons, Inc., 2007.

[2] A. Alonso-Betanzos, B. Guijarro-Berdiñas, V. Moret-Bonillo, and
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