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Abstract of the Dissertation

INDOOR LOCALIZATION AND TRACKING

USING BINARY INFORMATION

by

Li Geng

Doctor of Philosophy

in

Electrical Engineering

Stony Brook University

2015

Real-time localization and tracking of people and assets within buildings is

in high demand in many applications. These tasks are very challenging in

indoor environments due to the physics of signal propagation and the multi-path

interference. Satellite-based technologies such as the Global Positioning Systems

(GPS) are notoriously unreliable in indoor environments. As a result, a variety

of novel technologies have been developed to fill this gap. This dissertation

focuses on the use of binary information for indoor localization and tracking, and

in particular, on the use of the Ultra High Frequency (UHF) Radio Frequency

Identification (RFID) technology. RFID is a rapidly growing technology that uses
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electromagnetic fields in the radio frequency range to transfer data. It greatly

motivates and drives the research in indoor localization and tracking.

The main contribution of this dissertation is a novel framework for indoor

localization and tracking based on binary information. Binary information

indicates whether a device is present or absent within a predefined area. New

models and Bayesian-based methods are proposed and investigated, primarily

in the context of RFID systems composed of readers and tags. One novelty

represents models of probabilities of tag detection. It also includes variability of

this probability. For tracking, we propose the use of a particle filtering algorithm

that operates on asynchronous data. In order to improve the tracking performance,

especially in areas with intersections and at portals, novel tags called sense-a-tags

(STs) with ability to detect other tags are added to the standard RFID system.

The STs can passively detect and decode backscatter signals from tags in their

proximity. With the proximity information provided by the STs, the system can

improve the localization accuracy and can unambiguously estimate the direction

of movement of a tagged object.

Constrained by the cost and energy requirements, a novel system containing

no RFID readers is proposed. This system is composed of tags with capability

of tag-to-tag communication. The tags can broadcast information to neighboring

tags by backscattering. A real-time self-locating problem is formulated in this

reader-free system and algorithms using binary information with low computational

complexity are investigated. These algorithms preserve high accuracy in their

performance.

Stimulated by the requirements of low energy consumption, robustness against

node failure, and scalability, non-centralized processing has gained a great interest

in recent years. Simple low-cost devices with capability of communicating among

themselves greatly promotes the development of non-centralized processing in

wide applications. A non-centralized tracking problem with networks of binary

iv



directional sensors is presented and its extension to the novel reader-free RFID

system is discussed.
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1

Introduction

1.1 Motivation

In the past decades, an intense research work has been carried out on target

localization and tracking technologies that can operate in indoor environments.

These technologies complement the fully-developed outdoor positioning so that

ubiquitous location awareness can be achieved for the construction of the Internet

of Things (IoT). In IoT, every object is expected to interact with people and

other objects. Real-time localization and tracking of people and objects within

buildings is in high demand for many applications. These applications can be

seen in various settings, e.g., in health care systems to improve patient monitoring

and safety and to locate in-demand portable medical equipments; in mine safety

to track underground miners’ locations; in public safety and military applications

to track and navigate fire fighters and soldiers inside buildings; in warehouses for

inventory management; in shopping malls for targeted mobile advertising.

Satellite-based technologies such as the Global Positioning Systems (GPS) are
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notoriously unreliable in indoor environments since the signals emitted by satellites

are not designed to penetrate most construction materials such as roofs, walls and

other objects, and generally require line-of-sight transmission between receivers

and satellites. As a result, a variety of novel technologies have been developed to

fill this gap in order to make positioning ubiquitous.

Of the many existing wireless facilities that have been considered for indoor

positioning systems, radio frequency based systems predominate today due to their

availability and low cost [1, 2]. Systems using WiFi, Radio-frequency identification

(RFID), ZigBee, Bluetooth, Ultrawide-band (UWB) and inertial measurements

units in smart phones have been investigated in recent years.

RFID is a rapidly growing technology that transfers data from a tag to a

reader by backscattering electromagnetic fields in the radio frequency range [3]. It

greatly motivates and drives the research in indoor localization and tracking. RFID

technology is also one of the pivotal enablers of the IoT, where it is anticipated that

trillions of things will be equipped with RFID tags with the goal that the things

interact with people and other objects, ultimately improving daily life [4]. The

localization and tracking of these trillions of devices will be of critical importance.

Indoor positioning problems have been studied extensively in the context of

RFID systems, using measurements such as received signal strength (RSS), angle,

time or phase of arrival to support location-based services. It is expected that an

explosion of advances of indoor positioning using binary information will follow in

the near future. One rationale for this is the requirements of simple, inexpensive

individual devices with limited resources (processing capabilities, memory, and

power) deployed in large numbers for the construction of IoT and the ubiquitous

location awareness. These devices require minimal assumptions about sensing
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capabilities. It alleviates the requirements of sophisticated observations models

such as the modeling of RSS which is known to be a thorny problem in indoor

scenarios due to the attenuation, reflection and refraction by the objects and the

multi-path interference. On the other hand, many sophisticated sensors or devices

can also act as binary-detection devices easily by outputing binary report with

predefining a threshold for the measurements.

1.2 Problem formulation

To address the localization problem, we consider a stationary target in a field with

N reference nodes collecting observations related to the target. There are two cases

of binary detection as illustrated in the previous section. One is of sensors/devices

that output a binary report depending on the strength of the observed signal. The

observation is assumed to be

yi “ hpxq ` vi (1.1)

• x: a tag state, which is the location of the target,

• yi: an observation from the i-th reference node, where i “ 1, ¨ ¨ ¨ , N ,

• vi: a measurement noise of the i-th reference node, and

• h: a function describing the observation model.

The measurement yi depends on the type of sensors, e.g., with acoustic sensors,

the sensed information is the strength intensity (signal power) of the transmitted

signals by the source. The attenuation of the signal is a function of the distance
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from the source. The output binary information is determined by

ni “

#

1, yi ą“ γ

0, otherwise
(1.2)

where γ is a predefined threshold; and ni is the binary output with ni P t0, 1u.

The other case is to model the probability of detection directly and the output

binary information is assumed to follow a Bernoulli distribution

fpn; piq “

#

pi, ni “ 1

1´ pi, ni “ 0
(1.3)

where pi P r0, 1s is the probability of detection by the i-th reference node and it

requires modeling based on experimental data from the real world.

The key to successful target localization lies in the effective extraction of useful

information about the target’s state from observations based on the observation

model. Without loss of generality, we assume the target to be a tag1(usually

attached to an object) and the reference nodes are the readers in a RFID system

as shown in Fig. 1.1 (a).

The tracking problem is different from the localization problem in that the tag is

moving with time as shown in Fig. 1.1 (b). The primary objective of target tracking

is to estimate the state trajectories of a moving target. Almost all maneuvering

target tracking methods are model-based because knowledge of target motion is

available and a model-based tracking algorithm will greatly outperform any model-

free tracking algorithm if the underlying model turns out to be a good one. Various

1 Since each tag has its unique identification, there is no data association problem. The
localization of different tags is statistically independent due to this nature of the RFID system.
Thus, we address the localization of one particular tag.
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(a) A localization example (b) A tracking example

Figure 1.1: Examples for localization and tracking.

mathematical models of target motion have been developed over the past three

decades [5]. Consider a tag moving in a field according to the state-space model

given by

xtk “ fpxtk´1
q ` utk (1.4)

yi,tk “ hpxtkq ` vi,tk (1.5)

• xtk : the tag state at tk where k “ 1, 2, ¨ ¨ ¨ . It can be the location of a tag, or

the location and the velocity, or even the location, velocity, and acceleration

depending on different application scenarios. The symbol tk represents a time

instant, where tk´1 ă tk. Furthermore,

• yi,tk : an observation from the i-th reader at time tk, where i “ 1, ¨ ¨ ¨ , N ,

• utk : a noise of the motion model at time tk,

• vi,tk : a measurement noise of the i-th reader,

• f and h: system functions (possibly non-linear).
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The formulation of the tracking problem using binary information is a

straightforward extension in the modeling of the binary observations as in equations

(1.2) and (1.3).

1.3 Contributions

In this thesis, we formulate a novel framework for indoor localization and tracking

based on binary information. New models and Bayesian-based methods are

proposed and investigated. One novelty represents models of probabilities of tag

detection. The use of a particle filtering algorithm is proposed that operates on

asynchronous data for tracking.

In order to improve the tracking performance, especially in areas with

intersections and at portals, the use of sense-a-tags (STs) with ability to detect

other tags is introduced. The ST is a device that can not only communicate with

the reader like standard passive tags but also can sense the communication between

tags in its proximity and the reader. Improved accuracy is reported.

A novel system containing no RFID readers is proposed. This system is

composed of tags with capability of tag-to-tag communication. The tags can

broadcast information to neighboring tags by backscattering in presence of a

continuous wave generated by an external excitor. The motivation of the new

tag device stems from the cost and energy constraints as well as the vision of IoT,

where it is anticipated that trillions of things will be equipped with simple tags and

that these things can interact with each other. A real-time self-locating problem

is formulated in this reader-free system and algorithms with low computational

complexity are investigated.

Furthermore, a non-centralized method in a network of directional binary
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sensors is investigated, where each node implements the algorithm based on its

own measurement or measurements received from other nodes. The decentralized

technique without a central unit use in-network processing and neighbor-to-

neighbor communications. It can achieve lower energy consumption, higher

robustness to node failure, and larger scalability comparing with the centralized

methods.

1.4 Thesis organization

The remaining of this dissertation is organized as follows. In Chapter 2, we

provide a brief overview of indoor positioning systems in the context of IoT, and in

particular, the RFID systems. State-of-the-art localization and tracking methods

using binary information are reviewed in Chapter 3. The particle filtering (PF)-

based approach of real-time tracking of tagged objects in UHF RFID systems with

asynchronous measurements are proposed in Chapter 4. In Chapter 5, the use

of novel tags with ability to detect other tags is introduced in order to improve

the tracking performance using only binary information, especially in areas with

intersections and at portals. Furthermore, in Chapter 6, a novel reader-free system

composed of tags with capability of tag-to-tag communication is proposed for

the purpose of indoor positioning motivated by the cost and energy constraints.

In Chapter 7, non-centralized tracking with networks of directional sensors are

presented and its extension to the novel reader-free RFID system is discussed.

Finally, the thesis concludes with some final remarks and future work in Chapter

8.
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2

Indoor Positioning Systems in the Internet of
Things

The Internet of Things (IoT) is a scenario in which uniquely identifiable physical

objects or “things” observe their environment and transfer data they collect from

each other, internet servers and people. The data is then analyzed and the results

are used to make decisions and affect changes [6]. It was stated in the International

Telecommunication Union report [7] that “ A new dimension has been added to

the world of information and communication technologies: from anytime, any

place connectivity for anyone, we will have connectivity for anything”. This vision

requires ubiquitous location awareness of “anything” and hence a variety of indoor

positioning systems have been proposed to complement the outdoor positioning

technologies. This vision also requires tiny, simple and inexpensive individual

devices with limited resources (processing capabilities, memory, and power) that

are able to communicate with each other.
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2.1 Indoor positioning techniques

As stated in Chapter 1, an intense research work has been carried out on wireless

positioning technologies that can operate in indoor environments in recent years to

achieve the indoor location awareness. In the market, companies providing outdoor

map services like Google and Apple are also working on indoor positioning. Besides,

many startups are also going after this market in exploring indoor positioning

technologies, devices and systems [8]. These indoor positioning systems have

been successfully applied in many applications such as asset tracking, inventory

management and targeted mobile advertising. A variety of wireless facilities

have been used for the construction of the systems such as WiFi, RFID, ZigBee,

Bluetooth, UWB and Smartphones as shown in Figure 2.1 (see surveys on indoor

localization systems in [1, 9] and a recent survey on indoor tracking problems in

[10]).
	  

	  

	  

	  

	  

	  

	  

	  

	  

Indoor	  
Positioning	  

RFID	  

Bluetooth	  

ZigBee	  
UWB	  

WiFi	  

Smartphone	  Ultrasound	  

Figure 2.1: The indoor positioning technologies.

Given that WiFi technology is widely deployed in many buildings, such as
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museums, hospitals, airports and shopping malls, it requires no extra cost for

the infrastructure of the indoor positioning system. Compared to other wireless

technologies, WiFi has much higher throughput than ZigBee and each WiFi access

point can cover a much wider area than Bluetooth. These advantages make WiFi

a good candidate for indoor positioning. Existing work investigating the indoor

positioning performance using WiFi signals can be found in [11, 12, 9]. Some of

the well-known systems using WiFi are RADAR [13], Horus system [14], Herecast

[15] and PlaceLab [16]. Just like other widely used wireless technologies, WiFi

technology was not designed for localization and tracking purpose, and therefore

the connectivity information, the RSS, or the phase measurements are exploited

and the positioning accuracy could be very low. Furthermore, problems arise when

the deployment of the access point is sparse and there are areas where the WiFi

signals are not available. Researchers have proposed to integrate WiFi with various

wireless devices such as laptops and mobile phones with embedded sensors in them

such as the gyroscope and accelerometers [17, 18]. Pedestrian dead reckoning

(PDR) technique [19] is applied, which determines the current position based on

the previous position, step length and walking direction of the pedestrian, to assist

the indoor positioning in the WiFi-blind area [20].

Unlike those built on top of existing infrastructure, RFID requires extensive

deployment of infrastructure and customized tags attached to objects or people.

However, with the requirements of the IoT construction and the continous

development of RFID technology and smart tags, it is expected that every object

will be equipped with these light and small RFID tags in the near future. Besides,

the RFID technology can uniquely identify objects and persons tracked in the

system, and hence provide many potential services for the demands of users.
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These advantages make it superior to other wireless communication technologies

for indoor positioning [21].

2.2 RFID system

RFID technology, which uses radio frequency electromagnetic fields to transfer

data from a tag (usually attached to an object) with the purpose of automatic

identification and tracking of the object, is seen as one of the pivotal enablers of

the Internet of Things [4]. For more than a decade, the RFID technology has seen

continuous technical advances combined with a decreased cost of the equipment, an

increased reliability in performance, and a stable international standard, allowing

us within the next years to equip virtually every object in an environment with

small and cheap RFID tags [3]. Real-time identification and tracking of these

tagged objects is in high demand and is important in the construction of IoT,

providing the unique identity and location context to fulfill the various smart

functions and the location-aware services and applications, e.g., in health care

systems where RFID is applied to improve patient monitoring and safety, increase

asset utilization with real-time tracking, reduce medical errors by tracking medical

devices, and enhance supply-chain efficiencies [22]; in warehouses where inventory

management, tracking and dispatching of goods is of paramount importance [23];

in library management where the location of books are readily obtained [24].

A RFID system usually consists of three main components: RFID tags, RFID

readers, and a data processing subsystem [25].

• RFID tag: A RFID tag represents the actual data-carrying device of an RFID

system, normally consists of coupling element and an electronic microchip [3].

Depending upon their operating principle, tags are classified into passive and
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active patterns. An active tag has both internal power supply and an on-tag

transmitter. It is able to actively send out messages (i.e., the ID of the tag)

within a larger range at certain time intervals. A passive tag has no internal

power source but backscatters to transmit its identification (ID) and harvests

energy from the query signals from the reader. RFID systems with passive

tags are more attractive due to the much lower cost.

• RFID reader: A RFID reader transmits a modulated RF signal through

its antenna to the tags and receives data backscattered from the tags using

a defined radio frequency and protocol. There are several different types of

RFID antennas such as the dipole antenna and patch antenna. The antennas

are important to the performance of a RFID system. Depending on the

antenna design, the reading range can exceed 100 meters.

• Data processing subsystem: The data processing subsystem utilizes the data

from the readers to execute localization and tracking algorithms and further

to offer the location results to various applications.

RFID systems operate at widely different frequencies, ranging from 30 kHz to

5.8 GHz. The Ultra High Frequency (UHF) RFID systems operate in the 902–928

MHz band (North America) and they allow for detection ranges of several meters

which makes them a good choice for localization and tracking [26].

2.3 Localization and tracking algorithms

There are many methods for localization and tracking. Examples include

multilateration, proximity, fingerprint and Bayesian inference.
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Figure 2.2: A multilateration positioning example.

• Multilateration: Multilateration estimates the coordinates of the target

using the distances between the target node and at least three reference nodes

with known coordinates as shown in Fig. 2.2. The location of the target is

obtained by minimizing the differences between the measured distances and

the estimated Euclidean distances. Assuming the estimated position of the

target is x̂ “ px̂, ŷq, the error of the measured distance to the n-th reference

node is en “ dn´
a

px̂´ xnq2 ` pŷ ´ ynq2. The problem becomes an optimize

problem

x̂ “ arg min
x

Cpxq (2.1)

where x “ rx, ysT is the coordinates of the target and Cpxq is the cost

function. Different criteria can be applied depending on the choice of

Cpxq, e.g., least squares estimation when Cpxq “
ř

n ||en||
2 and maximum

likelihood estimation when Cpxq “
ř

n log pEpenq, where pEpenq is the

distribution function of the measurement error. A Least Squares solution
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to this problem can be found as

x̂ “ pXTXq´1XTy, (2.2)

where

X “

»

—

—

—

–

2px1 ´ x2q 2py1 ´ y2q

2px1 ´ x3q 2py1 ´ y3q
...

...
2px1 ´ xnq 2py1 ´ ynq

fi

ffi

ffi

ffi

fl

and y “

»

—

—

—

–

a´ x2
2 ´ y

2
2 ` d

2
2

a´ x2
3 ´ y

2
3 ` d

2
3

...
a´ x2

n ´ y
2
n ` d

2
n

fi

ffi

ffi

ffi

fl

,

(2.3)

where a “ x2
1 ` y

2
1 ´ d

2
1.

• Proximity: Proximity-based methods use binary information related to the

presence or absence of the tag within the ranges of reader. These methods

do not require any dedicated hardware or sophisticated measurement model,

which makes it particularly suited for low-cost devices such as RFID tags

[27]. The location of the target can be estimated by association method

or the centroid method. With association method we simply estimate the

target’s location by equating it with that of the nearest reference node that

detect the target. With centroid method, the estimated position of a tag is

calculated as the central point of the positions of the reference nodes that

detect the target. An extension to this method is the weighted centroid where

the location is the weighted average of the candidates.

• Fingerprint: A fingerprint represents the characteristic or feature of signals

at different positions, which is usually a RSS value in most literatures.

The target location is estimated by matching the measurements with the

stored fingerprints. Approaches from the theory of pattern recognition
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[28] are commonly used in the fingerprint method. This method does not

require a measurement model and hence they are very popular due to its

simplicity. Nevertheless, it usually needs a great amount of off-line mapping

information (fingerprints) and it is vulnerable to changes of the environment.

Consequently, several map-free fingerprint positioning methods have been

studied in recent years [9].

• Bayesian inference: Bayesian inference uses Bayes’ rule to update the

probability estimate for a hypothesis as additional evidence or observations

is learned. Figure 2.3 (a) shows the principle for localizing a stationary tag

by Bayesian inference, where x “ rx1, x2s are the coordinates of the tag,

and yi, i “ 1, ¨ ¨ ¨ , N are a series of observations by N readers. We assume

that given x, the probabilities of yi are independent of each other, and thus

the system satisfies the Markovian condition. According to Bayes’ rule, the

position of the target can be obtained by the recursive equation

fpx|y1, y2, ¨ ¨ ¨ , yNq ∝ fpyN |xqfpx|y1, y2, ¨ ¨ ¨ , yN´1q (2.4)

The Bayesian network for tracking a moving tag is shown in Fig. 2.3 (b) and

the Bayesian update in equation (2.4) can be computed as

fpxtk |yt1 ,yt2 , ¨ ¨ ¨ ,ytkq ∝ fpytk |xtkq (2.5)

ˆ

ż

fpxtk |xtk´1
qfpxtk´1

|yt1 ,yt2 , ¨ ¨ ¨ ,ytk´1
qdxtk´1

,

where ytk “ ry1,tk , y2,tk , ¨ ¨ ¨ , yN,tks, N is the number of reference nodes and

tk is the time instant. Depending on the application environment, Kalman

Filters, Particle Filters and some other techniques can be used to represent
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the density function and then to estimate the location by the Bayesian

recursion [29].

Once the posterior distribution fpxtk |y1:tk
q is obtained, the estimate of the

state xtk can be computed using different criteria, i.e., the minumum mean-

square error (MMSE) and the maximum a posteriori (MAP), in which the

respective point estimates are given by

x̂MMSE
tk

“

ż

xtkfpxtk |yt1:tk
qdxtk (2.6)

x̂MAP
tk

“ arg max
xtk

fpxtk |yt1:tk
q. (2.7)

Among all the localization and tracking techniques, each approach has its own

strengths and weaknesses. For instance, Bayesian inference can update the location

dynamically and it usually requires less reference nodes, but it has a relatively high

(a) For stationary localization

(b) For dynamic tracking

Figure 2.3: Bayesian network for localization and tracking problems.
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computational complexity. The multilateration method requires less computation

effort, but it is based on the signal propagation model, which is very vulnerable due

to the indoor environment. The proximity method also requires less computation

but it heavily relies on the placement and the density of the reference nodes.

Integration of two or more algorithms may bring benefits such as improvement on

accuracy and reduction of computation time.

2.4 State-of-art

Existing approaches to RFID localization and tracking vary and depend on the

used of sensor information, the assumed models, and the implemented inference

algorithms [30]. Regarding sensor information, research has been done on

systems based on received signal strength (RSS) [31, 32, 33], tag detection events

[34, 35, 36], direction-of-arrival (DOA) measurements [37] and measured phases of

received signals from the tags [38, 39]. A model that merges RSS information with

tag detection was proposed in [40]. With this model, a better accuracy was achieved

in comparison to that of models that use either RSS or tag detection events. It was

also reported that the RSS model alone was consistently less accurate than the tag

detection model, which is primarily due to the difficulty in modeling superpositions

of RF signals and as a result, the RSS in indoor environments.

The modeling problem of RFID signals has been addressed by various research

groups. In [41], the model was learned by generating statistics related to the

frequency of detection given different relative positions between the antenna and

the tag. In [42], a probabilistic RFID model was obtained in a semi-autonomous

fashion with a mobile robot. A method for bootstrapping the sensor model in a

fully unsupervised manner was presented in [40]. In [43] for modeling the RFID
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system, the authors used fuzzy set theory instead of probabilistic approaches.

The inference algorithms can be categorized into multilateration [33, 33],

Bayesian inference [40, 38], k-nearest neighbor [31, 44], proximity [45, 46], and

kernel-based learning methods [47]. For calculation of the location of an unknown

tag, LANDMARC adopted the k-nearest neighbor algorithm, where distance was

measured using the RSS received by the readers between the tag and a reference

tag [31]. Instead of an offline RF fingerprint database search, [33] applied an

adaptive Kalman filter and probabilistic map matching to minimize the effect of

the measurement noises on distance estimation. The locations of the unknown tags

were obtained using multilateration with respect to the RFID landmarks. A UHF

RFID tracking system that exploits measured phases of the backscattered signals

from RFID tags using multiple spatially distributed antennas and implements

extended Kalman filtering was presented in [38].

2.5 Challenges

There are several practical issues when considering the localization and tracking

problems in indoor environment [48]:

• Multipath: Multipath is the radio propagation phenomenon that results in

radio signals reaching the receiving antenna by two or more paths. Severe

multipath occurs indoors since the reflection, refraction, diffraction and

absorption of radio signals are caused by the walls, furniture, objects and

humans.

In real environments, the RSS collected at node sites results from the

signal summation of all the paths, and therefore easily varies. Hence, the
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localization/tracking performance degrades for those approaches that are

based on RSS. This issue affects not only RFID-based localization, but all

RF-based localization in indoor scenarios.

• Interference: Interference occurs when unwanted signals alter, modify

or disrupt the signal of interest and this phenomenon naturally presents

a challenge to RFID localization/tracking. Again, for those positioning

schemes based on RSS information, the deviation of RSS results in positioning

errors.

• Dense objects: Localization of multiple objects constitutes a major

challenge only for RFID systems, but also for many RF-based technologies.

The RF signals are much more easily influenced when there are a

large number of objects being tracked at the same time, and hence the

localization/tracking accuracy abruptly suffers. One solution to this issue is

to have the objects sparsely distributed, however, this is rather unpractical.

A feasible solution with the assist of a novel tag device is investigated in this

dissertation.

• Cost and power constraints: There is always a tradeoff between the

positioning accuracy and the coverage (the number of reference nodes to

be deployed) in any indoor positioning system due to the constraints of

the infrastructure cost. Furthermore, the vision for ubiquitous location

awareness requires positioning using tiny, simple and low-cost individual

devices. These devices usually come with limited sources such as processing

capabilities, memory, and power. No dedicated hardware and time

synchronization is applicable for the device, which indicates that the
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positioning algorithms must be able to deal with the asynchronous and

unsophisticated measurements with low-computational complexity.
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3

Overview of Positioning Using Binary Information

As stated along Chapter 2 of the challenges in indoor positioning systems, the

severe multipath propagation and interference from unwanted signals render the

inapplicability of the commonly-used RSS. Instead, we seek for solutions using

binary information. Binary information indicates whether a device is present or

absent within a predefined area. The methodology of positioning using binary

information can be found in a wide literature and it can be categorized into

proximity-based, connectivity-based and detection-event driven methods.

3.1 Proximity-based

Proximity-based method makes use of the binary information with respect to the

nearby reference node with known positions. The location of the target can be

estimated by the association method or the centroid method. With association

method we simply estimate the target’s location by equating it with that of the

nearest reference node which detects the target. Figure 3.1 shows an example of
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the proximity-based positioning method using association, where the location of

the person is estimated using that of the central antenna which detects him. With

centroid method, the estimated position of the target x̂ “ rx̂, ŷs, is calculated as the

central point of the positions of N reference nodes with most reliable communication

link quality which sensed the target.

x̂ “
N
ÿ

i“1

li{N, (3.1)

where li is the coordinates of the reference node i.

	  

	  

	  

	  

	  

	  

	  

	  

	  

Figure 3.1: An example of proximity.

An extension to this method is the weighted centroid where the location is

the weighted average of the candidates. The weights can be obtained using extra

information such as RSS [31], hop count [49], or the number of detections [50].

APIT [51] (Approximate Point in Triangulation) algorithm is also a distance-

free localization algorithm using binary information. The principle of APIT is

to estimate the target location by segmenting the area into a large number of
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triangular regions with different sets of three reference nodes. A test is performed

to determine whether the target is in the triangle composed by every three reference

nodes based on geometry. If there exists an adjacent point to the target which is

further or closer to the three reference nodes simultaneously, the target is outside

the triangle. Otherwise, the target is claimed to be inside the triangle and the

count of this area (initialized by 0) is increased by 1. For example, the point A is

closer than the target T to the points O, M, N respectively as shown in Figure 3.2.

Then we know that T is outside 4OMN. The target location is estimated as the

centroid of the area which has the maximum count, representing the overlapping

area of all these non-zero triangles. For example, the overlap area is 4ABC in

Figure 3.2 and the location of T is estimated as the centroid of 4ABC. It is shown

that the scheme performs best when an irregular radio pattern and random node

placement are considered. However, extra information such as RSS is needed for

the test of the geometry.
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Figure 3.2: An illustration of the APIT algorithm.

Note that the accuracy of proximity-based method greatly relies on the

deployment of the reference nodes (the density, the pattern, the sensing ranges,
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etc.). The work in [52] provides the fundamental performance limits of localizing

a target in a J-dimensional (J P t1, 2, 3u) space using only binary proximity

information. It was shown that the localization error at any point is of order

1
ρRJ´1 , where ρ is the node density per unit area and R is the sensing range.

Besides, the scalability of the system using proximity is limited due to the

requirement of a large deployment of the nodes. However, the key advantage of

the proximity-based method is that it is suited for very low-cost devices such as

RFID tags where the deployment of a large number of tags is not an issue [27]. It

also has the advantages of low communication and computation overhead.

3.2 Connectivity-based

Connectivity-based method uses the sensed binary information from the local

neighborhood to build hop-based virtual distances for localization [53] and it is

also suited for low-cost devices. Figure 3.3 shows a graph of connectivity of a

network. The red nodes represent the reference nodes with known positions and

the yellow nodes represent the target nodes with unknown positions. The edge

represents the radio link between two nodes indicating that these two nodes are

within the communicating range of each other. The objective is to localize the

yellow nodes with the location information of red nodes and the connectivity of

the network.

In [54], a sensor network position estimation problem is formulated as a linear

or semidefinite program, which is based on connectivity between nodes. Feasible

solutions are described to the problem using convex optimization. Additionally,

a method for placing rectangular bounds around the possible positions for the

unknown nodes is given. However, this method requires centralized computation.
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Figure 3.3: Graph of connectivity of a general network.

Similar work on localization from connectivity can be found in [53].

Compared to the proximity-based method, the connectivity-based method can

provide better scalability at a cost of more communication and computation

overhead and extra efforts for topology recognition.

3.3 Detection-event-driven

In detection-event-driven method, localization and tracking can be accomplished

by analyzing simple event detections at low-cost devices. The detection model can

be a simple disk model where the detection range is described by a circle with a

fixed radius, a ring model where the uncertainty of detection occurs at a range

larger than a certain threshold [52], or a probabilistic model where the probability

of detection is modeled as a function of distance depending on the nature of the

sensing devices/nodes [55, 56]. A detailed description of this method based on

probabilistic model will be presented in Chapter 4.
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3.4 Remarks

Note that the localization and tracking using binary information can be either

centralized, where the information sensed by the nodes is transmitted to a fusion

center, or non-centralized, where the information is processed locally by the

nodes with some cooperative methods. The interest in distributed processing

stems from the requirement of low energy consumption, high robust to node

failure and scalability. Besides, the development of simple low-cost devices with

device-to-device communication for the construction of IoT greatly promotes the

implementation of distributed processing in wide applications.

A variety of analytical results are presented in [57] to aid in the design of

localization and tracking systems based on not only the binary or the proximity

measurements between sensors, but also the RSS or the quantized RSS received

by the sensors. The Cramér-Rao bound is computed to compare the minimal

attainable variances of unbiased location estimators for different cases. The results

show that lower bounds for standard deviation in proximity-based systems are

about 50% higher than the bounds for RSS-based systems. It is also shown that a

system with just 3 bits of quantization can be enough in cases.

One final remark is that most of existing techniques are based on using location

information provided by a set of reference nodes which are aware of their exact

locations. The location uncertainty of the reference nodes is considered in the

localization problem in [58].
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4

Indoor Tracking Using Aggregated Binary
Readings with RFID Systems

We address the problem of indoor tracking of tagged objects with Ultra High

Frequency (UHF) Radio Frequency Identification (RFID) systems. A new and

more realistic observation model of the system is proposed, where the probability

of detecting a tag by a reader is described by a Beta distribution. We model the

probability of detection as a function of both the distance and the angle between

the tag and the reader. The considered model also accounts for the possibility of a

tag being in a dead-zone, that is, in a space where the tag cannot be detected even

if it is well within the range of a reader. For tracking, we propose the use of the

particle filtering methodology that takes into account the asynchronous nature of

the measurements. The needed parameters for modeling the system are obtained

from laboratory experiments and the performance of the algorithm is shown by

extensive computer simulations. The mathematical formulation of the problem is

presented in Section 4.2. The new model is described in Section 4.3. The PF
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method for tracking the targeted tags is introduced in Section 4.4. In Section 4.5,

we provide simulation results that demonstrate the performance of the method.

This chapter concludes with some final remarks in Section 4.6.

4.1 Introduction

RFID is a technology for transferring of data from a tag attached to an object

with the purpose of its automatic identification and tracking. In this chapter the

interest is in the use of UHF RFID systems for indoor tracking of objects with

attached passive tags and based on aggregated binary measurements.

An important application of the RFID technology is accurate real time tracking

of tagged objects in indoor environments. This remains a very challenging problem

due to a number of reasons including missed detections in existing systems. An

important class of approaches to localization and tracking of tagged objects is

distance-based and relies on measurements that are either received signal strength

(RSS), time-of-arrival (TOA), or time-difference-of-arrival (TDOA). The main

difficulty of these approaches is the quality of the measurements, which are often

distorted due to multipath and other interferences existing in indoor environments

[48].

Some recent efforts on real time tracking in indoor environments include [59]

and [38]. In [59], the authors use the RFID system to estimate the trajectory of a

robot by using passive UHF RFID measurements. There, the tracking is “reader-

based” meaning that the RFID tags are placed at fixed, known locations, and the

mobile object has a portable reader [48]. In [38], the authors present a UHF RFID

location tracking system that exploits the measured phases of the backscattered

signals from RFID tags using multiple spatially distributed antennas, and they
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implement the tracking by extended Kalman filtering.

In this chapter, the tracking of the tagged objects is performed by particle

filtering [60]. This is a methodology that is applied to nonlinear problems with

possibly non-Gaussian noises. The main objective of particle filtering is to track

distributions of unknowns, which in our case are the posterior distributions of the

locations and velocities of the tagged objects. This is achieved by propagating

a set of particles of the possible values of the unknowns and associating with

them weights, thereby obtaining random measures that approximate the desired

distributions. There, the sensors transmit ID signals to a central unit only if the

target is in their proximity. The nature of the problem of real time tracking of

tagged objects in RFID systems allows for the use of as many particle filters as

there are tags in the system. This is due to the fact that the source of the signal

(backscattered by the tag) is clearly known to the readers. Thus, each tagged

object is tracked by a dedicated particle filter, and all the particle filters used in

the system operate independently.

We have studied the problem of indoor UHF RFID tag tracking based on

aggregated binary measurements [61], [62], where we introduced a model for the

probability of reading a tag that was a function of the distance from the tag to the

reader [61]. The model was later extended to include variability of the probability

of detecting a tag [62]. In this chapter, we expand this model and make it more

realistic by (a) modeling the probability of detection also as a function of the angle

between the tag and the reader’s antenna and by (b) integrating into the model

the probability of a tag being in a dead-zone. Dead zones are common in indoor

tracking due to various factors including ground reflections or obstacles [63].

Tag responses are received by the readers following a standard protocol. A
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reader makes a fixed number of queries whose overall duration can vary depending

on the number of tags in its proximity, the forward link symbol timing parameters,

the backscatter link frequency, and the backscatter encoding scheme [64]. This

entails that the overall observation model has to capture this asynchronicity. We

propose a tracking algorithm that accounts for it and we implement it by PF

[65, 66]. Some work dealing with asynchronous measurements in traditional sensor

networks can be found in [67, 68].

4.2 Problem formulation

Consider the problem of tracking objects with attached RFID tags that move in

an area covered by a mesh grid of L RFID readers whose antennas have known

locations. The RFID antennas are deployed as shown in Fig. 4.1 so that they

provide full coverage. The nodes in the corners of the grid have only one antenna,

the ones on the edges that are not corners have two, and all other nodes have three

antennas. The RFID readers are located in the middle of each cell of the grid

and are connected to three or four antennas depending on the deployment of the

antennas. We note that each antenna is controlled by one reader. For example,

reader R6 has three antennas located at nodes 7, 8, and 12, while reader R14 is

connected to four antennas located at nodes 17, 18, 22, and 23. The antennas at

each node are connected to the nearby readers, e.g., node 8 has three antennas

denoted by the right (red), the upper left (green), and the lower left (blue) sectors,

where the red one is connected to reader R7, the green one to R3, and the blue one

to R6. The arrows indicate the orientation of the antennas.

The state of the system consists of a vector containing information about a
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Figure 4.1: Deployment of the RFID readers (denoted by triangles) in the middle
of the cells and antennas (denoted by sectors) in the nodes of the mesh grid. The
curved lines represent the cables connecting the antennas and readers, and the
arrows indicate the directionalities of the antennas.

particular tag1 in the area of coverage at time instant t, and it is denoted by

xt P R4ˆ1, where xt “ rx1,t x2,t 9x1,t 9x2,ts
J and t P R`. The first two elements of the

vector denote the location of the tag in the two-dimensional Cartesian coordinate

system at time instant t, and the other two elements are the components of the

velocity. The tagged object moves according to the model [69]

xt2 “ Apt1, t2qxt1 `Bpt1, t2qvt2 , (4.1)

where xt2 is the state of the system at time instant t2, and vt2 P R2ˆ1 is a noise

1 We note that in RFID systems the tasks of tracking different tags are statistically independent,
and therefore we only address the tracking of one tag.
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vector with known distribution. Let ∆τ fi pt2´t1q be the time period from t1 to t2,

and Apt1, t2q P R4ˆ4 and Bpt1, t2q P R4ˆ2 be the known transition and covariance

matrices, respectively, given by

A “

¨

˚

˚

˝

1 0 ∆τ 0
0 1 0 ∆τ
0 0 1 0
0 0 0 1

˛

‹

‹

‚

and B “

¨

˚

˚

˝

∆τ2

2
0

0 ∆τ2

2

∆τ 0
0 ∆τ

˛

‹

‹

‚

.

Next we describe the system of readers that we use in the simulations and

explain the difference between synchronous and asynchronous measurements. All

the readers start their rounds of queries and complete them at different time

instants due to various factors such as the number of tags in their proximity,

the frequency of the backscatter link and the scheme of backscatter encoding.

The readers repeat the rounds periodically. Note that the readers may start their

rounds of queries at different time instants, however, for ease of explanation and

for comparison purposes, we assume that all the readers start their rounds at

the same time instant pk ´ 1qTs, where Ts is the intended sampling interval and

k “ 1, 2, ¨ ¨ ¨ , T . It is also assumed that the durations of the rounds are always

shorter than Ts. More specifically, during the time interval between two time

instants, pk´1qTs and kTs, each RFID reader sends N queries with the purpose of

detecting the tags in its area of coverage. Each observation represents the number

of responses out of N trials that each reader gets. In a fictitious (ideal) synchronous

system, all the observations are obtained by the readers at the sampling instants

as shown in Fig. 6.2 (a). However, in real systems, the responses are obtained

asynchronously. In the wide literature, the asynchronism of the readers is ignored

and the general assumption is that all the observations are obtained by the readers
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1,k 2,k ,kL k

(a) True synchronous case

(c) Asynchronous case

(b) False synchronous case

Figure 4.2: Synchronous vs. asynchronous measurements.

synchronously at the sampling instants as shown in Fig. 6.2 (b).

We denote the lth measurement in the kth round by yl,k “ tτl,k, il,k, nl,j,k :

j P t1, 2, 3, 4u, l P t1, 2, ¨ ¨ ¨ , Lku, k P N`u where τl,k is the time instant of the lth

measurements in the kth round, il,k P t1, 2, ¨ ¨ ¨ , Lu is the index of the reader that

detected the tag, and nl,j,k ď N is the number of received responses by reader

il,k with its jth antenna. We note that τ1,k ď τ2,k ď ¨ ¨ ¨ ď τLk,k with Lk ď L

being the total number of readers that detected the tag. Our approach accounts

for asynchronous measurements where the instants τl,k are assumed known (Fig.

6.2 (c)).

The readings collected for a particular tag until time instant kTs are

gathered in the observation set YkTs “ tyTs ,y2Ts , ¨ ¨ ¨ ,ykTsu, where ykTs “
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ty1,k,y2,k, ¨ ¨ ¨ ,yLk,ku. The observations from each antenna in the system are

assumed independent of each other. The objective is to track xt in time given

the observations and the assumed state-space model. A key component of the

tracking is the model of the observations ykTs . It is discussed in the next section.

4.3 The observation model and its evaluation

The observation model constitutes one of the major challenges when tracking with

RFID systems, especially in indoor environments, since the number of detections

of a reader in a set of queries depends on numerous factors including the distance

from the antenna, the orientation of the antenna, and the multipath created by

the indoor environment [48].

4.3.1 The observation model

In this section, a more realistic observation model is proposed. First, the

probability of detection is modeled as a function of both the distance and angle from

the tag to the reader. Then, we add to this model a mathematical representation

that accounts for a tag being in a dead-zone. We refer to the proposed model that

uses distance and angle as to DA-based model and the one considering distance

only as D-based model, which is from previous work [62].

Figure 4.3 shows the distance, d, and the angle, θ, between a tag and an

antenna located at pointsG andH in the global reference coordinate system u1Ou2,

respectively. The angle, θ, represents the relative orientation between the antenna

and the tag within a range of p´π{2, π{2s rads, whereas d is the distance between

G and H. Note that the location of the antenna is known, and it is denoted by

plH,1, lH,2q.
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Figure 4.3: Representation of the distance and the angle between an antenna
and a tag.

In order to simplify the expression of the observation function, we convert the

Cartesian coordinates of the states x1,t and x2,t into polar coordinates dt and θt,

where dt and θt are the distance and angle from the tag to the antenna at time

instant t, respectively. The relationship between the Cartesian coordinates and the

polar coordinates is given by

dt “

b

px1,t ´ lH,1q2 ` px2,t ´ lH,2q2,

θt “ arctanppx2,t ´ lH,1q{px1,t ´ lH,2qq, (4.2)

where lH,1 and lH,2 are the Cartesian coordinates of the location of the antenna H.

For a given distance d and angle θ between the tag and the antenna (here we

omit the subscript t for simplicity), the probability of the tag being detected by the

associated reader is modeled as a random variable, ppd, θq, with a Beta distribution

whose parameters are αpd, θq ą 0 and βpd, θq ą 0, i.e., Betapαpd, θq, βpd, θqq, or

πpppd, θqq 9 ppd, θqαpd,θq´1
p1´ ppd, θqqβpd,θq´1. (4.3)
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We note that the choice of modeling probabilities with Beta distributions is

common due to their flexibility in approximating posteriors on the interval [0,1]

[70]. Furthermore, the Beta distribution is the conjugate prior of the binomial

distribution, which allows for mathematical tractability [71].

The mean of the probability of detection of a tag at a distance d from the reader

is assumed to have the form of a logistic regression given by

Epppd, θqq “
1

1` epa1`a2d`a3|θ|q
, (4.4)

where a1, a2, and a3 are the parameters of the model. The logistic regression and

the polynomial in the exponent can capture the change in decay of probability as

a function of both distance and angle and the logistic regression has a range r0, 1s.

This model reflects the nature of measurements from real-world experiments. Since

the mean of a Beta random variable is given by αpd, θq{pαpd, θq` βpd, θqq, one can

write

αpd, θq

αpd, θq ` βpd, θq
“

1

1` epa1`a2d`a3|θ|q
. (4.5)

In addition, the variance of the probability of detection of a tag at a distance d

from the reader is assumed to have the form

σ2
pd, θq “ c1 ` c2d` c3d

2
` c4|θ| ` c5θ

2, (4.6)

where ci, i “ 1, ¨ ¨ ¨ , 5 is another set of parameters of the model. Modeling the

variance with a polynomial comes as a result of a Taylor expansion of the variance

as a function of distance and magnitude of the angle. The variance of a Beta

random variable is given by αpd, θqβpd, θq{ppαpd, θq`βpd, θqq2pαpd, θq`βpd, θq`1qq
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[70], and therefore we write

αpd, θqβpd, θq

pαpd, θq ` βpd, θqq2pαpd, θq ` βpd, θq ` 1q
“ c1 ` c2d` c3d

2
` c4|θ| ` c5θ

2.(4.7)

The parameters αpd, θq and βpd, θq of the Beta distribution can be uniquely

obtained by solving (4.5) and (4.7) for each pair of d and θ.

The previous model can be further extended and made more realistic by

introducing the event that a tag can be in a dead-zone in the proximity of a

reader. The probability of this event is defined as the probability that a tag is not

detectable by an antenna given that the tag is in the field of view of the antenna.2

Therefore, tags which are in a dead-zone will not be detected even though based

on their proximity to the antenna one expects they should be detected. We denote

this probability with λ, where λ „ Betapαλ, βλq. Then, the overall probability of

detection becomes p1´ λqppd, θq.

When the object is at a distance d and an angle θ from the reader as well as

outside a dead-zone, the number of times that it is read by the reader in a set of

N queries is modeled by a binomial distribution, that is, the probability that the

number of reads is n is given by

P pn|pq “

ˆ

N

n

˙

ppd, θqnp1´ ppd, θqqN´n. (4.8)

Here we note that we use the approximation that during the execution of a set of

N queries the tag has not moved. Since ppd, θq is random, the probability of the

number of reads n should be obtained by averaging over all random ppd, θq values

2 Collision of tags is another event that prevents the reading of tags when they are in the field
of view. For simplicity, in this chapter, we assume that the event of a collision is an event of a
tag being in a dead-zone.
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using the Beta distribution in (4.3). The number of reads n in a dead-zone is 0.

Then for P pn|d, θq we can write

P pn|d, θ, λq “

ż 1

0

P pn|pqp1´ λqπppqdp` λδpnq

“ p1´ λq

ˆ

N

n

˙

Bpn` αpd, θq, N ´ n` βpd, θqq

Bpαpd, θq, βpd, θqq
` λδpnq, (4.9)

where p represents ppd, θq for simplicity, δpnq is the Dirac impulse function, and

Bp¨, ¨q is the Beta function, that is,

Bpa, bq “

ż 1

0

ua´1
p1´ uqb´1du “

pa´ 1q!pb´ 1q!

pa` b´ 1q!
, (4.10)

with a and b being integers. We then average over all λ as follows:

P pn|d, θq “

ż 1

0

p1´ λq

ˆ

N

n

˙

Bpn` αpd, θq, N ´ n` βpd, θqq

Bpαpd, θq, βpd, θqq

ˆ
λpαλ´1qp1´ λqpβλ´1q

Bpαλ, βλq
dλ`

ż 1

0

λδpnq
λpαλ´1qp1´ λqpβλ´1q

Bpαλ, βλq
dλ

“
βλ

αλ ` βλ

ˆ

N

n

˙

Bpn` αpd, θq, N ´ n` βpd, θqq

Bpαpd, θq, βpd, θqq
`

αλ
αλ ` βλ

δpnq. (4.11)

This is the key function of the tracking algorithm. It is defined by the

parameters αλ, βλ, αpd, θq, and βpd, θq. These parameters can be obtained from

experiments where we vary the distance of a tag from an antenna and its angle

with respect to it. As already pointed out in the previous section, to that end we

use (5.3) – (4.7).
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4.3.2 Evaluation of the observation model

In this section we justify the observation model by presenting data from real-world

experiments. In the experiments, we used Smartrac UHF Spine RFID tags and

an Impinj Speedway revolution Reader, which was connected to a single 6 dBIC

gain patch antenna. Both the reader and the tags were compliant with the ISO

18000-6C (EPC Gen 2) protocol [64]. The tags were placed in an orientation facing

the reader at various distances from the reader’s antenna whose power level was

set to 27 dBm. The reader was programmed to send out 50 queries. We measured

the probability of detection as a ratio of the number of times a tag was read over

the total number of queries. We also changed the orientation of the antenna so

that we could obtain the probability of detection for different sets of pd, θq. For

each d and θ we repeated the experiment 10 times. For each distance, we had 13

different angles, and there were 18 distances. We conducted the experiment twice

in two different locations.

We modeled the mean of probability of detection according to (5.3) and applied

least squares fitting to estimate the unknown parameters. The estimated values

were pa1 “ ´3.2699, pa2 “ 0.4931 and pa3 “ 0.0438. The mean of the probability

of detection as a function of distance and angle with the estimated parameters

is shown in Fig. 4.4 (a). Similarly, we fitted the variance of the probability of

detection using the function in (4.6). The obtained parameters of the model were

pc1 “ 0.0448, pc2 “ 0.0057, pc3 “ ´0.0011, pc4 “ 0.0004, and pc5 “ 0. The plot of the

resulting variance is shown in Fig. 4.4 (b). Note that the variance is clipped to

zero when the distance is greater than 10 m.

We compared the proposed model in (5.3) with the model from our previous
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Figure 4.4: Fitting of the mean and the variance of the probability of detection
ppd, θq of the proposed model (also referred to as the DA-based model).

work [62], where the probability of detection is a function of distance only in a

specified field and is defined by

Epp̃pdqq “
Iijpdq

1` epã1`ã2dq
, (4.12)

where ã1 and ã2 are the parameters of the model and Iijpdq is an indicator function

defined by

Iijpdq “

"

1, d P Rij

0, otherwise,
(4.13)

with Rij being the field of view of the jth antenna of the ith reader.

The variances of the data for this model were fitted with a quadratic function.

The fitting results of the mean and the variance are displayed in Fig. 4.5. It

appears that the mean of the D-based model fits the means obtained from raw

data at given distances relatively well. However, the figure of the variance is much

less convincing and it shows that the variability of the probability is high, which has
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Figure 4.5: Fitting of the mean and the variance of the probability of detection
ppdq as a function of distance for the distance-only model (also referred to as the
D-based model).

been the motivation to include the angle as an additional parameter for modeling

the probability of detection.

It was shown in our previous work that the probability of number of reads n

for the D-based model is given by

P̃ pn|dq “

ˆ

N

n

˙

Bpn` α̃pdq, N ´ n` β̃pdqq

Bpα̃pdq, β̃pdqq
, (4.14)

whereas the analogous expression for the DA-based model is (5.4). Figure 4.6

shows the probability of detection computed by these two models at different fixed

distances and the obtained mean from real measurements at d “ 3 m (represented

by the red asterisks). Since the D-based model does not consider the angle as

a parameter, we get a constant for the probability of detection over the range of

angles, whereas the DA-based model shows how this probability decreases with the

increase of angle as it should. We can see from Fig. 6 that the DA-based model

with an angular component fits the real measurements well at a fixed distance
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Figure 4.6: Probability of detection with different fixed distances. The DA-
based model is given by (5.3) and the D-based model by (4.12). The red asterisks
represent the mean of the real measurements of probability of detection at d “ 3
m.

d “ 3 m. Figure 4.7 shows the probability mass functions and the corresponding

cumulative distribution functions of the number of readings for the two models at

different fixed distances and angles. Each RFID reader is assumed to send N “ 50

queries.

We can see that the probability mass functions and the cumulative distribution

functions of n at different angles are almost the same for the D-based model,

whereas for the DA-based model, the functions vary with the angle. For instance,

in the DA-based model the probability of missed detections P pn “ 0|d “ 4, θq

is higher at θ “ 60˝ than at θ “ 0˝, which agrees with reality, whereas for the

D-based model, it is the same.

We compared the performance of the two models by computing the mean of the

probability of detection at certain distances and angles and validating the results
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Figure 4.7: The probability mass functions and the cumulative distribution
functions of the number of readings for the two models for different sets of (d, θ).
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Figure 4.8: The histograms of prediction errors of the two models.

with real measurements. The mean square error (MSE) between the predicted

results by the DA-based model and the real measurements is 0.071, while the MSE

between the results by the D-based model and the real measurements is 0.113. The

histograms of the prediction errors with the two models are displayed in Fig. 4.8.

Thus, the proposed model achieves higher modeling accuracy than the D-based
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model.

4.4 Proposed method

The highly nonlinear nature of the proposed observation model introduced in the

previous section motivates the use of the PF methodology for tracking of the

posterior distribution of the system state given the observations [65], [66], [29].

PF belongs to the family of Monte Carlo estimation methods and approximates

the posterior density of the unknown state of the system by using a random measure

χt composed of particles of the states, x
pmq
t , and associated weights to the particles,

w
pmq
t , i.e., χt “ tx

pmq
t , w

pmq
t uMm“1. As new observations become available, the set of

particles representing the possible values of the unknowns is propagated and the

weights are updated accordingly following the Bayes’ rule [29].

Suppose that at time instant t1, a random measure of size M , χt1 “

tx
pmq
t1 , w

pmq
t1 u

M
m“1, is available, where x

pmq
t1 are the particles of the measure, and

w
pmq
t1 denotes the corresponding weights indicating the goodness of the particles.

Upon reception of the next observation at t2, the particles are propagated according

to

x
pmq
t2 „ πpxt2 |x

pmq
t1 , Yt2q, (4.15)

where πpxt2 |x
pmq
t1 , Yt2q is the proposal distribution used for generation of new

particles, x
pmq
t2 , t2 ą t1, and Yt2 is the set of all measurements up to t2. The

general expression for computing the weights of the particles is given by

w
pmq
t2 9 w

pmq
t1

ppyt2 |x
pmq
t2 qppx

pmq
t2 |x

pmq
t1 q

πpx
pmq
t2 |x

pmq
t1 , Yt2q

, (4.16)
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where ppyt2 |x
pmq
t2 q is the likelihood of the particle x

pmq
t2 , and ppx

pmq
t2 |x

pmq
t1 q and

πpx
pmq
t2 |x

pmq
t1 , Yt2q are the transition and the proposal distributions of the state

computed at x
pmq
t2 , respectively. We recall that the transition distribution of

the state is readily obtained from (6.1) and the assumptions that we know the

distribution of the noise vector vt, and that vt1 and vt2 are independent for t1 ‰ t2.

In the sequel, for πpx
pmq
t2 |x

pmq
t1 , Yt2q we use ppx

pmq
t2 |x

pmq
t1 q, and (4.16) simplifies to

w
pmq
t2 9 w

pmq
t1 ppyt2 |x

pmq
t2 q. (4.17)

In a standard PF algorithm, once the weights of the particles are computed

according to (5.7), they are normalized and a new random measure is formed,

χt2 “ tx
pmq
t2 , w

pmq
t2 u

M
m“1. This random measure is then used to obtain the estimate

of xt2 , for example, by using the minimum mean square estimate

pxt2 “
M
ÿ

m“1

w
pmq
t2 x

pmq
t2 . (4.18)

An additional step of the algorithm, is to execute resampling so that we avoid

a degeneration of the random measure. We implement resampling by drawing M

particles from the current particle set x
pmq
t2 with probabilities proportional to their

weights w
pmq
t2 . The current particle set is thereby replaced with the new one denoted

by x̃
pmq
t2 and the weights w

pmq
t2 are set to 1{M , @m.

4.4.1 False synchronous case

In this subsection, we assume synchronicity, i.e., that all the measurements are

considered to arrive at kTs (see Fig. 6.2). Let the random measure at time instant

t “ pk´1qTs be χpk´1qTs “ tx
pmq
pk´1qTs

, w
pmq
pk´1qTs

uMm“1. First, we propagate the particles
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to time instant kTs by using

x
pmq
kTs

„ ppxkTs |x
pmq
pk´1qTs

q. (4.19)

Next, we compute the weights of these particles, and to that end we use

w
pmq
kTs

9 w
pmq
pk´1qTs

Lk
ź

l“1

J
ź

j“1

L
´

nl,j,k,x
pmq
kTs

¯

, (4.20)

where

L
´

nl,j,k,x
pmq
kTs

¯

“

"

βλ
αλ ` βλ

ˆ

N

nl,j,k

˙

f
`

x
pmq
kTs
, nl,j,k

˘

`
αλ

αλ ` βλ
δpnl,j,kq

*

,(4.21)

with J P t3, 4u represents the number of antennas a reader is associated to, and

fpx
pmq
kTs
, nl,j,kq “

B
´

nl,j,k ` αpx
pmq
kTs
q, N ´ nl,j,k ` βpx

pmq
kTs
q

¯

Bpαpx
pmq
kTs
q, βpx

pmq
kTs
qq

, (4.22)

where the x
pmq
kTs

s in the argument of αp¨q and βp¨q can readily be converted into

polar forms, d
pmq
kTs

and θ
pmq
kTs

.

The above computation is an approximation and introduces several sources of

errors. First, we recall that the particles x
pmq
kTs

are drawn from ppxkTs |x
pmq
pk´1qTs

q,

m “ 1, 2, ¨ ¨ ¨ ,M . Provided that the tag was indeed at the location given by the

state x
pmq
pk´1qTs

at pk´1qTs, and the validity of the transition model, the particles x
pmq
kTs

are, in principle good particles. The problem, however, is that the measurements

are inaccurate for the following reasons: (a) the tag was moving during the interval

of data acquisition, and therefore the distances of the tags and their angles with

respect to the readers’ antennas were changing all the time, (b), even though the

rounds of queries started at the same time instant pk ´ 1qTs, they were completed
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earlier than kTs and at different time instants, and (c) for all the readers we have a

common set of particles. With the synchronous approach, we simply ignore these

errors and proceed as if the probabilities of detection of a tag did not change with

the movement of the tag and if the querying occurred exactly from pk´1qTs to Ts.

4.4.2 The asynchronous case

Now we address the asynchronous case. Here our main strategy is to propagate and

update the particles each time we receive a measurement. Let the last measurement

in the pk ´ 1qth rounds be from reader iLk´1,k´1 and that after its processing, we

obtained the random measure χτLk´1,k´1
“ tx

pmq
τLk´1,k´1 , w

pmq
τLk´1,k´1u

M
m“1. Now, we

propagate the particles x
pmq
τLk´1,k´1 to time instant pk ´ 1qTs according to

x
pmq
pk´1qTs

„ ppxpk´1qTs |x
pmq
τLk´1,k´1

q. (4.23)

The weights of these particles are not changed and therefore we have

w
pmq
pk´1qTs

“ wpmqτLk´1,k´1
. (4.24)

Suppose now that the first reading in the kth round came from the reader i1,k at

τ1,k and that the measurement was y1,k. First we propagate the particles according

to

xpmqτ1,k
„ ppxτ1,k |x

pmq
pk´1qTs

q. (4.25)

Next we update the weights of the particles given the measurements y1,k. We use

wpmqτ1,k
91

2
w
pmq
pk´1qTs

śJ
j“1

´

L
´

n1,j,k,x
pmq
pk´1qTs

¯

` L
´

n1,j,k,x
pmq
τ1,k

¯¯

, (4.26)

where Lp¨, ¨q is defined in (4.21). The computation of the weights according to

(4.26) is an approximation to capture the phenomenon that the round of querying
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took place from pk ´ 1qTs to τ1,k. More specifically, an observation in our case

represents aggregated binary measurements from one round of N queries. The

location of the tag changes during these N queries and consequently the probability

of detection changes. All the location points along this trajectory contribute

equally to one acquired measurement. Therefore, ideally, we should average over

the whole trajectory during this round. However, in our setup, for simplicity, we

only draw particles for the ending time instant of a round. Thus, for the duration

of the round we only have the locations of the particles at the beginning (from the

previous round) and at the end of it. We make use of these two time instants to

compute the approximate values of the weights. Obviously, we could modify this

approximation by generating particles at time instants in between pk ´ 1qTs and

τ1,k and computing the likelihood for these particles too.

Let now the next measurement be at τ2,k. Again, we first propagate the

particles, and we use

xpmqτ2,k
„ ppxτ2,k |x

pmq
τ1,k
q. (4.27)
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Figure 4.9: Particle propagations during each time interval.
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We proceed with computation of the weights by

wpmqτ2,k
9

1

2
wpmqτ1,k

J
ź

j“1

´

L
´

n2,j,k,x
pmq
pk´1qTs

¯

` L
´

n2,j,k,x
pmq
τ2,k

¯¯

. (4.28)

Now we have the random measure χτ2,k “ tx
pmq
τ2,k , w

pmq
τ2,ku

M
m“1 and are ready for

processing the readings of the next reader, i3,k, which finishes its round at τ3,k.

The steps are the same as for reader i2,k. We repeat this procedure until the last

reader completes its round of queries. With the processing of yLk,k, we are ready

to move on to time pk ` 1qth round of queries. Figure 4.9 shows the scenario of

particle propagations during each time interval. A summary of the proposed PF

algorithm is given in Table 4.1.

4.4.3 Extension to a more general setting

Here we extend the proposed method so that it can process data from readers that

do not have to be synchronized at all. Thus we do not use the time instants kTs.

We denote the lth measurements at time instant τl by yl “ tkl, il, τl, nj,l : j P

t1, 2, 3, 4u, l P N`, kl P N`u, where τl is also the time instant of the completion of

the klth round of reader il, as well as the starting time instant of the pkl ` 1qth

round of this reader. We note that τ1 ď τ2 ď τ3 ď ¨ ¨ ¨ . Now suppose that the last

available reading is at τl´1 by reader il´1 and that for this time instant we have

the random measure χτl´1
“ tx

pmq
τl´1 , w

pmq
τl´1u

M
m“1. Let the next reading be at τl, yl.

Once the reading is obtained, we propagate the particles by

xpmqτl
„ ppxτl |x

pmq
τl´1
q. (4.29)

We note that the tag moves during the time interval of the querying of the

ilth reader. Therefore, in computing the updated weights, we use an analogous
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Table 4.1: PF algorithm for tracking in a UHF RFID system.

INITIALIZATION:

x
pmq
0 „ Npx0,Ξq and wpmq “ 1{M, @m

where x0 is the prior knowledge of the states of the tag
and Ξ is a predefined covariance matrix.
TRACKING:
for k “ 1, 2, ¨ ¨ ¨ perform the following:

Generate the new particles according to x
pmq
τ1,k „ ppxτ1,k |x

pmq
pk´1qTs

q.

Update the weights according to (5.6) and estimate pxτ1,k .
for l “ 2, 3, ¨ ¨ ¨ , Lk

1. PROPAGATION

Generate the new particles according to x
pmq
τl,k „ ppxτl,k |x

pmq
τl´1,kq,

2. WEIGHT UPDATE

Update w
pmq
τl,k according to (4.28) and normalize.

3. ESTIMATION

pxτl,k “
řM
m“1w

pmq
τl,k x

pmq
τl,k .

RESAMPLING:
a) Draw M particles from the current particle set with probabilities

proportional to their weights w
pmq
τl,k .

b) Replace the current particle set with the new one

and set w
pmq
τl,k “ 1{M, @m.

Propagate the particles x
pmq
τLk,k

to time instant kTs according to (4.23).

expression to (4.26), i.e., we have

w
pmq
l 9

1

2
w
pmq
l´1

J
ź

j“1

´

L
´

nj,l,x
pmq
τl˚

¯

` L
`

nj,l,x
pmq
τl

˘

¯

, (4.30)

where we need to know the particles x
pmq
τl˚ , that is, the particles of the states when

they were updated at the previous reading of reader il, and l˚ is the index of the

pkl´1qth round of reader il. In principle, it is not difficult to maintain information

about these particles, and they can readily be retrieved.
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The next step is to compute the estimate of xl. As before, we use

pxτl “
M
ÿ

m“1

wpmqτl
xpmqτl

. (4.31)

Finally, we may resample and thereby get ready for the reading of the next

reader. Clearly, with this algorithm, there is no need to maintain any form of

synchronism.

An important study of the methodology is its feasibility for real-time tracking.

The actual implementation would very much depend on how many readers are in

the system, how many tags need to be tracked, and what computational resources

are used. Based on this information, one can design customized PF schemes for

the problem. On the other hand, we would like to point out the following. The

advantage of the false synchronous approach is that PF is applied periodically

with one particle filter operating on all the measurements of a tag acquired within

a period. Thereby one gains in computational efficiency and loses in estimation

accuracy. By contrast, with the asynchronous approach, we have the opposite

effect. If the average arrival rate of measurements per tag is κ, the number of tags

to be tracked is K, and the rate of completion of PF recursions is ν, then, for

successful real-time implementation, the number of processing units that perform

PF needs to be greater than κK{ν.

4.5 Simulation results

In the simulations, our objective was to evaluate the performance of the proposed

PF that uses the proposed model and asynchronous measurements and to compare

it with other models and methods. To that end, we deployed 4 ˆ 4 readers with
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a separation distance of D “ 10 m between them in a warehouse of size 40 m

ˆ 40 m as shown in Fig. 4.1. The objective was to detect and track the objects

with tags (targets) during a period of 20 s with a sampling time Ts “ 1 s. The

process covariance matrix was given by Q “ diagp0.01, 0.01q and the initial speed

was 1 m/s for both velocity components. The parameters of the observation model

were the ones introduced in Section III. Note that there are no false alarms when

tracking in RFID systems but missed detections are common.

The readers sent out queries every Ts “ 1 s and the query period for each

reader was generated using a Up0.2, 0.8q, with the values being obtained from

evaluation of the ISO 180006-C protocol and the experimental setup. In all the

experiments, the PF algorithm used M “ 200 particles. The tracking performance

was evaluated using the average root mean square error (RMSE) of the position of

the target as a function of time over 50 independent realizations. The RMSE for

one realization was calculated as
a

px̂1,t ´ x1,tq
2 ` px̂2,t ´ x2,tq

2 and the RMSE of

a missed detection was set to 6 m. For the probability of being in a dead-zone, we

had λ „ Betapαλ, βλq with αλ “ 0.1875 and βλ “ 3.5625, which corresponded to a

mean of dead-zone probability of 0.05 and a variance of 0.01.

In the first experiment, we compared the tracking performance of the two

models discussed in the previous subsection with the proposed asynchronous

approach. The observations were generated according to the DA-based model

due to its higher accuracy in describing real scenarios. We can see from Fig. 4.10

that the performance with the tracking algorithm using the DA-based model is

much better than that using the D-based model.

In the second experiment, we compared the tracking performance of the DA-

based model with asynchronous measurements for different grid resolutions. The
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Figure 4.10: Tracking performances with the two models.
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Figure 4.11: Tracking performance with different separation distances.

deployment of the antennas followed Fig. 4.1 and the results are shown in Fig. 4.11.

We can see that the performance with smaller separation distance among readers,
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D, achieved more accurate tracking results. However, smaller separation distance

requires more readers and antennas, and thus the system is more expensive.
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Figure 4.12: Tracking performances with different algorithms and with different
number of antennas. In case 1, the deployment of the antennas follows Fig. 4.1
and in case 2, there are four antennas connected to each reader.

In the third experiment, we compared the performance of different tracking

methods for two different cases of antenna deployment: (a) following Fig. 4.1;

and (b) with four antennas connected to each reader. For the latter case, we

needed more antennas. The separation distance was set to 10 m for both cases.

We compared three methods: PF-asyn is the proposed PF method accounting for

the asynchronous measurements, PF-syn is the PF method with wrongly assumed

synchronism, and CE-asyn is a “centroid” method where the estimated position

of the target is calculated as the central point of the positions of the detecting
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antennas [72]. The results are shown in Fig. 4.12. We can see that the new proposed

algorithm outperforms the other two methods. To be specific, for instance, the

accuracy of PF-asyn is improved by half a meter on average in comparison to the

PF-syn method. It is a reasonable improvement with respect to the simulation

setup where the tags move at an initial velocity of 1 m/s and where the sampling

interval was 1 s. As expected, the error with more antennas was reduced. In

practical implementations, one could use as many antennas as a reader can support

to achieve a better tracking performance but it will come with higher cost of the

system.

In the fourth experiment, we evaluated the performance with different

coefficients of variation, where the coefficient of variation is defined as the ratio

of the standard deviation to the mean of the process signal. We compared

the performance of our proposed PF method accounting for the asynchronous

measurements (PF-asyn) and the PF method with wrongly assumed synchronism

(PF-syn) with different separation distances D. We can see from the results in

Fig. 4.13 that the performance of PF-asyn is consistently better than that of

PF-syn. Note that the RMSE in the figure was obtained by averaging the RMSEs

over time.

Finally, we simulated a scenario with different dead-zone probabilities and

applied the proposed method. We set the variance of the dead-zone probability to

be 0.01 and changed the value of the mean. As seen in Fig. 4.14, and as expected,

the performance worsened as the probability of dead-zone increased. Also, more

antennas in the system allow for improved tracking.
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4.6 Summary

In this chapter the problem of tracking tagged objects using asynchronous

measurements in a Ultra High Frequency Radio Frequency Identification system

was addressed. A more realistic parametric model for the probability of detection

was proposed, which is a function of both the distance and the angle of the

tag with respect to an antenna of the reader. This model also includes the

variability of the probability of detection of a tag and the probability of a tag

being in a dead-zone. Furthermore, we proposed a general method for processing

asynchronous measurements using particle filtering. The parameters needed for

the implementation of the method were obtained from real-world experiments and

its performance was analyzed by extensive simulations.
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5

Indoor Tracking with Asynchronous Binary
Readings with Sense-a-tags

This chapter addresses the problem of real-time indoor tracking of tagged objects

in UHF RFID systems with layout information and asynchronous readings. The

method is based on binary detections and the model for the probability of detection

is a function of both distance and angle between a tag and a reader and accounts

for the possibility of a tag being in a dead-zone. A newly developed RFID

component, called sense-a-tag (ST), is used to improve the tracking performance,

especially in areas with intersections and at portals, where the estimation of

the direction of movement is important. The ST is a semi-passive device that

can not only communicate with the reader like standard passive tags but also

can sense the communication between tags in its proximity and the reader.

A multi-hypothesis particle filtering method is applied for the tracking and

its performance is demonstrated by computer simulations. The formulation of

the indoor tracking problem including the motion model and the asynchronous
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observations is presented in Section 5.2. The PF method for tracking the targeted

tags in constrained layout setups with multiple choices of movement direction and

the novel ST devices is introduced in Section 5.3. In Section 5.4, we provide

simulation results that demonstrate the performance of the method. The chapter

concludes with some final remarks in Section 5.5.

5.1 Introduction

UHF RFID is a rapidly growing technology for real-time identification and tracking

that can be applied in many settings including inventory management, health

care systems and the Internet of Things [3]. In this chapter, we investigate the

problem of real-time tracking of tagged objects in warehouse-like environments

with layout information (intersections, shelves and walls). The objective is to track

tagged objects moving between shelves and to estimate the direction of movement,

which is especially important at intersections and portals for improved accuracy

in inventory.

We have studied the problem of indoor UHF RFID tag tracking based on

aggregated binary readings in Chapter 4 [62, 73]. The reader reports binary

information indicating the detection of a tag and uses aggregated number of

detections over a fixed number of queries. In this chapter, binary detections are

used for real-time tracking, where tracking is updated as soon as a detection occurs

and the model is from [73]. According to that model, the probability of detection is

a function of both the distance and angle from the tag to the reader, and accounts

for the possibility of a tag being in a dead-zone.

Tag responses are received by the readers asynchronously. We propose the

use of the particle filtering (PF) methodology [66] that takes into account the
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asynchronous nature of the readings. A study dealing with asynchronous readings

in traditional sensor networks can be found in [67]. In the proposed approach, we

also integrate available layout information, which improves the performance of the

PF.

In this chapter we study the use of a newly developed low-cost device called

sense-a-tag (ST) [74, 50]. An ST has the same functionality as a regular tag

but can also detect communication between the reader and tags in its proximity.

The ST can communicate this information to the reader by backscattering. With

the information received from the STs, the system can improve the accuracy of

localization and can unambiguously estimate the direction of movement of a tagged

object [75]. The tracking of the direction of movement of a person or object close

to some monitoring area is important in a number of applications. For example,

it is critical to determine if tagged goods are moving into or out of a warehouse.

Methods for estimation of the direction of movement in RFID systems can be found

in [76], where two antennas are used and the direction of movement is estimated

by measuring the times of detection of a tagged object from the signals of the

antennas. An RFID system with STs and using PF for tracking purposes was

introduced in [61]. The tracking problem was investigated in a very small area

with one single reader. In this chapter, we extend the work from [61]. The main

contribution is in a novel algorithm that operates with asynchronous readings and

exploits the presence of STs in the RFID system.

5.2 Problem formulation

Consider the problem of tracking tagged objects (e.g., a warehouse worker or a

forklift) that move in a warehouse. A possible deployment of a traditional reader-
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only system is shown in Fig. 5.1. Each reader Ri is connected with three antennas

denoted by the right (red), the upper left (green), and the lower left (blue) sectors.

The arrows indicate the orientation of the antennas. We assume that the layout

information is known and includes intersections Vi, invalid regions, shelves and

walls.

R7

V1 V3

V6

V9V8

V4

V7

V2

R8

R3

R5

R1 R2

R6

R4

Reader Shelf

V5

Figure 5.1: The RFID system in the considered warehouse layout.

A tagged object moves along the path between two shelves, or the path between

a shelf and a wall. The object can go straight or make turns at intersections. For

example at a T-shaped intersection the object might turn left or right. The tracking

algorithm will account for these directions of movement.

5.2.1 The motion model

The state of the system consists of a vector containing information about a

particular tag at time instant t and is denoted by xt P R4ˆ1, where xt “

rx1,t x2,t 9x1,t 9x2,ts
J and t P R`. The first two elements of the vector are the

location of the tag in the two-dimensional Cartesian coordinate system, and the

other two elements are the components of the velocity. When we focus on tracking
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the direction of movement of the tag, we reformulate the problem in one dimension.

The tagged object moves from t1 to t2 according to the model

xt2 “ Aipt1, t2qxt1 `Bipt1, t2qut2,i, (5.1)

where i “ 1, 2 denotes the ith motion mode depending if the tag moves horizontally

or vertically, respectively, xt2 is the state of the system at time instant t2,

ut,i P R2ˆ1 is a noise vector with a known distribution, and Ai P R4ˆ4 and

Bi P R4ˆ2 are known matrices, respectively, given by

A1 “

¨

˚

˚

˝

1 0 pt2 ´ t1q 0
0 1 0 0
0 0 1 0
0 0 0 0

˛

‹

‹

‚

, B1 “

¨

˚

˚

˝

pt2´t1q2

2
0

0 0
pt2 ´ t1q 0

0 0

˛

‹

‹

‚

,

A2 “

¨

˚

˚

˝

1 0 0 0
0 1 0 pt2 ´ t1q
0 0 0 0
0 0 0 1

˛

‹

‹

‚

, B2 “

¨

˚

˚

˝

0 0

0 pt2´t1q2

2

0 0
0 pt2 ´ t1q

˛

‹

‹

‚

.

5.2.2 The asynchronous readings

In real RFID systems, all readers start their queries at different time instants.

Once a reader receives the response from a tag, it reports the detection to the

data processing center. A new query is then started immediately. In the existing

literature, the asynchronism of the readers is ignored and the general assumption is

that all the observations are obtained synchronously at prefixed sampling instants

[62, 61, 48].

Figure 5.2 describes the asynchronous nature of the readings of a tag of interest.

Each reading represents the detection of the tag from one reader.

We denote the kth detection by yk “ tik, jk, τku, where ik P t1, 2, ¨ ¨ ¨ , Lu is the
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Figure 5.2: Asynchronous readings (detections) in a real RFID system of a
particular tag.

index of the reader that detected the tag, jk P t1, 2, 3u is the index of the antenna

used in the detection, and τk P R` is the time of the detection. We note that

τ1 ď τ2 ď τ3 ď ¨ ¨ ¨ . All the readings up to time instant τk are collected in the

observation set Yk “ ty1, y2, ¨ ¨ ¨ , yku. The objective is to track xt in time given

the observations and the assumed model.

5.2.3 The observation model

The observation model constitutes a challenge when tracking with RFID systems

especially in indoor environments, since the query and response processes depend

on numerous factors including the distance from the antenna, the orientation of

the antenna, and the multipath interference [48].

The probability of detecting a tag by a reader, ppd, θq, is modeled as a random

variable following a Beta distribution [62, 73], which is described by a function

of both the distance d and the angle θ between the tag and the reader antenna,
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Betapαpd, θq, βpd, θqq, with parameters αpd, θq ą 0 and βpd, θq ą 0. The model

also accounts for the possibility of a tag being in a dead-zone where the tag will

not be detected even within the detecting range. We denote that probability as λ

with λ „ Betapαλ, βλq. The observation model is given by [73]

P pn “ 1|d, θq “
βλ

αλ ` βλ

αpd, θq

αpd, θq ` βpd, θq
(5.2)

P pn “ 0|d, θq “
βλ

αλ ` βλ

βpd, θq

αpd, θq ` βpd, θq
`

αλ
αλ ` βλ

.

where n “ 1 and n “ 0 indicates whether a reader detected the tag or not,

respectively.

The mean of the probability of tag detection is given by Epppd, θqq “

αpd, θq{pαpd, θq ` βpd, θqq [70]. Furthermore, we assume that this mean is of the

form [73]

Epppd, θqq “
1

1` epa1`a2d`a3|θ|q
, (5.3)

where a1, a2 and a3 are model parameters that are estimated from experimental

data. Therefore, we express the probability of detection as a function of distance

and angle as

P pn “ 1|d, θq “
βλ

αλ ` βλ

1

1` epa1`a2d`a3|θ|q
. (5.4)

5.3 Proposed method

5.3.1 The particle filtering

The nonlinear nature of the observation model motivates the use of the PF

methodology for approximation of the posterior distribution of the system state
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given the observations [77]. PF approximates the posterior density by using random

measures composed of particles and weights associated to the particles [77]. In the

considered real-time tracking problem, PF propagates and updates the particles

and weights every time we receive a reading.

Suppose that at time instant τk´1, a random measure of size M , χτk´1
“

tx
pmq
τk´1 , w

pmq
τk´1u

M
m“1, is available, where x

pmq
τk´1 are the particles of the measure, and

w
pmq
τk´1 denote the corresponding weights. Upon reception of the next observation

at τk, the particles are propagated according to

xpmqτk
„ πpxτk |x

pmq
τk´1

, Ykq, (5.5)

where πpxτk |x
pmq
τk´1 , Ykq is the proposal distribution used for generation of new

particles, x
pmq
τk , and Yk is the set of all readings up to τk. The general expression

for computing the weights of the particles is given by

wpmqτk
9 wpmqτk´1

ppyk|x
pmq
τk qppx

pmq
τk |x

pmq
τk´1q

πpx
pmq
τk |x

pmq
τk´1 , Ykq

, (5.6)

where ppyk|x
pmq
τk q is the likelihood of x

pmq
τk , and ppxτk |x

pmq
τk´1q is the transition

distribution of the state computed at x
pmq
τk .

The transition distribution of the state is readily obtained from (6.1), the layout

information, the distribution of the noise vector, and the assumption that uτk´1
and

uτk are independent. For πpxτk |x
pmq
τk´1 , Ykq we use ppxτk |x

pmq
τk´1q, and (5.6) simplifies

to

wpmqτk
9 wpmqτk´1

ppyk|x
pmq
τk
q, (5.7)

and it can be computed as

wpmqτk
9 wpmqτk´1

fpxpmqτk
, ykq, (5.8)
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where

fpxpmqτk
, ykq “

βλ
αλ ` βλ

1

1` epa1`a2d
pmq
τk
`a3|θ

pmq
τk
|q
, (5.9)

where d
pmq
τk and θ

pmq
τk can be obtained from x

pmq
τk and the location of the antenna

jk of the reader ik that detected the tag, whereas αλ and βλ are estimated from

experimental data.

We apply a multi-hypothesis propagation by integrating the layout information

into the PF framework. Figure 5.3 (a) shows an example of the propagation

when the system relies only on RFID readers. The particle cloud is split into

three clouds with different moving directions [78]. We keep all the clouds with

different hypotheses of the motion model, and update the weight for each cloud

after obtaining the new observation. The resulting particle clouds have their own

propagation models but the weight normalization and the resampling steps are

performed over all the particles. Once more observations are obtained, the number

of particles in the cloud with the true hypothesis is expected to increase, and vice

versa.
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(b) New system with STs.

Figure 5.3: The multi-hypothesis particle propagation.
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5.3.2 The sense-a-tag

In this section, we discuss a new semi-passive RFID system with ST devices [74, 75]

that will improve the accuracy of tracking and will readily resolve the estimation

of the direction of movement at intersections.

As pointed out, the ST is a tag-like RFID component with dual functionality. It

can not only communicate with the reader like standard tags, but can also sense the

communication between the reader and standard tags in its proximity. Based on

the information backscattered by the STs to the reader, localization and tracking

algorithms based on binary sensor principles can be developed [50, 75, 61].
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R5

R2

R6

R4
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R1

V1 V2 V3

V4
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V6

V9

Figure 5.4: The RFID system with STs.

Figure 5.4 shows the deployment of a novel RFID system with STs being placed

in the corner of the shelves. In the new RFID system with STs, we can also

obtain the readings from the STs at time instant τk (note that here we ignore

the latency due to the reporting from the ST to a reader) and now we denote

the kth detection by yk “ tik, jk, τk,nku, where the new argument nk is a vector

of size L̃ ˆ 1, with L̃ being the number of STs in the system. The elements

of the vector nk take values one or zero, depending on if the corresponding ST
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detected communication between the reader and the tag. We apply the model of

the probability of detection of the STs from [61], which is a function of distance

only and is given by p̃pd̃q “ 1{p1 ` eα̃pd̃´d̃0qq , where d̃ is the distance between the

ST and the tag, whereas α̃ and d̃0 are model parameters that are estimated from

experimental data. The likelihood function in (5.8) is then multiplied by the factor

L̃
ź

i“1

!

p̃pd̃
pmq
i qnk,i ` p1´ p̃pd̃

pmq
i qp1´ nk,iq

)

, (5.10)

where nk,i P t0, 1u is the ith element of nk, d̃
pmq
i is obtained from the particle state

x
pmq
τk and the known locations of the STs.

An example of the propagation of the particles is shown in Fig. 5.3 (b). The

particle cloud quickly merges into one with the proximity information provided by

the STs.

5.4 Numerical results

The parameters of the model in (5.3) were obtained by using an Impinj Speedway

Reader connected to a single 6 dBIC gain patch antenna and by using Alien

Squiggle RFID tags. Both the reader and the tags are compliant with the ISO

180006-C (EPC Gen 2) protocol. The tag was placed in an orientation facing the

reader at various distances from the reader’s antenna whose power level was set

to 23.5 dBm. The reader was programmed to send out queries for a period of 30

s. We measured the probability of detection as a ratio of the number of times the

tag was read over the total number of queries sent during the 30 s period.

We simulated two setups. In the first setup, we deployed 8 readers in a

warehouse of size 26 m ˆ 10 m with shelves whose separation was 6 m horizontally
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and 4 m vertically as shown in Fig. 5.1. The widths of a path and a shelf were set

to 2 m. The noise of the state had a covariance matrix diagp0.01, 0.01q and the

initial speed was 1 m/s in the moving direction. The objective was to detect and

track the tagged object for a period of 15 s. In the second setup, we included four

STs on the shelves’ corners with a separation distance of 2 m as shown in Fig. 5.4.

Figure 5.5 shows a tracking run with the two RFID systems. The tracking near

the intersections considers the multiple choices. The long detecting range, the short

physical distance in the indoor setup and the asynchronism of the detections makes

the estimation of direction of movement near intersections challenging. In Fig. 5.5

(a), the target is lost due to the wrong estimation of the direction of movement.

However in the system with STs, the direction of movement is estimated correctly

with the proximity information given by the STs as shown in Fig. 5.5 (b).
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Figure 5.5: A tracking run in the two systems. The red triangles are the real
states and the blue crosses are the tracking results.

Next, we generated 100 independent realizations to measure the tracking

performance using the average root mean square error (RMSE) of the position
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of the target as a function of time over 100 independent realizations. The RMSE

for one realization was calculated as
a

px̂1,t ´ x1,tq
2 ` px̂2,t ´ x2,tq

2.
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Figure 5.6: CDFs of RMSEs for systems with STs and without STs (reader-only).

We compared the performance of the reader-only and the ST-based systems.

The cumulative density functions (CDFs) of the RMSEs of the position with the

two systems are displayed in Fig. 5.6. The results show that the system with STs

has improved tracking performance. The STs reduce the ambiguity of the direction

of movement near intersections due to their capability of detecting the tags in their

close proximity. We also studied the impact of the particle size M . We can see from

Fig. 5.6 that larger M values result in better tracking performance with the reader-

only system. For the system with STs, there is no big discrepancy in the tracking

performance for different M values. Thus, one can use small particle sizes to

70



reduce the computation complexity and still achieve satisfactory performance. The

advantage brought by the STs is obvious. One can use STs to improve the indoor

localization or tracking performance, especially near portals and intersections.

5.5 Summary

In this chapter we addressed the problem of tracking tagged objects in indoor

RFID environments using asynchronous binary readings and layout information.

The tracking was implemented in an RFID system that contained sense-a-tags with

known locations and that provided proximity information to the system about the

queried tags. We proposed a multi-hypothesis particle filtering method for tracking

so that we account for estimating the direction of movement and/or manoeuvering

of the object. We demonstrated the improved accuracy of the proposed method

by computer simulations.
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6

Real-time Self-tracking with Tag-to-tag
Communication

We investigate the problem of real-time self-tracking of tagged objects in a new

system with low-cost “smart” tags. These tiny and battery-less devices will

play a pivotal role in the infrastructure of the IoT. With capabilities of low-

power computation and tag-to-tag backscattered communication, no readers will be

needed for running RFID system. In order to allow for low-cost tags, self-tracking

has to be performed with simple algorithms while still exhibiting high accuracy.

In this chapter we propose a linear observation model for which Kalman filtering

is the optimal method. We also consider a nonlinear model for which we apply

particle filtering of reduced complexity as the tracking method. The complexity

of particle filtering is reduced by a procedure called Rao-Blackwellisation by

analytically marginalising some of the linear and Gaussian variables from the

joint posterior. The performance and computational complexity of the different

methods are compared by computer simulations. The formulation of the self-
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tracking problem is presented in Section 6.2. The tracking methods are investigated

in Section 6.3. In Section 6.4, performance of the four methods are compared with

numerical results. The chapter concludes with some final remarks in Section 6.5.

6.1 Introduction

The Internet of Things is expected to connect physical objects and enable intelligent

interactions between them. These objects will have tiny devices that will endow

them with the ability to sense signals, process information, and communicate with

each other [79]. It is expected that the backbone of the IoT will be the RFID

technology and the devices with central role will be RFID tags. A significant

progress has been made in developing tags that allow for computing and making

decisions based on information collected by onboard sensors. Furthermore, the

tags are run by low-power micro-controllers and they harvest ambient energy (e.g.,

light, RF) [80, 81]. The tags are expected to be cooperative in that they share

information whenever necessary. The location and tracking of tags will be of critical

importance in the IoT.

Present day RFID systems are composed of two types of components, RFID

readers and RFID tags. The latter are of very low cost and the former are rather

expensive. Clearly, the cost of the readers raises scalability issues if one envisions

large infrastructure of RFID readers in the IoT [79]. On the other hand, one can

readily attach tags to trillions of objects with the objective that the tags interact

with each other with the ultimate goal of improving daily life [4]. In order to allow

for interaction, the RFID tags of today have to be improved.

In this chapter, we investigate the problem of real-time self-tracking of RFID

tags that operate in a system without RFID readers [82]. The tags harvest energy
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from a continuous wave generated by an external exciter or an ambient RF signal

[83]. The tags can broadcast information to neighboring tags by backscattering.

Thereby, one can argue, these tags can accomplish tag-to-tag communication [84].

Some of the tags in the system know their locations, and they backscatter this

information about them periodically. Nearby moving tags read these signals and

use it for self-tracking.

Tags with the ability to read other tag signals have already been introduced in

[75, 74]. The use of these tags for indoor tracking in systems with RFID readers

has been studied, and improved accuracy with them has been reported [85, 61]. We

also note that indoor tag tracking with conventional RFID systems has extensively

been studied in the wide literature, for instance in [56, 73, 62, 86].

Unlike the work in the previous chapters, here we seek solutions for the self-

tracking problem in a system of low-cost RFID tags where the system does not

contain readers. The solution is simple enough to perform well on a tag with limited

computational ability. The complexity of the self-tracking problem addressed

here strongly depends on the considered observation model. We first propose a

linear model that can optimally be tackled by Kalman filtering (KF). We also

formulate a more precise nonlinear distance-based model for which we propose to

use a particle filtering (PF) algorithm of reduced complexity [50]. We compare by

computer simulations the tracking performance of four different methods - tracking

by association, KF, PF and RBPF. We also analyze the computational complexity

of the four methods. The main contributions of this chapter are a) the formulation

of the self-tracking problem in a system with RFID tags only where the tags can

decode backscattered signals and b) the proposal of self-tracking algorithms with

relatively low computational complexity while still exhibiting high accuracy.
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6.2 Problem formulation

We consider the problem of self-tracking in a new RFID system with tags only. The

tags backscatter information that can be read by tags that are in their proximity.

The system has two types of tags: stationary tags that know their locations (also

called reference tags) and mobile tags that are tasked to do self-tracking. Figure 6.1

shows an example with three reference tags T1, T2, T3 with known locations and a

self-tracking tag T4. The tags are powered by nearby exciters that emit CWs.

The goal of the mobile tag is to perform self-tracking in real time with only

backscattered information that comes from the reference tags. This information

comes aperiodically at random instants of time.

The main challenges are: 1) only one observation with proximity information

can be used at a time due to the requirement of real-time tracking; 2) no

complicated tracking algorithms can be applied due to the limited computational

ability of the mobile tag; and 3) only simple protocols can be carried out due to

the low-power backscattered communication.
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Figure 6.1: A self-tracking scenario.
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6.2.1 System description

Here we provide a more precise description of the system. As pointed out, the

reference tags backscatter information about their locations. If a self-tracking tag

moves close to a reference tag that backscatters so that it is in its sensing range

r, it will pick up the backscattered signal, decode it, and perform an update of its

location. A protocol that the reference tags may use is the all-tag-talk strategy

where all the tags have equal rights to “talk” by modulating the external CW.

This is done with a certain rate in a randomized Aloha-based strategy to reduce

the probability of collision of the backscatterings.

6.2.2 The motion model

The state of the system consists of a vector containing information about the self-

tracking tag at time instant t and is denoted by xt P R2Jˆ1, where J P t1, 2, 3u

is the number of dimensions of interest, xt “ rx1,t 9x1,t ¨ ¨ ¨ xJ,t 9xJ,ts
J where xj,t

and 9xj,t represent the coordinate and the velocity of the mobile tag in the jth

dimension, respectively. That tag moves from t1 to t2 according to the model

xt2 “ Apt1, t2qxt1 `Bpt1, t2qut2 , (6.1)

where xt2 is the state of the system at time instant t2, ut2 P RJˆ1 is a noise vector

with a known distribution, and A P R2Jˆ2J and B P R2JˆJ are known matrices,

respectively, given by

A “ I b

„

1 ∆t
0 1



and B “ I b

„

∆t2

2

∆t



,

where b denotes the Kronecker product, ∆t “ pt2´t1q and I is the identity matrix

with size J ˆ J .
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6.2.3 The observation model

In the system, the reference tags start backscattering rounds asynchronously at

different time instants. Without loss of generality, we assume the same rate for all

the tags with a period of Ts. Figure 6.2 shows the backscattering time line and the

asynchronous measurements for the example from Fig. 6.1. The ith reference tag Ti

backscatters signals with information about its location. The backscattering starts

at a random slot during each Ts. Here ∆τ is the random interval after which T1

backscatters during the first Ts. As shown in the figure, a collision occurs because

T1 and T2 chose to backscatter at the same time slot at τ2. At τ1, τ3, τ4 and τ5,

the backscattered signals cannot reach the mobile tag because it is far away from

them.
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Figure 6.2: Backscattering time line with asynchronous measurements. The
red solid line represents collision, and the yellow shaded boxes indicate that the
backscattered signal cannot reach the target.

We denote the kth signal decoded by the mobile tag by ytk “ li, where
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i P t1, 2, ¨ ¨ ¨ , Lu is the index of the reference tag whose backscattering is picked

up at time tk and li P RJˆ1 is the location of the ith tag in the J-dimensional

Cartesian coordinate system. We note that t1 ă t2 ă t3 ă ¨ ¨ ¨ . The objective

of the mobile tag is to perform self-tracking given the sequence of asynchronous

observations.

6.3 Tracking methods

We assume that there are L reference tags with known positions li where i “

1, 2, ¨ ¨ ¨ , L and one moving tag with unknown positions and velocities, xt. The

mobile tag estimates xt as soon as it receives a backscattered signal from a reference

node. Our main goal is to develop an algorithm that can perform well on the mobile

tag under the constraints of limited computational ability and real-time processing.

Therefore, the processing rate of the mobile tag must be greater than the arriving

rate of the measurements. We studied three methods for self-tracking. They are

based on i) association or nearest neighbor (NN) [50] ii) KF [29], and iii) PF [66]

iv) RBPF [87].

6.3.1 Association

The association method is the simplest, the fastest and the most adaptive to

dynamic changes of the environment of all the methods. With this method we

simply estimate the target’s location by equating it with that of the sensed reference

tag [50]. The main drawback of association is that its performance completely relies

on the spatial distribution of the reference tags and the sensing range of the mobile

tag. When the mobile tag is in an area where it can sense more than one reference

tag in a short period of time, and since it only processes one measurement at a
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time, the tracking will result in zigzagging.

6.3.2 Kalman Filter

If the mobile tag employs Bayesian inference, it estimates the posterior distribution

ppxt2 |Yt2q at time t2 given ppxt1 |Yt1q and the propagation distribution ppxt2 |xt1q,

where Ytk denotes all the measurements collected up to time tk. The propagation

distribution is defined by the motion model in (6.1) and the likelihood function

is defined by the observation model. According to Bayes’ rule, the states of the

target can be obtained by

fpxt2 |Yt2q ∝ fpyt2 |xt2q

ˆ

ż

fpxt2 |xt1qfpxt1 |Yt1qdxt1 . (6.2)

The update from fpxt1 |Yt1q to fpxt2 |Yt2q can be accomplished by various

types of filters. The KF method has a closed-form solution when the state and

observation models are linear and the noises ut2 and vt2 are Gaussian. Because of

its simplicity, we first propose a linear observation model. Suppose that at time t2,

the self-tracking tag receives a measurement yt2 , which is the location of a reference

tag whose backscattering is picked up as described in Section 2.3. We model Yt2

according to

yt2 “Hxt2 ` vt2 , (6.3)

where yt2 P R
Jˆ1 and vt2 “ rv1,t2 , ¨ ¨ ¨ , vJ,t2s

T is a random vector that accounts for

the location uncertainty. The matrix H is defined by

H “ I b r1 0s (6.4)

where I is the identity matrix of size J ˆ J .
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The distribution of the location uncertainty vt2 can be estimated from

experimental measurements and by exploring the spatial relationships among the

tags off-line and prior to tracking as discussed in [61]. In order to reduce the

complexity and to apply the KF method, here we assume vt2 to be Gaussian-

distributed, i.e., N p0,Gq, where G is the covariance matrix of the noise. We chose

G “ diagpr2{2, r2{2q, where r is the sensing range of the mobile tag.

6.3.3 Particle Filter

A nonlinear distance-based observation model can be also considered as in Chapter

4 [85, 61, 56, 73, 62]. There, the probability of detecting a tag is modeled as a

function of the distance. Since this model is nonlinear, an appropriate method

for working with it is PF. With PF, one approximates the posterior density of

the unknown state by using random measures composed of particles and weights

associated to the particles. More specifically, the observation model is a Bernoulli

distribution with the probability of detection modeled by

ppdq “
1

1` ea1`a2d
, (6.5)

where a1 and a2 are the model parameters, which can be obtained from real

experimental data, and d is the distance between the mobile tag and the

backscattering reference tag. The details of the PF algorithm that uses this model

can be found Chapter 4 and 5 [62, 85, 61]. Here, however, we attempt to use the

method with very low number of particles so that we reduce the computational

burden of the mobile tag.
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6.3.4 Rao-Blackwellised Particle Filter

There is a linear sub-structure in (6.1), which can be used to obtain better estimates

of the linear states using Rao-Blackwellization by analytically marginalising some

of the linear and Gaussian variables from the joint posterior. We call it Rao-

Blackwellised Particle Filter (RBPF). The idea of RBPF is to use the Kalman

filter to solve the linear part of the state space model and the Particle filter to

solve the nonlinear part [87, 88, 89].

The mobility model can be rewritten as follows:

„

xnt2
xlt2



“

„

I An

0 Al

„

xnt1
xlt1



`

„

Bn

Bl



¨ ut2 (6.6)

yt2 “ hpxnt2q ` vt2 (6.7)

where, xnt2 “ rx1,t2 , ..., xJ,t2s
T and xlt2 “ r 9x1,t2 , ..., 9xJ,t2s

T are a partition of the state

vector at time instant t2. The noise ut2 is assumed to be white and Gaussian

distributed according to ut2 “

„

ult2
unt2



„ Np0,Qt2q

Using Bayes rule, we have

P pxlt2 ,x
n
t2
|Yt2q “ P pxlt2 |x

n
t2
,Yt2q

looooooomooooooon

KF

¨P pxnt2 |Yt2q
loooomoooon

PF

, (6.8)

where Yt2 is a collection of the measurement up to time t2.

Since the measurement Yt2 are conditionally independent on xlt2 , the probability

P pxlt2 |x
n
t2
,Yt2q can be written as P pxlt2 |x

n
t2
,Yt2q “ P pxlt2 |x

n
t2
q

Consider now the linear part of the system and assume a fictitious observation
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zt2 :

KF :

"

xlt2 “ A
lxlt1 `B

lult2
zt2 “ A

nxlt1 `B
nunt2

(6.9)

where zt2 “ xnt2 ´ x
n
t1

, since the system (4) is linear and Gaussian, the optimal

solution is provided by KF, therefore we can obtain

P pxlt2 |x
n
t2
q „ Npx̂lt2|t1 ,P

l
t2|t1
q (6.10)

where the estimate vector x̂lt2|t1 and the corresponding covariance matrix P l
t2|t1

are

calculated by KF.

For the nonlinear part of the system, we apply a KF to solve

P pxnt2 |Yt2q “
P pyt2 |x

n
t2
qP pxnt2 |X

n
t1
q

P pyt2 |Yt1q
¨ P pX n

t1
|Yt1q, (6.11)

where X n
t1
“ x0:t1 and Yt1 “ y0:t1 .

The prediction step in PF is done using

x
n,pmq
t2 „ N

´

x
n,pmq
t1 `Anx

l,pmq
t1|t0

,AnP l
t1|t0
pAn

q
T
`BnQt1pB

n
q
T
¯

(6.12)

The prediction of the non-linear variables xnt2 improves the extimates of xlt2 .

Moreover, for each particle, one KF estimate x
l,pmq
t2|t1

,m “ 1, ...,M.

Kt1 “ P
l
t1|t0
pAn

q
T
¨ S´1

t1
(6.13)

where

St1 “ A
nP l

t1|t0
pAn

q
T
`BnQt1pB

n
q
T (6.14)

x
l,pmq
t1|t1

“ x
l,pmq
t1|t0

`Kt1pz
pmq
t1 ´An

¨ x
l,pmq
t1|t0

q (6.15)
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P l
t1|t1

“ P l
t1|t0

´Kt1A
n
¨ P l

t1|t0
(6.16)

where

z
pmq
t1 “ x

n,pmq
t2 ´ x

n,pmq
t1 (6.17)

is the fictitious measurement representing difference between the estimated and

predicted locations of the particles.

x
l,pmq
t2|t1

“ Ā
l
¨ x

l,pmq
t1|t1

`Bl
pBn

q
´1
¨ z
pmq
t1 (6.18)

P l
t2|t1

“ Ā
l
¨ P l

t1|t1
¨ pĀ

l
q
T (6.19)

where

Ā
l
“ Al

´Bl
pBn

q
´1An (6.20)

Table 6.1 shows the RBPF algorithm for our tracking problem.

6.4 Numerical results

We simulated a setup with 10 reference tags placed on a portal and shelves in

a warehouse along where the width between the shelves was 2 m. The setting is

displayed in Fig. 6.3. The noise of the state had a covariance matrix diagp0.01, 0.01q

and the initial speed was r0.1, 1s m/s. We set Ts “ 0.5 s. If all the reference

tags were in the range of the mobile tag, the maximum arriving rate was 20

measurements per second. Therefore, the processing time for one measurement

could not exceed a threshold γ “ 1{20 “ 0.05 s. The threshold γ is even smaller

with a higher density of the nodes. As a result, only simple algorithms with low
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Table 6.1: RBPF algorithm for tracking

INITIALIZATION:

x
l,pmq
t1|t0

„ Pxn0 px
n
0 q

!

x
l,pmq
t1|t0

,P l
t1|t0

)

“
 

xl0, P0

(

and w
pmq
t1 “ 1{M, @ m.

where rxn0 ;xl0s is the prior knowledge of the states.
RECURSION:
1) PF Prediction:

Predict the particles x
n,pmq
t2 , @ m according to (6.12).

2) KF Prediction:

Predict the particles x
l,pmq
t2|t1

according to (6.13) - (6.20).

3) Weight Update:

rw
pmq
t2 “ w

pmq
t1 Lpyt2 |x

n,pmq
t2 q

where the likelihood Lpyt2 |x
n,pmq
t2 q is calculated from (6.5)

with d
pmq
t2 “

b

px
pmq
1,t2
´ li,xq2 ` px

pmq
2,t2
´ li,xq2.

Normalize the weights w
pmq
t2 “ rw

pmq
t2 {

řM
m“1w

pmq
t2 .

4) Estimation:

x̂nt2 “
řM
m“1w

pmq
t2 x

n,pmq
t2

x̂lt2 “
řM
m“1w

pmq
t2 x

l,pmq
t2|t1

5) Resampling:

Resample
!

x
n,pmq
t2 ,x

l,pmq
t2

)

in the same way as in the PF.

6) Proceed to t3:
Assign t1 “ t2, t2 “ t3 and repeat 1) - 5).

time-complexity can be accepted for real-time tracking. The mobile tag was self-

tracking in a two-dimensional space by using the received observations for a period

of 12 s while it moved along the path between the shelves. Figure 6.3 shows a

tracking run with the new tag system.

Next, we generated the time sequence of backscattering or “talk” for each tag by

simulating the “all-tag-talk” protocol mentioned in Section 2. Then, we generated

100 trajectories for the three methods and for each trajectory 50 independent
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Figure 6.3: A tracking realization with the new tag system.

realizations for the PF algorithm. The tracking performance was measured by

means of the root mean square error (RMSE) of the position of the mobile tag as

a function of time.

In the first experiment, we compared the tracking performance with the four

methods. The cumulative density functions (CDFs) of the RMSEs of the position

with the four methods are displayed in Fig. 6.4 and note that we used M “ 30

particles for both PF and RBPF. The results show that the tracking accuracy of

RBPF is almost the same as that of the PF method.

In the second experiment, we compared the tracking performance of the NN and

KF methods with different sensing ranges. The CDFs of the RMSEs are displayed

in Fig. 6.5. The results in Table 6.2 show that the KF method performs better
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Figure 6.4: CDFs of RMSEs for the four methods with r “ 2 m.

than the NN method with an average improvement of 0.5 m of RMSE. It also

shows that the tracking performance with sensing range r “ 1.5 m performs better

than with r “ 2 m and r “ 2.5 m. The optimal range depends on the number of

reference tags and their deployment topology.

In the third experiment, we also compared the tracking performance of the KF

and PF methods with r “ 2 m and studied the impacts of the particle size M .

The results are shown in Fig. 6.6.

Table 6.3 shows the approximate computational complexity scale using the

processing time of NN as a baseline. The processing time for the NN method is

0.2855 µs using the Matlab platform with a desktop computer CPU. Clearly, the

processing time is platform- and device-dependent and therefore we only compare
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Figure 6.5: CDFs of RMSEs for the KF and NN methods with different sensing
ranges r.

the ratio of the run-times of the other methods and the NN method. The results

show that the KF is about 10 times slower than the NN, while the PF with M “ 10

particles is 10 times slower than the KF. The processing time for the PF increases

linearly with the size of M . Table 6.4 shows the ratio of the runtime between the

RBPF and PF methods. It can be seen that the RBPF can achieve a reduction of

15% of the runtime when M “ 30. One can use RBPF to improve the PF when a

linear subspace exists in the state-space equations.
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Table 6.2: The average RMSEs of different methods

r (m)
averageRMSE (m)

NN KF
PF

M = 10 M = 20 M = 30

r = 1.5 1.0720 0.5611 0.6466 0.5484 0.5183

r = 2 1.3391 0.8203 0.7351 0.5886 0.5340

r = 2.5 1.5643 1.0782 0.8046 0.6513 0.5812

Table 6.3: Run time of the methods

NN KF
PF

M = 10 M = 20 M = 30
1 (2.8554e-007s) 10 100 200 300
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Table 6.4: Run time ratio of the RBPF and PF methods

M = 10 M = 20 M = 30
0.9422 0.8806 0.8435

6.5 Summary

In this chapter, we introduced the problem of self-tracking in a system of low-

cost RFID tags where the system does not contain readers. We explored tracking

algorithms of low complexity but yet with accurate performance. We introduced a

simple linear observation model to allow for the use of Kalman filtering. We also

investigated a more ambitious model that is nonlinear and applied particle filtering

with a small number of particles. An improvement of the particle filtering was

obtained with Rao-Blackwellisation by analytically marginalising the linear part of

the state model. We compared the tracking performances and the computational

complexities of these methods as well as of the association-based algorithm.
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7

Non-centralized Target Tracking in Networks of
Binary Directional Sensors

The localization and tracking algorithms discussed in the previous chapters are

implemented in a centralized way, where the measurements obtained by all the

nodes (readers) are sent to a central unit for the processing. The centralized

methods may require energy-intensive communications over large distances or

non-negligible delays due to the multiple hops in order to arrive the cental unit,

resulting in poor scalability. Furthermore, the centralized processing is not robust

because of a possible failure of the central unit. By contrast, a decentralized

technique without a central unit use in-network processing and neighbor-to-

neighbor communications can achieve low energy consumption, high robustness

to node failure, and scalability. In this chapter we will discuss a non-centralized

method, where each node implements the algorithm based on its own measurement

or measurements received from other nodes. We first present the problem of non-

centralized tracking in a general sensor network. Specifically, the directional sensors
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are used as the tracking nodes, which detect targets within a range and a predefined

direction. The sensors provide only binary decisions regarding whether a target

was detected, that is, they transmit a signal only if one of their sensors detects a

target. We formulate the problem in section 7.2 and present the proposed solutions

to the tracking problem in Section 7.3. The performance of the proposed methods

is shown with extensive computer simulations in Section 7.4. We then discuss the

extension of the methods into the novel RFID systems in Section 7.5, where a novel

device called sense-a-tag is introduced for the non-centralized setup.

7.1 Introduction

We study the target tracking problem with a special class of sensors: directional

sensors. These sensors detect targets within a range and a predefined direction.

The nodes of the sensors report only binary information indicating their detection

of a target [90, 91, 92].

The network is composed of nodes, where each node has four directional

sensors providing a coverage of 360˝ in [93, 94]. The information sensed by the

sensors is processed locally by the nodes by some type of cooperative method

so that the tracking is conducted in a non-centralized way. The motivation for

this comes from the requirement of avoiding intensive communication over large

distances so that battery-operated sensor nodes can last longer. In general, non-

centralized processing can be implemented by consensus-based methods where

sensors locally process their data and exchange their estimates with their neighbors

until convergence is reached [95, 96, 97, 98]. The other possibility is to have

the nodes exchange and relay the measurements of all the sensors so that all the

processing nodes in the network (all or a few of them) have the necessary data
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to produce the required estimates [99]. In this chapter, we deal with the second

implementation.

To address the challenges of limited communication and power resources, we

apply the method which compresses the complete measurements to binary decisions

of whether a target is or is not detected by a sensor. Only the excess or non-excess

of the observed signal over a threshold indicating the presence or absence of the

target in a sensor’s proximity is reported as ‘1’s and ‘0’s [55]. With motion models

of the target and observation models of the sensors, adaptive filters can be used

for estimating position. The observation model depends on the type of sensors.

In our work with acoustic sensors, the sensed information is the intensity (signal

power) of the transmitted signals by the source that attenuates as a function of

distance from the source. And the transmitted information is the binary decisions.

Other sensing modalities can also be used. Due to the high nonlinearity of the

observation model, we explore the implementation of tracking by particle filtering

[29].

7.2 Problem formulation

The mathematical representation of the problem of non-centralized tracking with

a network of directional sensors will be introduced in this section.

7.2.1 Directional sensor network description

The targets move in a field of 4N directional sensors deployed at N different

locations given by rn “ rr1,n r2ns
J, n “ 1, 2, ¨ ¨ ¨ , N as shown in Fig. 7.1(a), where

at each node there are four collocated directional sensors providing a coverage of

360˝. More specifically, each of the sensors at a node “views a 90˝ of the space”
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as shown in Fig. 7.1(b). The first of the four sensors covers the northeast (NE),

the second the northwest (NW), the third the southwest (SW), and the fourth, the

southeast (SE) direction of the node, respectively.

(a) The network deployment.

(b) Four co-located sensors at a node. (c) An NE directional sensor.

Figure 7.1: The directional sensor network model.

Figure 7.1(c) shows the geometrical model of a directional sensor. Ideally
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without noise, a target S1 is said to be detected by the NE sensor S if and only

if dpS, S1q ď R, and the angle of
ÝÝÑ
SS1 is within r>

ÝÑ
V ´ α,>

ÝÑ
V ` αs, where R is

the sensor range and α is half of the field of view. That is, ||
ÝÝÑ
SS1|| ď R and

ÝÝÑ
SS1 ¨

ÝÑ
V ě ||

ÝÝÑ
SS1|| cosα. In our setup, α is fixed at 45˝ and

ÝÑ
V is defined as the

direction of each sensor with values
ÝÑ
Vk “ r

?
2

2
,´

?
2

2
s, r´

?
2

2
,
?

2
2
s, r´

?
2

2
,´

?
2

2
s and

r
?

2
2
,´

?
2

2
s for k “ 1, 2, 3, 4 corresponding to the NE, NW, SW and SE sensors of

the node, respectively.

The sensors provide only binary decisions regarding whether a target was

detected. The nodes of the sensors broadcast the identification number of these

sensors to their neighbors and also relay such information from their neighbors.

We assume that the communication between nodes is error free.

7.2.2 Target motion model

We describe a general formulation of the tracking problem as follows.

There are J indistinguishable targets that move in a two-dimensional plane

according to

xt “ Axt´1 `But, (7.1)

where t P N0, xt “ rxJ1,t x
J
2,t ¨ ¨ ¨ x

J
J,ts

J P R4Jˆ1 is the unknown state vector at

time instant t, and xj,t P R4ˆ1 is defined by

xj,t “ rxj,1,t xj,2,t 9xj,1,t 9xj,2,ts
J,

where xj,1,t and xj,2,t represent the coordinates of the jth target in the two-

dimensional Cartesian coordinate system, and 9xj,1,t and 9xj,2,t are the respective

components of the velocity of that target. The symbol ut P R2Jˆ1 is the target

94



propagation noise whose distribution is known. The transition matricesA P R4Jˆ4J

and B P R4Jˆ2J are known and given by

A “ I b

¨

˚

˚

˝

1 0 Ts 0
0 1 0 Ts
0 0 1 0
0 0 0 1

˛

‹

‹

‚

and B “ I b

¨

˚

˚

˝

T 2
s

2
0

0 T 2
s

2

Ts 0
0 Ts

˛

‹

‹

‚

,

where b denotes the Kronecker product, and I is the identity matrix with size

J ˆ J .

7.2.3 Measurement model

The sensors make scalar measurements about the targets in the field, and they are

given by

yk,n,t “ gk,npxtq ` vk,n,t,

where k “ 1, 2, 3, 4 is an index of the sensor at the nth node, and yk,n,t is

the measurement of the sensor (identified by k and n), and vk,n,t is noise with

distribution that is assumed Gaussian with mean µv and variance σ2
v .

The measurement model depends on the type of sensors. In our work with

acoustic sensors, the sensed information is the strength intensity (signal power)

of the transmitted signals by the source that attenuates as a function of distance

from the source. Thus, we define the functions gk,np¨q by

gk,npxtq “

J
ÿ

j“1

Ψdα0
||rn ´ lj,t| |α

Ipk, n, lj,tq, (7.2)

where Ψp¨q denotes the emitted power of the target measured at some predefined

distance d0, lj,t “ rxj,1,t xj,2,ts
J is the location of the jth target at time instant t,

95



and α is a path-loss parameter. The symbol Ipk, n, lj,tq is an indicator function

given by

Ipk, n, lj,tq “

"

1, lj,t P Rk,n

0, otherwise
,

where Rk,n is the area of sensitivity of the sensor.

The nodes transmit signals to their neighbors that are constructed according

to

sk,n,t “ i, γi ď yk,n,t ă γi`1, i “ 0, 1, 2, ¨ ¨ ¨ , L´ 2,

where L ě 3, and γi are thresholds used for constructing sk,n,t, with γ0 “ ´8,

γL´1 “ 8, and ´8 ă γi ă 8, i “ 1, 2, ¨ ¨ ¨ , L ´ 2. In the simplest case, when

L “ 3, the signal sk,n,t takes only one of two values, that is, then the sensors provide

only binary information. While broadcasting sk,n,t, the nodes also broadcast the ID

number of the sensors that detected a target. The nodes also have the capability

to relay such information from their neighbors. The communication between nodes

is assumed to be error free.

The objective is that the nodes, given the available highly compressed

information, track the targets in the field with particle filters that run at all the

nodes or only at some predefined nodes.

7.3 Proposed methods

In a completely centralized method for tracking, each node takes sensor

measurement and transmits them to a fusion center. The fusion center calculates

the estimates by processing these measurements. In our non-centralized tracking

method, nodes cooperates with each other by way of broadcasting the latest
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detections to the neighbors of the nodes. Two schemes are studied, one where

all the nodes perform tracking, and another where only one node in the proximity

of the target perform it. We refer to these two schemes as all-node method and

one-node method.

7.3.1 Tracking by all sensors

Let a target enter the field with directional sensors as shown in Fig. 7.1 (a). Each

node has four sensors indexed by k “ 1, 2, 3, 4, corresponding to the northeast,

northwest, southwest and southeast sensor, respectively. It is assumed that upon

detection of the target, the nodes that detect it broadcast information about the

detected target to their neighbors. The broadcasting continues in stages. In the

first stage, the nodes report the detection by their own sensors. In the following

stages, they broadcast the new information they have about the detected target.

If there is no new information, they stop broadcasting.

In the all-node method case, the broadcasting continues in stages until all the

nodes have complete information about the detected target. We describe the first

scenario in more detail by way of an example. In Fig.7.1 (a), we depict a target

T1 that at time instant t was detected by sensors from node 8, 9, 14 and 15. In

particular, of node 8, the detecting sensor was k “ 1 (northeast), of node 9, it was

sensor k “ 2 (northwest), of node 14, it was k “ 4 (southeast), and of node 15, it

was k “ 3 (southwest). After detecting the target, node 8 sends its information to

its neighbors (nodes 2, 7, 9 and 14), node 9 sends it to its own neighbors and so on.

In the next stage, node 8 broadcasts to its neighbors the information that specific

sensors from node 9 and 14 also detected the target. Similarly, node 9 broadcasts

that sensors from nodes 8 and 15 detected the target, and so on. Thus, after two
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stages, node 8 knows that, besides its own northwest sensor, specific sensors from

node 9, 14 and 15 also detected the target. With the broadcasting being carried

on, all the nodes in the network will have the complete information about the

detecting sensors.

Once a node has all the information about the detecting sensors, it processes

the data using PF. Recall that with PF we represent the posterior density of the

unknown state of the target by a random measure χt composed of particles of the

states, x
pmq
t and associated weights to the particles, w

pmq
t , i.e., χt “ tx

pmq
t , w

pmq
t uMm“1.

The node can apply any of the PF schemes that are popular in the wide literature.

Here, we briefly describe the method we applied in our simulations (the standard

PF scheme) [77]. Suppose that at time instant t ´ 1, the node has the random

measure χt´1. While waiting for new information, the node propagates the state

according to

x
pmq
t „ ppxt|x

pmq
t´1q.

When the new information becomes available for processing, the particles x
pmq
t are

assigned weights. For the weight update, we have

w
pmq
t 9 w

pmq
t´1

ź

k,n

ppsk,n,t|l
pmq
1:J,tq

where l
pmq
1:J,t ” tl

pmq
1,t , l

pmq
2,t , ¨ ¨ ¨ , l

pmq
J,t u and sk,n,t P t0, 1u is the decision made by the

sensor for the binary case. For ppyk,n,t|x
pmq
t q, we use the models from [55]. In other

words, we can write for l
pmq
t P Rk,n,

p
´

sk,n,t “ 1|l
pmq
1:J,t

¯

“ Q

˜

γ ´ gk,npl
pmq
1:J,tq ´ µv

σv

¸
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and

p
´

sk,n,t “ 0|l
pmq
1:J,t

¯

“ 1´Q

˜

γ ´ gk,npl
pmq
1:J,tq ´ µv

σv

¸

where Qp¨q is the complementary distribution function of the standard Gaussian

distribution, γ is a threshold used for detection and gp¨q is given by (7.2). If

l
pmq
t R Rk,n, we have

p
´

sk,n,t “ 0|yk,n,t,x
pmq
t

¯

“ 1.

Note that each node can also use their own full RSS measurement. In this case,

the weight at node n0 is computed by

w
pmq
t 9w

pmq
t´1 ppyj,n0,t|l

pmq
t q

ź

k,nPD˚t

ppsk,n,t|l
pmq
t q (7.3)

where D˚t is the set of all sensors at time instant t except for sensor j at node n0,

and where

ppyj,n0,t|l
pmq
t q9 exp

¨

˚

˝

´

´

yj,n0,t ´ µv ´ gk,npl
pmq
t q

¯2

2σ2
v

˛

‹

‚

. (7.4)

Once the weights are computed, one can decide if a resampling is needed.

We can extend the analysis to sensors that use multiple thresholds [94]. The

difference lies in the computing of the likelihood function

p
´

sk,n,t “ i|l
pmq
1:J,t

¯

“ Q
´

θ
pmq
k,n,i

¯

´Q
´

θ
pmq
k,n,i`1

¯

,

where θ
pmq
k,n,i “ rl

pmq
1:J,t µv σv γi k ns

J, and where

Qpθ
pmq
k,n,iq “ Q

¨

˝

γi ´ gk,n

´

l
pmq
1:J,t

¯

´ µv

σv

˛

‚
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7.3.2 Tracking by nearby sensors

In the one-node method, the broadcasting is allowed in only a few stages. The

purpose of this is to save on the communication power. the processing node predicts

the next location of the target at each time step. If this location is still in the

proximity of the processing node (within its detection area), the node will remain

as a processing node. Otherwise, it will relinquish the processing. In that case,

the processing node transmits the predicted location of the target. We explain the

strategy by the same trajectory example shown in Fig. 7.1 (a). Suppose that at

time instant t ´ 1, it is node 8 that performs the tracking algorithm. This node

waits to receive information from other nodes that detected the target, which are

nodes 9, 14 and 15 in this example. These information all arrives at node 8 in

at most two stages of broadcasting. Node 8 processes the data and then predicts

that the target at the next time instant t will be in the sensing region of node 15,

16, 21 and 22. Thus, node 8 relinquishes processing and transmits the estimates

of the state of the target through some stages of broadcasting so that at least one

of the candidate nodes will get the estimations. One of the candidates (such as

with the lowest ID) who receive the information will take over the processing. One

recursion of this method was implemented in four steps as follows:

Step 1: The detecting nodes broadcast their own IDs to their neighbors. The

nodes that receive this information, rebroadcast it to their neighbors too.

Note that with these two broadcasts, the processing node has the IDs of all

the detecting nodes.

Step 2: The processing node runs the PF algorithm and obtains an estimate of

the state of the target.
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Step 3: The processing node propagates the particles and based on the weights

from the previous step and the propagated particles, predicts the target

location at the next sampling instant. If the next location is still in the

vicinity of the processing node, no change of processing nodes take place.

Otherwise, the processing node broadcasts the estimate of the projected

location of the target to its neighbors and the neighbors to their neighbors.

Then the node with the smallest ID in the proximity of the projected location

and that detects the target takes over the processing.

Step 4: The processing node, uses the estimated state values to generate particles

and proceeds with operation in the same way as the previous processing node.

The processing node applies the PF algorithm for tracking and obtain the

estimated states. This node predicts the next location of the target and decides

whether to continue to do the processing or to broadcast its estimates to the

neighbors. In the later case, when the neighboring nodes receive the estimates,

they know based on their IDs, which one of them will be the next processing node.

The new processing node generates particles from the prior ppxt|pxt´1q, where pxt´1

is the state estimate at the previous time instant. To prevent a possible loss of

target, the node may use a larger variance in the generation of xt given pxt´1 and

may draw larger number particles, or under a severe circumstance it may restart the

PF algorithm with the following initialization process: when one or more sensors

detect the target, particles are uniformly generated over the region of where the

target may be. This region is easily obtained based on the locations of the detecting

sensors and their directionality.
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When there is more than one target in the sensor field, the number of nodes

tasked with tracking will be a function of time, and theoretically, it can vary

between one and J . When all the targets are in close proximity to each other in

time and space, only one node may be employed for tracking, and by contrast,

when they are all separated, J different nodes will be tracking the targets. After

estimating the predicted locations of their targets at time instant t ´ 1, all of

these nodes broadcast the obtained estimates and ID numbers of the targets. The

neighboring nodes of the transmitting nodes receive this information, and based on

their own ID numbers and the predicted locations of the targets in their proximity

decide without ambiguity which nodes will do processing at time instant t.

7.4 Simulation results

We considered a network with N “ 36 sensors deployed on a square grid, where

the neighboring nodes were separated by d “ 40 m. We set some of the parameters

as follows: α “ 2.5, Ψ “ 5, 000, and d0 “ 1 m. The threshold was chosen so that

the sensor range was ρ “ 32 m (that is, ρ “ 0.8d). The state noise process had a

covariance matrix Cu “ diagt0.05, 0.01u, whereas the measurement noises had a

mean µv “ 1 and a variance σ2
v “ 0.01. The sampling interval was Ts “ 1 s.

We also applied the same algorithm to a network with N “ 25 and N “ 100

nodes in order to verify the advantages of the one-node method regarding the

communication cost.

We performed the tracking algorithms for each case for K “ 50 different runs

and used M “ 500 particles for one target tracking and M “ 1000 particles for

the case of two targets.

To evaluate the performance of the tracking algorithms, we computed the
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RMSE of the position of the target as a function of time. In addition, we proposed

a new measure of accuracy besides RMSE: effective radius εt. It is defined for each

time step t as

pp||lpmq ´ l|| ă εtq “ Pt, (7.5)

and represents that the probability of the estimated location deviating from the

true location with a value less than εt is Pt. In the PF case with a set of weights,

we can write equation 7.5 as

M
ÿ

m“1

wpmq ¨ Ip||lpmq ´ l|| ă εtq “ Pt, (7.6)

where I is an indicator function given by

I “

"

1, if ||lpmq ´ l|| ă εt
0, otherwise

(7.7)

For each t, we get a different radius εt when fixing Pt and we call it effective radius.

In our simulation we set Pt to a constant value 95%. The simulation results show

that the effective radius evaluates the performance well.

Figure 7.2 compares the performance (RMSEs and effective radius) of tracking

with omni-directional and directional sensors. The result shows that the

performance is improved due to the directional sensors.

Figure 7.3 compares the performance of the all-node and one-node methods. We

also compared the communication costs of all-node and one-node methods when

they are implemented on the two networks with 25 nodes and 100 nodes with the

same density. Note that the tracking performances in these networks were basically

the same because the performance doesn’t depend on the size of the network when

we assume error free communication and no latency. The comparison is given
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Figure 7.2: RMSE and effective radius of position of the all-node method (ANM)
as a function of time for omnidirectional and directional sensors.

Average of total number of transferred bits
Method BSN1 BSN2 DBSN1 DBSN2
ANM 27586 120589 38621 168834
ONM 15351 21302 18995 25975

Table 7.1: Average of total number of transferred bits for the (all-node method)
ANM and (one-node method) ONM with binary sensor network (BSN) and
Directional binary sensor network (DBSN). Here BSN1/DBSN1 indicates a network
with 25 nodes, and BSN2/DBSN2 a network with 100 nodes.

in Table 7.1, where we listed the average of total number of transferred bits for

the two methods. It can be seen that the all-node method does not scale well.

Its average of total number of transferred bits increased by about 4.3 times when

the number of nodes is 100 instead of 25. The one-node method had a factor of

increase of about only 1.3 when we moved from a network of 25 to a network of 100

nodes. The increase of communication cost of the all-node method when N “ 100
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is due to the larger network size and the need for longer ID numbers of the nodes,

whereas one-node method increases its communication cost because of the longer

ID numbers.

The sensor range ρ affects the network coverage and the tracking performance.

In the previous section, we defined the optimal range of the sensors and found its

value numerically. In Fig. 7.4 we show the performance of the all-node method for

the following sensor ranges: ρ “ 0.5d, , ρ “ 0.75d, ρ “ 0.8d and ρ “ d. The results

verify the analysis of the sensor range in the previous section in which ρ “ 0.8d

obtains the best performance. Note that when ρ “ 0.5d, the sensors cannot cover

the whole region, and in the BSN case they fail to track the target. However with

the directional sensors, the performance is not bad because the directional sectors

reduce the uncertainty greatly.
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Figure 7.3: RMSE performance of the (all-node method) ANM and (one-node
method) ONM with omnidirectional and directional sensors.
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We analyzed the effect of the sectors for the directional sensors. The result is

shown in Fig. 7.5. The overlapped sectors performs better than the non-overlapped

sectors.

We also did experiments with two targets. The parameters of the model were

selected in a way to allow for having the targets in time-space be in proximity
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Figure 7.4: Performance evaluation of one target tracking with different sensor
ranges as a function of time.
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Figure 7.5: RMSE and effective error radius of position for directional sensors
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to each other. Figure 7.6 shows the performance for tracking two targets with

different methods. We can see that the performance with one-node method is

almost as good as that with all-node method.

7.5 Discussion

In the above presentation of the methods, we made strong assumptions about the

propagation of the information in the networks before the data were processed.

We assumed that the data would arrive on time for processing. In principle, this

requirement does not have to be satisfied. If the propagated information in the

network contains, besides the IDs of the sensors that detected the target, the time

stamp when the target was detected, the nodes can carry on with the processing

in the usual way (albeit with some delay).

We proposed these methods to allow for reducing the power for communication

that is needed when the sensor network has a fusion center that processes the

data. Here the rare communications of the sensors to the distant central unit are

substituted with frequent but much less power-demanding communications with

neighbors. Therefore, the method is can be readily applied to the novel system

introduced in Chapter 6 which is composed of only tags with capability of tag-to-

tag communication. However, due to the limited source on the tags, only simple

algorithms can be applied such as the ones investigated in Chapter 6.

7.6 Summary

In this chapter we addressed non-centralized target tracking in networks of

directional sensors. We proposed two methods, one where all the nodes do tracking

at all times and another, where only one node performs tracking at a time. The
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cooperation among the nodes is based on broadcasting information about the nodes

that have detected the targets. The nodes perform tracking by using particle

filtering. Extensive computer experiments were conducted where comparisons were

made not only between the two methods but also with the performance in networks

with omnidirectional sensors. The effects of the sensor ranges on the performance

of the algorithms are also investigated. The results show that the performance of

the method based on one processing node, while saving in communication of about

50%, is approximately the same as that of the method where all the nodes process

the data.
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8

Conclusions and Future Work

8.1 Conclusions

In this dissertation, we have addressed the problem of indoor localization and

tracking using only binary information. We have introduced the basics of the

indoor localization and tracking techniques and challenges, as well as its application

prospects in the construction of IoT. We have also presented an overview of indoor

positioning techniques using binary information, which indicates whether a device

is present or absent within a predefined area.

We have presented indoor tracking problems using aggregated binary readings

with UHF RFID systems within a Bayesian framework. A general probabilistic

model of the aggregated binary readings is proposed, in which an accumulation

of binary detections is used for tracking. The probability of detection of a tag is

modeled as a random variable with a Beta distribution and it is a function of both

the distance and the angle between the reader and the tag. The Beta distribution

is a conjugate prior of the Binomial distribution and hence the mathematical
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tractability is allowed for. The model also accounts for the possibility of a tag

being in a dead-zone. We propose the use of a particle filtering algorithm for

tracking that operates on asynchronous data.

We have further studied the problem of tracking using asynchronous binary

readings, where the modeling of the observation is a special case of the aggregated

binary readings where the number of accumulation is one. We have also considered

tracking with the layout information and with a novel device called sense-a-tag

(ST). The sense-a-tags can passively detect and decode backscatter signals from

tags in its proximity and hence improve the positioning accuracy with these extra

binary information, especially in areas with intersections and at portals. We have

proposed a multi-hypothesis particle filtering method to deal with the tracking

problem with intersections.

We have also proposed a novel system containing no RFID readers. This system

is composed of low-cost “smart” tags with capability of tag-to-tag communication.

These tags can broadcast information to neighboring tags by backscattering and

they harvest energy from a continuous wave generated by an external exciter.

These tiny and low-cost devices will play a pivotal role in the infrastructure of

the IoT. A real-time self-locating problem is formulated in this reader-free system.

And we have investigated the performance and computational complexity of several

algorithms with low computational complexity, including the simplest association,

the kalman filtering (for which a linear observation model is proposed), the particle

filtering with the nonlinear observation model for the probability of detection of

a tag, and the Rao-Blackwellised particle filtering algorithm which reduced the

computational complexity by analytically marginalising the linear part of the state-

space function. These algorithms preserve high accuracy in their performance.
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Furthermore, we have presented a non-centralized tracking problem in a

network of directional binary sensors, where each sensor node implements the

algorithm based on its own measurement or measurements received from other

nodes. We have proposed two methods where a target is being tracked by all the

nodes or by only one of them at a time. The results of the tracking performance and

the communication overhead have been presented. The decentralized techniques

use in-network processing and neighbor-to-neighbor communications. And they

can achieve low energy consumption, high robustness to node failure, and

scalability. We have also discussed the extension of the methods with the non-

centralized processing into the novel reader-free RFID system. In fact, the

wide literature on distributed localization and tracking with sensor networks can

also be extended to any system composed of “smart” devices with capability of

computation and device-to-device communication.

8.2 Future work

It is expected that an explosion of advances of indoor positioning using binary

information will be seen in the near future and the research will be promoted by

the development of new technologies as well as the introduction of new applications.

We now highlight some of the directions in future work.

• Distributed localization and tracking : The vision of IoT aims at connecting

anything at anywhere from anytime. The scale of the IoT network will

be huge and the connectivity will be rather dynamic. It is non-robust

and unpractical to rely on a particular central unit for the localization

and tracking purpose. Instead, algorithms that can be implemented in a
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distributed way will be required. The literature on distributed localization

and tracking can be applied to the systems with the “smart” tags which are

capable of device-to-device communication. Methods in the signal processing

society such as the consensus, the gossiping and algorithms for diffusion of

knowledge can be implemented and investigated in the real-world platform.

However, since the devices in IoT are becoming more and more simple,

the energy/power requirement for the devices, the available memory and

computational capability are becoming less and less, only limited information

such as a binary detection can be available. The distributed methods using

only binary information while still exhibit high accuracy is still challenging.

• Anchor uncertainty : Most of the existing techniques are based on using

location information provided by a set of reference nodes which are aware of

their exact locations, which is often not the truth in the real world. Therefore,

localization and tracking methods must be able to deal with the location

uncertainty of the reference nodes.

• Data filtering and data fusing : Due to the utilization of multiple mediums

and different technologies, data fusing will be one major challenge. On the

other hand, data filtering will be necessary due to the large number of objects

involved and great volume of data to assist in the indoor localization and

tracking. It is absolutely crucial to filter the raw data and extract valuable

information in a timely fashion.

• Interaction analysis : The IoT vision includes the interaction between any two

“things” and hence the interaction analysis between things and people will

be of critical importance. In interaction analysis we focus on the detection
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of proximity among objects instead of the actual locations of them.

• Deployment analysis : The localization and tracking accuracy is greatly

affected by the deployment of the devices. The deployment issues include the

density of the network, the sensing range of each device (if it is controllable),

the deployment patterns and the coverage of the field of interest.
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