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Abstract of the Dissertation

Development of a single photon detector for fluoreent spectrometry.
by
Dmytro Gudkov
Doctor of Philosophy
in
Electrical Engineering
Stony Brook University

2013

| present a novel multichannel single photon detdeased on PMT sensor (32-channel
Hamamatsu H7260-20) with unique linearity rangedjoplications in life sciences.

My extensive study of pulse characteristics of RIMT sensor showed that maximum
linearity range obtained with 32-channel PMT conid exceed 10counts/sec due to distortions
of photon pulses at high input optical power.

Due to a novel, highly advanced analog/digitalwiry operating in GHz range, the
developed 32-channel detector has a unique perfareniét supports detection of up tc®10
photons/sec per channel, data acquisition rate & a0 frames/sec, data transfer via Ethernet
and data recording speed up to 32MB/sec.

Utilizing outstanding performance characteristitthe detector it was made possible to
develop a unique single photon spectrometer. Haaimgxtremely broad linearity range and
high data acquisition speed, the spectrometer &éas successfully used for the detection of
fluorescent radiation from both single quantum d@B) and micro-beads with embedded
guantum dots of different colors. Our experimer@sdnstrated the ability of the spectrometer to
detect up to 10000 micro-particles per secondtf@beads with embedded quantum dots of 6
different colors we were able to distinguish uL@ different color combinations (QD

fluorescence in spectral range between 490nm a@n7))



Currently, in the field of the molecular biologyetie is a wide variety of techniques and
assays based on color labeled micro- and nancejestiThe unique detection performance of
our single photon sensor suggests its successfuhuaultiple applications such as life sciences,
molecular diagnostics, personalized medicine ahdrst
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CHAPTER 1

TEORY OF QUANTUM PARTICLES DETECTION IN
FLUORESCENCE SPECTROMETRY

1.1 Technology overview.

Over the years fluorescence spectrometry had becmmeeof the primary methods of
analysis in biochemistry and biophysics. Its highstivity and relative ease of use comparing to
radioactive tracers method have brought it a witksgp attention and appreciation in many life
sciences applications.

Many different technologies have been developedetect weak fluorescent signals while
techniques relying on putting special fluorescerdrkars on microparticles carrying test
substances have become more and more popular frelth@f molecular diagnostics because of

their simplicity, high sensitivity and specificitgnd economic performance.

Recently a number of technologies have been desdldpr optical “bar coding” of
micro objects (beads, cells, etc.) with nano pkdic This includes the use of segmented
nanorods [1], rare-earth doped glass [2], fluonesedica colloids [3], photobleached patterns

[4], enhanced Raman nanoparticles [5] and semiadndgquantum dots (QD) [6].

While each of the above technologies has its adgmst and limitations, luminescent
QDs exhibit nearly ideal properties for optical lgading. Indeed, QDs’ fluorescence emission
wavelengths can be tuned continuously by chandiagD size, and a single short-wavelength
excitation source can be simultaneously used faritiag multiple colors. High-quality
semiconductor-based QDs have relatively narrowsymametrical emission spectra and are also
stable against photobleaching [7]. In principletha present state of technology combinations of
multiple QD colors and intensities can be usedrtoode billions of micro objects. However,



practical solution for fast detection and decoduwfgbillions of distinct color codes is an

engineering challenge.

In this dissertation | will describe a novel instrent - single photon spectrometer —
which allows an extremely fast, highly sensitivel atcurate detection and recognition of QD-
barcoded objects. We shall also present a methadhwénables an accurate separation of
fluorescent signals emitted by individual composeoit the QD mixes. The linearity dynamic
range of the detector’s channels exceedsph@tocounts per second and can be enhanced by a
factor of 10 with the proposed signal processigg@ihms.

1.2 Encoded multicolor particles detection.

Multiplex technologies which allow multiple disceesissays to be performed simultaneously
within the same microvolume sample are promisirastan the field of molecular biology and
medicine. Multiplex assays typically include scriegnchemical libraries for compounds of
interest and screening for particular target mdessusuch as antigens, antibodies, nucleotides
and peptides, in test samples. The thousands ofidodl reactions that are required for these

purposes are preferably carried out all at the same

One of the most important challenges in developmodfiplex assays is the necessity to track
each reaction. There are two main approached thidolIn the first approach, each reaction is
physically separated — as it is done in ‘high-dgn€)NA arrays or microchips. In the second
strategy, the reactions are carried out on indafidmicrocarriers — each carrier having a
particular molecule bound to its surface. In thistfapproach, the identification of the molecule
that is analyzed is determined by the exact lonatin the microarray. The second approach
requires each of the microcarriers to be labelealltav the identification of molecules bound to
their surface. This method allows uniquely enconecrocarriers to be mixed and subjected to

an assay simultaneously.

Currently, there are four major groups of methosisdufor encoding microcarriers: optical,

electronic, graphical and physical encoding. Thethmportant characteristics for any encoding

2



method include the number of microcarriers that d¢@n uniquely encoded, size of the
microcarrier, and the ability to rapidly and autaitelly encode and decode the microcarriers.
These parameters, in conjunction with the costhef techniques, determine which encoding
strategy will be broadly used for commercial apgiens.

The electronic encoding methods are based on thefusadio frequency memory tags. An
encoded microcarrier comprises a microelectronip gfith an embedded non-volatile unique
digital code. When the microcarrier passes a detectone, the microchip gets activated
(electronically or optically) and transmits its Edde as an RF signal. Typical 40-bit code can
provide ~16% unique ID combinations. Major disadvantage of #lectronic encoding is

relatively large size of microcarriers ranging fromilimeters to hundred microns.

The graphical encoding [1] is based on storing rmiation by spatial modulation of a
material of the microcarrier or its properties. Amgomany graphical encoding techniques, the
most promising are graphical-encoded metal pastickhe metal cylindrical rods consist of
adjacent (submicron) stripes of alternating metdlee minimal useful stripe length is
determined by the optical detection resolution, enestimated to be ~500 nm. The diameter of
the rods is between 15 nm and 12 mm, and the dvengjth of the particles will be between 1
and 50 mm. The number of uniquely encoded rodgtigally unlimited, since many parameters
can be varied. The detection can be automatedrnirggthe particles through a cytometer-like
system. However, all particles produced in the spmeeess will have identical codes because
they were created by the same electrochemical tedusteps (~30min per step). So, to create

one million different codes, the process must lpeaged one million times.

In optical encoding method, microcarriers can Hentified by their absorption or

emission spectra as well as by the fluorescencaydéeue.

In one of the most developed color encoding styatéige optical codes are created by
incorporating distinct proportions of different dkescent dyes. The ideal dyes should have both
coinciding excitation spectra and clearly separaeission bands. Nevertheless, even with the
relatively limited degree of multiplexing, the testue has proved to be of great use in many
applications, including genotyping, measuring cytekcadmium and thyroid levels, cystic-



fibrosis screening, genetic human lymphocyte anti@¢LA) typing, kinase testing and allergy

testing.

Many of the problems related to organic dyes argelg overcome by using fluorescent
semiconductor quantum dots (QD) [7]. Conventiong dholecules have a narrow excitation
spectrum, which makes simultaneous excitation d&femint dyes difficult, and their broad
emission spectrum with a long tail at red wavelbagntroduces spectral crosstalk between
different detection channels. This makes quantificaof the relative amounts of different dyes
difficult. By contrast, semiconductor QDs have antawuous excitation spectrum, and an
emission spectrum that can be continuously tunedhiayging the particle size. Their emission
spectrum is very narrow (typically 20-30 nm). Thiere, many sizes of QDs can be excited
simultaneously with only one wavelength of lighgsulting in many emission colors with
minimal spectral overlap. Moreover, the quantumsdate more photochemically stable in

comparison to conventional fluorophores [7].

However, until recently, brightness and uniformity encoding signals did not allow
identification of microcarriers at high speeds &igh accuracies. The breakthrough in this field
was made with an advent of a new generation of pwsas polystyrene beads encoded with
surfactant-coated (hydrophobic) quantum dots Pespdry a multiple-stage polymerization
process, this class of porous beads is highly umifa size and contains an extensive network of
nanometer-sized pores. These “mesoscopic” poresv atpid uptake and immobilization of
guantum dots through strong hydrophobic interastibetween the pore walls and the QD
capping ligands (tri-n-octylphosphine oxide, TORB)]) These beads may contain up to several
million quantum dots and produce very bright fllemence (2x104 photons per mW per second

per 1 quantum dot).

We would like to emphasize that although at thesgmé state of QD technology billions of
distinct color codes can be realiz&€dQD types at 10 intensity gradations would yield 10° color
codes), commercially available sets of beads now contaeximum up to hundred distinct
codes. Several reasons limit the number of coddsdimg spectral overlapping, fluorescence-

intensity variations and signal-to-noise requiretaen



In conclusion, in terms of the number of codes, ginaphical and electronic encoding
strategies are the most promising. Optical encoditmgtegies, on the other hand, have the
advantage of being easier to fabricate, encodedandde microcarriers, since only the overall
optical properties of the particles need to beatete

1.3 Processing of fluorescence spectra.

The main task of the signal processing is the detetion of concentrations of individual
fluorescent dyes in dye mixtures composechalyes having distinct and known fluorescent
spectra. The concentrations of individual dyesh&mixture can be found by a decomposition of
the fluorescence measured hh independent channels of the spectrometer, provithed

spectrometer produces linear response to the ddtéabrescence.

Let us assume that the number of the analyzedeffoent dyes < N (e.g.n=4 for DNA
sequencing). Let wus introduce the system matrid ., =(b.h,,...h;) where
h,=(h, ... hy)", (I<i<n) are N-component vectors representing spectra efflttorescent

dyes in the analyzed dye mixture. In order to abtaisystem matri¥d one has to perform the
system calibration and measure in advance speespbnses of individual fluorescent dyegdf

r=(r, ... ry)" is the measured fluorescent spectrum of the dyeungixands=(s,s,,....s,) is
a vector of component weights representing conagotrs of individual fluorescent dyes, than

in the presence of noise=(w, ... o, )T the measured spectrum

r=Hs+o. (1)

The optimal solutions of the Eqg. (1) depends on the assumption regardieg

distribution properties of the noise componeis Simplified assumption aboud being



independent identically distributed normal randonalues vyields well known and

computationally efficient minimum variance unbiasedution for estimat&:
~ -1
$=(H™H) Hr. (2
In photon counting, individual rate observationshave Poisson distribution with equal mean

and variance. For higher photocount rates (ovecdats per observation period), the observed

rates are well approximated by superposition afetmean rate; and Gaussian noise®, with
variance depending on the mean rate:

h=T+w, oUN(0f(F)).
Thus, more precise solution can be obtained bynaisgsuthe components, independent non-

identically distributed normal random variableseTgeneral solution for Eq.(1):
§=(H'C*H) 'H'Cr, (3
whereC is the covariance matrix of componemis Due to independence of the matrixC is

diagonal:

C= ) . (4)
0 o7
where o’ is the variance oty . In practice, mean ra is unknown and observed rateis

used for the computation of the variance:

ror.
Varianceso” are estimated for each measurement. The fundimtré¢latess? andr, is
specific for each preprocessing method used tdrolstaFor example, ifr, are obtained directly
by counting of photons during a sampling perioénth” =r. . If backgroundy is subtracted

from the result of the counting observation, theh=r. +b . If r, is obtained by averaging



counting observation ovée sampling periods, thea? =r, /k . The estimator (3) is more

accurate, but requires more computational resouhegsthe estimator (2).

The approach described above allows constructiothefprocedure, which performs
background subtraction at the stage of cross-tatioval. This is achieved by creating additional
spectrum (column in matri¥l ) that represents the background. The estimatgran@ (3) with

new matrixH will separate the background from the other spécomponents.

Detailed description of the technique and applazatesults can be found in [10].

1.4. Single photon detectors for laser-induced fluescence.

Fluorescence represents a very low light, of aflemtowatts intensity. But, at the same
time laser excitation power lies in range of militv& huge dynamic range detector would be

required to cover all possible fluorescence levels.

The power of one picowatt is equal to a photon fifix-10° photons per second. So if the
response time of the photon detector to each inegmhoton is much less than 1€econd, the
detector will see the photon flux as discrete pkesi. Responding to each single photon, the
detector gives an output pulse with amplitude theggiends on the internal gain of the detector.
Main characteristic of a photon detector is itsaigto noise ratio as depending on it a photon
event is created. As we can't affect signal intgngjetting the least noisy detection system is an
ultimate goal. Absolute minimum noise of photonedéibn systems is defined by the Poisson
fluctuation due to the stochastic process of avdammultiplication. Single photon detectors are
approaching this lower limit.

There’re a number of key criteria a single photoarting detector should satisfy:
- Lowest possible dark count noise.

- Fast response time, to be able to recover aftaregsing one photon event for the next

one.



- Large linear dynamic range, to be able to registents of different light magnitude

while having a predictable response.

- Spectral range covering large part of 400-1000natesevhich is typical wavelengths of

signals in microbiology applications.

- High sensitivity to the photon events, typicallyvgoned by quantum efficiency of the

detector.
- Large active area, to overcome coupling losses.

- Multiple parallel channels to be able to registefffedent events happening
simultaneously or to provide high spectral resohlutiin case of multichannel

spectrometer.

The subject of this dissertation is to describe Pb4$Sed single photon
spectrometer having exceptional performance chetiatits majorly in counting rate

and dynamic range.

1.5 Brief comparison of single photon detectors.

Widely available single photon detectors includeTRMSPADs and SiPM. While SiPMs
are gaining popularity in recent years as a vegaphand potentially efficient photon detectors
their relative small detection area and complicaiwith high dark noise still allow PMT to stay
as the most widely used and versatile detectogidgdrom the Table 1.1 drawbacks of PMTs
in comparison to other types of detectors are bighply voltage and low photodetection
efficiency, though large photosensitive area, consrakavailability of multichannel PMTs and
novel approach leading to ~100Mil max count raspnted in this dissertation allow them to be

a detector of choice for many fluorescence detecmproaches.



Performance parameter PMT SPAD SiPM

Spectral response range 200~900 200~1000 nm 300 ~1000 nm
Photosensitive diameter large 0.1~0.5mm 0.1~3mm

Gain 10° 10 10¢°

Power supply ~KV ~200V ~50V

Price ~$200 ~$1000 ~$10

Dynamic range ~10M ~10M 10~100M
Temperature coefficient _ 0.7v/°C 0.05v/°C
Processing technology Vacuum tube Dedicated Standard CMOS
PDE 5~20% 20~70% 20~70%

Gain varies with magnetic field yes no no

Table 1.1 Comparisons: PMT, SPAD, and SiPM

1.6 Formulation of system requirements.

Our beads coloring strategy requires the ability digtinguish millions of color

combinations. Problem with detecting color comhborafrom micro-beads is that the beads are

moving very fast (1-2m/s) and they emit very lowoamt of light.

Our solution is to develop a single photon detectioth broad linearity range, fast frame

rate and high data recording rate.

For a beads detection system our ultimate goal itetiver up to 1bobjects/s which have to

be recognized with 1%-10% accuracy. In order taabke to do that we need to collect about

10000 photons per dye. Since in our spectrometbfeaspectra occupy ~ 5-6 photocathodes of

PMT, our total requirements for the system goesoupaving ~16 counts per second total. This

requirement is the basis on which all the furthescussed development of single photon

spectrometer is based.



CHAPTER 2

DEVELOPMENT OF SINGLE CHANNEL PHOTON
COUNTER

2.1 Description.

Single channel counter was the first step on the ta&2-channel high speed counter we
had in mind from the start. The idea behind sirdlannel counter was to develop the counter
being able to reliably count PMT pulses from temgh{ above noise floor of the PMT) up to 100
million counts per second. Upper bound was limligd-1ns PMT pulse width and best possible
switch rates of the necessary circuitry. As PMTspalas well as photon flux incident on PMT
window obeyed Poisson distribution as the numbepuwées increase more and more pulses
would overlap and merge with each other reducirg d@mount of registered photon events.
Simple analysis would give us ~60% probability afving 2 or more pulses in 2ns interval at
1Ghz photon rate thus making photon counting ngliegble there. At 100MHz on the other
hand this probability gets reduced to only 1.7%ifnial photon flux. This way in the ideal case
when amplifying and discriminating circuits woulddato noise and pulse spread to this figure,

reliable counting at 100MHz would be easily possibl

According to the numbers above the faster andrlessy components we would use the
closer we would be to 100 million count goal. Haythat in mind we ended up with Infineon
technologies 20-db BGA427 amplifiers and Analog ibes ADCMP553 LVPECL comparators

for pre-amplification and discrimination circuitssipectively.

PMT Pre- PECL PECL
amplifier »  comparator »  Counter

A 4

Figure 2.1 Single channel block diagram.
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We can divide our processing circuit into 3 majandtional blocks:

Pre-amplifier circuit;
Comparator;

Pulse counter.
Over the course of development of single channahta and, especially, the much more

advanced 32-channel counter the exact types of onamis used in each of those blocks did
changed fitting to the requirements of the deving,the very functional structure remained the
same. Pre-amplifier circuit's purpose is to inceedise magnitude of comparably weak PMT
pulses to the triggering levels of the subsequentparator. The exact amplification provided by
this circuit has to be as low as possible to kéeppulses shape close to the original one and, at

the same time, to be high enough to suit the inpguirements of the subsequent comparator.

Comparator is used as a selective device to regisises above a certain height and to cut

off most of the PMT noise. This goal could be agbtby changing its threshold to the desired

value.

Pulse counter has to be able to register and calinthe pulses coming from the

comparator and output the counted numbers into PC.

:
B
2
:

Figure 2.2 Top view on the counter board.
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In the following chapters we will go into much modetailed description of each

functional blocks of the single channel counteridev

2.2 Materials and methods.

2.2.1 Amplifier.

ADVANCED
CIRCUIT, LIC

Figure 2.3 Amplification circuit scheme.

Magnitude of pulses produced by any PMT is govelmeds internal gain, but even for the
highest gain PMTs available on the market it licthim ~2-3x16 which corresponds to 10-
50mV voltage pulses on 50o0hm load. Pulses of tregmtude couldn’t be feed directly into the

digital circuits, thus they had to be pre-amplifiedthe necessary levels for the comparator to

reliably trigger.

Since PMT produces current pulses as a resultwfipte multiplication stages at the

dynodes with some coefficient at each dynode awgeticoefficients can vary depending on

12



many factors, pulses corresponding to differenttgh® can have different magnitude. This fact
along with finite tolerance of comparator threshigldds to the necessity of pre-amplification of
the pulses into single volts range. On the otherdhéthe amplification ratio is too high, the
largest pulses will get into saturation region feé amplifiers or will get out of higher bound of
comparator input range — in both cases that wadl¢éo broadening of the pulses and, thus,

decreasing the maximum count rates which direahtradicts our goal.

That's why we tried different amplification schesniea order to find the optimal one. We
started with 2-amplifiers circuit having 2 identiddGA 427 amplifiers (U57 and U58) in
cascade, resulting in ~40db total amplificatiorg(ffe 2.3). Since each of the amplifier inverted
the polarity of the pulse, the amplified pulsesg/sthnegative. The amplified signal went to the
ADCMP553 LVPECL comparator (U59). The referencetagé can be adjusted using
potentiometer R9 from 0 to 3.3 volts. When the tiggaamplified signal pulse goes to the

comparator, it generates PECL-level output pulseclivgoes to the counters.

The further experiments have shown that 2 stagensehwas redundant and, moreover, led
to spreading of output pulses width due to the 2madje amplifier was reaching its saturation
region too often. That was an unfavorable resuitu® since we strived to introduce as little

distortion of the PMT pulse as possible.

Next we went through the idea of putting an adjistaattenuator to the amplifier input
(which ended up as too complicated and unnecessal)finally after a sequence of test we
gave up of the 2-stage scheme in favor of singlpliier one.

Accordingly for 1-stage amplifier we got rid of @amplifier and C35 capacitor. The
resulting scheme provided 20dB amplification andrded polarity of the pulse only once. After
the amplifier the positive pulse going to the comapar, whose reference voltage needs to be set
from 1.2V (middle point of the amplifier) up to tlaenplified pulse height. According to our tests
the threshold voltage had to be chosen as clo#getpulse bottom as possible at the same time

having it above the noise level. Values around 1380vere found satisfying.

Less amplification in this implementation couldtgtially lead to losing some very

small pulses in the noise floor, but their numbweese found to be negligible.
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2.2.2 Comparator.

O G QUTPUT

|ADCMP351
ADCMP352/

ADCMP353
ey S—3- ——0 TOUTPUT

LATCH ENABLE @ Y LATCH EMABLE
INPUT INPUT

*ADCMPSS2 DHNLY

T

Figure 2.4 Comparator pin-out.

The choice of the comparator was one of the mopbrtant things to affect the whole

performance of the device.
There have been 2 major requirements:
- highest possible switching rate;
- high noise protection.

Both requirements obviously served only one purpdsealter the pulses characteristics
as low as possible. That was the reason of choosVHECL logic. It provided us with
exceptionally low rise and fall times (~500ps bo#imd very good RF noise reduction, due to
differential outputs mode. Any transmission linerrgeng GHz signal for even a couple
centimeters length encounter a lot of induced nower the air, that's why PCB layout and

choice of transmission ways had to be done vergfahy.

Choice of low voltage PECL logic was quite jugtfiby trying to overcome an intrinsic

drawback of PECL-family to have high power consuompt
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2.2.3 Counter.

High Speed counter contains:

- Two identical counting circuit, each containingtaree-byte PECL counter, 3PECL
to TTL 3-state buffer and 3AND gates

- Synchronization circuit, containing a fixed valuit Sync-byte, Sync-blocks two-byte
counter, 3 3-state buffersand 3AND gates.

- Control circuit, containing &rystal oscillator, 14-stage binary ripple counter,
Switches, Bytes Counter, Blocks counte2 AND gates 1 NOT gate, flip-flop FF, and 4TTL

to PECL converter.
- LPT output control circuit, containin§ime Delay unit, OR gatesandflip-flop FF.

High Speed Amplifier pulses simultaneously get to the input8dfyte PECL counter
#1 and#2.One of these counters is always in counting matide the other one is on hold and
its accumulated data is being transferred byte bftee to the LPT port through tfRRECL to
TTL 3-state buffer, corresponding to the byte numb&hree-byte PECL counter #1land#2
states are determined by tt@ntrol circuit signals converted by the correspondifiid. to

PECL converters.

TTL to PECL converter #2 output signal sets and holds THeee-byte PECL counter
#1 into the hold mode, and tAdree-byte PECL counter #2 - into the counting mode.

TTL to PECL converter #3 output signal sets and holds Teee-byte PECL counter #2into
the hold mode and d@hree-byte PECL counter #1 - into the counting mode.

Converter #1 and #3output signals reset the correspondiigee-byte PECL counter after its

data has been transferred to the LPT port.
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rte #1

I

I14-stage binary
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(2 to 16 384)

'fI .......

T
q. sanman
switches

CLK
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Jd-state buffer]
re #2

3_state buffer]
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i

Figure 2.5 Counter block diagram.

After each 102 transmitted bytes there go the 8laybytes from theynchronization
circuit. 1% byte has the fixed value of 00010001 afitiéhd 3 bytes are the current state of the
Sync-blocks two-byte counter The synchro-bytes go the system output through th
correspondin@-state buffers.

Crystal oscillator generates the 2 MHz clock pulses which go tolthastage binary
ripple counter. The counter has 14 output pins. Each pin outing€lock pulses with the
initial frequency divided by a coefficient from @ 16386.Switchesare used to choose the pin
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and therefore the clock frequency for the wholewtir Switchescan set the transmission speed
of the data to the LPT port from 122 to 1 00000tebyer second.

The clock pulses get thytes Counter. After receiving each clock pulse tBgtes
Counter sequentially generates the signal on its 3 outfitash signal allows the transmission
of the corresponding data byte. Each of these Egjwes to the bottounting circuits and, via

the corresponding AND gate — to thachronization circuit.

The high on the @ output resets the counter. It also goes tdBlloeks counter, which
counts the number of the transmitted 3-byte wofdisen the transmission of the 102th data byte
ends (34-th 3-byte wordlocks countergenerates the signal for the"™&ord. This signal
allows #3AND gatesto transmit the signals for putting the synchrotiaacircuit’s data to the
LPT output. At the same time this signal (for ti&' 3-byte word) blocks the output of the

counting circuits.

Blocks counteroutput signal, corresponding to thé"3byte word, resets the counter
and clocks th&ync-blocks two-byte counterwhich counts the number of 105 byte sequences

and resets at a value of 65536.

Flip-flop FF#1 triggers by every®ibyte pulse of thBytes Counter. Its signals
alternately pufThree-byte PECL counter #1 and #2nto count or hold modes, enable/disable
the output of the counters and allows/block thegmaission of the reset pulse to the counters via
AND #1-4andAND #1-4 gates.

2.2.4 Software.

In order to be able to store and present the aclatetl data in PC we developed a
software package strictly dedicated to this purpdiseonsists of recording software, real-time

visualization package and offline visualization lesge.
17



For single channel counter we use LPT port to fearthe data into PC. Despite being a
legacy port LPT allowed us to have the integratiendow as low as 1ms, which provided

decent time resolution for optical counts.

_ i fo ]

Figure 2.6 Intensity software window.

On the Figure 2.6 there’s a screenshot of our risity’ software. It was designed to
provide a view of all the PMT channel at the saimeet It is very useful to get picture of the
current light conditions of the PMT and is extee$yv used for fine-tuning comparators’
thresholds for all the channels.
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Figure 2.7 Monitor software main window.

The Figure 2.7 shows us ‘Monitor’ software window whiderves the purpose of
recording data from LPT and forming the output dd& It is also suited to provide real-time
single channel monitoring, as it can be seen ost¢heenshot.

Figure 2.8 Base software main window.
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And finally on Figure 2.8 we can see ‘Base’ softvarindow which is used for offline

analysis and processing of the recorded data files.

2.2.5 Optical system.

O

Monochromator Filters PMT

z —

Figure 2.9 Optical system setup.

For our experiments we designed an optical systém2ymajor capabilities:

- Light intensity is uniform and easily adjustablelve range from full darkness up to higher count
limits of the system.

- Light spot hitting the PMT has to be as focused eonfined as possible to be able to illuminate
only 1 channel of the PMT.

First property was achieved by using The Optomet@coup MLM-2 monochromator which
has an adjustable wavelength of the emitted lighinf400nm up to 800nm. With this type of
monochromator light can be easily attenuated bynsmed a set of neutral filters. In our case -
50D filter was almost equivalent to darkness caad# on the PMT. So using -4, -3, -2, -1 and -

0.3 OD and 0 OD for no filters settings we manaigethke most of our linearity curves.

Second property implementation involved a 200mKkrerficonnecting SMA connector on the

monochromator and a custom-made PMT header attaclited PMT front part.
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Figure 2.10 PMT header before attaching to the PMTront.

The header was designed to be able to slide ale®MT front, thus directing the light on
any PMT channel.

Figure 2.11 PMT header back side.

A GRIN lense was incorporated into the header taltde to focus the light onto the channel
even more, thus reducing optical crosstalk by &aeable margin.
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CHAPTER 3

RESULTS DISCUSSION

3.1 PMT pulses.

Since PMT pulses width is ~1ns we had to use a bagidwidth oscilloscope to be able to
capture the pulses shape. Tektronix TDS7404 4GHilascope was quite sufficient for this
cause. Many of the pictures below were taken inugedating mode of the oscilloscope which
allowed us to view many pulses at once, thus dyapippulses height variations. Blue graph in

the left part of the figures represents a pulséaghilistribution in the sample.

The following pulses have been obtained frothchannel of the PMT for different light
intensity levels. In the weak light conditions (4CGitenuation in our setup, Figure 3.1) we
observed pulse height variations from ~5mV up tmVYdor single pulses. Though, according to
the histogram average pulse height was at aboutv2@ith FWHM width of ~1ns, as it was
expected for this type of PMTSs.

Flle  Edit  Wertical Horizfdcq  Trig  Display  Cursors  Measure  Masks  Math  Utiities  Help
TH AGYS i

Figure 3.1 PMT pulses in weak light.
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Next figure (Figure 3.2) displays pulses behawuothie oversaturation condition. Almost all the
pulses are merged with the noise floor, and desipétie amounts are very high our discriminator
scheme is unable to register the most of thenorimarator threshold is high there’re no pulses
registered, if it's low real PMT pulses get mixgqawith noise and counts are very high, giving

us the noise picture.

File  Edit Wertical Horiz/acg  Trig Display  Cursors  Measure  Masks Math  Ltilties Help

Figure 3.2 PMT pulses in very high light.

The Figure 3.3 shows changes in number of pulsdspafses heights occurring when a
graduate increase in light intensity is performiedcan be easily seen that pulses stay ‘valid’ up
to 10D measurements'{Bcreenshot from top left on Figure 2.3), thenraaresting behavior is
observed. As the light increases further not omlg humber of pulses goes up, but their
amplitude goes down as well. We explain it by PMding out of its working conditions, thus
producing many additional pulses per each real ®heugh number of counts registered by the

counter goes down, as most part of the pulses appetow its threshold (set up for working
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condition) and its ability to tell one pulse of #imer also gets reduced, since the pulses overlap

each other.

Figure 3.3 PMT pulses in the range from darkness tgery high light.

Judging by the pulses shapes it's reasonable tdwda that up to 10D PMT has to be close
to the linear mode. At 10D the pulses are stilseldo the valid ones, by there has to be some
deviations from linear characteristics and at higight PMT behavior has to be highly non-

linear. And it appears to be just the case in mgalrity discussions in a chapter below.

3.2 PMT vs. Comparator pulses.

Since the performance of the whole system heawlies on comparator switching
capabilities it's important to compare pulses gomg of the comparator to the initial PMT

24



pulses. This way we can tell how wider the pulsasoime after the comparator and thus what are

the pulses our counters have to deal with.

We had 1-stage amplifier scheme and 2-stage aer@idheme to test and compare.

3.2.1 One-stage amplifier.

On Figure 3.4 we can see pulses taken at the catmparutput (cyan) versus pulses on the
comparator input (yellow) for different light inteities and thus number of pulses. It appears that
comparator pulses are at ~2ns width, compared watiplifier pulses of 1ns. This pulses
widening was expected from comparator charactesisand is very good for pulses counting

purposes. For any pulse height comparator resgensehanged.

Figure 3.4 One-stage amplifier vs. comparator pulse
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3.2.2 Two-stage amplifier.

For our 2-stage amplifier, using the same opticat, we obtained the following pictures,
clearly showing the spread of the pulses after @atpr or, which is equivalent to the pulses

width after 2¢ amplifier added to <1ns increase by the very caatpa

At Figure 3.5 top 2 graphs PMT pulses are small emrdparator output is close to 1-
stage amplifier case above, but bottom 2 grapHsagire 3.5 shows what happens if the pulses
are large. Comparator pulses became much wideu(dbts) than expected and reasonable to

use.

We investigated this rather unexpected spreadandl out that the cause of it is the fact
the amplification is too large. The pulses aftastfiamplifier put the second amplifier's
transistors into saturation region causing the aghrd@his performance was found unacceptable

and we gave up with 2-stage amplifier scheme albege
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Figure 3.5 Two-stage amplifier PMT vs. comparator pises.

3.3 PMT counts linearity.

Our goal of achieving 100 million counts per secasdiwo-fold. First we need to
demonstrate the very ability to get to®d@unts and second, which is equally important himas
that that high counts lie within linear range o tthevice. That’'s why linearity measurements are

the key performance characteristics of the counter.
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We assembled the setup on figure 3.6 for linean&asurements.

Adjustable PMT l-stlafge PECL PECL
i
Monochromator [----» neutral F--- MPTIET i comparalor Ly~ nter
filters

Figure 3.6 Linearity measurements setup.

Then we fixed the wavelength in the area of highTREsponse and went through our set

of filters at -4, -3, -2, -1, -0.3 and 0 ODs to tap the counts from the device.

The data has been taken for different comparat@sholds in attempts to find out how

exactly different thresholds affect linearity chagaistics.

Since our counter was designed to operate in 2emidbtbyte data per time interval and

3-bytes data per time interval, we needed to comffarse modes too.

Figure 3.7 shows linearity curves for 4 separaiges. The graph is in log scale and we

can expect that perfectly linear curve will be elds red dotted one. This way we can easily see

all the deviations from linearity for different esqgments.

07-25-2008
200um fiber, 550nm [1-byte SMA/FC; 3-byte
SMA/SMA]

1.E+09 -

1.E+08

1.E+07

1.E+06

Photocount, 1/s

1.E+05

7
1.E+/04

1.E+03
-5 -4 -3 -2 -1 0
Attenuation, OD
=+=3-byte, Vth=900mV, 9ch
~=—1-byte, Vth-900mV, 9 ch
—a—1-byte Vth-900, 9ch, more filters
——1-byte, Vpmt=750V, Vth=1050mV

Figure 3.7 Linearity curves for 4 different counting schemes.
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As it can be seen from the figure all curves amny edose to each other and their behavior

can be described using 3 distinct ranges of ligtensity:

From -40D to -20D — perfect linearity of the devi2@-30 million counts.

From -20D to -10D - slight deviations from linegribecause some pulses start to appear below
comparator threshold.. These deviations they cagabity corrected by post-processing. ‘sub-
linear’ region. Up to 100 million counts.

From -10D to 00D — Non-linear range.

The next figure (Figure 3.8) shows linearity cunfes different threshold voltages. The
results one more time confirm that the closer kineghold voltage is to the bottom of the pulse —
the more pulses are registered — better lineartye; until the point we start registering the
noise floor. The closer we are to the noise flodrilev not touching it — the more linear
characteristics are. Though it can be easily skergtaphs starts going down earlier, if we're

very close to the noise floor, thus putting a liontthe highest count rate.

1-byte, 9th channel, 1-stage,

07-23-08
—+—Vth=1400mV —#-Vth=1350mV —==Vth=1300mV \

1.E+0%

1.E+08

1.E+07

\ Count rate, 1/s

1.E+04

1.E+03

-4 -3 -2 -1 0
Attenuation, OD

Figure 3.8 Linearity curves for different comparatar thresholds.
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It emperically follows from the Figure 3.8 thaetthreshold of 1350V is the best tradeoff

between perfect linearity and highest count ratet® why we’ve chosen this threshold for the
following experiments.

Now our goal was to compare linearity curves far $ame threshold by for different
wavelengh of the incident light.

The Figure 3.9 shows 3 characteristics of 1-stageliier PMT counts for 3 different
wavelength. For all 3 of them the output remaingdr until more than 1078 counts. Difference
in absolute counts numbers for 488nm&530nm case68@m is easily explained by PMT

guantum efficiency characteristics, which have akpground 450-500nm and a decreasing slope
for 600+nm wavelengths.

1-byte counter, Vpmt=750V, Vth=1350mV

Countrate, 1/s

| =+=488nm

1 -=-530nm |
E ==630nm |
1 1

1.E+03 ==

1.E+02

-4 -3 -2 -1 0
Attenuation, OD

Figure 3.9 Linearity at different light wavelengh.
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3.4 Crosstalk.

Next important investigation we had to performdsiieasure how much the channels of our
multichannel system affect each other. This isecalthannels crosstalk of a multichannel
system. The crosstalk is an inevitable propertyamy kind of multichannel system when the
channels are not totally separated from each obheur case the common spots where crosstalk
may occur are optical bench and its capabilityokmus and direct the beam of light in one single

channel only and internal electronic crosstalkdagPMT or on the board itself.

Measuring channels crosstalk in multichannel PMTasy important to make corrections

into all further signal measurements.
The crosstalk as it was mentioned earlier can Radiéferent origins:

Optical crosstalk, arises from illumination of agidoring channel due to non-perfect aligning
of light emitting fiber or parasitic light reflectn inside the optical bench;

Electronic crosstalk, arises from internal linkveegén channels in PMT (amplification path is the
same for all channels).

We have to note here that ‘some’ amounts of bopfegyof crosstalk are the property of the

device composition and cannot be reduced beyone mamt.

To minimize optical crosstalk in our investigative used a 532nm Ar-ion laser as the light
emitter instead of the monochromator. Resultingtlgpot in the case of the laser will be much
more confined and thus will provide much less expe®f the neighboring channels.
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Channels crosstalk.
1-byte counter, 1350mV threshold Vpmt=750V.
24th channel llluminated with 532nm Ar-ion

1.E-10 1.E-09 1.E-08

Altgﬁ(yatigﬁE_OB 1.E-05 1.E-04

Figure 3.10 PMT channels crosstalk measurements.

What we expected to obtain is if our crosstalk sstly optical then neighboring channels
will continue to rise while the illuminated channeill get saturated and abruptly gows down.
And it's mostly electronical if the neighboring eireels will follow the main channel even before

they would get saturated themselves.

In the results on Figure 3.10 neighboring chan(@2lower light blue plots) are indeed
following main channel pattern long before they @got100mil cou nts. And their relative
magnitude stay within 5% of the main channel whigtwhat we expected from this type of

PMT, having ~3-5% internal cross talk.

3.5 Poisson characteristics and comparator threshal

Since the noise in photon counting system is deterthby incident photons fluctuations
noise we can expect that the if our system doesarte as a significant source of noise the

registered counts distribution will follow Poissdistribution as well.
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During the course of our experiments we observedplmlecrease of PMT pulses height

and consequitive decrease in number of registeradts at high light intesities.

To find out the nature of this phenomenon we detigeproccess the counts we obtain
whether they still follow the Poisson distributior the light intensities higher the point we get
the counts going down.

We used the same setup as for linearity measursmieut this time we accumulated a
large number of count-per-time interval values @mdccessed them. 3 different comparator
thresholds (1300mV, 1350mV and 1500) have beenerhtisfind out which one gives us more
adequate results. Lower comparator thresholds allewo register more pulses and making our
counts distribution closer to the Poisson one (presbly the PMT pulses follow Poisson
distribution), but if the threshold is too low, weuld start registering noise floor. This would

effectively shift our counts distribution furtheom Poisson.

Higher threshold as though helps us get rid ofstegng noise, more and more PMT

pulses become lower the threshold as we pull @angbthe counts will be lower.

The following set of histograms takes all counts ilarge interval, then divides them into
equally distances bins and plots number of evenéshin versus bins positions. This way we can
expect the shape of the plots to be close to nodis&ibution (good approximation for Poisson
when number of events is high enough) if the evéaitlsw Poisson distribution. And vice versa
the shape will get more and more corrupted if thenés stop follow Poisson because of pulses
overlapping, threshold getting too close to thesadioor or pulses magnitude getting below
fixed comparator threshold for very high light ins&ties as it was observed in pulses shape

discussion eatrlier.
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As it was expected from linearity measurementsdbents distribution remains close to
Poisson up to 10D attenuation But starting at 0.3&@2I| for 1300mV and 1350mV (which are
‘lower’ thresholds, comparing to 1500mV) the disitmm gets into play and corrupts the shape of

the distribution.

For 1500mV the distribution behaves slightly betbert it should have been expected as this
threshold is much higher. Though even at this tioles0.30D and 00D looks very different

which once again tells us those light intensitiesaut of range of the devices performance.
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CHAPTER 4

DEVELOPMENT AND APPLICATIONS OF 32-
CHANNEL SPECTROMETER

4.1 Description.

In the result of the discussion we had in the mesvichapter we described a working
prototype of one channel photon counter. Sinceovgd to be a realization of our goal of having
both high sensitivity and high time resolution went on to the development of 32-channel

counter device.

Since one of its major applications is supposetigdluorescence spectrometry special
type of optical head has been developed to decoengh@sincoming light into line spectra, as it
can be seen in the figure 4.1.

(@ Spectral 3 32"fhalnnel
| separation = 5;\"8 e
2 module 3 photon |_ ———,
Input fiber S| detector

Figure 4.1 32-channel spectrometer setup.

The detector module the same as in 1-channel cowase consists of pre-amplifier

circuit, discriminator circuit and counter circukmplification scheme has left to be the same as
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in 1-channel counter case, since the amount of iiogion was found to be optimal for the

subsequent comparators.

This time, as a counting circuit we used one offtstest FPGAs available at that time,
namely Xilinx Virtex-5 series one. It can providehigh level of versatility onboard being able
not only to count the pulses and create the outpguence into the PC, but also potentially
implement some levels of DSP directly onboard. @inhe key criteria in favor of the particular
type of the FPGA was its high bandwidth, which isuend 1.6GHz in the case of Virtex-5.
Considering the fast that ~1ns pulses from PMTgaténg some spread nevertheless originating
from both amplifier and comparator, the pulsestenRGPA inputs have a typical width at about
2-3ns, making 1.6GHz a suitable bandwidth to be &blregister the pulses of that width. Since
the FPGA didn’'t have Ivpecl inputs we swapped tbmgarator used in 1-channel counter to a

LVDS one, with similar speed specifications.

Figure 4.2 3D model of the assembled spectrometeodrd with attached PMT.
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General looks of the device can be seen on thad&i2. Unlike the 1-channel counter, the
32-channel counter has 4 USB ports as a primarynmm@i communication with PC, thus
considerably increasing the maximum data rate, esmg@ to LPT. Indeed, we’'ve been able to
achieve up to 1MHz counting speed per channellingtao up to 32MB/s overall output data
rate from the whole device. Which is a large imgment over 1IKHz maximum count rate of 1-
channel counter. This way integration time can tmght to as low as lusec, thus giving a very
high time resolution which can be very important foany life sciences imaging applications or
guantum beads detection. Data output using ouppustade software have been proven to be

stable and error-free at the maximum speed oveheli@s continuous recording.

Top view on the 32-channels counter board is pexvidn Figure 4.3. PMT is mounted
on the center part of the board. The amplificatonuits and comparators had to be situated as
close to the PMT outputs as possible to prevenecessary signals distortion. All analogue
parts are physically separated from digital onesetluce influences. FPGA governs all digital
processing and a separate Cypress CY7C68013A udlpslier performs all communication
with PC over USB output.

Figure 4.3 Top view on 32-channel spectrometer PCB.

38



LPT output is also supported and can be used wheasuning slower changing signals.

General looks of the assembled device in its boxbsaseen at Figure 4.4.

Figure 4.4 Top view on the spectrometer in the box.

It's a top view, with the board with attached PMilthe center-left part. Lower-right part
has the 5V power supply for the whole device aralfther connecting spectrometer with the

SMA jack on the outer side of the box.

Frontal panel on the Figure 4.5 has a display @omtrol buttons which allows us to
choose data modes the device is capable to wossilite modes include a choice of each of its
4 USB outputs, LPT output mode and different fraatesettings for every output.
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Figure 4.5 Frontal panel of the 32-spectrometer.

4.2 Spectral separation module (optical head).

Since compared to the single channel counter newight has to be guided into a linear
array of 32 channels we developed a special optieatl specifically designed to accommodate

spectrometric experiments.

As it can be seen on Figure 4.6 the optical heatbists of fiber input with a filters
holder space and the optical bench. The whole naetgin firmly attached to the front of PMT

case.
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Fiber input

Optical bench

32-channel PMT

Figure 4.6 Photo o optical head for 32ehannel spectrometel

The spectral separation module performs the separahd the measurement of light
the range of wavelengths from 480nm to 670nm. gkt lis brought into the spectrome
through the input fiber coupled to the collimatéB{OSMA-543, Thorlabs Inc, N, USA) which

produces a parallel polychromatic beam of ~10mmeéiar.

Niffraction  E——
aimraciion —_—
arating m I
gi=y | 200 0 9=
i I

_ r . 20 O =
Focusing I
mirror ‘

//,
/" Cylindrical 32-channel

‘y lens PMT

Laser rejection filter
Collimator

s Fiber input

Figure 4.7 Light propagation through the optical hed.
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The parallel beam passes through laser rejecilitensfand undergoes separation on the
diffraction grating (GR13-1850, Thorlabs Inc, NJ,SA) into constituent wavelength
components (Figure 4.7). The separated monochrorbaiims are focused onto channels of the
32-channel PMT (H7260-20, Hamamatsu, Japan) bysystem comprising spherical mirror
(CM254-075-G01, Thorlabs Inc, NJ, USA) and cylidfilens (LJ1095L2, Thorlabs Inc, NJ,
USA).

4.3 Pulse shapes.

Since we're using a different comparator with difet output signaling (lvds vs Ivpecl) we
can expect to have a different pulse shapes avutfsut. The Figure 4.8 represents pulses after

PMT on the left and pulses after the comparataherright.

Ele  Edt Veicdl  Horzfcy  Trig  Disply  Cursors  Measure  Masks Math  Ubiities  Help
Rl i 185 Aogs 14 Mar 19 160535

Figure 4.8 Pulses after PMT (left) and comparatorright) in 32-channel spectrometer.

We have to note, that comparator pulses thouglgbelns with average about 2.5ns are
good suited for photon counting purposes LVPECL parator had slightly better timing
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characteristics. Though a slight hit onto lineadharacteristics comparing to single channel case

could be expected and was indeed observed in siceshion in the following chapter.

4.4 32-channel spectrometer linearity.

As well as in the case of single channel counteparéormed extensive measurements of
the linearity of all 32 channels of the device. fTe&tup (on Figure 4.9) was very similar to the

single channel case.

Adjustable PMT 32-channels counter

Monochromator [----» neutral F-- -
filters

A4

Figure 4.9 Multichannel linearity measurements setp.

We used the same single channel PMT header andddgtion each channel in turns.
One arbitrary chosen channel result is shown oarEig.10 and multichannel results on Figure
4.11.

Linearity. 31st channel. 800V PMT voltage.
1.E+09

1.E+08 —

1.E+07

1.E+06 "

LEv0s y/‘

1.E+04

Counts, photons/s

4 -3 -2 -1 0
Optical power, OD

Figure 4.10 Single channel linearity curve.
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As we can see on the graph, the linearity of thel&hner counter is slightly worse than

in case of single channel counter mostly due tieidiht comporators used.

Linearity of PMT at 550nm.
1.E+09
— L
7
(%] 7 g
3 1E+08 ——
& D A N
= - N\
= )y N\
S 1E+07 / \\
S 7 AN
o
c /
=
o
£ LE+06 i
1.E+05 \ \ T
4 3 -2 1 0
Optical attenuation, OD

Figure 4.11 Multichannel combined linearity curves.

Another reason for the notable difference in liitgacurves arose due to the fact we had
to move comparators’s thresholds oven further frira noise floor as different abmient
conditions may and have resulted in slight varraiio setup performance resulting in thresholds
occasional touching the noise floor if there am@ ¢tose to each other. Nevertheless despite the
fact that we made considerable changes into thepoonents of the device the performance
ended up to be only slightly worse than in our piyte single channel case and almost perfect
linearity was achieved up to 60-70 millions coupkey second. With correctabale by post-
processing linearity reaching 100-110 millions dsypver second.
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4.5 Spectral characteristics.

Adjustable optica PMT 32-channels

Monochromator [----» neutral F---¥ pLanch counter
filters

Figure 4.12 Spectral characteristics measurementgtip.

In order to take spectral characteristics of th@lt82-channel device we used a modified
setup (Figure 4.12) comparing to linearity measwas . Monochromator is used to gradually
alter the incoming light's wavelength from 520nm70nm. This way each channel will have a
different wavelength on it and if we will do contious recording from all the channels we will

be able to plot spectral response of the wholeagevi

In order to characterize the spectral separatioduteowe connected the input fiber of the
spectrometer to a monochromator. We found thatwheelength resolution of the sensor is
~10nm per channel. Analysis of the spectral sejparamodule of the spectrometer shows that it
can provide spectral resolution as high as 1nm. diitained spectral resolution of ~10nm is
determined by the geometry of the 32-channel PMTclvitomprises 0.8mmx7mm detection
zones separated by 0.2mm distance. The overalluteso of the sensor can be improved by

using an array of photo receiving fibers connettesingle photon sensors.

Below (Figure 4.13) are the typical spectral regaoplots from the 32-channels counter in

linear region:
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Spectral response of 32-channel spectrometer
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Figure 4.13 32-channels spectrometer spectral respge in 520-740nm range.

As seen on Figure 4.13 each channel has a wavaBlariit uniquely corresponds to this

channel with this setup of the spectrometer. Thalig we can do a reverse plot of intensity vs.

channel number instead of wavelength and get dagitype of plot (Figure 4.14)

1.E+08

1.E+07 1

1.E+06 1

Counts

1.E+05

1.E+03

1.E+04 £

New spectrometer. 200um fiber. 5
22-720nm. 1OD WlthBIackRing 7mm

g
}: ¥\

0.
2.

'\/’&

1234567 891011121314151617181920212223242526272829303
Channel number

132

Figure 4.14 Counts vs. channel number spectral respse plot.
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We're able to ‘shift’ the whole wavelength picturg either rotation the diffraction grating inside
the optical bench or by shifting optical bench aldime front of the PMT case. Both ways
combined we can cover the range from ~450nm u@@m® with this device.

4.6 Dark counts and noise.

The noise in the photon counting system is detegthlyy the temporal distribution of photo-
counts. In a correctly operating photon counter @serve Poisson distribution of the
photocounts for which the variance of the photoataate estimate is equal to its mean value,
setting the lower boundary for the signal-to-noiséio of the photon detector. In order to
determine the distribution of photocounts in outredtor, we collected photocounts during 25ms
intervals for different light levels and recordesing our data recording software for ~30 min
(Figure 4.15). The obtained good match between meahres and variances for all illumination
levels indicate that the measured noise is onlys@dby the stochastic nature of the photon
fluxes detected by the detector and that the datéself does not produce any additional noise.

As it's expected the results are quite similar itgle channel counter noise discussion in

previous chapters.

47



12000
H000 s == o o

10000 == === - - === =S — ==t

Count

e

Number of events

8000 w w ‘ ‘ ‘ N T T N N PN

TN S F  Fal NS S

00 150 200 250 300 350 400 AN AN AN AN
Integration intervals Count

Figure 4.15 Counts distribution in 32-channel specometer output.

As we’re using a different comparator in 32-chanoelinter opposed to single channel
counter case we performed additional investigatiohsalid threshold level and obtained the

plot on Figure 4.16.

Dark counts 24th channel

70000

Counts, photon/s

14145 15 15516 165 1.7 1.75 1.8 1.85 1.9 1.95 1
Comparator threshold, V

Figure 4.16 Dark counts relation on comparator thresholds.

It can be seen that any threshold value betweeb &amd 1.55V is suitable for
comparators’ threshold though due to channels moiounity exact figures has to be

determined individually for each channel.
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4.7 Measurements of quantum dots mixtures using 32-

channel spectrometer.

Optical

system g
Q  9mon
B w0000
D A A4
Spectromete Fluoresce | &= AT N S S TN U AT WA o TN e
>
L 700000
D 1 2 3 4 °5 6 7 8 9 10
Capillary .
Time, s

Figure 4.17 Schematic of the measurement setup feénd typical fluorescent signal from

solution of QDs in toluene recorded in four channel of the spectrometer during 10 seconds
(right).

Block diagram of the setup for measurements ofréiscence spectra is shown in Figure
4.17. In the setup, a substance to be analyzethi®g in a capillary which is inserted into a
fiberized optical system (see [9] for detailed dgdimn of the optical system). Fluorescence in
the analyte is excited by Ar-ion laser (488 andrbtdUniphase, CA, USA), collected by the
fiber (200mkm core diameter) and delivered to thecsral separation module. Detection of the
capillary content may be done by either pulling tagillary through the optical head using a
programmable stepper motor or pumping the anafytaugh the capillary using a programmable

micro-pump.

In order to test the proposed method for detedimhrecognition of mixtures of quantum
dots as well as the developed software for simuadif the single photon spectrometer, we have
carried out measurements of mixtures of three iiffetypes of QDs with strong spectral
overlap (Figure 4.17). QDs re-suspended in toldeng/ml were obtained from Crystalplex Inc,
Pittsburgh, PA.
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Figure 4.18 Spectra of individual quantum dots.

We premixed 50% of 575 nm QDs and 50% of 630nm @Bd prepared a series of
mixtures in which the content of 600nm QDs variemhf 0% to 15%. Mixtures of quantum dots
were placed into fused silica capillaries with sparent coating (360um OD, 100um ID,
Polymicro, AZ, USA. The total recording time forokamixture was about 5 minutes with
minimum integration time of ~20ms which providedpegximately 15,000 data points per
mixture. The color deconvolution procedure desdribreSection 2 was applied to photocounts
obtained in 32 channels at each data point durbmgs2photon integration time. In order to
increase the photon integration time, we added quoaints obtained from several sequential

data points and thus applied the color deconvaiypimcedure to longer time intervals.

Based on the measured spectra of individual QDshawxee determined thel-matrix and
carried out color deconvolution procedure. The inleith results are presented in Figures 4.18 and
4.19.
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Figure 4.19 Concentration of QD 600nm determined gerimentally versus concentration

of this dye in the prepared dye mixtures.

As can be seen from Figure 4.18, the concentratidhe 600nm QDs determined from the

fluorescence measurements is practically equahéootiginal concentration of this dye in the

prepared dye mixtures.

Figure 4.19 presents distribution of concentratmnthe 600nm QDs recovered from

multiple measurements of the dye mixtures with @uid 0.02s integration times.
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Figure 4.20 Distributions of concentrations of 600m QD determined with 0.1s and 0.02s

integration times (experiment-left panel, and simution-right panel).

As can be seen, increase of the integration timgrares the resolution of dye mixtures.
Comparison of distributions of dye compositions abfed experimentally and in by the
simulation shows an extremely good agreement. Baseithis we conclude that the developed
simulation tool can be used for prediction of tleeuracy in detection and recognition of dye

mixtures.
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CHAPTER 5

RECOGNITION AND CORRECTION OF NON -LINEAR
MEASUMENTS IN DETECTION OF INIVIDIAUL
MULTI- COLOR FLUORESCENT OBJECTS

5.1 Introduction.

In this chaptet proposed a new method to detect and correc-linearity in
multichannel photon counter devices. The methodireg excessive number of spec

channels compared to minimum number (which is etputdie number of fluorescent dys

Linearity of fluaescent detection is necessary for accurate ce-convolution. The
guestion is how to ensure that measurements afefleent objects by photon detector

performed in linear mode.

Each photon counting device has the upper bouiitd dfynamic rang If photon count:
are too high device goes into saturation (Figuitg &nd starts providing less and less count:
increased light intensity on its inputs. In casewf detector we have the followil

characteristic:

A=550nm. 32 channels plot.
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Figure 5.1 Saturation recion in the linearity plot.
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Here the counts stay linear up to 5%Xhoto-counts/sec, then their behavior starts to

deviate from linear mode and finally at about 1@ihoto-counts/s the counts abruptly drop.

There are two major reasons for nonlinearity andrelse of photon count at high

illumination level:

1.

2.

Statistically, photon counts have poisson distrdrubf inter-count distances. When time
distance between consecutive photon pulses becemeder than Full Width Half

Maximum of current pulses generated by individuabtons, the consecutive photon
pulses are counted by the photon counter as aespgbke, reducing measured photon

count compared to the true count;

Another reason is reduction of the amplitude ofrentr pulses generated by single
photons (see Figure 3.3). In this case it becoveeg difficult to separate dark counts
from photon generated counts. In other word, itob@ees impossible to determine
threshold photon count for separation of photor¢®drom the dark noise. In fact, time
distances between dark pulses and photon pulsesnigetmo small, and photon counter
counts series of dark and photon pulses as indaidimgle pulses which reduces total
photon count at too high illumination level.

Even though 5x10count/s is a very high number for photon countitite beads may go

through the laser beam very fast (100us aren’trarswal figure) so our linearity range allows as

to capture about 5000 photons per bead. This thléstan be broken quite easily since during

one experiment we have beads with quite differghit land some of them may be deep into non-

linear mode.

Major problem here is that at high intensities \&a’'treliably tell looking at the counts if the

bead is in linear mode or deeply non-linear sitheecounts may be the same.

To alleviate this problem we developed a non-litgaletection and correction technique.

5.2 Bead processing algorithm.
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Currently beads detection and processing worksollswfs: the high speed fluorescence
detection system is recording the number of photecgived in each channel of 32-channel
PMT during each sampling period. PMT channels isgme wavelengths from the set range.
Each bead travelling across observation windowis®le on the traces in several channels as a
peak. Width of the peak depends on the velocitidheobeads. A number of preprocessing steps

is applied to the raw data in order to extractinfation on individual beads:

e Background fluorescence is estimated in each chamukesubtracted from the respective

trace.

e Peak detection is performed using the sum of altr@2es. Position and width of each
peak is estimated. Each peak represents individeatl passing across the observation

window.

e Calculation of total number of photons receivedrfreach bead. The total number of
photons is computed in each data channel by iniegraf the respective trace over each
detected peak. Peak width is used to find the Iméggnand the end of the integration

period. The result of this step is fluorescencespen f =(f,, f,... f32)T of each detected

bead.

e Detection of the maximum photocount density in eatlannel for each bead. The

maximum photocount density in the sampling interslakest to the top of the peak is

saved ag ™ = (£, f," ).

The purpose of the processing is estimation of rdmution of each ofn dye marker
x=(x1,x2...xn)T to the fluorescence spectrum of each béadSpectra of dye markers are
measured during calibration. The spectra are nazetland recorded as columns of the matrix
H=(h,h,...h,), whereh, =(h,,h,...h,,)" and sz =1. Values ofx can be obtained by
solving the equation

f =Hx (5)
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for each bead. The problem can be simplified bymasg that noise in all the channels is
Gaussian independent, and identically distribudten simple optimal solution of the Eq.(5)

using maximum likelihood method exists [11]:

x=(H™H) "Hf . (6)

This method works very well if nonlinearity of tp@otodetector is relatively small, which is
true for beads with weak fluorescence, but may ifah bead with strong fluorescence is
encountered and the signal in some PMT channels éalt of linearity range of PMT. The

following approach is used in order to sort out¢hannels with excessive level of fluorescence:

e Select photocount rate thresholg] that sets the top of linearity range of the PMT.

e For each detected bead start with full matdxand fluorescence spectruim Compare
each element of , with f,. If f™ > f, then excludek-th row from Hand k-th

element fromf .
e Normalize each column of the modifiddl. Compute the estimate af using Eq.(6).

This way we can sort out channels with higher leva light and after some number of
iterations we can expect approach the situatiorrevbely linear channels are left. Each time we
obtain a sequence of normalized beads spectra (mebeb) and we can expect that most of the
spectra for the same type of beads will be vergelto each other. And this ‘spread’ of the

spectra won't change while we dropping channels.

5.3 Results of non-linearity correction.

To test our algorithm we used sets of differentioced Luminex beads. Then we
recorded the beads going through the capillaryfegrdnt intensities of the laser (marked 70mwW
laser or full laser and 10D — 10 times lower). @xpectations were that for 10D case most if

not all the beads will be in linear mode. This wag/had an excellent way to compare if
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dropping channels from full laser recordings (expéddo be no-linear at some beads) will git
us the same bead code asdinescording:

Both beads type | present here (#61 and #92) haveni peak wavelength. The ot
difference is #61 has slightly less fluorescent.

For Luminex beads #92 the spectra of the beadgrasented oFigure 5.2.

1 2 3 4 5 L T

Figure 5.2 Beads #92 spectra.

As we can see the dye respond is in betw+20 channels, so we can predict that drop|

more than 20 channels will give us incorrect res

On Figure 5.3here’s a plot of bead code versus number of cHaminepped. We can see tha
N(-0) —no channels dropped, original cc—there’s a big spread of code values between
beads. From 0.9 to 0.94. But as we drop more ane giwannels the spread gets narrower ur

stabilize at about 0.98:99. As we predicted after -20) there’s noeliable date
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Figure 5.3Beads#92, code versus dropped channels. Full las

Now on Figure 5.4ve have the same plot, but for 10D laser inten¥itg.can observe that un
N(-18) it is quite stable and the value of the cod® 9§-0.99 — same as wabtained in full lase

case after dropping 180 channel:

#92 10D laser, 1/4 speed

1
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Figure 5.4Beads#92, code versus dropped channels. 10D las

Next we examine #61 Luminex beads caseure 5.5has theirs spectra. As expected it is aln

the same as in #92 case, but isities are slightly lower.
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Figure 5.5 Beads #61 spectra.

For the full laser case (Fure 5. we observed that bead code value stabilizedait:

N(-10) step at 0.98-96 value. We can see that channe-20 slope is lower than in#92 ca

thus inconstent values of the codes in-13)-N(-20) range.
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Figure 5.6 Beads#61, code versus dropped channels. Full las

And in 10D laser case (Rige 57) the spread is again quite stable at @®B6 codes ranc
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#61, 10D aser
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Figure 5.7Beads#61, code versus dropped channels. 10D las

Thus, we proposed a new method to detect and ¢aroe-linearities in multichanne
photon counting devices. A slight shortcoming ipiementation may be that we need to h

more channels in the detectoaththe number of dyes we try to det

5.4 Conclusion.

Judging from our investigations for the method ¢aréliable and effective idetectingif
particular measurement was linear or-linear we need to have at leas8 2xtra channels i

the range of the dyete detect a slope of codes versus number of droppadnels plo
For correcting noniinearities and obtaining tttruevalue of the bead code, apparetl
we need to have at least 10 extra channels ofatestbr

One of major advatages othe new method is that linearity data and ever-linearity

correction can olkined from the same measurement, though it's irapbtb note that at lea
some of the channels have to be linear to obtdiabte information about nc-linear channel
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Nevertheless for many multipurpose detectors indewariety of applications the extra
channels can dramatically improve precision of seamtle detection, comparing to the case of 1

channel — 1 bead.
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CHAPTER 6.

GENERAL SORTING PRINCIPLE FOR FLUORESCENT
ACTIVATED SORTING.

6.1 Introduction.

Sorting of micro-objects is a widely used methodniany life sciences applications. One
of the benefits of this approach is the ability sipeamline the detection and separation of
different biological samples based on the fluoresoearkers on them.

Currently almost all methods to sort the particiesthe capillary require additional
containers for the particles, usual in a form oblibes of liquid [12,13] or high voltage
equipment to magnetize a set of beads and perfortimg using high voltage electrodes [14,15].
Apparently there’s no effective way of sorting ‘banon-charged micro-particles. Currently

there’s only one work involving mechanical valveswaeans for sorting of micro-particles [16].

There exist multiple solutions for sorting microdpees for different applications. The goal
of this particular research is to improve the édincy of CNV detection and other types of tasks
requiring to detect and sort relatively small petege of events (~1%), while having a high

detection throughput (~10000 events per second).

Copy-number variations (CNVs) are alterations of the DNA that results in thi lsaving a
normal variation in the number of copies of onenare sections of the DNA. CNVs correspond
to relatively large regions of the genome thatmesented in fewer or larger number than
normal on certain chromosomes. This variation astfor roughly 1% of human genomic

DNA and each variation may range from about on8Q@ [fases to several mega-bases.
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Figure 6.1 CNV sorting method.

Our CNV detection technology includes the followingsteps

A. Generation of wateoil emulsion with droplets containing beads andj&rfragments o

cut genomic DNA (This step is performed usmicrofluidic chip)
B. Preparation of wholgenome templated library on beads by emulsion

C. Hybridization of fluorescen«labeled genomic DNA from control and patient on
bead library

D. Fluorescence activated sorting of the beads whitlows ratiometric canges

corresponding to CNVs.

E. Sequencing of DNA hybridized to the beads whichryc&@NVs, and creation of CN'
data-base.

Our bead sorting technique described in this cmagde serve as an alternative to
currently most widespreadomparative Hybridiztion Arrays (CGH) based method and «

reduce the price for genome analysis from ~$100@/prome down to ~$1(

In order to sort the beads we run them througlcépdlary with T-junction (Figure6.2).

63



|

Figure 6.2 Bead in capillary channel.

Laser beam illuminates the capillary and when teadbcrosses the laser beam it
produces fluorescence. The fluorescence is diretiechulti-channel photon detector so that
different channels of the detector receive diffénemges of fluorescent spectrum of the bead
(Figure 6.3).

Multi-channel
PMT

| Channel Group #1 | [Channel Group #2]

Figure 6.3 Front view of multichannel detector.

Depending on the ratio of photon counts in the gnaups of channeldR) we can
distinguish beads which we want to select (soainfthe beads which go to waste. And when the
sorting event takes place we send the control ktgr@pen the valve in the sorting branch of the

T-junction.
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Figure 6.4 Block diagram of the sorting system.

On Figure &4 we have a schematic diagram of the sorting sysié® main block “Capillar
sating module” consists of a pressure pump, sethefdapillaries, a sorting valve, an opti
head with laser input and a PMT sensor. Providet {eser light and analyte (mixture of be:
to sort) it outputs signal from channel groups d arfor integation, counting and comparison
the FPGA unit. FPGA outputs the control signal he valve when the sorted bead ever
detected.

Beads from the sorted vial are fed back into thmuirof the capillary sorting module f

subsequent sorting cycles uritie desired sorted efficiency limit is

Compared to other widespread particle sorting teglenusing a FACS machine our ve-
based sorter does not require high voltage eleessogrovides much less amounts of

particles and boasts comparablrformance characteristics.

6.2 Simulation of CNV sorting.

One of the key characteristics for sorting system@NV detection is an enrichment

efficiency factor. This factor can be calculatet
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where Noreq IS the number of target beads sorted out of theure after a run through the

system and N — is the total number of beads after a sort run.

A mixture prepared for CNV detection may consist16f-10° beads, while beads with
CNV are usually about 0.5-1% of the total amourtisTway we have much more detection
event than sorting evens. Consequently it justiiesechanical valve as a sorting device, since
its open/close timings are of less importance wivensort rare events. Obviously, we need to
take into account its timing characteristics whichit the overall performance of the whole

system.

We used two types of valves in our experiments. @itle 10ms open/close times (model
number 075P2NOJ2and one with 0.2ms open/close times (model numN&XD51185A).
This way in order to ensure its proper operatiorglme the valves has the upper limits on their
switching rates of 50Hz and 250Hz respectively.

The detector’s ability to reliably distinguish segig beads relies on the frame rate of the
output data. Using LPT output our maximum framee r&g 1KHz, which means we can
distinguish beads which are 1ms apart. Though as$t shown above the valves we used had
rise/fall times not more than 20ms total. This vy sorting capabilities were limited by the

valve performance.

In order to ensure our valves were fast enouglefoichment of the CNV mixed samples

we performed a Monte Carlo simulation for differemhimum sorting parameters.

We simulated for the mixture containing 2 typeshetds. “Blue” beads, which had to be
discarded and “red” beads, which had to be sori&ée& mixture of beads then went into the
system to get sorted. As one of the requirementHersimulation was that the number of red
beads in the initial solution had to be 1% or lgsmn the number of blue beads (to match real
CNV detection environment) we expected that eactingpevent (opening-holding-then closing

of the valve) would let through some blue beadsddition to red beads.
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On each cycle of pushing the whole batch of thedbdhrough the system we calculated
number of sorted beads (red and blue), number sfadiled beads (red and blue) and the
enrichment factor. The ratio between them had tolre lower as we decreased the hold time.
Thus, after a full sorting cycle we would have agaimixture of red and blue beads, but this
time the enrichment factor had to be higher thaforkethe sorting. Doing the whole sorting
sequence multiple times should lead us to the maxwith the enrichment factor of 98-100%

which was our goal.
Our simulation program took the following input pareters:

Volume of the sample mixed solution, in microliters
Volumetric velocity of the fluid pushed through tgstem, in microliters per second.
Total number of beads in the mixture.

Ratio of red beads in the mixture.

a kc 0N ke

Hold time of a sorting event.

The arrivals of beads have been simulated to b&sBwoidistributed.

Since a laminar flow in a cylindrical capillary Whave a parabolic velocities profile and
our beads are to be fed randomly to the whole aoeof the capillary we assumed the same

parabolic model for bead velocities spread in thaltary:

V() = Ve[l — (%)2] 8)

where R — is the radius of the capillary, \f*él%— maximum velocity of the liquid in the

capillary (calculated from Q-volumetric velocity tfe liquid in the capillary) and r —distance
from the center of the capillary to the measuriomp

The distance L between the detection point antingppoint was set to 56mm to emulate

the real distance in our setup. This way the folfmrcharacteristics have been obtained from the
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spread of beads on 56mm distance in 100microndlagpiwith 5 microliters per secor

volumetric velocityof the liquid in the syste.

Theresults of the simulation can be seen on Fi6.5.

20ms sorting hold time 2ms sorting hold time 0.2ms sorting hald time
Detection rate 10000bead/sec Detection rate 10000bead/sec Detection rate 10000bzad/sec
L L $ 1
- "
2 nn ] E;w P \ 2 p-o = mn momomomon
3 ¥ i /o 1 [
2 @ )/ .E 80 / // 3@ /
% 6 —_—% E 60 ¥ ——1% e ) —-—1%
i

g " ; —-—0.1% g w0 / / —— T . J—
H / 0.01% g / / oo | ¥ A 1K
¥ 20 § 20 | / 'E F.i] -
i .—-ld—o—v—'——v—ﬁ—O » R g
2 0+ 2 oow < ol

001 2 3 ¢ 5 6 7 & 9 W 01 2 3 4 6 7 B 9 10 01 14 s & 7 8 5 1

Sorting crcw Soriing cyche Sorting cyeke

Figure 6.5 Simulation results. Sorting efficiency at differat ratios and different hold times

for different number of sorting cycles

3 plots on each graph correspond to 3 differembsg0.01%,0.1% and 1%) of re-to-blue
beads in the initial sample. The hold times rougidyresponding to the characteristic switck

rates of our valves (0.2ms, 2ms and 20

As we can see from the results the best performesaseachieved for 0.2ms valve fory
initial ratio of red-toblue beads. Nevertheless 20ms valve was stillldeitar lower ratios (les
than 0.1%).

6.3 Fixed delay sorting algorithm

When the laser beam excites fluorescence of thd, be detected photon couts
processed by the FPGA countbr case if rati(R satisfies certain criteria, FPGA sends a cor

signal to the valve which opens the sorting chaforeh short time for collection of sorted be:

In order to minimize the valve open time and siti@e is a distance L lween the spot

where the bead is detected and tl-junction where the bead is sorted, the control aidgrom
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the FPGA to the valve has to be delayed. The dila must be chosen such that by the time

when the bead reaches the T-junction, the valeéréady opened.

We implemented the following delay scheme:

/ \
/ \
EventF
di d2 d3

Figure 6.6 Timing diagram. (red dotted lines — reatiming characteristics of our valve, thus
the need for d3 delay).

- d1, delay time is the time interval FPGA waits wefopening the valve after successful
comparison of ratios.

- d2, hold time, is the time the valve stays opeguarantee the bead has enough time to get
sorted.

- d3, closing time, is the time for the valve to eépsince we can’t be sure where a bead goes
if it appears at the valve during this time. Foridtrval the FPGA stops processing bead

events.

Since d1>>(d2+d3) the system tracks and recordthalsuccessful comparison events within

d1 time interval from the®icomparison and raise the output pulse for eathesh.

If the distance between consecutive events is M@RIB d2+d3 (effective ‘dead time’ of the
valve system) each comparison event produces aatepautput pulse after d1 delay from its

registration.

If the distance between consecutive events is LEB®qual) than d2+d3 the d2 delay in the
output pulse of the®levent gets prolonged by the time interval betwibese events in order to

sort out both particles in one valve opening period
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Example (Figure 6.7): FPGA registers 3 events.ddis¢ between®land 2% is t1. Distance
between ¥ and 3 — t2. T1<=(d2+d3) and t2>(d2+d3). The system lmaproduce the rising
edge on the output after d1 delay after tfleedtent, then hold it for (d1) time, then produce
the falling edge. Then at time instant (d1+tl+&have to produce the rising edge for tffe 3
event.

Events
131 2nd 3rd
—l) s — T axis

I_I 3 T axis

> > <
OPEN ‘d2

Figure 6.7 Example diagram of control pulses behawr.

We pick 2 groups of channels corresponding to #aab peak wavelengths, then we

obtain a ratio of photocounts from both groupstarmnels as:

(9)

whereC, andC,, are photon counts of individual selected channels.

For CNV detection and similar application we neaddart everything which lies outside

of the set bounds (see Figure 6.8):
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Figure 6.8 Boundary ratios a; and a, of counts ratio.

Th,, andTh, on the Figire 6.¢above are the noise thresholds since we need radgeft
false positive®n the noise floor. They are set individually facch experimental conditio
depending on the level of the noise at each paati@hannel. For example on ure 6.9 below
there’s a real life data with a bead peak. Black liepresents Threshold ve for this channel. |
can be seen it's chosen to be way above the noise

Threshold

Figure 6.9 Screenshot of the detected bead and channel thnet¢d value.
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Specifically for CNV we need to detect anythingttidfers from 1:1 ratio (nhormal genes
composition between chromosomes). Since there’ shfference between exact amounts of
dyes on the beads and there’s a noise in the sy§tgore 6.10) that criterion transforms into
“we need to sort everything, which lies outsidehs set bounds.”

Microbeads set with ~1:7 expected ratio of 650nm and 715nm dyes
70000

65000 };4:;/;/"
60000 S

55000

50000

45000
40000

35000

+ Beads data
30000

—Trendline of the dataset
Poi Distribution bound-

=Poisson Distribution bound

Cou nts from 715nm dye

25000

20000 ‘ ‘ ‘ ‘ T ‘ ‘ !
2300 3300 4300 5300 6300 7300 8300 9300 10300

Counts from 650nm dye

Figure 6.10 Spread of the counts between beads hagithe same amount of dyes in the

system.

6.4 Results with fixed delay.

We did a number of experiments with the valve setuporder to determine its
performance and obtain beads velocities profile.

All experiments had original solution of 200-30Gals in 1000ul of water. The beads got
pushed through the capillary at such a pressutewbavould have 1-2 beads per second, thus

ensuring we measure single bead events

We utilized 2 distinct approaches to the experimment
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In first approach we fixed hold time at 50ms andaddelay time until we stopped detecting
beads in sorted vial. The results ature 611 show quite large spread of arrival times of
beads, having ~75% of them at-125ms arrival times rangés can be seen, the bead arri

time varies by about order of magnitt

o I I
1 20 50 100 150 200 250

Fraction of sorted heads

Arrivai time, ms

Figure 6.11 Distribution of in 200mkm capillary at pressure6atm

.On Figure 612 we plotted bead velocities corresponding toothtained arrival time

Distribution of bead velocities
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Figure 6.12 Distribution of bead velocities in 100mkm capiliry at pressure 6atm

In the second approach we fixed delay time at Iorensure we would sort all the bei
starting from the fastest (lige 613). Then we altered hold time to see at what patan the

fraction of sorted bead would ‘saturate’ thus ggvins the upper range of the distributi
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Unfortunately, due to the constraints in our capjllsetup about we’d been losing about 109
all the beads, so 90% of the fraction of sorteddbest 150rs could serve as a good measur

the arrival times for the slowest beads in the lzapi
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Figure 6.13 Distribution of bead arrival times in 100mkm capllary at different hold times.

6.5 Adaptive delay algorithm.

As it has been shown in fixed de discussions above beads have a large spread ir
velocities due to their special distribution in tbapillary. And at no value of delay time \
would be able to decrease the hold time down tm &@mns require for efficient CNV sortin
Therefore weneed to have a reliable method to determine veééscidf each individual bead
order to set its personal delay time. After theagidime is found the only limitation on tl

performance of the system that will still be neetltethke into account is \e switching rate

This way we can state that the major drawback effitked delay mode is that beads

the capillary move at different speeVgeap. As a result, time needed for the bead to move
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the detection spot to the T-junction varies froeadh to bead. To solve the problem, we need to

calculate individual delay times g@gap for every bead:

ddeap =L/ Veeap (10)

whereVgeap is velocity of the bead

In order to findVgeap We will use the time width of the fluorescent pedkich is
detected when the bead crosses the laser beam @etiction spasee Figure 6.14 below,

which shows a capillary illuminated with laser beand a bead which moves in the capillary).

3D positioning of capillary, View A View B View C

laser beam, and bead

Figure 6.14 Bead in the capillary.

When the bead crosses the laser beam (see VietnpAjduces a fluorescence peak of

durationTpgax. The peaks detected by PMT and counted by FPGA. In this case

LXT
Vpgap = D/TPE 1 and dlpgap = PEAK/ ) (11)

It is important to note that for these calculatibtmstay true we need to ensure that laser
spot diameter D will be much greater than the tapildiameter, otherwise due to the circular
shape of the spdtpeax time intervals for the beads moving at the edgebetapillary will
correspond to the lower distance travelled in &set beam (chords of the circular spot instead of
the diameter) thus invalidating velocities calciaas.
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In order to determine fluorescent peaks producethéypeads e introduce thresholc

Thy, andThy, for Group of channe #1 and #2 corresponding{ifigure 6.15%.

_-":‘-i-"ﬁ_- k =:' .! /’ —_
— [ S - >
E=Eir—=— — —CF "ffceessssss =

Time frames

Figure 6.15 Explanation of thresholds.

Based on the threshold$,, andTh, we find the first data point for which the phot
count is above the thresholds in any group of casnand this will be th1% point of the peal
Trrst. All subsequent points including the last one a&biine thresholds<T  ast) will be

considered as benging to the pea

In order to determin&peak We use the following algorithm: for all data poibistweer
the first and the last points of the peak we adgtioer time frames and this will determine t-
width of the peal peax (Figure6.15).

Our soting criteria are based on the ratio of fluoreseeimctwo groups of channe
In order to obtain accurate sorting we excludebisads with small photon count. For that
introduce an additional threshcThgeap. After subtraction of the backgroun@h(, , ) we take
in consideration only those beads for which theai@mg photon count in both groups

channels is larger tharhgeap. All other beads will be neglecte

In order to calculate fluorescent signS,; andS; generated by the bead in Groups #1
#2,we subtract thresholdsh, andTh, from the entire detected fluorescence and integhat

entire fluorescence detected during the pt
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Sl _ Et:TLAST {[(Zm; Cm) _ Thm]t} (12)

t=TF[RsT

=y IR 6~ Thal ) (13)

t=TFIRsST

IfS; > Th, and S, > Th;, then and onlythen we proceed calculate the raRofor the pulse

S
asR =2
Sz

Next we use the following a similar criterion adiked delay case to determine a sorting

event:sorting must occurif R > alorR < a2 .

After we determined that the current bead has tedreed we go on with calculating delay

time (dleap) until FPGA raises sorting control signal for tperticular bead.

In order to determine delay tintdgeap We do the following:

e In the program we set the distaricérom detection point to the T-junction;

e For each sorting event we will calculate the deisye d1 geap as

LXT
dlggap = % (14)

Next important thing is that the order in which detect the beads at tdetection spot
may change when the beads reachl#penction (this is because on the distaihcéhose beads

which have higher velocity can overtake the beakighvhave lower velocity).

Therefore, from the point of view of thalve it looks like command¥alveopey and toValve

cLose may follow in an order which we don’t know in adwea (see Figure 6.16).
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Figure 6.16 Diagram of valve control signals for @equence of beads.

Valve open/close algorithm we came up with is tiwing:

= We putin chronological order and save 8Srae Array those times which correspond
to Topen andT cLose = Topen +d2 for every individual bead

= We introduce a parameteVALVE ” (either equal tdl or 0 ) for thevalve “open” and
“close” states correspondingly. (The valve in our systenoisnally closed).

=  We introduce a parametdrdst operi to track the timestamp of the lasigen’ event
happened.

= ParameterVALVE ” is checked at every frame:

> If VALVE=0 (close)and for the current frame we hltopen then we will do the
following:
a) Send commanadvValve open”
b) putVALVE=1
c) set Last open= Topen
d) set newl cLose= Topentd2

e) add this additional ¢ ose to Time Array and sort the array

> If VALVE=1 (open) and we hitT open for the current framehen we will do the
following:
f) set Last open= Topen
g) setnewr cLose= Topent+d2

h) add this additional ¢, ose to Time Array and sort the array

78



» If VALVE=1 (open) and we hitT ¢ ose for the current framehen we will do
the following::
i) if (Terosg — "Last Open") < d2 thenwe keepVALVE=1
j) if (Tcrosg — "Last Open”) = d2 then
1. if TcLosetd3is larger thanthe next Topen
then we keepVALVE=1

2. if TcLosetd3is smaller thenthe next

Topen WeE
0 setVALVE=0

o0 send commantValve ¢ osg”

Data recording system had to change to accommduatequirement for precise

calculations of Jeakvalues.

In LPT mode we implemented a specific mode of ceumtegration. We're still limited

by 1kHz LPT output rate, but we use the framerataevfor the whole procedure of calculating

Framerate

ratios and pulse widths. Then the data points babe summed by the factor efm points

to create 1kHz LPT output stream.

In USB mode we use the current framerate valuédth the integration intervals and

output data stream rate.

6.6 Results of adaptive delay mode.

One of the benefits of the adaptive delay modkas mow we have a direct way to
determine velocities profile of the fluorescenttjzdes with great precision.pdakvalues obtained
at each measurement are transmitted insteall dfidnnel values in microseconds format.

We used that data for multiple runs to collectadistics of bead velocities in the

capillary. As | mentioned before the key requiretfenaccurate measurements of the bead
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velocities in the capillary using adaptive delaftware wes to have the laser spot diameter m

larger than the diameter of the capilli Since our laser spot was ~80microns is diamete

could not use 100micros capillary for the measurdt All the following results have been ma

with 50microns capillary isteac
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Figure 6.17 Beads velocities distribution.

Figure 6.17 contains Tpeak results 6 measurements for different pressures and

volumetric velocitiesThe applied pressure varied frabout 0.5 atmosphesd€rightmost graph

to 3.7 atmospheres (leftmost).

Actual velocities of the beads can be found divgdd®microns (laser spot diameter)
Tpeak value. So for 2 &tmospher pressure (fortfrom the right on Figure 6.1 median

velocity of the beads is 80/1060.(8m/sec.

As we can see as theegsure increases velocities go up and at the samaehe sprea

of velocities decreases as if the beads changedbediguration in the capillary depending
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the pressure. This behavior requires more invesigs, for now it coincides with the results for

the beads distribution in the capillary we obtaif@dCCD camera experiments.

To test the accurateness of the values we obtdimebe FPGA software we assembled a

setup with CCD camera(figure 6.18):

Detector CCD camera
A
Capillary o
Water pump ====> Opticalhead E====== ==9
A
> Onptical Fibe

Laser

Figure 6.18 Test setup for validating beads velodgs.

We used a CCD camera with fixed frequency of therival trigger to make snapshots of
the beads in the capillary. By counting the nunddgrixels in the two subsequent snapshots we
could measure distance intervals in individual Isdadations, separated by fixed and known

time intervals.

Velocities measurements with the camera and Tpalgkilations matched within
measurement error, thus giving us the confirmattian the software is capable of measuring

velocities of fluorescent particles with great degof precision.

Then we used this method to make sure that opereggime of the valve doesn'’t affect
beads before reaching T-junction or otherwise behaif the system will be unpredictable and

probably unmanageable. To test for that we usechetibn generator to produce a train of pulses
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with different duty cycles (10% and 50%) and diéier frequencies (1Hz, 10Hz ¢ 50Hz) that

emulated different modes of operation of thive.

Figure 6.19Tpeak values for different test pulse sequenc

The results (Figure 6.1@Jearly showed that there’s a slight vaineluced variancis
beads velocities, though its impaci the performance of the systésnrminimalthus justifying

usage of mechanical valves for sorting of m-particles.

Nevertheless it's very important to measure howmdifference variances of ti
velocities of the beads can affect the sys

| performeda simulation of the valve sorting system using aldbead velocities profil
data from the measurementskigure 6.17 instead of theoretical parabolic disttion usec

previously.
The goals of the simulation we

- to determine necessary valve hold t values for different additional variances of thads
velocities in the capillary and for different distaes L from detection point to the

junction, since both these parameters are cruziadtual distributions of the bea

- to quantitatively compa effectiveness of fixe-delay sorting method with more promisi

adaptive delay method.
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For simulation parameters | used 1000mkl beadgisaluvhich was pushed through the
capillary at 0.628mkl per second volumetric velp¢tb match 2.5 atmospheres velocities profile
data). The sample size was 100000 beads. Thei@nitier optimal hold time value was chosen
in such a way that that value had to be the minirhoid time to achieve 1% of bead lose per
soritng cycle. This way 99% of the beads in thegahsample would be sorted and appear in the

sorting output via).

First set of simulations used a fixed value ofdistance L=17mm (to match the distance in
our actual system) between the detection pointTajushction. Then bead arrival times have
been simulated using Poisson statistics, which baea& assigned a velocity from the
distribution of the Figure 6.17. Then each indiatuelocity was randomly altered within a set
of ranges. Starting from 0% variance (unmodifietd@nly assigned velocities from the profile)
the simulation goes up to 25% difference in velpfidm the original (actual value was picked
randomly from 75% to 125% of original velocity). @ kalues of the minimum hold times
necessary to achieve 1% of bead loss after a garyicle with each velocity variance have been

obtained separately for fixed delay mode and adeputelay mode.

For better accuracy of the results delay timesh(fized and adaptive) have been chosen
to indicate the middle point of the hold time ima&r For instance if delay time was 100ms and
hold time 50ms the valve opened at 100-50/2=75rte/dend stayed open until
100+50/2=125ms time.
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Figure 6.20 Hold time for 1% bead loss at differentvariances of the beads velocitic at

1.7atm pressure.

The results are shown on Figure 6.It can be seen th#te adaptive delamethod (red
plot) has a clear advantage over fixed delay one, wkigspecially drastic at lower variant
(0%-5%), where fixed delay requires at least 300ms tiold to achiee 99% sorting efficienc

and adaptive delay is perfectly viable at 25mslagidw

The next important thing to simulate was find oowiexactly different distances L affe
minimum hold times for both methods. The varianees wet at 10%, which was thpper bound
of experimental results on Figure 6.19. Then tis¢agice was changed between Omm (ins

sorting) and 25mm. The results are shown on ther€i§.21
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Figure 6.21 Hold time for 1% bead lossat different distances Lat 1.7atm pressurt.

Once again we can see a huge advantage of addptase metho over fixed delay one
Even at 25mm distance adaptive delay needed juss 9@Id time to guarantee 99% sorti
while fixed delay required about 700ms! It can bersfrom the plot that the aracteristics ar
almost linear, though at different slopThis way, advantages of the adaptive delay n

become even higher as the distance incre

In the result of the simulaticthere was &lear and substantial advantage of the ada
delay méhod in almost any conditions. And the simulatiomfirmed that for low varianc
conditions (<10%) with distance between detectioth sorting point at 15mm or less, adap

delay mode can be used to reliably sorting more 8826 of all the beac

Figures 6.22 and 6.23 contain the same simulationteefurl adaptive and fixed del:

comparisons, but at a higher pressure and volumettocity (3.7atm versus 1.7ati
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Figure 6.22 Hold time for 1% bead lossat different variances of the beads velocits at

3.7atm pressure.

The beadspread is much lower at 3.7atm pressure than itavas/atm (Figur6.17)
since the velocities are much high Therefore requires minium hold times for fixed ge¢ad
adaptive delay on Figure 6.22 are much close in 1.7atm case and as variance increases

perfirmances match.

Distance versus minimum hold time plot (Figure §.&8l shows clear benefits of usil

adaptive delay though the slopes of the graphslaser than in 1.7atm ca

This way we can ate that adaptive delay has a signifi advantage over fixed del:

case at different volumetric velocities of the beeadd different spreads of their velocity profi

For extreem cases like very high variance of beddcities and very low distan:
betwee detection and sorting points (for instanceaise of micr-chip based sorters) fixed del
is still a viable methods of achieving requiredtisgy performanct
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Figure 6.23 Hold time for 1% bead lossat different variances of the beads velociti¢ at

3.7atm pressure.

6.7 Conclusion.

We developed a bead sorter device having outstgratiaracteristics, discussed
performance and showed its application for CNV d&be. The sorter can boast low to nc
bead loss, multiple type of sorting obje using the same setup, high detection and so

speeds, small size and relatively low ¢

Extensive simulation of different sorting algoritarshowed that reducing distar
between detection point and sorting point and &sireg applied pressure athus volumetric
velocities of the beads led to much lower requhielil time of the sorting valve, which allow

more sorting events per second and improved oveealbrmance of the sort

Additionally our adaptive delay sorting method pedvto be aonsiderable improveme

over more traditional fixed delay sorting and jfistl 10ms sorting even
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6.8 Future work.

There’s an important experiment that | have toéefar the future work since it requires
a special setup and equipment which is not avalabthe moment.

As we showed above the method provides quiteblelistatistics for beads velocities
profile in the capillary. Though for efficient sory we need to explicitly test adaptive delay

method to make sure that each time we calculapecifec delay for each bead that particular
bead will appear at the junction right after théagie

This way | propose the following setup (Figure4j:2

Trigger signal
Detector CMOS camera v
A
== Valve ==
/
Capillary - Vi %
V4
Water pump === => Opticalhead E==== \< Junctior
7y N
> Optical Fibe \\========%
Laser

Figure 6.24 Test setup for validating adaptive delausing a CMOS camera.

It is similar to the test setup for the velocit{&sgure 6.18), but it has a real valve, real
junction and a camera looking directly in the jumet

One of the important requirements to the setup fs|ve a very fast CMOS camera, since
all CCD cameras available on the market have fremines per second limited at about 100-500.
But for the beads is the capillary moving at cheastic linear velocities of about 1 meter per

second the optimal exposition times have to béaérange of 5-15microseconds. That range
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requires a scientific CMOS camera (for instancel&exMotionXtra HG-XR 100000fps camera

and similar).

Then the detector will calculate individual detayes for the beads and provide trigger
signal after the delay time to both the cameragke a snapshot of the junction) and the valve
(to sort the bead).

Using this setup we’ll be able see the beads thegunction at the precise moment just
before there’re sorted by the valve. And this waguging the delays are indeed suitable for each
bead.
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CONCLUSION

We have developed a universal fiberized single @ihgensitive spectrometer based on 32-
channel PMT sensor and a method for highly accusatg experimental determination of
composition of mixtures containing multiple fluocest components with overlapping spectra.
The spectrometer fully satisfy the goal we setimbbeginning: linearity hold up to 60-70 million
counts per second without additional correction apdo 100 million counts per second with

~20% count loss, which can be corrected by postgs®ing.

Comparison between Monte-Carlo simulated and actegberiments results have
demonstrated excellent agreement between them,hwhipports other evidences that our
detector counts strictly follow Poisson distributioAnother conclusion we deduced from the
experiments is the device non-linear output andiatiew of Poisson distribution happens

simultaneously.

We believe that due to an extremely high sensytigitthe photon detection in conjunction
with the method for highly accurate color decomposj the developed spectrometer may be
very useful for detection and decoding of multipl@or codes and it can be used in various
applications which require highly accurate iden#fion of biological samples labeled with

multiple quantum dots.
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