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Abstract of the Dissertation

Smart Sensing: Mixed-Signal VLSI
Implementation of Gradient Flow Localization

and Separation

by

Shuo Li

Doctor of Philosophy

in

Electrical Engineering

Stony Brook University

2015

Acoustic source localization and separation are two crucial compo-
nents in the acoustic signal processing field, which can be utilized in
many applications such as smart hearing aids, tracking and surveil-
lance devices. The small form factor of these applications urge the
use of miniature sensor arrays. Nonetheless, the performance of
traditional localization and separation techniques deteriorate with
small-form-factor sensor arrays and they require higher sampling
frequency to compensate for the performance loss, which means
higher noise floor and more power consumption.

Gradient flow is a technique for localization of an acoustic source
using miniature microphone arrays by relating temporal and spatial
gradients of the impinging source signal. Time delays of the im-
pinging sources can be estimated in this fashion along the two axes
in the horizontal plane and the incidence angle can be derived. The
performance of the gradient flow in noisy and reverberant environ-
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ment is examined and quantified through simulations that incor-
porate additive measurement noise, directional interference signal
and room acoustic model. The algorithm demonstrates robust per-
formance for additive signal-to-noise ratio down to 5 dB and at the
signal-to-interference ratio of 10 dB. In the echoic room, localiza-
tion performance remains effective under moderate reverberation
conditions. The experimental results from a miniature microphone
array recordings in a conference-room environment corroborate the
presented simulations.

Then I present a subband source separation algorithm for miniature
microphone arrays with dimensions smaller than the wavelength.
By relating temporal and spatial gradients of the observed micro-
phone signals in an anechoic environment, gradient flow converts
the mixture of delayed sources to linear instantaneous mixture of
the time-differentiated source signals, that can be then localized
and separated using static linear independent component analy-
sis algorithms. For source separation in multi-path environment, I
propose subband decomposition of the spatial gradients estimated
over an array of 4 microphones. The static ICA algorithms are ap-
plied in each frequency band and the localization results obtained
from the ICA applied on the unfiltered spatial gradients resolve
the scaling and permutation indeterminacy. The simulations with
the room acoustic model and experimental results with conference
room recordings demonstrate over 12dB separation in moderate
reverberation environment.
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Chapter 1

Introduction

1.1 Background

With the emergence and advance of micro-electro-mechanical systems (MEMS)

technology, it is achievable that the acoustic sensors can be made very small,

i.e. in millimeter range [5, 6]. Smart sensing hearing aids is one of the ar-

eas where nanoscale integration using MEMS technology promises significant

breakthrough. To comply with the requirement of small form factor and

low power operation, it is desirable that the sensor array and the process-

ing mixed-signal circuit are integrated on the same substrate. Alternatively,

three-dimension integrated circuit (3D IC) technology can be applied to stack

the sensor layer and the signal processing circuitry layer to miniaturize the

package size. The advancement and methodology are not just limited to the

smart sensing hearing aids, but they can be easily extended to other acoustic

applications such as tracking, surveillance and multimedia. Ideally most of

the applications will be powered by batteries, so the low power consumption
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feature of these applications also comes naturally. Most of the digital very-

large-scale integration (VLSI) circuits consume miliwatts of power, which does

not present itself as a perfect candidate for the application. On the other hand,

analog/mixed-signal circuit, although has its limitation in noise margin and

immunity, has its advantage in the ability to accomplish certain calculations

and operations while consuming only microwatts of power.

Traditional hearing aids achieve solid performance in amplifying acous-

tic signals that lend the hearing-impaired people ability to better hear and

comprehend speech. However, under the age-old ‘cocktail party’ acoustic

scene where both multiple acoustic sources and environmental noise are pre-

sented, the speech intelligibility of traditional hearing aids are very limited.

As the noise and irrelevant speech sources are equally amplified as the desired

speech sources in these applications, the hearing aids just deliver a mixture

of all acoustic observations and do not present any advantage to the hearing-

impaired people to listen to only a preferred speaker and neglect other voices

and attenuate the background noise. Therefore most traditional hearing aids

fail in the acoustic scene of low signal-to-noise ratio (SNR) or with multiple

sources. In order for hearing aids to obtain intelligibility, smart sensing is

required to suppress the noise source or irrelevant sources based on the spa-

tial location or frequency features. The human auditory system resolves time

delays and intensity differences between sound waves of binaural observations,

and correlates these differences across various source components to produce

remarkable results in segregating multiple sound sources, even under a very

noisy environment. Some modern hearing aids utilize directional or multiple

microphones to add some of the functionality of binaural sensing, e.g., the
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Figure 1.1: Directionality measured from a hearing aid programmed to a
fixed directional mode (left) and a directional adaptive mode(right) [1].

Oticon Spatial Sound 2.0 technology. In this case, two microphones allow for

one null angle in directionality pattern, and adaptive beamforming allows to

steer the null to the noise source. For newer adaptive directional systems that

can steer the directivity null to the noise source, the traditional method would

result in inaccurate polar patterns and inflated directivity indexes, shown in

Figure 1.1. Moreover, their performance still degrades significantly when mul-

tiple sources and noise are present. To effectively solve the signal of interest,

both localization and separation of multiple acoustic sources using multiple

microphones are required.

Moreover, it is critical for hearing aids and other acoustic applications to

perform well under real room environments where the echos and reflections

create multiple-path disturbances other than the direct-path signal. These de-

layed and attenuated replicas of the source signal due to reflections from the

room boundaries turn the problem of localizing and separating instantaneous

mixtures of the original signals to the problem of convolutive acoustic local-

ization and separation. Plenty of studies worked on the problem [7] and many
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techniques and algorithms such as the time domain methods [8, 9], frequency

domain methods [10, 11] and even subband methods [12–14] are proposed.

Yet few of them fit into the efficient implementation with analog/mixed-signal

VLSI and smart analog-to-digital processing.

1.2 Inspiration

The human auditory system performs remarkably well in segregating multiple

streams of acoustic sources. In relatively large animals, such as owls and

humans [15], where the distance between the ears is substantial relative to

the wavelength of sound, interaural time, and intensity differences are large

enough to be detectable by the central nervous system. The brain constantly

uses both ears to orient itself and know what is happening in the environment.

It separates relevant sounds from competing noise and it has to know where

to focus in noisy environments.

However, for small insects whose hearing organ has much smaller separa-

tion, which is in the sub-wavelength range, it could be very difficult for them

to localize the acoustic source directly by sensing the interaural time delay.

For example, the parasitoid fly has only 0.6mm of hearing organ separation

comparing to a 170mm ear separation for a normal human being. Figure 1.2

shows the comparative interaural time delay for parasitoid fly and human be-

ing under different source incidence angle. Their interaural time delay has a

roughly 1:250 ratio, and it’s prohibitive for the parasitoid fly to directly sense

the time delay of about 1us.

Experimental biologists observed the phenomenon that parasitoid fly, shown

4



Figure 1.2: A comparison of human ITD and parasitoid fly ITD [2].

in Figure 1.3, and other creatures use tympanal organ which is in a sub-

wavelength scale to infer the direction of sound propagation from sensing spa-

tial and temporal gradients of the wave signal for localizing its singing cricket

host [2, 3, 16]. The functional principle permitting this directionality may be

of particular relevance for technological applications necessitating sensors that

are low cost, low weight, and low energy. A small-size, low-noise differential

microphone for directional hearing inspired by the structure of the parasitoid

fly ears has been proposed, fabricated and tested [17]. The microphone is ca-

pable of detecting pressure gradients while diminishing the effect of electronic

noise.

With the biological inspiration, I want to take the application of the prin-

ciple further by combining the localization capability of the above mentioned

gradient-sensing microphone sensor and also the more important source sepa-

ration capability enabled by the directional information that is obtained in the

5



Figure 1.3: Parasitoid fly on the cover of Experimental Biology [3].

6



localization step. With the source separation, the interference noise sources

could be significantly suppressed and thus the performance of the smart hear-

ing aids could be improved to a whole new level.

1.3 Approach

Gradient flow is a signal conditioning technique for sensor arrays of very small

separation, which solves interaural time differences (ITD) between signal ob-

servations by relating spatial gradients (interaural level differences, i.e., ILD)

with the temporal gradients of the time-differentiated signal. Improved dif-

ferential sensitivity of gradient sensing allows shrinking the aperture of the

sensor array without sampling in excess of signal bandwidth, increasing power

dissipation and noise bandwidth. Aside from its use in acoustic localization,

gradient flow greatly simplifies the the problem of acoustic source separation

by establishing the coefficients of the estimated mixing matrix as a combina-

tion of time delays from each individual incoming source. The convolutive

acoustic source separation is resolved by transforming to a simpler problem

of separating corresponding instantaneous mixtures of the time-differentiated

signals in multiple subbands.

Gradient flow lends itself into efficient mixed-signal VLSI implementation.

Switched-capacitor circuits, with amplifiers biased in subthreshold region for

power efficiency, are ideal match for low-noise and low-frequency applications

of the designed VLSI systems. Mixed-signal implementation offers best of both

worlds: analog signal path avoids the need for high-resolution analog-to-digital

conversion and digital adaptation offers flexibility and reconfigurability of the
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learning rules, as well as desired outputs in digital format, performing smart

analog-to-digital conversion. In the process, the analog/mixed-signal imple-

mentation consumes much less power, while still maintaining high linearity

and accuracy. Moreover, the silicon size of the mixed-signal circuit is still

comparable to the digital signal processing circuit counterpart in the digital

domain. This will greatly help the integration process with the sensor silicon

in the future.

1.4 Overview

The remainder of the thesis proposal describes the theory, algorithms, design

procedures and circuit implementation of real-time blind source separation and

localization systems using miniature microphone arrays in detail.

The remaining chapters of the thesis proposal are organized as follows.

Chapter 2 describes the theory and design of gradient flow technique with its

applications and simulation results in various acoustic environments. Chapter

3 describes the theory and design of subband gradient flow acoustic source

separation implementation and its performance under echoic environments.

In Chapter 2 and 3, the relationship between localization and separation per-

formance and sensor array dimension is also discussed. Chapter 4 presents

the mixed-signal VLSI implementation of the proposed gradient flow acoustic

localizer. Chapter 5 presents the mixed-signal VLSI implementation of the

proposed independent component analyzer for solving acoustic source separa-

tion. Chapter 6 produces the summary and conclusive remarks.
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Chapter 2

Gradient Flow Technique and

Localization

2.1 Introduction

Sound localization is the process of determining the spatial orientation and lo-

cation of a sound source based on multiple observations of the emitted sound

signal, which normally involves an array of multiple sensing microphones.

Modern algorithms used for solving the localization problem include maxi-

mum likelihood estimation [18, 19], Gaussian mixture model [20], generalized

hard clustering algorithm [21], and other techniques base on probability mod-

els [22–28].

Traditionally, sensor arrays with large inter-sensor distance are required

to guarantee sufficient spatial separation across sensors to solve localization.

It is common wisdom that the accuracy of delay-based source localization de-

grades with shrinking dimensions of the sensor array. Also, time delay of arrival
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(TDOA) estimation techniques based on cross-correlation of the signals require

high over-sampling ratios for estimating small time delays. Some researchers

also explore the possibility of using inter-aural level difference (ILD) at the

same time, but only for compensation of unsatisfactory high frequency perfor-

mance while a significant separation between sensors is still needed [20, 23].

Moreover, most of the models involving computationally expensive signal pro-

cessing and statistical techniques and utilizing relatively high-power DSP im-

plementation structures.

Performance of source localization algorithms degrades in the presence of

multiple noise sources and is typically limited by room reverberation. To ac-

cess the localization performance under these adverse conditions is of great

interest to a variety of applications in hearing enhancement, multimedia, com-

munication and surveillance. It is required to use microphone arrays with

substantial inter-sensor spacings to warrant sufficient spatial separation across

sensors and the source localization algorithms are mostly based on estimation

of the time delays between source observations [28, 29]. The effect of the re-

verberation on the performance of these types of algorithms has been studied

extensively, with the conclusion that the performance significantly deteriorates

above certain level of room reverberation [30, 31]. Ribeiro and etc. [27] has

claimed their maximum likelihood algorithm has significantly improved the

robustness under reverberant room environment, yet still falls short in some of

the acoustic scenes under certain orientation of the source and reverberation

time.

However, many applications call for localization of acoustic sources using

miniature microphone arrays, where resolving temporal difference poses a sig-
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nificant challenge due to the sub-wavelength distance between microphones.

Inspired by optical flow for motion estimation in the field of imaging, the

direction of sound propagation can be inferred directly from sensing spatial

and temporal gradients of the wave signal on a sub-wavelength scale [32, 33].

This principle is also observed in biology, e.g., for localizing prey transmis-

sion using differential eardrums and neuronal processing structure or reflect-

ing high-frequency sound, and has already been implemented in biomimetic

MEMS systems. Gradient flow technique lends itself into efficient implemen-

tation in low-power smart time-to-digital conversion mixed-signal VLSI sys-

tem, amenable to miniature sensing and processing applications [34]. In this

chapter, I study the performance of the gradient flow algorithm in noisy and

reverberant conditions using synthetically generated microphone array signals

and compare these simulation results with the measured performance in the

office-room environment. Furthermore, the effect of sensor array dimensions

on the localization performed is discussed.

2.2 Gradient Flow Acoustic Localization

Gradient flow [32, 34] is a signal conditioning technique for source localization

designed for arrays of very small aperture, i.e., of dimensions significantly

smaller than the shortest wavelength in the sources. Consider a traveling

acoustic wave impinging on an array of four microphones, in the configuration

of Figure 2.1. The 3-D direction cosines of the traveling wave u are implied

by propagation delays τ1 and τ2 in the source along directions p and q in the

sensor plane. Direct measurement of these delays is problematic as they require
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sampling in excess of the bandwidth of the signal, increasing noise floor and

power requirements. However, indirect estimates of the delays are obtained,

to first order, by relating spatial and temporal derivatives of the acoustic field.

s(t)q
u

θ
φ

10x-10

x01

x0-1
τ2 τ1

p

s(t)q
u

θ
φ

x

x01

x0-1
τ2 τ1

p

Figure 2.1: Configuration of sensors for spatial gradient estimation.

Since the acoustic source is a far-field source, and the sensor spacing is

very small, the signal impinging at the sensor with position coordinates p and

q can be expanded about the center of the array in the power series expansion

as

xpq(t) = s(t) + τpqṡ(t) +
1

2
(τpq)

2s̈(t) + ...+ npq(t) (2.1)

I concentrate on the first two terms in the series expansion, which is linear in

the space coordinates.

xpq(t) ≈ s(t) + τpqṡ(t) + npq(t) (2.2)

Then I take spatial derivatives of various orders i and j along the coordinates

p and q, round the origin p = q = 0, and apply the above series expansion
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model to obtain:

ξij(t) ≡ ∂i+j

∂ip∂jq
xpq(t)

= (τ1)
i(τ2)

j d
i+j

di+jt
s(t) + νij(t) (2.3)

where νij is the corresponding spatial derivatives of the sensor noise npq around

the center. For the first-order case which i+j = 1, the equation above becomes:

ξ10(t) ≈ τ1ξ̇00(t)

ξ01(t) ≈ τ2ξ̇00(t) (2.4)

where ξ10 and ξ01 represent spatial gradients in p and q directions around the

origin (p = q = 0), ξ00 the spatial common mode, and ξ̇00 its time deriva-

tive. Estimates of ξ00, ξ10 and ξ01 are obtained by finite difference gradient

approximation on a grid from the sensor observations x−1,0, x1,0, x0,−1 and x0,1

as:

ξ00 ≈ 1
4

(
x−1,0 + x1,0 + x0,−1 + x0,1

)
ξ10 ≈ x1,0 − x−1,0 (2.5)

ξ01 ≈ x0,1 − x0,−1

The first-order spatial gradients are linearly scaled versions of temporal gra-

dients of the signal measured at the center of the array. If I have a number

of samples on the sensor signals thus the temporal and spatial gradients, the

estimation of the time delays along the two axes are solved as the standard
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least-square problem. The bearing estimates of τ1 and τ2 are

τ̂1 =
E[ξ10ξ̇00]

E[ξ̇200]
(2.6)

τ̂2 =
E[ξ01ξ̇00]

E[ξ̇200]
. (2.7)

These time delays τ1 and τ2 represent the direction cosines (or angle coordi-

nates) of the source relative to the array, scaled by the speed of wave prop-

agation and the unit dimensions of the array. The direction cosines can be

decomposed in azimuth angle θ and elevation angle ϕ as indicated in Figure 2.1:

τ1 =
d

c
|r1| cos θ cosϕ

τ2 =
d

c
|r2| sin θ cosϕ, (2.8)

where r1 and r2 are unit orthogonal vectors along p and q directions. From

least-square estimates of the time delays, I can directly obtain estimates of

azimuth angle θ and elevation angle ϕ according to (2.8). The estimate of

azimuth angle can be simply calculated as the ratio of delay estimates τ̂1 and

τ̂2:

θ̂ = arctan
τ̂2
τ̂1
, (2.9)

and the estimate of elevation angle is

ϕ̂ = arccos

√
c2(τ̂ 21 + τ̂ 22 )

d2(|r1|2 + |r2|2)
. (2.10)
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2.3 Testing Data Generation

It is desirable to apply the gradient flow localization algorithm to artificial data

first to evaluate the performance and then use real recorded data in an office

room environment and check if the algorithm still performs robustly. This

section discusses the process of producing these two types of testing data.

2.3.1 Artificial Data Generation

First, the direct-path signal at the microphone array is generated considered

there is no reverberation involved. The sound pressure at the center of the

microphone array emitted from a single frequency point source in free space

can be modeled as:

P (ω,R, t) =
exp[iω(R/c)− t]

4πR
, (2.11)

which ω is the angular frequency, R is the distance between the source and

the sensor, t is the time, and c is the speed of sound. The sound pressure is

attenuated proportionally to the distance it travels within a certain media. It

is straightforward to get the response from the attenuation and the time delay

based on the relative location of the source and the sensor.

Next, the response at the sensor array in a reverberant environment is

calculated. A virtual rectangular cuboid office room which has six surfaces

with uniform reflection coefficient is modeled. The image method [35] is used

to generate the imaginary sources, with their location, the incidence angle on

the microphone array, and the number of reflections on each of the surfaces.
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The reflected sound is propagated from the direction of the sound source of the

mirror image room, and the image of the source in the mirror room is referred

to as a virtual source. Figure 2.2 shows the illustration of first order virtual

source with a single reflection of a surface and also the second order virtual

sources. The higher order virtual sources can be deduced in the same manner.

If I get the location and number of reflections of the virtual sources and the

reflection coefficient, I can get an impulse response of the signal source in

an echoic environment. The reflection coefficient is assumed to be frequency-

independent and the same for all walls, ceiling and floor. For a given value of

reverberation time, T60, the reflection coefficient is computed using Eyring’s

formula [36]:

r = exp(− 13.82

( 1
Lx

+ 1
Ly

+ 1
Lz
)cT60

). (2.12)

In my experiment, corresponding room impulse responses is generated

based on the calculated reflection coefficient according to the room dimen-

sions and reverberation time. The signal received at the microphone x10 is

represented as

x10(t) =
N∑
i=1

ais(t− τ i) + n10(t). (2.13)

where ai and τ i are attenuation and time delay associated with the virtual

source i and N is the number of virtual sources. I assume that the source

location is fixed, so that the model is time-invariant.
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Figure 2.2: Illustration of the image method [4].
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Figure 2.3: Photo of the custom designed PCB for collecting recorded data.

2.3.2 Recorded Data Collection

To collect real recorded data within a conference room environment, a custom

designed PCB is fabricated to interface the sensor array with the National

Instruments data acquisition card to acquire the acoustic signals of each sen-

sory channel. The analog signals picked up by the microphones go through a

bandpass prefilter and preamplifier, which has cutoff frequencies of 100Hz and

4kHz and a gain of 20dB, to filter out the frequency components that is not of

interest in the human speech and amplify the rather weak microphone signals.

The analog signals are sampled at 16kHz, and multiple samples in 10 seconds

length are collected, which can be truncated into shorter length according to

requirements in the localization simulations in the next section. The photo of

the PCB is shown in Figure 2.3.
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2.4 Simulated Localization Performance

The performance of gradient flow algorithm for source localization is quantified

in simulated adverse acoustic conditions. I performed simulations with arti-

ficially generated microphone array signals with scaled additive measurement

noise and different levels of background noise with different incidence angles

of the source signal. The simulated room experiments were performed to de-

termine the degrading effect of reverberation in the real room environment.

2.4.1 Localization Performance with Additive Measure-

ment Noise and Directional Noise Source

I first investigate the effect of the additive measurement noise, that can orig-

inate from the sensor itself or the readout electronics. The assumption is

that the mutually independent white Gaussian noise sources are scaled and

added to each microphone signal to control the signal-to-noise ratio (SNR).

The performance of the localization algorithm was analyzed given the results

of a series of Monte Carlo simulation experiments with artificially generated

source signals and additive noise. Two different types of the source signals is

used, which one signal is a bandlimited (100Hz-4kHz) white Gaussian source

signal, while the second source is the speech signal from the TIMIT database.

The sampling frequency is 16 kHz, while the length of the signal is 1 s. The

distance between microphones is set to 1 cm. The signal-to-noise ratio at the

received sensor signals is varied from -5dB to 15dB for the incidence angle of

the source signal of 0o, 15o, 30o and 45o. The choice of angles is justified by

the symmetry of the four element microphone array. The Figure 2.4 shows the
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standard deviation of localization error for different angles for band-limited

white Gaussian random source, while the Figure 2.5 shows the standard devi-

ation error for a speech source signal.
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Figure 2.4: Standard deviation error of the estimated incidence angle under
different SNR conditions and at different angular location of the source for
bandlimited white Gaussian signal.

Despite the low aperture, the gradient flow demonstrates a robust perfor-

mance with respect to acquisition noise. The performance is maintained to

level of SNR as low as 5 dB, while it deteriorates significantly when the SNR

drops down to 0 dB. I can also observe that the localization performance is

not influenced by the incidence angle.

In the next set of simulations, I investigate the effect of a directional noise

sound source on the localization performance. The source signal is a speech

signal chosen from TIMIT database, while the interference source is a bandlim-
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Figure 2.5: Standard deviation error of the estimated incidence angle under
different SNR conditions and at different angular location of the source for
speech signal.

ited white Gaussian signal. The source signal is located at incidence angle of

45o, while the interferer is moved from the angle of 30o to the angle of −45o

in step of 15o, thus varying the angular distance from 15o of separation to

90o. The signal-to-interference ratio (SIR) is set at 10dB and 20dB, with the

additive measurement noise of 20dB. For the SIR of 20dB the influence of the

interferer on the localization performance is minimal, while at 10dB of SIR

the influence of the interferer dominates the standard deviation of the error.
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Figure 2.6: Standard deviation error of the estimated incidence angle if an
interfering source is present in the environment.

2.4.2 Localization Performance under Reverberant Con-

ditions

I want to understand how room reverberation affects the localization perfor-

mance of the gradient flow technique. In the room environment, in addition to

the direct-path signal received by the microphone array, the observed signals

comprise multiple delayed and attenuated replicas of the source signal due to

reflections from the room boundaries as walls, ceiling, and floor. The reflec-

tions also originate from different objects present in the room. The observer

perceives the echo as radiating from a point past the wall from which it was

reflected.

To quantify the localization performance under different reverberant con-
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Figure 2.7: Reverberant room configuration.

ditions, I construct an artificial room using virtual source mapping model to

generate observations at the microphone array in an echoic room environment.

The dimensions of the room, with the location of the microphone array and

the source signal, are illustrated in Figure 2.7. The distance between the ar-

ray and source was kept at 1.5 m, while I investigate three different incidence

source angles, 0o, 30o and 45o. The additive measurement noise was mutually

independent, white, Gaussian random signal with power varied so that the

signal-to-noise ratio was varied from 0dB to 20dB.

Figure 2.8 and Figure 2.9 show the dependance of accuracy in the estimated

angle of incidence, as the percentage of the total number of absolute errors

smaller than 5o and standard deviation, as a function of the reverberation time

for different incidence angles and different level of additive measurement noise.

I can conclude that the gradient flow demonstrates robust performance under

mild reverberation. Under moderate reverberation, the gradient flow algorithm
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performs well if the additive noise is on the order of 10 dB. As expected, the

impact of the reverberation is strongest for the incidence angle of 45o, which

has the least amount of symmetry in this artificial room configuration.
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Figure 2.8: Percentage of correctness in the estimated angle of incidence as
a function of the reverberation time for different incidence angle and different
level of additive measurement noise.

2.5 Experimental Results

To verify the simulation results and to demonstrate the performance of the

gradient flow algorithm, the planar array of four omnidirectional hearing aid

miniature microphones was used for localization experiments in the room en-

vironment. A single acoustic source was presented through a loudspeaker

positioned at 1 m distance from the array in a conference room with reverber-
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Figure 2.9: Standard deviation of the estimated angle of incidence as a
function of the reverberation time for different incidence angle and different
level of additive measurement noise.

ation time of 180 ms, while the microphone array was mounted on a rotating

platform. The localization experiment was repeated for two different source

signals, a broadband bandlimited (100-1000Hz) Gaussian signal and speech

signal. The corresponding SNR was around 35 dB. The 10 estimates of the

incidence angle were obtained for 1 s long source signals. The mean and vari-

ance of estimated incidence angles for Gaussian and speech signal are shown

in Figure 2.10 and Figure 2.11. The gradient flow algorithm shows robust

performance in real moderate reverberant room environment.
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Figure 2.10: Localization of bandlimited (100-1000Hz) Gaussian source in
room environment.

2.6 Study on Sensor Array Aperture

It is commonly recognized that sensor arrays with large inter-sensor spacing

should be used for source separation and beamforming to warrant sufficient

spatial difference across sensors to resolve time delays between source observa-

tions. When the dimensions of the sensor array shrink, traditional techniques

require sampling in excess of the bandwidth of the signal, increasing noise

floor and power requirements. These issues pose a critical barrier to make

implementation such as smart hearing aids smaller in size and operating with

low power.

Current works on acoustic localization with multiple-microphone arrays

generally use arrays with inter-microphone spacing of at least 10cm [18, 28].
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Figure 2.11: Localization of speech source signal in room environment.

Considering most of the arrays are linear arrays, the overall size of the ar-

rays are not ideal candidates for small-form-factor and low-power applications.

Gradient flow is a signal conditioning technique designed for arrays of very

small aperture [32, 33]. The direction of sound propagation can be inferred

directly from sensing spatial and temporal gradients of the wave signal on a

sub-wavelength scale. Previous study exhibits very favorable localization per-

formance with orthogonal four-microphone array of 1cm inter-sensor spacing

under noisy and echoic room environments [37].

Nonetheless, the differential signals in the microphone observations are

based on a large common-mode pedestal and are subject to the interference

of noise originated from the sensor or the readout electronics. Especially in

processing low-frequency signals when the wavelength is in the range of several
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meters, a microphone array 1cm in diameter could produce very little differ-

ential signal because of the small spatial diversity across the sensors. Thus I

need to look into the possibility of increasing the sensor dimension to help the

localization performance in the low-frequency signals and improve the overall

performance on the broadband signal.

2.6.1 Single Frequency Analysis

First, theoretical derivations are deduced to lay a foundation for better un-

derstanding of the effect sensor array dimension has on the localization per-

formance when the incoming wave is a single frequency sine wave. Here, I

will go back to the array configuration shown in Figure 2.1. Consider a single

frequency sine wave impinging on the array. If the signal at the center of the

array is assumed to be x(t) = sin(2πft), which f will be the frequency of the

sine wave, then the signal at the four sensors will be a delayed version of the

sine wave. I assume the amplitude of the signal to be unity and there is no

phase component for easier derivation and illustration. The assumption will

not affect the results. The common mode signal can be decomposed as:

ξ00 = 1
4

(
x−1,0 + x1,0 + x0,−1 + x0,1

)
= 1

4
[sin(2πf(t− τ1/2)) + sin(2πf(t+ τ1/2))

+ sin(2πf(t− τ2/2)) + sin(2πf(t+ τ2/2))]. (2.14)

28



The temporal derivative can be derived according to the trigonometric angle

sum and difference identities as:

ξ̇00 = 1
4
(2πf)[cos(2πf(t− τ1/2)) + cos(2πf(t− τ1/2))

+ cos(2πf(t− τ2/2)) + sin(2πf(t+ τ2/2))]

= πf cos(2πft)[cos(2πfτ1/2) + cos(2πfτ2/2)]. (2.15)

The spatial derivative ξ10 can be derived as:

ξ10 = x1,0 − x−1,0

= sin(2πf(t+ τ1/2))− sin(2πf(t− τ1/2))

= 2 cos(2πft) sin(2πfτ1/2). (2.16)

Similarly, spatial derivative along the other axis ξ01 will be:

ξ01 = x0,1 − x0,−1

= sin(2πf(t+ τ2/2))− sin(2πf(t− τ2/2))

= 2 cos(2πft) sin(2πfτ2/2). (2.17)

Assume the incoming signal is on the same horizontal plane as the sensor array

for simplicity, ϕ = 0, the azimuth angle θ that is estimated using the gradient
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flow algorithm will be:

θ̂ = arctan
E[ξ01ξ̇00]

E[ξ10ξ̇00]

= arctan
2 sin(2πfτ2/2)E[πf cos2(2πft)]

2 sin(2πfτ1/2)E[πf cos2(2πft)]

= arctan
sin(πf d

c
sin θ)

sin(πf d
c
cosθ)

. (2.18)

It could be observed from 2.18 that if both πf d
c
sinθ and πf d

c
cosθ approaches

0, then θ̂ approaches θ. The error will be dependent on the frequency f and

the incidence angle θ of the incoming signal, and the spacing between the

sensors d. Some following factor analysis will show the relationship between

the error and the factors.

Similar results could also be obtained from frequency domain analysis.

Consider the time domain spatial derivative

ξ10(t) = x(t+ τ1/2)− x(t− τ1/2). (2.19)

The fourier transform of the derivative in frequency domain is

Ξ10(ω) = X(ω)ejωτ1/2 −X(ω)e−jωτ1/2

= X(ω)2j sin(ωτ1/2). (2.20)

Since the fourier transform of the temporal derivative is

Ξ̇00(ω) = jωX(ω)[cos(ωτ1/2) + cos(ωτ2/2)], (2.21)
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Figure 2.12: Estimation error against incidence angle for 4kHz signal and
1cm array.

the spatial derivative becomes

Ξ10(ω) = Ξ̇00
sin(ωτ1/2)

ω/2
. (2.22)

Similarly,

Ξ01(ω) = Ξ̇00
sin(ωτ2/2)

ω/2
, (2.23)

which leads us to the same result as in Equation 2.18.

Figure 2.12 shows the dependence of estimation error on the different inci-

dence angle under 4kHz signal and a 1cm sensor array. It is observed that the

worst case scenarios are when the incidence angle is at 22.5◦, 67.5◦, etc., while

the estimation error is 0 when incidence angle is at 0◦, 45◦ and 90◦. This is

very intuitive trend according to the partial derivative of 2.18 with respect to
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Figure 2.13: Estimation error against input frequency for 5mm, 1cm and 2cm
array.

θ.

Figure 2.13 shows the dependence of estimation error on the input sinu-

soidal signal frequency under 5mm, 1cm and 2cm sensor array respectively.

In this analysis, the worst case incidence angle 22.5◦ is selected to illustrate

the tendency more clearly. It is observed that for frequencies under 2kHz, the

difference in the estimation error is not obvious since it is very small in all

three cases. Yet when the frequency increases, the difference starts to display,

and the 5mm array compensates the estimation very well and produces the

least amount of estimation error. The result corresponds to 2.18 accurately.

Since πf d
c
sinθ and πf d

c
cosθ have to be small to ensure the estimation accu-

racy, when frequency rises thus the wavelength shrinks, the sensor array has

to be made smaller to keep the gradient flow localization algorithm robust in

anechoic and noiseless environment.
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2.6.2 Simulated Localization Performance Comparison

All the previous studies were conducted with an orthogonal microphone array

that has the inter-sensor spacing of 1cm. In this study I evaluate the local-

ization performance difference between microphone arrays of 1cm and 2cm in

diameter when the incoming acoustic signals are in low frequency. I performed

simulations with artificially generated microphone array signals with scaled

additive measurement noise and simulated room environments with various

reverberation times.

I investigate the performance difference with simulated sensor observations

in an artificially generated room impulse response. The dimensions of the

room, with the location of the microphone array and the source signal, are

illustrated in Figure 2.7. The distance between the array and source was kept

at 1.5m. Mutually independent white Gaussian additive noise are scaled and

added to each microphone observation to control the SNR. The performance

of the localization algorithm was analyzed over the results of a series of Monte

Carlo simulation experiments with various additive noise of the same SNR.

I use a speech signal from the TIMIT database as the source signal. The

sampling frequency is 16 kHz, while the length of the signal is 1 s.

First I am attempting to differentiate the effect of noise and reverberation

on the localization results. Three sets of simulations were conducted when

there is only additive noise presented, only reverberation presented, and under

both noisy and reverberant conditions. The incidence angle used in the shown

results is 10o, yet the result is constant over different incidence angles in our

test.
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Figure 2.14: Error plot of different sensor dimensions when there is only noise
(SNR=30dB) for low frequency source.
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Figure 2.15: Error plot of different sensor dimensions when both noise
(SNR=30dB) and reverberation (Rt60=300ms) for low frequency source.
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I used 100Hz to 400Hz low frequency bandlimited speech signals in the

first set of three graphs. Figure 2.14 shows the error plot of different sensor

dimensions when there is only a noise of 30dB SNR. The standard devia-

tion decreases when the sensor array dimension increases, showing that the

bigger spatial diversity can produce larger derivatives so the results can be

more immune to the effect of additive noise. In the mean time, the mean

error stays at the same level, corresponding to the trend illustrated in the

theoretical analysis that the difference in mean error is very small in low fre-

quency. Figure 2.15 shows the error plot of different sensor dimensions under

an environment when there is both reverberation and noise presented. The

mean error does not change much under different inter-sensor spacings. The

result can be expected that the derivatives are accordingly amplified for both

direct path signals and inferences as spacing increases, so the ratio of signal

over interference is not changed much that the performance stays similar. It

also corroborates our previous theoretical analysis that in low frequency, the

performance difference between various sensor array dimensions is negligible.

As for the standard deviation, array with larger spacing still performs better,

which is the same as the case with just white noise added. The 2cm micro-

phone array still shows an advantage because of its superior ability to handle

noisy situations.

For the second set of three graphs, I used 4kHz to 6kHz high frequency

bandlimited speech signals as input. Figure 2.16 shows the error plot of dif-

ferent sensor dimensions when there is only a noise of 30dB SNR. The mean

error increases when the sensor array dimension increases, corroborating our

theoretical findings in the high frequency range. The standard deviation de-
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Figure 2.16: Error plot of different sensor dimensions when there is only noise
(SNR=30dB) for high frequency source.
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Figure 2.17: Error plot of different sensor dimensions when both noise
(SNR=30dB) and reverberation (Rt60=300ms) for high frequency source.
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creases when the sensor array dimension increases, which is the same as the

low frequency case. Figure 2.17 shows the error plot of different sensor di-

mensions under an environment when there is both reverberation and noise

presented. A trend predicted by the theoretical analysis was observed that the

mean error increases when the sensor array dimension increases. The 5mm mi-

crophone presents smaller mean error, while the 2cm microphone array shows

an advantage because of its superior ability to handle noisy situations.

Then I choose two most representative incidence angles 0o and 45o to inves-

tigate the change of localization performance based on different sensor dimen-

sion, reverberation time, and SNR level. The source used is 100Hz to 400Hz

bandlimited speech signal. Figure 2.18 and Figure 2.19 show the comparison

of the standard deviation in the estimated angle of incidence as a function of

the reverberation time for 0o and 45o incidence angles and different level of

additive measurement noise with a speech signal.

From the comparisons I could conclude that the 2cm sensor array dimen-

sion compensates the lack of spatial diversity in 1cm sensor array in a moderate

degree. Under all the conditions with different incidence angle, reverberation

time and SNR combinations, the 2cm sensor array cuts the standard deviation

error almost by half in most cases. Nonetheless, in the 45o case, when rever-

beration is high, the 2cm array does not exhibit much advantage probably due

to its lack of capability to handle revelation as shown in Figure 2.14.
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Figure 2.18: Standard deviation of the estimated angle of incidence as a
function of the reverberation time for 1cm and 2cm sensor array and different
level of additive measurement noise at 0 degree incidence angle with speech
signal.

2.7 Conclusion

The gradient flow acoustic localization is presented and evaluated in adverse

noisy and reverberant environments. The simulation results demonstrate ro-

bust performance with mild to moderate reverberations with additive noise

levels down to 10dB. As the gradient flow technique in combination with inde-

pendent component analysis provides a unique approach to the task of blind

acoustic source separation, the separation performance will be investigated

and quantified in the similar environments using the models developed in the

presented work.
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Figure 2.19: Standard deviation of the estimated angle of incidence as a
function of the reverberation time for 1cm and 2cm sensor array and different
level of additive measurement noise at 45 degrees incidence angle with speech
signal.

39



Chapter 3

Gradient Flow Separation

3.1 Introduction

In a typical room environment the acoustic signals observed by microphone

array are convolutive mixtures of source signals due to multi-path wave prop-

agation [7]. Implementation of the time-domain blind source separation algo-

rithms requires resolving of a large number of unmixing filter coefficients with

high computational cost and degrading algorithm convergence [38]. To allevi-

ate these issues, frequency domain algorithms have been introduced. However,

these algorithms suffer from the inherent ambiguity of permutation and scaling

of independent component analysis (ICA). To solve the permutation and scal-

ing indeterminacy, the source location information obtained through adaptive

beamforming has been used in the frequency domain algorithms [39–41]. Other

works solve the permutation ambiguity based on neighboring correlations and

exploiting the harmonic structure [42].Conventional knowledge dictates that

sensor arrays with large inter-sensor distance should be used for source sepa-
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ration and beamforming to warrant sufficient spatial diversity across sensors

to resolve time delays between source observations. Most of the proposed

methodologies employ microphone arrays with at least 4 cm inter-microphone

spacing [11, 43]. For applications like hearing aids, a small-form factor micro-

phone arrays, with the spacing much lower than the wavelength are required.

Gradient flow is a signal conditioning technique that can estimate the direc-

tion of sound propagation directly from sensing spatial and temporal gradients

of the wave signal on a sub-wavelength scale [32]. Using the gradient flow rep-

resentation, I propose the subband ICA architecture to improve the separation

of the mixed signals beyond the direct path signal separation in the moder-

ate reverberation environment. The proposed technique consists of static ICA

separation applied on the unfiltered spatial gradient signals and static ICA

applied separately in each frequency band. Due to the localization performed

inherently by the static ICA on the unfiltered spatial gradients, the permuta-

tion and scaling ambiguity of the subband ICA is resolved in the gradient flow

representation and provide improved separation performance under moderate

reverberations.

3.2 Spatial Wavefront Sensing and Linear Static

ICA

In the case of instantaneous linear mixing of the source signals the observations

at the sensor array can be written in a form

x = As+ n, (3.1)
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Figure 3.1: Miniature microphone array used in gradient flow technique.

where x is the vector of M observation signals at the sensor array, s is the

vector of the original N source signals and A is the M × N mixing matrix.

n is the additive noise at the sensor array. The problem of the blind source

separation can be formulated as the search for a linear unmixing matrix W in

order to estimate the original sources with no priori knowledge on the source

signals and the mixing medium

y = Wx (3.2)

In this well-defined classic blind source separation problem ICA techniques

can solve the separation problem very well under a fair amount of additive

noise. However, when the real acoustic scenes is considered, the classic linear

mixture model will no longer be valid.

In the case of the travelling acoustic wave signals impinging on an array

of four microphones, as illustrated in Figure 3.1, the signals observed at the

sensor array are mixture of the delayed source signals. Gradient flow [32] is a

signal conditioning technique for source localization and separation designed
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for sensor arrays of very small aperture, of which the dimensions are signifi-

cantly smaller than the shortest wavelength in the sources. The 3-D directional

vector of the traveling wave is uniquely defined by propagation delays τ1 and

τ2 of the source along the p and q directions in the sensor plane. In the case

of a single source, direct calculation of these small interaural time difference

(ITD) is troublesome as they require sampling in excess of the bandwidth of

the signal, increasing noise floor and power consumption. However, indirect

estimates of the delays are obtained through least-square regression as the

first order spatial gradients along the p and q direction are proportional to the

temporal derivatives of the average signal at the center of the array, where the

linear coefficients are the propagation delays τ1 and τ2.

In the case of multiple sources impinging the microphone array, the first-

order spatial gradients of the observed signals ξ10 and ξ01 in p and q directions

around the origin (p = q = 0) and the spatial common mode ξ00 are:

ξ00(t) =
∑

l s
l(t)

ξ10(t) =
∑

l τ
l
1ṡ

l(t)

ξ01(t) =
∑

l τ
l
2ṡ

l(t) (3.3)

where τ l1 and τ l2 are the time delays of the source signal l in p and q direction,

respectively. Taking the time derivative of ξ00 and observing the three spatial

gradients, the mixture of delayed source sources is converted into a linear in-

stantaneous mixture of time-differentiated source signals in the form of classic
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linear static ICA (3.1)


ξ̇00

ξ10

ξ01

 =


1 · · · 1

τ 11 · · · τM1

τ 12 · · · τM2



ṡ1

...

ṡM

 . (3.4)

The mixing matrix A has the special form, with its coefficients representing

the time delays that uniquely determine the directions of the source signals.

Therefore, by applying the static ICA on the three gradient signals, along the

recovery of the source signals, the location of the sources is simultaneously

obtained.

3.3 Subband Gradient Flow ICA Architecture

In a real room environment, reverberations will introduce a series of attenu-

ated, time-delayed components to the original direct-path signals observed on

the microphone array leading to convolutive mixing source separation prob-

lem. In the convolutive mixing model, each element of the mixing matrix A in

the model (3.1) is a filter instead of a scalar and the i-th observed signal can

be written as

xi(t) =
n∑

j=1

∑
k

aijksj(t− k). (3.5)

Frequency domain techniques are attractive for solving the convolutive mix-

tures, as the convolution becomes product in the frequency domain

Xi(ω) =
n∑

j=1

Aij(ω)Sj(ω), (3.6)
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where Xi(ω), Sj(ω) and Aij(ω) are the Fourier transforms of i-th observation

signal xi(t), j-th source signal sj(t) and mixing filter that describes the contri-

bution of j-th source to i-th observation aij(t). The convolutive mixture model

is transformed into an instantaneous linear ICA model in each frequency bin

and linear static ICA techniques to determine coefficients Aij(ω) can be ap-

plied. However, due to the inherent ambiguity of permutation and scaling of

linear ICA solution, synthesizing the reconstructed signal together from the

separated signals in each frequency bin is not defined without additional in-

formation on the source signals. The information on the estimated location of

the source signals obtained by applying the static ICA on the spatial gradient

signals can be used as prior information and enable the reconstruction of the

estimated source signals.

I propose the following architecture for subband gradient flow ICA shown

in Figure 3.2. The whole process is finished in the following four steps.

First, the temporal and spatial gradients are computed as the finite dif-

ferences of the field on the sensor grid comprising four microphones in a con-

figuration illustrated in Figure 3.1. Although the static ICA suffers from the

problem of poor convergence under strong reverberant environments, it pro-

vides a rough estimation on the directional pattern of the incoming sources.

Here I utilize it to assist the matching of the signal coming from the same

direction. The unmixing matrix solution is also fed to the next stage as initial

unmixing matrix in each frequency band to help strength the independence

assumption in subband ICA.

Second, 16-channel filterbank is used to decompose the spatial gradient

signals. The filterbank is implemented in Mel scale, with linear-divided banks
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Figure 3.2: Block diagram of the proposed subband gradient flow ICA archi-
tecture.

from 0 to 1kHz and log-divided banks from 1kHz to 8kHz. The subband

analysis filter bank is effectively constructed as the cosine modulated version

of a prototype filter h0(n) of length N and cutoff frequency such that [13, 44]

hk(n) = h0(n)cos(fcnπ), (3.7)

in which fc is the normalized center frequency of each filter bank. In the

prototype filter design, a truncated sinc function weighted by a Hamming

window w(n) is created, such that

h0(n) = sinc(
BW

2
n)

BW

2
w(n), (3.8)
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Figure 3.3: Impulse response of the low-pass FIR analysis filter with N = 512
and Fs = 16kHz.

with w(n) = 0.54 − 0.46cos(2nπ/N), and BW the normalized bandwidth of

each filter bank. The length N of the filter bank is chosen to be 512. Figure 3.3

shows the impulse response of the low-pass FIR analysis filter. Figure 3.4 shows

the frequency response of all the 16 filter banks implemented. The stopband

attenuation is about 120dB.

Third, static ICA algorithm is used in each frequency band to obtain the

unmixing matrix and signal estimation. To help convergence of single band

ICA get to the global optima, the solution of the static ICA applied to un-

filtered spatial gradients is used as a initial point for the static ICA in each

frequency band. In the moderate reverberation environment, the direct path

will be the strongest source signal path and the directional information is per-

tained across the frequency bands. However, if the directional information in
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Figure 3.4: Frequency response characteristics of the implemented 16 filter
bank .

a specific band strongly deviates from the direction obtained in the unfiltered

static ICA, it is assumed that signal is not present in that frequency band.

The initial unmixing coefficients from fullband ICA overwrite the unmixing

coefficients of subband ICA in that frequency band. The scaling ambiguity

has to be resolved as well because although the inconsistency of audio inten-

sity in different frequency bins does not affect the level of separation, the aural

perception can be significantly affected. In the proposed subband technique,

I choose the first row of the estimated mixing matrix as the scaling factor to

resolve the scaling ambiguity. Figure 3.5 shows the subband ICA model using

the case of two sources and two microphones as an example. After applying the

unmixing matrix, the separated sources are multiplied with the correspond-

ing scalar in the first row of the estimated mixing matrix, so the final source

estimated are actually the component of each source in the first observation.

Then the amplitude of each estimation is uniform across multiple frequency
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bins.

Finally, I align and synthesize the estimated signals from each frequency

bin back into full-band estimations based on the preprocessing static ICA di-

rectional pattern. The issue of permutation ambiguity is an obstacle for appli-

cation of frequency-domain ICA techniques. I propose to solve the problem by

applying the estimated localization results from static ICA as a geographical

cue to assist alignment of estimated results from each frequency bin. Esti-

mated signal with similar incidence angles are merged into the same fullband

signal bin so that homogeneity can be guaranteed.

Gradient flow techniques lend us the opportunity to utilize smart sensing

mixed-signal circuits to achieve signal processing efficiently. While borrowing

concepts from frequency-domain algorithms contributes to improved separa-

tion.
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3.4 Simulation Results

3.4.1 Gradient Flow ICA Simulation Results

The effect of the additive sensor noise and the amount of reverberation on the

separation performance using both synthesized data and recorded data has

been studied. In the performed simulations, we assume that source signals im-

pinge a microphone array comprising four microphones in configuration shown

in Figure 3.1, where the microphones are in planar orthogonal positions and

the distance between the opposing microphones is 1cm. To quantify the perfor-

mance under different reverberant conditions, we first constructed an artificial

room using the same virtual source mapping model in the previous chapter

to generate observations at the microphone array in an echoic room environ-

ment. The room is selected to be an ordinary office space and its dimensions

are [6m, 4m, 2.5m], while the distance between the microphone array and

the source signals is 1.5 m. The relative location of the sensor array and the

speech sources within the simulated room is illustrated in Figure 3.6. Rever-

beration coefficients of all six surfaces of the simulated room were considered

uniform and generated based on the room dimensions and different reverber-

ation times. Various synthesized sensor data was generated based on different

reverberation times and additive noise level. The separation performance is

defined through signal-to-interference ratio (SIR), which is computed as

SIR = −10 log10 min
i

∑
j < y2ij > −maxj < y2ij >

maxj < y2ij >
, (3.9)
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Figure 3.6: Simulated room dimensions and location of the sensor array and
speakers.

where yij is the contribution of the source signal j to the estimated source

signal i and is considered as interference.

Separation Performance with Additive Measurement Noise and Dif-

ferent Reverberation Levels

To demonstrate a benchmark performance of the algorithm, we first examined

the effect of the angular distance between two sources on the separation per-

formance. The two source signals used in the characterization of the algorithm

are two speech segments chosen from the TIMIT database with approximately

the same signal power. The sampling frequency is 16 kHz, while the length of

the signal is 1 s. As the static ICA algorithm, the efficient FastICA (EFICA)

algorithm [45] was used. The same elevation angles were assumed for both

sources and the azimuth angle of the first source was set at θ1 = 30o. The az-
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Figure 3.7: SIR for separation of two sources incident on the microphone array.
The azimuth angle of the first source is fixed at θ1=30o and the azimuth angle
of the second source θ2 is varied from −15o to 135o.

imuth angle of the second source θ2 was varied from −15o to 135o in increments

of 15o. We have omitted the locations of the second source at 0o and 90o where

the separation is trivial. The separation performance, SIR, as a function of the

azimuth angle of the rotating source is shown in Figure 3.7. The measurement

results demonstrate that the separation performance does not depend strongly

on the angular separation in anechoic and noiseless environment.

In the second experiment, the effect of the acquisition noise on the separa-

tion performance is investigated. We assumed that a white, spatially uncorre-

lated Gaussian noise sources are added to each sensor. The source signals were

located at the incidence angles of 30o and 70o. The results for different signal-
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Figure 3.8: Separation performance as a function of spatially uncorrelated
sensor noise when the source signals are impinging the array at 30o and 70o.

to-noise ratios (SNR) are presented in Figure 3.8. The SIR strongly depends

on the measurement SNR and we can notice that the separation performance

is above 10 dB until the SNR reaches 20 dB.

In the mixing model adopted in the gradient flow representation (3.3), the

anechoic environment is assumed. However, in the real room environment, due

to reverberations the observed microphone signal is a sum of multi-path repli-

cas of the source signal, that is a sum of time-delayed and attenuated source

signals, where the delays and attenuations depend on the room geometry and

the reflection coefficient of the walls. The Figure 3.9 shows the separation

performance under different reverberation conditions, with different levels of
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Figure 3.9: Separation performance with different reverberation times in the
simulated room environment as a function of additive sensor noise.

additive sensor/acquisition noise in a simulated echoic room environment. The

separation performance degrades with the increase of the reverberations, but

satisfying performance is demonstrated in mild reverberant conditions. The

separation is sustained as long as the direct path signal is stronger than the

multi-path signals.

Room Speech Separation Experiments

To further examine the performance of the gradient flow algorithm, we devised

a planar array of four omnidirectional hearing aid miniature microphones to

record speech signals in a typical conference room. The spacing between op-

54



posing microphones is kept at 1cm. A single acoustic source was presented

through a loudspeaker positioned at 1 m distance from the array and the

recordings were repeated for different speech signals at different incident an-

gles with respect to the array. The corresponding SNR was around 35 dB.

The two recordings from two different speech sources at each microphone were

added. This mixing scenario, although more noisy, enables the quantification

of the separation performance as opposed to simultaneous recordings of two

signals. The incident angle of the first source was kept at 30o and the incidence

angle of the second source was swept from 15o to −45o.

The contribution of the second source in the estimated first source as a

function of the direction of the second source is shown in Figure 3.10. As we

could observe from the plot, the level of separation decreases as the angular

difference becomes smaller and two sources are getting closer, which is corre-

sponding to common sense. Yet as long as the angular difference is larger than

30o, the SIR could stay above 10dB which is very impressive for a rather noisy

real environment source separation.

3.4.2 Subband ICA Simulation Results

Next, the performance of the proposed gradient flow subband ICA model is

tested and quantified in simulated adverse acoustic conditions. I performed

simulations with artificially synthesized microphone array signals with different

reverberation times and incidence angles of the incoming source signals. The

results determine the dependence of the separation results on reverberation

in the room environment. As a benchmark for characterization of subband
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Figure 3.10: The separation performance for two speech signals recorded
using miniature microphone array in a typical conference room environment
as a function of incidence angle θ2. The incidence angle of the first source is
θ1 = 30o.

gradient flow ICA, the results obtained by the static gradient flow ICA model

are also presented.

In all simulations, the implemented static ICA algorithm implemented was

the efficient FastICA algorithm (EFICA) [45]. EFICA is asymptotically ef-

ficient with computational complexity only slightly higher than the standard

symmetric FastICA.

The artificial microphone array signals are generated based on the image

model [35]. Simulated room dimensions correspond to an ordinary office space

with the room dimensions and the relative location of the sensor array and the
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Table 3.1: Comparison of Static ICA and Filterbank ICA results

RT60 = 200ms RT60 = 300ms
SIR1 SIR2 SIR1 SIR2

Static ICA 25.30dB 26.91dB 6.95dB 12.80dB
Subband ICA 24.65dB 28.99dB 10.12dB 15.75dB

speech sources shown in Figure 3.6. The configuration of the microphone array

is orthogonal, with 1 cm inter-microphone spacing as illustrated in Figure 3.1.

Two speech source signals from the TIMIT database are used with the length

truncated to 1.5s. The sampling frequency is 16 kHz. The incidence angle

of the two sources are set to be 10o and 70o. A comparative simulation of

static ICA and subband ICA algorithms is executed under various reverber-

ant environments. Signal-to-interference ratio is selected to be the evaluation

metric, which is based on [46]. Table 3.1 summarizes the SIR for 200ms

and 300ms reverberation times. Under mild reverberation situation, the im-

provement is limited because the static ICA already has a satisfying level of

separation. When reverberation increases, the performance of the subband

ICA is significantly higher than static ICA. Under 300ms reverberation time,

which corresponds to a 0.59 uniform reflection coefficient in the simulated

room environment, the SIR improvement is over 3dB.

The subband ICA is also been applied on the real-world recordings of two

speech signals in a typical conference room. The speech signals were presented

through loudspeakers positioned at 1.5 m distance from the array and recorded

using four hearing aid microphone array. The relative directional angles of the
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Figure 3.11: Time waveforms of the presented speech sources and signals
recovered by the subband ICA algorithm.

speakers with respect to the center of the array were −30o and 40o. The

distance between opposing omnidirectional miniature microphones (Knowles

FG-3629) was 1 cm. The sampling frequency was set to 16 kHz. The separated

signals along with the original source signals are shown in Figure 3.11 and

demonstrate the separation of around 15dB.
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3.5 Study on Sensor Array Aperture

In terms of acoustic separation of multiple sources, the gradient flow tech-

nique converts the standard linear static ICA formality into a format with

clear-defined physical meaning, by turning the mixing matrix into time delay

matrix that uniquely determine the directions of the source signals. We fur-

ther adopted the subband ICA methodology and process the signals in time

domain within each band to utilize the benefits of both time-domain ICA

and frequency-domain ICA. Futhermore, we introduced the permutation and

scaling resolver to align and reconstruct the estimated signals from each sub-

band [47]. The algorithm exhibits satisfactory performance advantage over

the static ICA algorithm under moderate reverberant environments.

Nonetheless, the differential signals in the microphone observations are

based on a large common-mode pedestal and are subject to the interference

of noise originated from the sensor or the readout electronics. Especially in

processing low-frequency signals when the wavelength is in the range of several

meters, a microphone array 1cm in diameter could produce very little differ-

ential signal because of the small spatial diversity across the sensors. Also,

when the frequency is high and the wavelength is in the centimeter range, a

smaller array could potentially produce more accurate spatial derivatives and

have a positive effect on the signal separation. Thus we need to look into

the effect that changing the sensor dimension could have on the separation

performance in the low-frequency and high-frequency subbands and improve

the overall performance on the fullband signal.
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3.5.1 Single Frequency Analysis

First, an analysis on sensor dimension using single frequency sinusoidal input

signal is carried out in the similar fashion as section 2.6.1. Consider two

sinusoidal input signals of the same frequency were mixed at the sensor array.

Assume the incoming signal is on the same horizontal plane as the sensor array

for simplicity, so ϕ = 0. Apply 2.8 to 3.4, I could rearrange the form of the

estimation of the mixing matrix A to

A =


1 1

τ 11 τ 21

τ 12 τ 22

 = τmax


1 1

cos θ1 cos θ2

sin θ1 sin θ2

 , (3.10)

in which τmax = d/c. Since it is desirable that the unmixing matrix W will

satisfy the requirement WA = I, a natural solution of W to the mixing matrix

A above will be:

W =

− cos(2θ2) cos θ2 − sin θ2

− cos(2θ1) cos θ1 − sin θ1

 . (3.11)

However, the actual mixing matrix Â according to how the temporal and
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spatial derivatives were formulated in 2.15, 2.16, and 2.17 is

Â =


1 1

sin(πfτ11 )

πf [cos(πfτ11 )+cos(πfτ12 )]

sin(πfτ21 )

πf [cos(πfτ21 )+cos(πfτ22 )]

sin(πfτ12 )

πf [cos(πfτ11 )+cos(πfτ12 )]

sin(πfτ22 )

πf [cos(πfτ21 )+cos(πfτ22 )]



=


1 1

sin(P cos θ1)
πf [cos(P cos θ1)+cos(P sin θ1)]

sin(P cos θ2)
πf [cos(P cos θ2)+cos(P sin θ2)]

sin(P sin θ1)
πf [cos(P cos θ1)+cos(P sin θ1)]

sin(P sin θ2)
πf [cos(P cos θ2)+cos(P sin θ2)]

 , (3.12)

in which P = πf d
c
for simplicity. In this case, the product G = WÂ will not

be in the form of an identity matrix, because the off-diagonal term of G will

not be zero. So I will define the SIR in this analysis as

SIR = 10 log
[G(2, 2)

G(2, 1)

]2
, (3.13)

which is the amount signal source 1 gets attenuated in the recovered signal

source 2 and study the SIR change according to the change in incidence angle

and input signal frequency under different array dimensions.

Figure 3.12 shows the dependence of SIR on the different incidence angle

of the first source under 2kHz signal and a 1cm sensor array. The first source

is moved from 0◦ to 180◦, and the second source is fixed at 30◦. A minimum

can be observed when the first source is also at 30◦. When the two sources

overlap, it can be predicted there will not be any separation between the two

sources, thus the SIR drops to 0dB. As the angular difference between the two

sources increases, the SIR also increases, which is intuitive.
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Figure 3.12: SIR against incidence angle for 2kHz signal and 1cm array.
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Figure 3.13: SIR variation against input frequency for 5mm, 1cm and 2cm
array.
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Figure 3.13 shows the dependence of SIR on the input sinusoidal signal

frequency under 5mm, 1cm and 2cm sensor array respectively. In this anal-

ysis, incidence angles of 30◦ and 70◦ are selected to represent typical angular

separation in the acoustic mixing scene. Similar trend as the localization per-

formance is observed. Across all the frequencies, the separation performance

will improve when the array dimension becomes smaller. For lower frequencies,

the SIR is larger, and the difference in the SIR is not as significant as when

the frequency rises. Thus the need to use smaller array dimension is further

justified. To ensure better separation, when frequency gets higher thus the

wavelength shrinks, the sensor array has to be decreased to achieve a good

level of separation in anechoic and noiseless environment.

3.5.2 Simulated Low-frequency Separation Performance

Comparison

The impact of the 2cm sensor array on low-frequency signal separation perfor-

mance is evaluated. The room configuration used in the simulation is the same

as illustrated in Figure 3.6. Uniform reflection coefficient is calculated based

on the given reverberation time to simulate a room impulse response. The

reverberation time used in the simulation is 200ms and 300ms. One speaker

is located at 10o 1.5 meters away from the center of the array and the other

speaker is located at 70o with the same distance. The sampling rate is 16kHz.

The signal source is a 100Hz to 400Hz bandlimited speech signal from the

TIMIT speech corpus. The length of the signal is 1.5 s.

Table 3.2 summarizes the SIR for both 1cm and 2cm sensor array under
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Table 3.2: Comparison of 1cm and 2cm sensor array results

RT60 = 200ms RT60 = 300ms
SIR1 SIR2 SIR1 SIR2

1cm Array 7.36dB 10.75dB 4.26dB 9.80dB
2cm Array 8.67dB 13.20dB 4.77dB 11.16dB

200ms and 300ms reverberation times. We can conclude from the table that the

2cm microphone array is very effective in boosting the separation performance,

with an average SIR increase of 2dB.

3.5.3 Fullband Separation Performance Comparison

First, we simulated similar situations as the localization part to study the

effect of sensor array dimension on separation performance across all the filter

banks. The signal source is still a speech signal from the TIMIT speech corpus

and the length is truncated to 1.5 s. Both speakers are 1.5 meters in distance

from the center of the array and their incidence angle is 10o and 70o.

Figure 3.14 shows the separation performance improves in the 2cm case over

all the filter banks when there is only noise. Figure 3.15 shows there is almost

no performance improvement in the 2cm case when there is only reverberation.

The two plots corresponds to our findings in the localization part, that the

increase of sensor array dimension only assists better performance when there

is additive noise instead of interference noise. Figure 3.16 demonstrates the

separation performance only improves in the first several low-frequency filter

banks in the 2cm case when in both noisy and reverberant environment.
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Figure 3.14: SIR improvement of 2cm over 1cm sensor array across all filter
banks when there is only noise (SNR=40dB).

Then the separation performance of two configuration is tested. Configu-

ration 1 is comprised of observations all from the 1cm sensor array. In con-

figuration 2, we use the observation from the first 4 filter banks from the 2cm

sensor array to improve the low-frequency performance, and for the rest of the

banks, observations from 1cm array is used. Table 3.3 summarizes the SIR for

both array configurations under 200ms and 300ms reverberation times. We

can conclude from the table that the advantage in boosting the separation

performance with 2cm microphone array in low frequency is very limited, with

an average SIR increase of only around 0.3dB.

The 2cm microphone array shows superior results in source localization and

separation when there is only noise in the environment. Under echoic situations
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Figure 3.15: SIR improvement of 2cm over 1cm sensor array across all filter
banks when there is only reverberation (Rt60=200ms).

the increase in the inter-sensor spacing does not contribute much improvement

in separation performance. Because the 2cm microphone array did not show

convincing improvement in real 16-band filterbank separation, and the size of

the device is going to increase dramatically, we make the compromise to adopt

just 1cm and 5mm sensor array in our implementation. We will look for other

possibilities such as using hybrid derivative computation to boost the SNR in

the future works.
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Figure 3.16: SIR improvement of 2cm over 1cm sensor array across all fil-
ter banks when both noise (SNR=40dB) and reverberation (Rt60=200ms) is
presented.

3.6 Conclusion

The gradient flow subband acoustic separation architecture is proposed and

evaluated under adverse reverberant situations. The improvement over the

static ICA algorithm in the gradient flow representation in moderate reverber-

ation environments is demonstrated. The technique lends itself in mixed-signal

VLSI implementation amenable to low-power, small-form-factor hearing aids

and other acoustic tracking and separation applications.
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Table 3.3: Comparison of 1cm and 2cm sensor array results

RT60 = 200ms RT60 = 300ms
SIR1 SIR2 SIR1 SIR2

Configuration 1 Array 13.66dB 13.90dB 6.49dB 10.64dB
Configuration 2 Array 13.81dB 14.45dB 6.40dB 10.97dB
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Chapter 4

Mixed-signal VLSI Gradient

Flow Acoustic Localizer

4.1 Introduction

Precise and robust localization and tracking of acoustic sources using miniature

microphone arrays in small form-factor and low power is of interest to a variety

of applications, from hearing aids to surveillance and multimedia. There have

been a number of VLSI systems for acoustic direction finding reported in the

literature [34, 48, 49], but not a complete system-on-chip solution that can be

integrated directly with microphone array.

Gradient flow [34] is a signal conditioning technique for source localization

designed for arrays of very small aperture, i.e., of dimensions significantly

smaller than the shortest wavelength in the sources. In this chapter, the

gradient flow principle was implemented in mixed-signal VLSI. By adopting

a mixed-signal architecture in the implementation, the advantages of both
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Figure 4.1: Configuration of sensors for spatial gradient estimation.

approaches are combined: an analog data path directly interfaces with in-

puts without the need for data conversion; and digital adaptation offers the

desired outputs as digital values, performing ‘smart’ analog-to-digital conver-

sion. Estimation of the gradients is implemented using sampled-data switched-

capacitor (SC) circuits. The advantage of this implementation is application

of correlated-double sampling (CDS) that significantly reduces common-mode

offsets and 1/f noise [50], which is the dominant noise source at low frequency.

The spatial gradients are computed in fully differential mode, to provide in-

creased clock and supply feedthrough rejection. A CMOS cascoded amplifier

implements a simple high-gain amplifier in all of SC circuits, supporting high

density of integration, and low power consumption.

The system block diagram implementing gradient flow for bearing esti-

mation is shown in Figure 4.2. Filtering and preamplification stage enables

direct interface to microphone array and design of low-power system-on-chip

matched for hearing aid applications. Spatial gradients are approximated by

evaluating finite differences over the four sensors on the planar grid shown in
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Figure 4.2: System block diagram.

Figure 4.1. Two stages of mixed-signal adaptation compensate for common

mode errors in the differential amplification, and produce digital estimates of

delays τ1 and τ2 from the spatial and temporal differentials. Signal detection,

beside saving in power consumption, improves bearing estimation convergence

speed and stability.

4.2 Circuit implementation

Gradient flow lends itself into efficient implementation in mixed-signal VLSI.

The continuous-time Gm − C circuits provide low-power and small-form fac-

tor implementation for filtering and preamplification of microphone signals.
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Switched-capacitor circuits are ideal match for low-noise and low-frequency

spatial gradient computation. Digital adaptation for bearing estimation offers

flexibility and reconfigurability of the learning rules with estimates in digital

format, avoiding need for high-resolution analog-to-digital conversion.

4.2.1 Bandpass Filtering and Preamplification of Mi-

crophone Signals

The proposed system-on-chip is intended for direct interface with microphone

array in order to achieve small-form factor and improve power consumption.

Performance of the gradient flow algorithm depends on spatial gradient sig-

nal acquisition, which is a small differential signal on large common-mode

pedestal. Improved differential sensitivity of gradient sensing allows to shrink

the aperture of the sensor array without degrading signal-to-noise ratio. The

microphone signals have to be amplified and filtered before the spatial gradi-

ent computation. Instead of using discrete implementation of bandpass filter,

that covers the bandwidth of the signal of interest, for better matching and im-

proved power consumption, we propose bandpass filter on chip implementation

as continuous time filter. Mismatch in amplitude and phase characteristics of

filters in different channels leads to leakage of differential signal into common-

mode signal and degrades performance of gradient flow algorithm.

The filtering of microphone signals is matched to the speech signal and

implemented as second-order bandpass filtering, with low-frequency cutoff set

at 100 Hz and high-frequency cutoff set at 8 kHz. The signals are also amplified

by a factor of 10. A continuous time Gm− C filter implements the bandpass
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filtering and preamplification. The design is shown in Figure 4.3. The transfer

function of the filter is

H(s) =
Gm3

Gm2

Gm1

C1
s

Gm1

C1
s+ 1

1

(Gm2

C2
s+ 1)2

(4.1)

Gm1 and Gm3 are nominally set to equal values. Gm1/C1 sets the low-

frequency cutoff. Since this frequency is small, a large value of capacitance C1

is required and this capacitance is implemented as an off-chip capacitor. The

ratio of Gm2 and Gm3 sets the gain of the filter, while the ratio of Gm2/C2

sets the high-frequency cutoff. The implementation of OTA used in proposed

Gm− C filter implementation is shown in Figure 4.4.
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4.2.2 Spatial Gradient Calculation

Estimates of ξ00, ξ10 and ξ01 are obtained from the sensor observations x−1,0,

x1,0, x0,−1 and x0,1 as:

ξ00 ≈ 1
4

(
x−1,0 + x1,0 + x0,−1 + x0,1

)
ξ10 ≈ 1

2

(
x1,0 − x−1,0

)
(4.2)

ξ01 ≈ 1
2

(
x0,1 − x0,−1

)
Computation of the gradients is implemented using sampled-data switched-

capacitor (SC) circuits. The advantage of this realization is application of

correlated-double sampling (CDS) to significantly reduce common-mode off-

sets and 1/f noise [50]. A cascoded amplifier, biased in subthreshold regime,

is used as high-gain amplifier in these and subsequent SC circuits, supporting

high density of integration, and high energetic efficiency.

The common-mode component is decomposed in differential form ξ00 =

ξ+00[n]− ξ−00[n] with

ξ+00[n] =
1

8
(x10[n− 1

2
] + x−10[n− 1

2
]

+x01[n− 1

2
] + x0−1[n− 1

2
]) (4.3)

ξ−00[n] = −1

8
(x10[n] + x−10[n] + x01[n] + x0−1[n]).

The contribution ξ+00 to ξ00 represents the estimate of the average signal at

time instance nT − T
2
, while the contribution ξ−00 represents the inverted esti-

mate at time instance nT . The difference between both contributions signals
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hence produces an unbiased estimate of ξ00 centered at time nT − T
4
. The

corresponding switched-capacitor realization is given in Figure 4.5. Instead of

using a differential operational amplifier as high gain element in SC circuit, we

have chosen to use a lower power, single ended cascoded amplifier in pseudo-

differential implementation. In this implementation, the offset between virtual

grounds of two branches directly contributes to the differential signal. In the

previously reported structure [34], the virtual ground was defined by the in-

verting point of the cascoded amplifier and was prone to mismatch errors. The

proposed structure contains the virtual ground capacitor Cs, that defines the

virtual ground. Cs is precharged to the mid-point voltage Vref in clock phase

ϕ1, and voltage Vref is the value of virtual ground in both branches, elimi-

nating dependance on input transistor parameters. The clocks ϕ1 and ϕ2 are

nonoverlapping, and ϕ1e replicates ϕ1 with its falling edge slightly preceding

the falling edge of ϕ1.

An estimate of the temporal derivative signal ξ̇00 centered at same time

instance nT − T
4
is computed differentially in similar manner, by differencing

signal averages (or the reference level) at time instances nT − T
2
and nT ,

ξ̇+00[n] = 0

ξ̇−00[n] = −1

8
(x10[n] + x−10[n] + x01[n] + x0−1[n])

+x10[n− 1

2
] + x−10[n− 1

2
] (4.4)

+x01[n− 1

2
] + x0−1[n− 1

2
].

The spatial gradients are computed in fully differential mode, to provide in-
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creased clock and supply feedthrough rejection. The first-order spatial gradient

ξ10, likewise centered at time nT − T
4
, is computed by differencing estimates

of ξ10 at time instances nT − T
2
and nT

ξ+10[n] =
1

4
(x10[n− 1

2
]− x−10[n])

ξ−10[n] =
1

4
(x−10[n− 1

2
]− x10[n]). (4.5)

The first-order spatial gradient in the q direction, ξ01, is computed in identical

fashion.

4.2.3 Common-mode suppression

Gain mismatch in the microphones and preamplification stage leads to contri-

bution of common mode signal into the spatial gradient estimate. To estimate

the leakage coefficient ε1 of common-mode signal into spatial gradient esti-

mation, a digital sign-sign LMS (SS-LMS) adaptation rule is used [34]. ε1 is

stored as digital value in a 12-bit counter and it is represented in two’s comple-

ment. The update is performed by incrementing or decrementing the counter

based on sign of spatial gradient and average signal

ε+1 [n+ 1] = ε+1 [n]

+sgn(ξ+10[n]− ξ−10[n])sgn(ξ
+
00[n]− ξ−00[n])

ε−1 [n+ 1] = 212 − 1− ε+1 [n+ 1]. (4.6)
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The 8 most significant bits are presented to a multiplying D/A capacitor array

to construct the LMS error signal, for the case of ξ10

ξ+10[n] = ξ̂+10[n]− (ε+1 ξ
+
00[n] + ε−1 ξ

−
00[n])

ξ−10[n] = ξ̂−10[n]− (ε−1 ξ
+
00[n] + ε+1 ξ

−
00[n]). (4.7)

4.2.4 Bearing estimation

For implementation of bearing time-delay estimation, digital SS-LMS differ-

ential on-line adaptation is used similar to common-mode error correction.

Bearing estimates are represented as 12-bit values in two’s complement [34]

τ+1 [n+ 1] = τ+1 [n]

+sgn(e+10[n]− e−10[n])sgn(ξ
+
10[n]− ξ−10[n])

τ−1 [n+ 1] = 212 − 1− τ+1 [n+ 1], (4.8)

with the 8 most significant bits used for computation of LMS error signal

e+10[n] = ξ+10[n]− (τ+1 ξ̇
+
00[n] + τ−1 ξ̇

−
00[n])

e−10[n] = ξ−10[n]− (τ−1 ξ̇
+
00[n] + τ+1 ξ̇

−
00[n]). (4.9)

4.2.5 Signal Detection

For acoustic localization, detection of the presence of the signal is critical for

bearing estimation process, specially in the case of speech like signals, that

have a long pauses in the signal. It is also important for power saving, as
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certain parts of the chip can be shut-off if the signal is not present. The

simple thresholding function of the common-mode signal is chosen for signal

detection. As the sign of common-mode signal is already necessary for update

computation in common-mode suppression, the thresholding function is in-

corporated in the same comparator structure. Implementation of comparator

that is able to compare signal with variable level, zero for the sign and positive

and negative thresholding value, is shown in Figure 4.6(a). While the output

signals are valid, ξ+00 is sampled in phase ϕc
1 on capacitor C3. The sign of the

comparison of the common-mode signal ξ00 with variable comparison level Vth

is computed in the evaluate phase ϕc
2, through capacitive coupling into the

amplifier input node. Sign of ξ00 would be computed in standard comparator

implementation if capacitor C4 was omitted. The addition of C4 allows the

computation of multiple level comparisons in a single cycle. Sign of ξ00 is com-

puted first for reference level of Vth and the comparison with threshold level is

enabled by the change in voltage Vth in phase ϕc
2 in a single clock cycle. The

clocks ϕc
1 and ϕc

2 are non-overlapping and their relative timing with respect to

clocks ϕ1 and ϕ2 is shown in Figure 4.6(b), as well as the changes in voltage

Vth for the sign and threshold comparison. ϕc
1e replicates ϕc

1 with its falling

edge slightly preceding the falling edge of ϕc
1.

4.3 Simulation results

The proposed architecture was implemented in 0.5 µm CMOS technology.

Frequency response of the designed bandpass filter and preamplifier is shown

in Figure 4.7. The simulated dynamic range of implemented OTA is 51 dB.
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The bearing estimation process is demonstrated using sine wave input signal

at frequency of 1 kHz, with sampling frequency of 16 kHz. The signal was

presented to x10 and x01, and under 5 µs delay to x−10 and x0−1. The update

of time-delay estimation process is shown in Figure 4.8. The total power

consumption of the proposed system-on-chip is estimated at a total of 150 µW,

where 100 µW represents the power consumption of the bandpass filter, while

50 µW represents the power consumption of the spatial gradient computation,

signal detection and bearing estimation.

4.4 Conclusion

The proposed system-on-chip solution for acoustic localization is implemented

in small-form factor and operates at microwatt power consumption, making it

suitable for direct integration with microphone array. The chip well matches

requirements for hearing aid and acoustic surveillance applications.
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Chapter 5

Mixed-signal VLSI Independent

Component Analyzer

5.1 Introduction

A person can seamlessly focus and understand a specific speaker under various

levels of the background noise. However, the performance of the current state-

of-the-art hearing aids, as well as the speech recognition software, significantly

deteriorates with other speakers present in the background. Smart sensing

hearing aids could greatly benefit from robust speech separation in adverse

acoustic environments.

I have proposed an algorithm that combines in a unique framework the

spatial sampling, sub-band processing and independent component analysis to

achieve improvement in the separation performance in moderate reverberant

acoustic environments [47, 51]. The hardware implementation of the proposed

algorithm requires a 16-channel 3x3 linear static ICA architecture leading to
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stringent constraints on the chip area and power consumption of a single ICA

channel. These constraints are not met in various proposed implementations of

static ICA in either analog [52, 53] or digital domain [54, 55]. In the proposed

implementation, I exploit the pulse width modulation to implement matrix-

vector multiplication [56, 57] in order to meet the constraints on area and

power consumption.

The implementation architecture and circuit blocks are discussed in the

next sections, followed by the simulation results of the system.

5.2 Independent Component Analyzer Archi-

tecture

The independent component analysis is the signal processing technique for

obtaining independent directions in multivariate data. In many cases it is

exploited for the blind source separation (BSS), where the task is to recover

the unknown sources s from their mixtures x, without prior information on

them, except their independence. I assume that the mixing is linear

x = As+ n, (5.1)

where A is dimensional mixing matrix and n is the additive noise. When

the number of source N is greater than the number of observations M , N >

M some priori information on the source signals is necessary for solving the

problem. For this mixing model (5.1), ICA solution is formulated as a linear

transformation that minimizes the statistical dependence between components
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in the output signals y

y = Wx, (5.2)

where W is N × M dimensional unmixing matrix. The unmixing matrix

W is not uniquely defined, with ambiguity in scaling and permutation. The

energy of the source signals cannot be determined, since both s and A are

unknown and any scalar multiplier in one of the sources could be canceled by

dividing the corresponding column of A by the same scalar. As the order of

the independent sources is not predefined, any permutation of the columns of

the matrix W is a valid solution of the separation problem.

A wide variety of ICA learning rules have been proposed in the litera-

ture [58, 59]. Most of the ICA learning algorithms are based on optimizing

a cost function defined as the measure of independence between the compo-

nents of the output signals [60]. Different approaches, like maximization of

entropy [61], minimization of mutual information of the output signals [60, 62]

and the maximization of likelihood function [63], lead to the same form of the

cost function

L(W) = −N log(| det(W)|)−
N∑
i=1

K∑
k=1

log(pi(yi(k))), (5.3)

where pi(yi) are the marginal probability density functions (pdfs) of output

signals. Term det(W) represent the volume conserving property of the linear

transformation [64]. ICA learning rule is derived by applying the stochastic

gradient descent to (5.3)

∆W = µ ([WT ]−1 − f(y)xT ), (5.4)
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where f(y) is the cumulative distribution function

f(yi) = −dpi(yi)/dyi
pi(yi)

. (5.5)

This update rule was first derived as InfoMax learning rule in [61] by max-

imization of entropy of transformed output signals. Selection of f(y) as a

non-linearity that approximately matches the input cdf’s does not affect the

performance of the algorithm. The uniform and robust convergence is obtained

by using Amari’s natural gradient [65], which has the simple form in the space

of matrices, WWT . Multiplying (5.4) by WWT leads to the learning rule

without matrix inversion

∆W = µ [I− f(y)yT ]W = µ(W − f(y)zT ). (5.6)

The convergence of (5.6) implies E{f i(yi)yi}=1 as a constraint on the recon-

structed signals. To avoid numerical instability due to non-stationarity in

the sources, the Cichocki-Unbehauen (C-U) algorithm [66] introduces a non-

holonomic constraint in the natural gradient learning rule (5.6), by fixing the

diagonal terms of the unmixing matrix W:

∆W = µ [Λ− f(y)yT ]W, (5.7)

where Λ is a diagonal scaling matrix. Convergence of the C-U algorithm

implies Λii = E[f(yi)yi].

The similar algorithm can be derived based on non-linear decorrelation

that introduces higher-order statistics into the solution method. This first

87



formulation of ICA, inspired by biomimetic principles, was derived by Herault-

Jutten (H-J) [67] and was based on a feedback network topology

y = −Wy + x, (5.8)

with zero diagonal terms (wii ≡ 0,∀i). An independence criterion with non-

linear correlation between output signals yields the on-line learning rule for

the off-diagonal terms

∆wij = −µ f(yi)g(yj), i ̸= j (5.9)

where f(.) and g(.) are appropriately chosen, odd-symmetric functions. Good

example is the function that matches cumulative distribution function of source

signals for f and linearity g(y) ≡ y for function g.

Efficient implementation of ICA in feedforward parallel architecture re-

quires casting learning rules (5.6) and (5.9) in a form of the outer-product

update rule. H-J learning rule (5.9) is in the form of the outer-product, how-

ever the learning rule is defined for recurrent architecture (5.8). To map the

recurrent architecture onto a feedforward form, the following approximation

is applied:

y = (I+W)−1x ≈ (I−W)x (5.10)

In other words, the H-J rule can be implemented with linear feedforward

network of the type y = Wx with fixed diagonal terms wii ≡ 1, and with

off-diagonal terms adapting according to (5.9) [53, 68]. Equivalently, the im-
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plemented update rule can be seen as the gradient of InfoMax (5.4) multiplied

by WT , rather than the natural gradient multiplication factor WTW. Inter-

estingly, in the special case of a 2 × 2 network (2 sources and 2 observations)

the update rule (5.9) reduces to non-holonomic (zero-diagonal) form of the

C-U rule (5.7).

To obtain the natural gradient update rule (5.6) in outer-product form, it

is necessary to include a back-propagation path in the network architecture to

implement the vector contribution z = WTy. The learning rule can then be

represented in the form of the decay term and the outer-product term

∆wij = µ wij − µ f(yi)zj (5.11)

Through quantization of the vector terms in the outer-product rules (5.9)

and (5.11), as well as the quantization of the decay term in (5.11), the update

rules in the proposed implementation are simplified to the charge transfer

operations. In the case of speech signals that are approximately Laplacian

distributed, the optimal nonlinear scalar function f(yi) can be approximated

by sign(yi), which requires a single bit quantization. Conversely, vectors y in

rule (5.9) and feedback signal z = WTy in rule (5.11) are approximated by a

3-level staircase function (−1, 0,+1) using 2-bit quantization denoted as q(y)

and q(z). The quantization of the signal y and z in the update rules (5.9)

and (5.11) simplifies the implementation of the update rule to a single-bit

outer-product.

In this work, I implemented the natural gradient learning rule. The in-

dependent component analysis implementation comprises the vector-matrix
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multiplication y = Wx and adaptation of the unmixing matrix coefficients

according to learning rule (5.11). The block diagram of the proposed archi-

tecture for the implementation of the ICA algorithm is shown in Figure 5.1.

In the Figure 5.1, the notation < xi > and < yi > denotes the pulse-width

modulated signals controlled by the input signal xi and the output signal yi,

respectively.

5.3 Circuit Implementation

The independent component analysis implementation comprises the vector-

matrix multiplications y = Wx and z = WTy along with the adaptation of

the unmixing matrix coefficients according to learning rule (5.6). There are

two main circuit blocks that will be described, the adaptation cell and the

voltage-to-time conversion circuit following the current integration.

5.3.1 Learning Rule Implementation

In the proposed implementation, the unmixing coefficients Wij are stored

differentially as voltages V +
ij and V −

ij on two complementary switched current

sources [69] as shown in Figure 5.2(a). For clarity of the Figure, I have omitted

the replica of the current source M0 that contributes to the i−i and i−j currents

through the switches controlled by < x−
j > and < y−i >, respectively. The

outer-product update rule (5.6) is implemented using two transistors with the

functions f(y) and q(z) time encoded, as illustrated in Figure 5.2(b).

The proposed implementation enables fine updates of the unmixing co-

efficients with both positive and negative increments. The 3-level staircase
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function q(z) is approximated with the presence/absence of the voltage pulse

and by the relative position of the pulse. The function f(y) is coded as a two-

level signal, with the sign(y) determining the order of the levels Vlo and Vhi.

These voltage levels are applied externally and control the value of the adap-

tation rate µ. To reduce the required silicon area the Cw is implemented as a

MOS capacitance with the total capacitance of 2 pF. When the update signals

goes high, the charge on the small parasitic capacitance on the drain/source

diffusion between transistors M1 and M2, denoted as Cp, and Cw is shared.

The resulting voltage change on the capacitor Cw is given by

V +
ij [n+ 1] = V +

ij [n] +
Cp

Cw + Cp

(V +
Aij[n]− V +

ij [n]) (5.12)

The common mode component 1
2
(W+

ij +W−
ij ) is regulated by the weight decay

term on the right side of (5.12), pulling the values towards the center of the

range.

The effect of the charge injection and the clock feedthrough on the adap-

tation can be modeled as a constant offset plus the contribution that is de-

pendant on the voltage Vij which scales the decay term in the learning rule.

The current source transistor M0 is sized to operate in the subthreshold re-

gion of operation with the range of currents that represent Wij from 100 pA

to 100 nA. The advantage of the nonlinear transformation of stored voltages

Vij into a current representing the unmixing coefficient Wij is a wide dynamic

range of coefficients over a limited linear range of stored voltages.
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5.3.2 Matrix-Vector Multiplication

The vector-matrix multiplications y = Wx and z = WTy are implemented

by integrating switched currents controlled by a pulse-width modulated signal.

To minimize the chip area, the two multiplications and the quantization of the

signal z are implemented in three phases using the same the integration and

voltage-to-time conversion circuitry. In the first phase, y is computed along

with the voltage-to-time conversion of x; in the second phase, z is computed

along with the voltage-to-time conversion of y and in the third phase, the

quantization of the signal z through voltage-to-time conversion is performed.

The implementation of the integration and voltage-to-time conversion is

illustrated in Figure 5.3(a), with the corresponding clock timings of each switch

shown in Figure 5.3(b). Clocks ϕ1 and ϕ2, as well as ϕ5 and ϕ6 are non-

overlapping clocks. Both the input and the output signal are differential, as

well as the coefficients of the mixing matrix:

y+i =
3∑

j=1

(W+
ij x

+
j +W−

ij x
−
j ) (5.13)

y−i =
3∑

j=1

(W−
ij x

+
j +W+

ij x
−
j ) (5.14)

Current pulses are integrated on the capacitor Cint and the size of capaci-

tor Cint is 2 pF. In the voltage-to-time converter, the input voltage signal

precharges the integration capacitor Ct. The current fed into the input node

of the inverting high-gain amplifier discharges the capacitor. A comparison of

the decreasing voltage ramp signal at the output node of the amplifier with

a reference voltage Vcomp generates a pulsed signal with a pulse width pro-
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Figure 5.4: Implementation of the comparison of signal zi with a threshold
voltage for generation of the quantized signal q(zi).

portional to the input voltage. The high-gain amplifiers are implemented as

cascoded amplifiers operating in sub-threshold region of operation with the in-

put PMOS transistor. The integrator is also followed by the sample-and-hold

circuit that holds the output signal yi.

As the pulse-width modulated output signals < y+i > and < y−i > are

available, with a single D-latch the sign of the yi is determined. To generate the

quantized signal q(zi), a comparison with a positive and a negative threshold

voltage Vth is required. As in the case of the output signal yi, both pulse-width

modulated z+i and z−i signals are available. The comparison with the threshold

voltage is performed by delaying one of these pulses before the connection

to the input of the D-latch. Voltage Vb controls the threshold voltage by

controlling the delay time [70]. In Figure 5.4, a single comparison of signal zi

with a threshold voltage is shown.
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Figure 5.5: Layout of the proposed implementation in 0.5µm CMOS technol-
ogy.

5.4 Simulation Results

The proposed architecture was implemented in 0.5µm 3M2P CMOS technology

and the layout is shown in Figure 5.5. The total area of the 3x3 static ICA

implementation is 0.49mm2. The simulation of the circuit was performed on

the extracted layout.

To demonstrate the adaptation process, the adaptation cell shown in Fig-

ure 5.2 has been simulated, with a constant sign of the update. The incre-

mental values of the unmixing coefficient as the current of transistor M0 are

shown in Figure 5.7.

The output voltage of the integrator y1 is shown in Figure 5.8 for three dif-
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Figure 5.6: Micrograph of the proposed implementation in 0.5µm CMOS
technology.

ferent values of the unmixing coefficient W11 while the other current sources

representing unmixing coefficients are switched off. The input voltage x1 is

varied from 1 V to 4 V. The measured linearity of the matrix-vector multipli-

cation is 0.05%.

The proposed implementation of the ICA algorithm for the acoustic source

separation in hearing aid applications was modeled in MATLAB. To demon-

strate the separation performance, the speech signals originating from two

sources were artificially generated as received on the four microphone array

with the distance between opposing microphone pairs set at 1 cm and with the

sampling frequency of 16 kHz. The incidence angles of the two speech sources

were 30o and 70o. Two first-order spatial gradient signals were obtained [51]

and used as inputs to the model of the proposed ICA implementation. A white,

98



0 500 1000 1500
0

20

40

60

80

100

120

W
[n

A
]

Iteration Step

Figure 5.7: Successive incremental updates of the unmixing coefficient in a
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spatially uncorrelated Gaussian noise sources were added to each sensor. The

separation performance is quantized as the signal-to-interference ratio (SIR)

in the output signals. The signal-to-interference ratio is computed as

SIR = −10 log10 min
i

∑
j < y2ij > −maxj < y2ij >

maxj < y2ij >
, (5.15)

where yij is the contribution of the signal j to the output signal i. SIR, for dif-

ferent signal-to-noise ratio (SNR) in the sensor signals, is shown in Figure 5.9.

In Figure 5.10, the input and the output signals of the ICA processor,

that is the spatial gradients (3.3) and the reconstructed source signals, are

presented for incidence angles of θ1=30o and θ2=105o.
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Table 5.1: ICA Processor Characteristics

Technology 0.5 µm 2P3M CMOS
Area 0.49mm2

Supply 5 V

Room separation 8dB - 13dB

Power dissipation 80 µW at 16 kHz

5.5 Conclusion

I have presented an architecture and circuit implementation of an independent

component analyzer for the use in a blind acoustic source separation microsys-

tem using microphone array for hearing aid applications. The proposed pulse

width modulation implementation allows a power and silicon area efficient

application that can be used to realize multi-channel subband blind source

separation and extended to other neural network applications. The measured

characteristics of the fabricated chip are summarized in Table 5.1.
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Chapter 6

Conclusions

6.1 Conclusion

In this work, I address the problem of acoustic source localization and separa-

tion. This problem is well-established with a long history and closely related

to people’s everyday lives. The ‘cocktail party’ problem is one of the most in-

teresting yet intricate problems in the field of digital signal processing. Being

able to localize and separate multiple sound sources with no priori information

draws the interest from many researchers while few methodologies or frame-

works are proposed under the premise of low-power, low-noise mixed-signal

VLSI implementation.

I start from gradient flow, a technique that was inspired by both optical

flow in image processing and biological observations on parasitoid fly. This

technique can estimate the time delay of arrival by relating the spatial and

temporal derivatives of a sensor array, avoiding the high sampling frequency

and noise floor of traditional direct estimating methods. The technique can be
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immune of interference noise from other sources when the aperture of the sen-

sor array is shrinking, yet can be subject to the effect of additive noise which

can be introduced from the sensor signal acquisition. A framework of gener-

ating synthetic sensor data under both anechoic environment and reverberant

environment is proposed. Real world recordings in a room environment are

made by using a custom made PCB interfacing the sensor array and the data

acquisition card. The gradient flow technique is evaluated in a typical office

room environment and simulated its performance under various noisy, interfer-

ing and reverberant environments. Results show the gradient flow localization

can work robustly under mild to moderate reverberations with additive noise

levels down to 10dB.

Then I move on to the acoustic source separation problem. While there are

plenty of previous works on solving the problem in time-domain, frequency-

domain or hybrid method combining two domains together, none of them

fits into the low-power, low-noise mixed-signal VLSI implementation. I pro-

posed my own subband gradient flow ICA architecture with 16 subbands. The

subband methodology improves convergence under reverberant environment,

while the time-domain ICA in each bank guarantees effective adaptation with

mixed-signal circuits. The permutation and scaling ambiguity is solved by uti-

lizing the static fullband ICA as a preprocessing technique to help alignment

and better convergence, and processing with scaling solver to ensure uniform

estimation across all the subbands. Simulation shows the proposed method-

ology produces around 13dB separation in SIR, which is a 3dB improvement

over the static fullband ICA implementation.

Then I conduct a study on the effects that changing sensor array aper-
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ture can have on localization and separation performances. Research shows

increasing the inter-sensor spacing can produce diminishing errors in localiza-

tion when there is only additive noise presented, but the error is kept at a

similar level under reverberant environments. As separation is concerned, sin-

gle band separation can still experience a better SIR in low frequency bands

when the inter-microphone spacing is increasing. But when the results from

multiple bands are combined, this slight advantage is submerged due to the

lack of improvement in other bands. Therefore I am keeping the inter-sensor

spacing to be 1cm with the consideration of better performance and small-

form-factor of the device.

A micropower mixed-signal IC for localization of a broadband acoustic

source has been designed. Continuous-time bandpass filtering and amplifica-

tion at interfacing with microphone array enable low-power and small-form

factor implementation. Time delays between acoustic signals observed over

a planar geometry of four microphones are obtained by relating spatial and

temporal differentials and estimated through mixed-signal least-square digital

adaptation. The IC is fabricated in 0.5 µm CMOS technology and the dimen-

sion is 3mm × 3mm. At 16kHz sampling rate, the total power consumption of

the proposed system-on-chip is estimated at total of 150 µW from a 5V supply,

where 100 µW represents the power consumption of the bandpass filter, while

50 µW represents the power consumption of the spatial gradient computation,

signal detection and bearing estimation.

Last but not least, an analog architecture for the implementation of inde-

pendent component analyzer designed for the task of blind source separation of

acoustic sources interfacing miniature microphone array is presented. The nat-
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ural gradient ICA adaptation rule is selected because it’s a great fit for analog

implementation. The matrix-vector multiplication is implemented through in-

tegration of switched current sources, representing coefficients of the unmixing

matrix, controlled by pulse-width modulated input signals. The adaptation

is implemented by updating the charge pump at the gate of the NMOS tran-

sistor which controls the amount of current that is integrated. The proposed

architecture implementing 3×3 static ICA in 0.5um CMOS technology occu-

pies chip area of 0.49mm2 with the power consumption of 80uW at 5V supply

voltage.

6.2 Future Directions

This work till now has constructed a solid model and framework for VLSI

implementation for the acoustic source localization and separation. In the

future, this work can still have some room to improve in the following area.

First, the usage of more microphones to improve the performance and flex-

ibility of the architecture can be explored. Currently the structure of the

array is four microphones with 1cm inter-microphone spacing in a orthogo-

nal alignment. A prototype PCB adding four more microphones with 5.75mm

spacing with a 45◦ rotation without affecting the size of the sensor array is con-

structed and illustrated in Figure 6.1. The PCB is tested using the four added

microphones alone and the localization performance remains solid. There are

two main reasons for adding more microphones to the array. One is more

microphones are necessary for future researchers to exploit the possibility of

involving second-order derivatives to expand the number of sources the archi-
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Figure 6.1: An eight microphone sensor array.

tecture can separate from three to five while also improving the localization

accuracy. The other reason is that more microphones can be used to form a

hybrid spatial derivatives so the SNR can be increased to alleviate the effect

of additive noise when maintaining the device dimension.

Second, in this work, electret microphones are used because of their small

dimensions and round shape in their package and the strict requirement on the

array dimensions is what made this work unique. Yet, electret microphones

suffer greatly from poor characteristic uniformity and their frequency response

is uneven in both magnitude and phase which is very important to this work.

Plenty of time must be spent on manually testing the frequency response of

the microphones and handpicking matching microphones across the channels.
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In the future, it is desirable to switch to MEMS microphones with equally

small size and symmetrical shape because the MEMS microphones can have

better uniformity across different units from the same batch and it can save

researchers time on identifying matching microphones. Also more details on

the characteristics of the MEMS microphones can be learned so a future inte-

gration of the sensor and the processing circuitry can be made as smooth as

possible.

Last, an analog IC implementation of the independent component analyzer

using current pulse-width modulation methodology is fabricated and tested in

this work. Comparing to the previous mixed-signal IC implementation with

D/A capacitor array for adaptation, the silicon area is significantly shrinked,

thus it is desirable to fit the new IC into the 16-bank subband ICA architec-

ture and integrate the filters and the independent component analyzers onto

the same die. I also wish that the localizer circuit can be updated so that

digital adaptation of the geometric cues can better help the subband ICA in

permutation solving and unmixing matrix initialization. In the future, it will

be great if the MEMS sensor array, the localizer and the independent com-

ponent analyzer can be integrated into a single, small package and tested on

hearing impaired people in real environment.
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