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Factor analysis is an important statistical tool used to describe variability among observed, correlated variables in terms of a potentially lower number of unobserved variables which are called factors. Maximum likelihood estimation (MLE) has been popular for fitting factor analysis. Among variety of iterative methods that can be used to perform MLE, the EM algorithm is probably one of the most stable in terms of monotonely increasing the likelihood and the easiest to implement. However, in the real world, the rate of convergence of EM could be painfully slow in factor model estimation.

In this dissertation, we study two popular problems in algorithms and structures for covariance estimates. The first problem is factor analysis and mixture of factor analyzers models estimation by using the $\alpha$-EM algorithm. In the $\alpha$-EM algorithm we replace the logarithm by $\alpha$-logarithm. Logarithms have important roles besides the derivation of the log-EM algorithm. The Kullback-Leibler divergence and Fisher
information matrix all bring about the logarithm. For $\alpha$-logarithm with different values of $\alpha$ we actually have other important information measurements such as the Hellinger distance and weighted square distance besides the Kullback-Leibler divergence. After calculation we get two non-tractable update equations in $\alpha$-EM. In order to get tractable update equations as we have in log-EM, we need to do two more things. One of them is iteration index shifting and the other one is series expansion. These two steps are necessary for practical reasons. In addition, we apply the $\alpha$-EM algorithm to actual financial data. The speed of convergence is much faster than traditional log-EM algorithm and you could choose different values of $\alpha$ to achieve the best rate of convergence.

The second problem is covariance estimation by using matrix fraction representations. There is a vast literature that suggests factor models for dealing with covariance estimation. One of the important reason is that we can interpret the statistical factors by actual financial indicators. Here, we consider using matrix fraction representations. One of the many reasons that this would be a better idea than factor model is that the inverse of a factor model no longer have the same factor structure. But fraction representations don't have this problem. Another reason is that factor model is not a convex set. But band fraction representation is a convex set. More importantly we can show that factor model is a special case of band fraction representation. That means if the covariance matrices have factor structure we still use band fraction representation. It had been expected that band fraction representation would be better than factor model. We show the foresight is true.

The main contribution of the thesis:

- We apply the $\alpha$-EM algorithm to do factor model and mixture of factor model estimation. In the $\alpha$-EM algorithm we replace the logarithm by $\alpha$-logarithm. We get non-causal (implicit) update equations through a lot of calculation.
- We use shift of index and series expansion to get causal (explicit) update equa-
tions of $\alpha$-EM algorithm for both factor model and mixture of factor models. We show that log-EM is a special case of the $\alpha$-EM algorithm. We compare the convergence speed of the log-EM algorithm and the $\alpha$-EM algorithm in terms of both log-likelihood and the Hellinger distance.
- We compute gradients of the $\alpha$-log-likelihood function of factor model. We apply conjugate gradient acceleration to the $\alpha$-EM algorithm. Empirical results are given.
- We consider a new structure which is band fraction representation for covariance estimates. We show that band fraction representation includes factor model as a special case. We show that for factor model with $d$ factors and band fraction with $d+1$ bandwidth, the Hellinger distance between sample covariance and band fraction representation is much smaller than it between sample covariance and factor model. This is also true in terms of log-likelihood.
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## 1 Introduction

In this section, we do a literature review about previous work in factor model estimation, mixture of factor models estimation, $\alpha$-EM algorithm, conjugate gradient and rank-structured matrices such as semiseparable matrix. At the end of this section, we give the organization of the following sections of the thesis.

Factor analysis is a statistical method used to describe variability among observed, correlated variables in terms of a potentially lower number of unobserved variables called factors. Factor analysis searches for such joint variations in response to unobserved latent variables. The observed variables are modeled as linear combinations of the potential factors, plus "error" terms. Factor models have been widely used to construct portfolios with certain characteristics, such as risk, because they have many useful properties that sample covariance matrices don't have. One advantage of a factor model is the reduction of number of variables, by combining two or more variables into a single factor. Another advantage is the identification of groups of inter-related variables, to see how they are related to each other.

In statistics, a mixture model is a probabilistic model for representing the presence of subpopulations within an overall population. Mixture models don't require that the observed data-set should identify the sub-population to which an individual observation belongs. Formally a mixture model corresponds to the mixture distribution which represents the probability distribution of observations in the overall population. Mixture of factor analysis (MFA) models are widely used in clustering and dimensionality reduction. These are two of the fundamental problems in unsupervised learning. The reason is that MFA models can perform clustering and dimensionality reduction simultaneously. MFA looks for directions that have maximal interesting correlations within each cluster. In model based clustering the data are assumed to come from a finite mixture model. For quantitative data each mixture component is usually modeled as a multivariate Gaussian distribution.

The expecatation-maximization (EM) algorithm is a well known iterative method
for finding maximum likelihood estimates of parameters in statistical models, where the model depends on unobserved latent variables. Typically these models involve latent variables in addition to unknown parameters and known data observations. That is, either there are missing values among the data, or the model can be formulated more simply by assuming the existence of additional unobserved data points. The EM algorithm has been suggested for fitting factor and mixture of factor models. The EM iteration alternates between performing an expectation (E) step, which creates a function for the expectation of the log-likelihood evaluated using the current estimate for the parameters, and a maximization (M) step, which computes parameters maximizing the expected log-likelihood found on the E step. These parameter-estimates are then used to determine the distribution of the latent variables in the next E step.
A. P. Dempster, N. M. Laird and D. B. Rubin presented both the general theory of EM algorithms and a general approach to iterative computation of maximumlikelihood estimates in 1977 [38]. D. B. Rubin and D. T. Thayer applied log-EM algorithm for maximum likelihood factor model analysis in 1982 [107]. After that, a number of methods have been proposed to accelerate the sometimes slow convergence of the EM algorithm, such as those utilizing conjugate gradient and modified Newton-Raphson techniques. Xiaoli Meng and D. B. Rubin introduced a class of generalized EM algorithms which they call the ECM algorithm in 1993 [88]. Expectation conditional maximization (ECM) replaces each M step with a sequence of conditional maximization (CM) steps in which each parameter is maximized individually, conditionally on the other parameters remaining fixed. Chuanhai Liu and Donald B. Rubin introduced a simple extension of EM and ECM with faster covergence in 1994 [72], which they call the ECME algorithm. They applied ECEM algorithm for maximum likelihood estimation of factor analysis in 1998 [74]. This idea is further extended in the generalized expectation maximization (GEM) algorithm, in which one only seeks an increase in the objective function for both the E
step and M step under the alternative description. The Q-function used in the EM algorithm is based on the log-likelihood. Thus in this thesis we call it the log-EM algorithm.

The EM algorithm has also been widely used for fitting the MFA models. It is easy to implement and converges stably since its M-step is in closed form. Zoubin Ghahramani and Geoffrey E. Hinton showed how to use the log-EM algorithm for both single factor analysis and mixture of factor analyzers in 1996 [51]. Later, G. J. McLachlan, D. Peel and R.W. Bean used a mixture of factor analysers to model high-dimensional data [85] and fitted the model by using the alternating expectationconditional maximization (AECM) algorithm. After that, G. J. McLachlan, R.W. Bean and L. Ben-Tovim Jones extended the mixture of factor analysers in order to incorporate the multivariate $t$-distribution [86]. However, missing data of MFA models contains indicator factors and also latent factors. Because of so much missing data, the convergence of the EM algorithm for MFA can be painfully slow due to the fact that the rate of convergence of EM is determined by the portion of missing information in complete data [38]. In order to deal with the missing data, Jian-Hua Zhao and Philip L. H. Yu proposed a fast expectation conditional maximization (ECM) algorithm for maximum-likelihood (ML) estimation of mixture of factor analysers (MFA) [129. The convergence of ECM is substantially faster than EM and AECM regardless of whether they are assessed by CPU time or number of iterations. To further reduce the amount of missing data, Jangsun Baek, G. J. McLachlan, and Lloyd K. Flack proposed the use of common component-factor loadings which considerably reduces the number of parameters. They applied this new method to the clustering and visualization of high-dimensional data in 2010 [3].

The $\alpha$-EM algorithm was introduced by Yasuo Matsuyama [78], [79] [80, [81], who also proved the covergence speed of the $\alpha$-EM algorithm is faster than the log-EM algorithm as long as the incomplete data comes from an exponential family. Logarithms have important roles besides simplifying the likelihood maximization.

In information measures, logarithmic is correspond to the Kullback-Leibler divergence which is a key for realizing the maximization transfer in the EM algorithm [38]. The $\alpha$-EM algorithm is derived by the maximization transfer which uses more general surrogate functions than log-EM. The use of the log-likelihood ratio can be generalized to that of the $\alpha$-log-likelihood ratio. The log-EM corresponds to the special case of $\alpha=-1$. Yasuo Matsuyama also applied $\alpha$-EM to clustering. His results showed that it is better than the log-EM algorithm in terms of both the number of iterations and the total computation time. In 2010 and 2011 Yasuo Matsuyama applied $\alpha$-EM algorithm to hidden Markov model estimation [82], 83]. It had been expected that the $\alpha$-EM for factor model estimation would exist. On one hand, the complete data of factor model comes from an exponential family, so theoretically $\alpha$-EM can be applied to factor analysis. On the other hand, the convergence speed of log-EM for factor models can be slow when the problem is not well conditioned. For applications such as high frequency trading, problems may be ill condition and require fast computation. Since the $\log$-EM is a subclass of the $\alpha$-EM, the $\alpha$-EM can only do better than the log-EM. In practice there are several hurdles when it cares to implement the $\alpha$-EM for factor model. In this thesis, we present a way to use $\alpha$-EM for factor model estimation.

The conjugate gradient method is an algorithm for the numerical solution of particular systems of linear equations, namely those whose matrix is symmetric and positive-definite. Because covariance structure analyses can usually require optimization of functions with a large numbers of parameters, they often lead to expensive computer runs. Algorithms which are computational efficient and don't require a large amount of memory are welcomed for such analyses. The conjugate gradient method is a commonly used method for EM acceleration. Mortaza Jamshidian and Robert I. Jennrich showed that the conjugate gradient method can fulfill both of those requirements for factor analysis [60]. Later, Mortaza Jamshidian and Robert I. Jennrich showed that the EM step can be viewed as a generalized gradient, mak-
ing it natural to apply generalized conjugate gradient methods in an attempt to accelerate the EM algorithm. They considered its application to several problems, such as estimation of a covariance matrix from incomplete multivariate normal data, confirmatory factor analysis and repeated measures analysis [59]. Ruslan Salakhutdinov, Sam Roweis and Zoubin Ghahramani presented a close relationship between EM algorithm and direct optimization approaches such as gradient-based methods for parameter learning [109]. After that, Ruslan Salakhutdinov, Sam Roweis and Zoubin Ghahramani presented an Expectation-Conjugate-Gradient (ECG) algorithm for maximum likelihood estimation in latent variable models, and showed that it can outperform EM in terms of convergence in certain cases [110].

Many rank-structured matrices have been widely used in developing new fast matrix algorithms. Andrew P. Mullhaupt and Kurt Riedel introduced low grade matrices, their fraction representations, and consecutive sub-block product representations in 2002 [92]. They applied their results to signal processing using banded matrix fraction representations of triangular input normal pairs in 2001 [93. Other various efficient representations for rank structured matrices have been proposed, and efficient and accurate algorithms have been developed using these representations. In particular, semiseparable matrices are very useful. S. Chandrasekaran, P. Dewilde, M. Gu, T. Pals, X. Sun, A. J. van der Veen, and D. White generalized the hierarchically semiseparable (HSS) representations and propose some fast algorithms for HSS matrices in 2005 [18]. Those algorithms are useful for problems where off-diagonal blocks have small numerical ranks. S. Delvaux and M. Van Barel they investigated some matrix structures that are preserved by Schur complementation in 2006 [34]. After that, they introduced a given-weight representation for rank-structured matrices where the rank structure is defined by certain submatrices starting from the bottom left or upper right corner of the matrix [35]. There are several efficient algorithms that have been developed for approximating a symmetric matrix $A$ by a symmetric semiseparable matrix, accurate to a constant multiple of
any given tolerance $\tau>0$ [12], 53]. Fast backward stable algorithms have also been constructed to approximate $A$ with an SPD semiseparable matrix [119]. Ming Gu, Xiaoye S. Li and Panayot S. Vassilevski solved the problem of constructing semiseparable SPD matrices to approximate a given dense SPD matrix A for a given tolerance $\tau>0$ which is very large [55].

The rest of this dissertation is structured as follows. Section 2 reviews factor model, mixture of factor models and usual model estimation methods, such as EM and its conjugate gradient acceleration method. The $\alpha$-EM algorithm is also presented. Section 3 shows how to use the $\alpha$-EM algorithm in factor model estimation and this is new in the literature. Comparison between the log-EM and the $\alpha$-EM are presented through real financial data. Section 4 focuses on mixture of factor analysers. Section 5 introduces conjugate gradient acceleration method to the $\alpha$ EM algorithm. Section 6 presents a new structure for covariance estimates which is better than factor model under the Hellinger distance.

## 2 Models Description and Estimation Methods Review

### 2.1 Factor Model

Given a set of $p$ observable random variables, $x_{1}, x_{2}, \ldots, x_{p}$ with means, $\mu_{1}, \mu_{2}, \ldots, \mu_{p}$, a factor model consists of an (unobserved) factor loading matrix $\Lambda_{p \times d}$ and $d$ (unobserved) factor-scores $z_{1}, z_{2}, \ldots, z_{d}$ for each observation. We require $d<p$.We have:

$$
x_{i}-\mu_{i}=\Lambda_{i, 1} z_{1}+\Lambda_{i, 2} z_{2}+\cdots+\Lambda_{i, d} z_{d}+u_{i}, 1 \leq i \leq p
$$

where $u_{i}$ are independently distributed error terms with zero mean and finite variance, which may not be the same for all $i$. Let $X$ be the $p \times n$ data matrix with zero mean and $Z$ be the $d \times n$ unobserved factor-score matrix corresponding to $n$ observations.

In matrix terms the generative model is given by:

$$
X=\Lambda Z+U
$$

We also will impose the following assumptions on $Z$ and $U$.

1. $Z$ and $U$ are independent.
2. $E[Z]=0$ and $\operatorname{Cov}[Z]=I$ (to make sure that the factors are uncorrelated)
3. $E[U]=0$ and $\operatorname{Cov}[U]=\operatorname{Diag}\left(\phi_{1}, \phi_{2}, \ldots, \phi_{n}\right) \stackrel{\text { def }}{=} \Phi$

Suppose $\operatorname{Cov}[X]=\Sigma$ and we have $\operatorname{Cov}[X]=\operatorname{Cov}[\Lambda Z+U]$, so we can get $\Sigma=\Phi+\Lambda \Lambda^{\prime}$. Estimation of the factor model means that given observed data $X$ we need to estimate $\Phi$ and $\Lambda$.

Note that for any orthogonal matrix $Q$ if we set $\Lambda^{*}=\Lambda Q$ and $Z^{*}=Q^{\prime} Z$, the criteria for being factors and factor loadings still holds. Hence a set of factors and factor loadings is identical only up to orthogonal transformations.

### 2.2 Mixture of Factor Models

Assume now that the data are from a mixture of $k$ factor models indexed by $w_{j}, j=$ $1, \ldots, k$. The distribution of the observation $x_{i}$ can be modeled as:

$$
x_{i}-\mu_{i}^{(j)}=\Lambda_{i, 1}^{(j)} z_{1}^{(j)}+\Lambda_{i, 2}^{(j)} z_{2}^{(j)}+\cdots+\Lambda_{i, d}^{(j)} z_{d}^{(j)}+u_{i}^{(j)} \text { with prob. } \pi_{j}(j=1, \ldots, k)
$$

where $u_{i}^{(j)}$ are independently distributed error terms with zero mean and finite variance, which may not be the same for all $i$ and $j$.

The generative model now obeys the following mixture distribution:

$$
P(x)=\sum_{j=1}^{m} \int P\left(x \mid z, w_{j}\right) P\left(z \mid w_{j}\right) P\left(w_{j}\right) d z
$$

We have the same assumptions as in regular factor analysis, the factors $z$ are all assumed to be $N(0,1)$. We have:

$$
P\left(x \mid z, w_{j}\right)=N\left(\Lambda_{j} z, \Phi_{j}\right)
$$

and the $j$ th component-covariance matrix $\Sigma_{j}$ has the form

$$
\Sigma_{j}=\Phi_{j}+\Lambda_{j} \Lambda_{j}^{\prime}(j=1, \ldots, k)
$$

where $\Lambda_{j}$ is $p \times d$ matrix of factor loadings and $\Phi_{j}$ is $p \times p$ diagonal matrix along with the mixing proportion $\pi_{j}(j=1, \ldots, k)$.

The parameters of this model are $\left\{\Lambda_{j}, \Phi_{j}, \pi_{j}\right\}_{j=1}^{k}$ where $\pi_{j}=P\left(w_{j}=1\right)$. The latent variables in this model are the factors $Z$ and the mixture indicator variable $w_{j}$, where $w_{j}=1$ when the data point was generated by $w_{j}$. So for mixture of factor models we need to estimate $\left\{\Lambda_{j}, \Phi_{j}, \pi_{j}\right\}_{j=1}^{k}$.

### 2.3 Maximum Likelihood estimators

Maximum-likelihood estimation (MLE) is a method of estimating the parameters of a statistical model. When applied to a data set and given a statistical model, maximum-likelihood estimation provides estimates for the model's parameters. Intuitively, it finds the parameter point for which the observed sample is most likely
to appear. Suppose $X=\left(X_{1}, \ldots, X_{n}\right)$ is an i.i.d. sample from a distribution with pdf or $\operatorname{pmf} f(x ; \theta)$, the likelihood function is defined as:

$$
L(\theta \mid X)=\prod_{i=1}^{n} f\left(x_{i} ; \theta\right)
$$

In practice, it is often more convenient to work on the log-likelihood:

$$
l(\theta \mid X)=\log L(\theta \mid X)=\sum_{i=1}^{n} \log f\left(x_{i} ; \theta\right)
$$

Then, the maximum likelihood estimate is obtained as:

$$
\widehat{\theta}=\arg \max _{\theta \in \Theta} l(\theta \mid X)
$$

As the sample size increases to infinity, sequences of maximum-likelihood estimators have these properties:

- Consistency: the sequence of MLEs converges in probability to the value being estimated.

$$
\widehat{\theta}_{M L E} \xrightarrow{p} \theta_{0}
$$

- Asymptotic normality: as the sample size increases, the distribution of the MLE tends to the Gaussian distribution with mean $\theta$ and covariance matrix equal to the inverse of the Fisher information matrix.

$$
\sqrt{n}\left(\theta_{M L E}^{\prime}-\theta_{0}\right) \xrightarrow{d} N\left(0, I(\theta)^{-1}\right)
$$

- Functional invariance: if $\widehat{\theta}$ is the MLE of $\theta$, then for any function $g(\theta)$, the MLE of $g(\theta)$ is $g(\widehat{\theta})$. For example, the MLE parameters of the log-normal distribution are the same as those of the normal distribution fitted to the logarithm of the data.
- Efficiency: it achieves the Cramér-Rao lower bound when the sample size tends to infinity. This means that no consistent estimator has lower asymptotic mean squared error than the MLE (or other estimators attaining this bound).


### 2.4 Log-EM Algorithm

The EM algorithm ([38], [107]) is a very popular and widely applicable algorithm for the computation of maximum likelihood estimation. Given a statistical model consisting of observed data $X$, unobserved latent data $Z$ and unknown parameters $\Phi, \Lambda$, along with log-likelihood function, the maximum likelihood estimate of the unknown parameters is determined by the marginal likelihood of the observed data. Then the incomplete data $\log$-likelihood is $L(X, \Phi, \Lambda)=\log \prod_{i}^{n} p\left(x_{i} \mid \Phi, \Lambda\right)$. On the other hand, the complete data log-likelihood is $L_{C}(X, Z, \Phi, \Lambda)=\log \prod_{i}^{n} p_{C}\left(x_{i}, z_{i} \mid \Phi, \Lambda\right)$. The logEM algorithm seeks to find the maximization of the marginal likelihood by iteratively applying the following two steps: (The subscripts of $\Phi_{0}, \Lambda_{0}$ mean the current estimates and the subscripts of $\Phi_{1}, \Lambda_{1}$ mean the next estimates)

- Expectation step (E step): Calculate the expected value of the log likelihood function, with respect to the conditional distribution of $z$ given $x$ under the current estimate of the parameters $\Phi_{0}, \Lambda_{0}$

$$
Q\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)=E_{Z \mid X, \Phi_{0}, \Lambda_{0}}\left[L_{C}(X, Z, \Phi, \Lambda)\right]
$$

- Maximization step (M step): Find the parameter that maximizes this quantity:

$$
\Phi_{1}, \Lambda_{1}=\arg \max _{\Phi_{1}, \Lambda_{1}} Q\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)
$$

Given $\Phi_{0}, \Lambda_{0}$ and $x_{i}, i$ means the $i$ th observation, the expected value of the factors $z_{i}$ can be computed and this computation is in fact necessary for log-EM algorithm. For the distribution of the observed variable $p\left(x_{i}\right)$ we have $E\left[x_{i}\right]=$ 0 and $\operatorname{Cov}[X]=\Sigma=\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}$. For the distribution of the complete data $p\left(x_{i}, z_{i}\right)$, let $y_{i}=\left[\begin{array}{c}x_{i} \\ z_{i}\end{array}\right]$ and $Y=\left[\begin{array}{c}X \\ Z\end{array}\right]$, we have $E\left[y_{i}\right]=0$ and $\operatorname{Cov}[Y]=$ $\left[\begin{array}{cc}\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime} & \Lambda_{0} \\ \Lambda_{0} & I\end{array}\right]$. For the distribution $p\left(z_{i} \mid x_{i}\right)$ we have $p\left(z_{i} \mid x_{i}\right)=\frac{p\left(x_{i}, z_{i}\right)}{p\left(x_{i}\right)}$. Since
we know the distribution of $p\left(x_{i}\right)$ and $p\left(x_{i}, z_{i}\right)$, we will have $E\left[z_{i} \mid x_{i}\right]=\beta x_{i}$ and $\operatorname{Var}\left[z_{i} \mid x_{i}\right]=C$ where (see appendix A for proof):

$$
\begin{aligned}
& \beta_{0}=\Lambda_{0}^{\prime}\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \\
& C_{0}=I-\Lambda_{0}^{\prime}\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{0}
\end{aligned}
$$

## $2.5 \alpha$-EM Algorithm

Yasuo Matsuyama devised the $\alpha$-EM algorithm ([78, [79], [80], [81]), which generalizes the EM-algorithm, with application to some model estimation. In this thesis, we adapt the $\alpha$-EM algorithm to estimation of factor models.

The $\alpha$-logarithm function is defined as follows [81:

$$
\begin{equation*}
L^{(\alpha)}(r) \stackrel{\text { def }}{=} \frac{2}{1+\alpha}\left(r^{\frac{1+\alpha}{2}}-1\right) \tag{1}
\end{equation*}
$$

where $r \in(0, \infty) . L^{(\alpha)}(r)$ is strictly concave for $\alpha<1$, a straight line $r-1$ for $\alpha=1$ and strictly convex for $\alpha>1$. Especially when $\alpha=-1$ we have $L^{(-1)}=\log (r)$. The $\alpha$-EM algorithm maximizes the $\alpha$-logarithm of the likelihood ratio, which in the special case $\alpha=-1$ corresponds to ordinary maximum likelihood.

Let $P_{I}(X \mid \Phi, \Lambda)$ be the probability density for the observed(incomplete) data $X$ parameterized by $\Phi$ and $\Lambda$. Let $P_{C}(X, Z \mid \Phi, \Lambda)$ be the probability density for the complete data. Then the incomplete data $\alpha$-log-likelihood ratio is:

$$
L_{X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)=\frac{2}{1+\alpha}\left[\left(\frac{P_{I}\left(X \mid \Phi_{1}, \Lambda_{1}\right)}{P_{I}\left(X \mid \Phi_{0}, \Lambda_{0}\right)}\right)^{\frac{1+\alpha}{2}}-1\right]
$$

On the other hand, the complete data $\alpha$-log-likelihood ratio is :

$$
L_{X, Z}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)=\frac{2}{1+\alpha}\left[\left(\frac{P_{C}\left(X, Z \mid \Phi_{1}, \Lambda_{1}\right)}{P_{C}\left(X, Z \mid \Phi_{0}, \Lambda_{0}\right)}\right)^{\frac{1+\alpha}{2}}-1\right]
$$

by taking the conditional expectation in terms of $P_{Z \mid X, \Phi_{0}, \Lambda_{0}}$ we can get

$$
Q_{X, Z \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)=E\left[L_{X, Z}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)\right]
$$

by computing the $\alpha$-divergence between $P_{Z \mid X, \Phi_{0}, \Lambda_{0}}\left(Z \mid X, \Phi_{0}, \Lambda_{0}\right)$ and $P_{Z \mid X, \Phi_{1}, \Lambda_{1}}\left(Z \mid X, \Phi_{1}, \Lambda_{1}\right)$ we have the following basic equality for the $\alpha$-EM algorithm [78, [79, [80], 81].
$L_{X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)=Q_{X, Z \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)+\frac{1-\alpha}{2}\left\{\frac{P\left(X \mid \Phi_{1}, \Lambda_{1}\right)}{P\left(X \mid \Phi_{0}, \Lambda_{0}\right)}\right\}^{\frac{1+\alpha}{2}} D^{(\alpha)}\left(\Phi_{1}, \Lambda_{1}| | \Phi_{0}, \Lambda_{0}\right)$

Therefore, the $\alpha$-log likelihood ratio of the observed data can be expressed by using the Q -function of the $\alpha$-log likelihood ratio and the $\alpha$-divergence. The $\alpha$ divergence is an information measure. When $\alpha= \pm 1$, it is the Kullback-Leibler divergence. When $\alpha=0$, it is the well known the Hellinger distance. Equation (2) is the core of the $\alpha$-EM algorithm. The second term on right-hand side is nonnegative for $\alpha<1$, this also ensures positivity of the $\alpha$-information matrix. So the algorithm to increase $L_{X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)$ is obtained by increasing the $Q_{X, Z \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)$ function with respect to the argument $\Phi_{1}$ and $\Lambda_{1}$.

Obtaining the $Q_{X, Z \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)$ function is a generalized E step. Its maximization is a generalized M step. This pair of steps is called the $\alpha$-EM algorithm which contains the log-EM algorithm as its subclass. Thus, the $\alpha$-EM algorithm by Yasuo Matsuyama is an exact generalization of the log-EM algorithm. The $\alpha$-EM shows faster convergence than the log-EM algorithm by choosing an appropriate $\alpha$. For possible choices of $\alpha$, we already have $\alpha<1$, and on the other hand the $\alpha$-EM requires $\alpha>-1$ for the exponential family.

### 2.6 Conjugate Gradient Method

The conjugate gradient method is an iterative method. The EM algorithm is designed to find a parameter vector $\theta$ that maximizes a likelihood function $L(\theta), \theta \in \Theta$. For a specific application, a function $Q\left(\theta^{\prime}, \theta\right)$ is identified. It may be viewed as a local approximation to $\log L\left(\theta^{\prime}\right)$ in a neighborhood of $\theta$. Let $\theta^{\prime}$ be the value that maximizes $Q\left(\theta^{\prime}, \theta\right)$ then the step $\theta^{\prime}-\theta$ is called an EM step. If $\theta^{\prime}$ is an interior point of $\Theta$, then

$$
\begin{equation*}
\theta^{\prime}-\theta=-\left(Q^{(2)}\left(\theta^{\prime}, \theta^{\prime}\right)\right)^{-1} g(\theta)+o\left(\theta-\theta^{\prime}\right) \tag{3}
\end{equation*}
$$

where $g(\theta)$ is the gradient of $\log L(\theta)$ at $\theta$ and $Q^{(2)}\left(\theta^{\prime}, \theta^{\prime}\right)$ is the Hessian of $Q\left(\theta^{\prime}, \theta\right)$ viewed as a function of $\theta^{\prime}$ and evaluated at $\left(\theta^{\prime}, \theta\right)=\left(\theta^{\prime}, \theta^{\prime}\right)$. Typically $Q^{(2)}\left(\theta^{\prime}, \theta^{\prime}\right)$ is negative definite. Thus using (3) the EM step $\theta^{\prime}-\theta$ is a generalized gradient of $\log L(\theta)$. Each step begins with an EM step. First, its direction is modified and then its length is optimized. In addition to the EM steps, we must compute gradients $g(\theta)$ of the $\log L(\theta)$. In order to find the optimal length, we need to do a line search [59]. This is the most complicated part.

Given $\theta_{0}$, let $g_{0}=\nabla f\left(\theta_{0}\right)$, and $d_{0}=-g_{0}$, set $k=0$, the generalized conjugate gradient algorithm proceeds as follows [59]:
$1 \alpha_{k}$, the value of $\alpha$ that maximizes $f\left(\theta_{k}+\alpha_{k} d_{k}\right)$
$2 \theta_{k+1}=\theta_{k}+\alpha_{k} d_{k}$ and $g_{k+1}=\nabla f\left(\theta_{k+1}\right)$
$3 \beta_{k}=\left\langle g_{k+1}, g_{k+1}-g_{k}\right\rangle /\left\langle d_{k}, g_{k+1}-g_{k}\right\rangle$
$4 d_{k+1}=-g_{k+1}+\beta_{k} d_{k}$

Here, $\langle\cdot, \cdot\rangle$ is the inner product. The best know formulas for $\beta_{k}$ are called the Fletcher-Reeves (FR), Polak-Ribiere (PR) and Hestense-Stiefel (HS) formulas and are given by

$$
\begin{aligned}
\beta_{k}^{F R} & =\left\|g_{k+1}\right\|^{2} /\left\|g_{k}\right\|^{2} \\
\beta_{k}^{P R} & =\left\langle g_{k+1}, g_{k+1}-g_{k}\right\rangle /\left\|g_{k}\right\|^{2} \\
\beta_{k}^{H S} & =\left\langle g_{k+1}, g_{k+1}-g_{k}\right\rangle /\left\langle d_{k}, g_{k+1}-g_{k}\right\rangle
\end{aligned}
$$

The numerical performance of the FR method is somewhat erratic and it is sometime as efficient as the PR and HS methods, but it is often much slower. The PR and HS methods appear to perform very similarly in practice, and are to be preferred over the FR method.

### 2.7 Band Fraction Representation (Model)

Factor models are popular models for structured covariance estimates, but they are not the only ones. In the literature we have Toeplitz, band-Toeplitz, Circulant, Semiseparable matrices ([20], [29], [18], [17, [55]) which are also structured covariances. In this thesis, we study semiseparable matrices which contain factor models as a special case (proof is in the following section). We then apply band fraction representations ([93], [18]) to covariance matrices estimation.

Theorem 1 (Mullhaupt, Riedel 2002). Suppose $L$ is a lower triangular matrix with lowgrade $\leq d-1$. For any $\varepsilon>0$, there exists $M$ and $N$ which are also lower triangular matrix with bandwidth $\leq$ d. s.t. $\left\|L-M^{-1} N\right\|<\varepsilon$.

Let's assume $\Sigma$ is the covariance matrix that we get from some given data $X$. Since $\Sigma$ is a positive definite matrix, we can apply Cholesky decomposition which is a decomposition of positive definite matrix into the product of a lower triangular matrix and its transpose:

$$
\begin{equation*}
\Sigma=L L^{T} \tag{4}
\end{equation*}
$$

where $L$ is a lower triangular matrix with real and positive diagonal entries. Every positive definite matrix has a unique Cholesky decomposition.

Then we get $\Sigma=L L^{T} \approx\left(M^{-1} N\right)\left(M^{-1} N\right)^{T}$, so the covariance matrix $\Sigma$ can be approximate by $M$ and $N$. This is the band fraction representation of covariance matrix. In order to get this representation we need to estimate $M$ and $N$. Note that for any nonsingular matrix $X$ we will have the equivalent transform:

$$
\begin{aligned}
M L & =N \Leftrightarrow(X M) L=X N \\
N L^{-1} & =M \Leftrightarrow(X N) L^{-1}=X M
\end{aligned}
$$

There are some reasons that we think band fraction is better than factor model. For covariance matrix $\Sigma$, there are two important properties that factor models don't preserve but band fraction representations do. First, $\Sigma^{-1}$, the inverse of covariance
matrix $\Sigma$, is still symmetric, positive definite and could be a covariance matrix. But the inverse of a factor model is no longer a factor model. When we use the covariance matrix we are always concerned with its inverse. From the Woodbury formula we have:

$$
\begin{aligned}
\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1} & =\Phi^{-1}-\Phi^{-1} \Lambda\left(I_{d}+\Lambda^{\prime} \Phi^{-1} \Lambda\right)^{-1} \Lambda^{\prime} \Phi^{-1} \\
& =\Phi_{1}-\Lambda_{1} \Lambda_{1}^{\prime}
\end{aligned}
$$

we will notice that there is a sign change in the inverse of the factor model. Meanwhile band fraction representation doesn't have this problem, $\left(M^{-1} N\right)^{-1}=N^{-1} M$, it is still a band fraction representation. Second, $\Sigma$ is in a convex set. Suppose $0<t<1$, let's consider a convex combination of $\Sigma_{1}$ and $\Sigma_{2}$. We have $t \Sigma_{1}+(1-t) \Sigma_{2}=\Sigma_{3}$ and we can always find $\Sigma_{3}$ from the same set contains $\Sigma_{1}$ and $\Sigma_{2}$. Now, let's consider a convex combination of two factor models $\Phi_{1}, \Lambda_{1}$ and $\Phi_{2}, \Lambda_{2}$. Even though $t \Phi_{1}+(1-t) \Phi_{2}$ preserves positivity and diagonality, but $t \Lambda_{1}+(1-t) \Lambda_{2}$ does not preserve rank. If $\Lambda_{1}$ and $\Lambda_{2}$ don't have the same span then you can't find $\Lambda_{3}$ from the set that $\Lambda_{1}$ and $\Lambda_{2}$ are in. However, band fraction representation doesn't have this problem either. Let's consider a convex combination of two band fraction representations $M_{1}, N_{1}$ and $M_{2}, N_{2}$. Then we get $t\left(M_{1}, N_{1}\right)+(1-t)\left(M_{2}, N_{2}\right)=\left(M_{3}, N_{3}\right)$ which preserves triangularity, bandwidth and nonsingularity. We can find $M_{3}, N_{3}$ from the same set contains $M_{1}, N_{1}$ and $M_{2}, N_{2}$. Therefore the set of parameters $(M, N)$ with $d$-bandwidth for Cholesky factors is a convex set, and that means optimizing a convex function over this set is a 'nice' problem.

### 2.8 Semiseparable Factorization (Method)

A matrix $S$ is called a lower-(upper-) semiseparable matrix of semiseparability rank $d$ if all submatrices which can be taken out of the lower(upper) triangular part of the matrix $S$ have rank $\leq d$. Semiseparable matrix has a classical representation.

Classical The symmetric semiseparable matrix is represented with two vectors $u=$ $\left[u_{1}, u_{2}, \ldots, u_{n}\right]^{T}$ and $v=\left[v_{1}, v_{2}, \ldots, v_{n}\right]^{T}$. For example a $5 \times 5$ matrix has the following from:

$$
\text { lower triangular }\left(u * v^{T}\right)=\left[\begin{array}{cccccc}
u_{1} v_{1} & & & & \\
u_{2} v_{1} & u_{2} v_{2} & & & \\
u_{3} v_{1} & u_{3} v_{2} & u_{3} v_{3} & & \\
u_{4} v_{1} & u_{4} v_{2} & u_{4} v_{3} & u_{4} v_{4} & \\
u_{5} v_{1} & u_{5} v_{2} & u_{5} v_{3} & u_{5} v_{4} & u_{5} v_{5}
\end{array}\right]
$$

Given a factor model $\Sigma=\Phi+\Lambda \Lambda^{T}$ where $\Phi$ is $p \times p$ and $\Lambda$ is $p \times d$. $\Lambda \Lambda^{T}$ is actually a classical representation of a semiseparable matrix with semiseparability rank $d$. One important property of semiseparable matrix is that any diagonal matrix plus a semiseparable matrix is still a semiseparability, but the semiseparability rank will increase by 1 . So factor model is actually a semiseparable matrix with semiseparability rank $d+1$, where $d$ is the number of factors. But not all the semiseparable matrices can be represented by the classical representation which means that factor model can't represent all the semiseparable matrices. That's part of the reason why we use band fraction representation instead of factor model. We will prove in the following section that any semiseparable matrices can be represented by band fraction representation.

To begin the semiseparable factorization procedure, we first recall the following standard block Cholesky factorization procedure. For $k=1,2, \ldots, n$

1 Cholesky factorize $R_{k, k}^{T} R_{k, k}=A_{k, k}$
2 Compute $\quad R_{k, k+1: n}=R_{k, k}^{-T} A_{k, k+1: n}$
3 Schur complement $A_{k+1: n, k+1: n}=A_{k+1: n, k+1: n}-R_{k, k+1: n}^{T} R_{k, k+1: n}$

The output of this procedure is the upper triangular matrix

$$
R=\left[\begin{array}{cccc}
R_{1,1} & R_{1,2} & \cdots & R_{1, n} \\
& R_{2,2} & \cdots & R_{2, n} \\
& & \ddots & \vdots \\
& & & R_{n, n}
\end{array}\right] \text { such that } A=R^{T} R
$$

Ming Gu et al. 55 modified the above procedure in order to find an approximate Cholesky factorization satisfying

$$
S^{T} S=A+o\left(\sqrt{\|A\|_{2}} \tau\right) \text { and } S^{T} S Z=A Z
$$

where

$$
Z=\left(\begin{array}{c}
Z_{1} \\
\vdots \\
Z_{n}
\end{array}\right)
$$

and $S$ is an upper triangular semiseparable matrix with semiseparability rank 1 of the form:

$$
S=\left[\begin{array}{cccc}
D_{1} & S_{1,2} & \cdots & S_{1, n} \\
& D_{2} & \cdots & S_{2, n} \\
& & \ddots & \vdots \\
& & & D_{n}
\end{array}\right]
$$

with the $D_{k}$ 's being upper triangular and $S_{k, t}=U_{k} W_{k+1} \cdots W_{t-1} V_{t}^{T}$.
The method above is an efficient and backward stable algorithm for constructing SPD semiseparable matrices that approximate a given dense SPD matrix $A$ with a guaranteed a priori given tolerance $\tau>0$. We generalized that procedure to be able to get $S$ with different semiseparability rank from 1 to $d$. With $S_{d}$ we can find $M$ and $N$ with bandwidth $d$. We prove it in section 6 .

## 3 Factor Model Estimation By Using The $\alpha$-EM Algorithm

We apply the $\alpha$-EM algorithm to factor model estimation. The $\alpha$-EM includes the traditional log-EM as a special case. For estimation of other models, it has been shown that the convergence speed of the $\alpha$-EM algorithm is much faster than logEM algorithm, we investigate this for factor models and mixture of factor models. The $\alpha$-EM algorithm also allows us to choose different $\alpha$ s to achieve the fastest convergence speed and more accurate factor model estimation for different problems. In practice the update equations from the $\alpha$-EM algorithm are not tractable so we apply causal approximation and series expansion to those update equations to get practical update equations. With these update equations we can show that the $\alpha$ EM algorithm can save us in total computation time. Empirical results from real financial data are given.

### 3.1 Non-Causal Update Equations

Here, by non-causal we mean that given the current estimations we can not use the update equations to get the next estimations directly. The non-causal update equations are the most accurate equations you can get after applying the $\alpha$-EM algorithm for factor model estimation. In order to be able to use the $\alpha$-EM we use a causal approximation of non-causal update equations.

For factor model, we have

$$
P_{C}\left(X, Z \mid \Phi_{0}, \Lambda_{0}\right)=\prod_{i=1}^{N} P_{c}\left(x_{i}, z_{i}, \mid \Phi_{0}, \Lambda_{0}\right)=\prod_{i=1}^{N} P\left(x_{i} \mid z_{i}, \Phi_{0}, \Lambda_{0}\right) * P\left(z_{i}\right)
$$

so the $Q_{X, Z \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)$ function is:

$$
\begin{align*}
Q_{X, Z \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right) & =E_{P\left(Z \mid X, \Phi_{0}, \Lambda_{0}\right)}\left[L_{X, Z}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)\right]  \tag{5}\\
& =E_{P\left(Z \mid X, \Phi_{0}, \Lambda_{0}\right)}\left[\frac{2}{1+\alpha}\left(\frac{P_{C}\left(X, Z \mid \Phi_{1}, \Lambda_{1}\right)}{P_{C}\left(X, Z \mid \Phi_{0}, \Lambda_{0}\right)}\right)^{\frac{1+\alpha}{2}}-1\right] \\
& =\frac{2}{1+\alpha}\left(\prod_{i=1}^{N} E_{P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)}\left[\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}\right)^{\frac{1+\alpha}{2}}\right]-1\right) \\
& =\frac{2}{1+\alpha}\left(S_{Z \mid X, \Phi_{0}, \Lambda_{0}}^{(\alpha)}-1\right)
\end{align*}
$$

where

$$
\begin{aligned}
S_{Z \mid X, \Phi_{0}, \Lambda_{0}}^{(\alpha)} & =\prod_{i=1}^{N} W_{i}^{(\alpha)} \\
W_{i}^{(\alpha)} & =E\left[P_{i}^{\frac{1+\alpha}{2}}\right] \\
P_{i} & =\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)} \\
E[\cdot] & =E_{P\left(z \mid x, \Lambda_{0}, \Phi_{0}\right)}[\cdot]
\end{aligned}
$$

After the E-step we need to do the M-step. The update equations can be obtained by differentiating $Q_{X, Z \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)$ with respect to the update parameters $\Phi_{1}$ and $\Lambda_{1}$ and setting differentiation to zero solve for maximization. For $\Lambda_{1}$ we have

$$
\begin{align*}
\frac{\partial Q^{(\alpha)}}{\partial \Lambda_{1}} & =0 \Rightarrow \frac{\partial S^{(\alpha)}}{\partial \Lambda_{1}}=0  \tag{6}\\
\frac{\partial S^{(\alpha)}}{\partial \Lambda_{1}} & =\sum_{j=1}^{N} \frac{\partial W_{j}^{(\alpha)}}{\partial \Lambda_{1}} \prod_{i=1, i \neq j}^{N} W_{i}^{(\alpha)}=\sum_{j=1}^{N} \frac{\partial W_{j}^{(\alpha)}}{\partial \Lambda_{1}} \frac{S^{(\alpha)}}{W_{j}^{(\alpha)}}=\sum_{j=1}^{N} \frac{\frac{\partial W_{j}^{(\alpha)}}{\partial \Lambda_{1}}}{W_{j}^{(\alpha)}} S^{(\alpha)} \\
S^{(\alpha)} & \neq 0 \Rightarrow \sum_{i=1}^{N} \frac{\frac{\partial W_{i}^{(\alpha)}}{\partial \Lambda_{1}}}{W_{i}^{(\alpha)}}=0 \Rightarrow \sum_{j=1}^{N} \frac{\frac{\partial E\left[P^{\frac{1+\alpha}{2}}\right]}{\partial \Lambda_{1}}}{E\left[P^{\frac{1+\alpha}{2}}\right]}=\sum_{j=1}^{N} \frac{E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Lambda_{1}}\right]}{E\left[P^{\frac{1+\alpha}{2}}\right]}=0
\end{align*}
$$

and likewise for $\Phi_{1}$ we have

$$
\begin{equation*}
\frac{\partial Q^{(\alpha)}}{\partial \Phi_{1}^{-1}}=0 \Rightarrow \frac{\partial S^{(\alpha)}}{\partial \Phi_{1}^{-1}}=0 \Rightarrow \sum_{j=1}^{N} \frac{\frac{\partial E\left[P^{\frac{1+\alpha}{2}}\right]}{\partial \Phi_{1}^{-1}}}{E\left[P^{\frac{1+\alpha}{2}}\right]}=\sum_{j=1}^{N} \frac{E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Phi_{1}^{-1}}\right]}{E\left[P^{\frac{1+\alpha}{2}}\right]}=0 \tag{7}
\end{equation*}
$$

In order to solve equations (6) and (7) we need to calculate $E\left[P^{\frac{1+\alpha}{2}}\right], E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Lambda_{1}}\right]$ and $E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Phi_{1}^{-1}}\right]$. By the definition of expectation:

$$
\begin{align*}
& E\left[P^{\frac{1+\alpha}{2}}\right]=\int P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}\right)^{\frac{1+\alpha}{2}} d z_{i}  \tag{8}\\
& E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Lambda_{1}}\right]=\frac{1+\alpha}{2} E\left[P^{\frac{1+\alpha}{2}} *\left(\Phi_{1}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1}^{-1} \Lambda_{1} z_{i} z_{i}^{\prime}\right)\right]  \tag{9}\\
& E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Phi_{1}^{-1}}\right]=\frac{1+\alpha}{2} E\left[P^{\frac{1+\alpha}{2}} * \frac{1}{2}\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}+\Lambda_{1} z_{i} x_{i}^{\prime}-\Lambda_{1} z_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}\right)\right] \tag{10}
\end{align*}
$$

After calculating the expectations, we have the update equations (see Appendix B for details):

$$
\begin{align*}
& \Lambda_{1}=\sum_{i=1}^{N} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{i=1}^{N} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1}  \tag{11}\\
& \Phi_{1}=\operatorname{diag}\left(\frac{1}{n}\left(\sum_{i=1}^{N} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}\right)\right) \tag{12}
\end{align*}
$$

However, the expectation here is w.r.t. a new distribution:

$$
\begin{aligned}
E\left[z_{i}\right] & =\Sigma W^{\prime} x_{i} \Rightarrow E\left[z_{i}^{\prime}\right]=x_{i}^{\prime} W \Sigma \\
E\left[z_{i} z_{i}^{\prime}\right] & =\operatorname{Var}\left[z_{i}\right]+E\left[z_{i}\right] E\left[z_{i}\right]^{\prime}=\Sigma+\Sigma W^{\prime} x_{i} x_{i}^{\prime} W \Sigma \\
\Sigma^{-1} & =\frac{1+\alpha}{2} \Lambda_{1}^{\prime} \Phi_{1}^{-1} \Lambda_{1}-\frac{1+\alpha}{2} \Lambda_{0}^{\prime} \Phi_{0}^{-1} \Lambda_{0}+C^{-1} \\
W & =\frac{1+\alpha}{2} \Phi_{1}^{-1} \Lambda_{1}-\frac{1+\alpha}{2} \Phi_{0}^{-1} \Lambda_{0}+\beta^{\prime} C^{-1}
\end{aligned}
$$

if we assume the sample covariance is $C_{x x}=\sum_{j=1}^{N} \frac{x_{i} x_{i}^{\prime}}{N}$, we get:

$$
\begin{align*}
& \Lambda_{1}=C_{x x} W \Sigma\left(\Sigma+\Sigma W^{\prime} C_{x x} W \Sigma\right)^{-1}  \tag{13}\\
& \Phi_{1}=\operatorname{diag}\left(C_{x x-} C_{x x} W \Sigma \Lambda_{1}^{\prime}\right) \tag{14}
\end{align*}
$$

and we notice that we have $\Phi_{1}$ and $\Lambda_{1}$ on both right and left hand sides of these update equations. It is hard to put either $\Phi_{1}$ or $\Lambda_{1}$ on one side of the equations
and this is what we mean by non-causal. So we can't use these update equations directly.

For general case $-1<\alpha<1$, the update equations:

$$
\begin{align*}
\Lambda_{1} & =F\left(\Lambda_{1}, \Phi_{1}, \Phi_{0}, \Lambda_{0}\right)  \tag{15}\\
\Phi_{1} & =G\left(\Lambda_{1}, \Phi_{1}, \Phi_{0}, \Lambda_{0}\right) \tag{16}
\end{align*}
$$

are non-causal but they illustrate two important things. First, we can iteratively update $\Lambda_{1}$ and $\Phi_{1}$ through (15) and (16) until $\Lambda_{1}$ and $\Phi_{1}$ converge and we call it one major iteration. This major iteration is the iterations we count in the log-EM. Then replace $\Phi_{0}, \Lambda_{0}$ with $\Lambda_{1}, \Phi_{1}$, do the same thing for the next major iteration $\Lambda_{2}, \Phi_{2}$. In practice, the convergence speed is much faster than the log-EM for the same major iteration. Second, each major iteration here contains many minor iterations which will take a large amount of time. Using this updating method, in practice, the $\alpha$-EM algorithm can't save us in total computation time. Therefore, on one hand we know that $\alpha$-EM is better than log-EM in convergence speed, on the other hand we need effective update equations otherwise we can't use the $\alpha$-EM in practice.

Let's consider two special cases first:
Case 1. $\alpha=-1$ :

$$
\begin{aligned}
\Sigma^{-1} & =C^{-1} \\
W & =\beta^{\prime} C^{-1}
\end{aligned}
$$

then we have $W \Sigma=\beta^{\prime}=\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{0}$. Assume that

$$
\begin{aligned}
\delta_{0} & =\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{0} \\
\Delta_{0} & =I_{d}-\Lambda_{0}^{\prime}\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{0}
\end{aligned}
$$

we get

$$
\begin{align*}
& \Lambda_{1}=C_{x x} \delta_{0}\left(\Delta_{0}+\delta_{0}^{\prime} C_{x x} \delta_{0}\right)^{-1}=f\left(\Lambda_{0}, \Phi_{0}\right)  \tag{17}\\
& \Phi_{1}=\operatorname{diag}\left(C_{x x-} C_{x x} \delta_{0} \Lambda_{1}^{\prime}\right)=g\left(\Lambda_{1}, \Lambda_{0}, \Phi_{0}\right) \tag{18}
\end{align*}
$$

these update equations are the same as Rubin and Thayer [107]. This shows that the log-EM algorithm is a special case of the $\alpha$-EM algorithm.

Case 2. $\alpha=1$ :

$$
\begin{align*}
& \Lambda_{1}=C_{x x} \delta_{1}\left(\Delta_{1}+\delta_{1}^{\prime} C_{x x} \delta_{1}\right)^{-1}=f\left(\Lambda_{1}, \Phi_{1}\right)  \tag{19}\\
& \Phi_{1}=\operatorname{diag}\left(C_{x x-} C_{x x} \delta_{1} \Lambda_{1}^{\prime}\right)=g\left(\Lambda_{1}, \Phi_{1}\right) \tag{20}
\end{align*}
$$

where

$$
\begin{aligned}
\delta_{1} & =\left(\Phi_{1}+\Lambda_{1} \Lambda_{1}^{\prime}\right)^{-1} \Lambda_{1} \\
\Delta_{1} & =I_{d}-\Lambda_{1}^{\prime}\left(\Phi_{1}+\Lambda_{1} \Lambda_{1}^{\prime}\right)^{-1} \Lambda_{1}
\end{aligned}
$$

here we have two equations and two unknown parameters $\Lambda_{1}$ and $\Phi_{1}$ but it is impossible to solve for $\Lambda_{1}$ and $\Phi_{1}$ directly. Because if we assume $\Lambda_{1}$ and $\Phi_{1}$ are the optimal solutions, we have

$$
\begin{equation*}
C_{x x}=\Phi_{1}+\Lambda_{1} \Lambda_{1}^{\prime} \tag{21}
\end{equation*}
$$

If we substitute (21) back to (19) and (20), we get:

$$
\begin{aligned}
& \Lambda_{1}=\Lambda_{1} \\
& \Phi_{1}=\operatorname{diag}\left(\Phi_{1}\right)=\Phi_{1}
\end{aligned}
$$

Since we can not solve (19) and (20), we can iteratively update $\Lambda_{1}$ and $\Phi_{1}$ through (19) and 20 until $\Lambda_{1}$ and $\Phi_{1}$ don't change. In practice this method takes exactly the same computation time as when $\alpha=-1$ because they have identical $f$ and $g$. In order to have a practical solution we need to solve the non-causality.

### 3.2 Causal update equations

In order to solve the non-causality, we need to know why we have non-causality in the first place. The reason is the expectations, equation (8), (9) and (10). We
need to calculate the three expectations $E\left[P^{\frac{1+\alpha}{2}}\right], E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Lambda_{1}}\right]$ and $E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Phi_{1}^{-1}}\right]$ in a causal way. These three expectations have integral of the form:

$$
\begin{equation*}
\int P\left(z_{i} \mid x_{i,} \Lambda_{0}, \Phi_{0}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}\right)^{\frac{1+\alpha}{2}} d z_{i} \tag{22}
\end{equation*}
$$

in common and we need to calculate (22) without using $\Lambda_{1}$ and $\Phi_{1}$.

### 3.2.1 Causal approximation

We have

$$
\begin{aligned}
P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}\right)^{\frac{1+\alpha}{2}} & \approx P\left(z_{i} \mid x_{i}, \Lambda_{1}, \Phi_{1}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}\right)^{-\frac{1-\alpha}{2}} \\
& \approx P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)}\right)^{-\frac{1-\beta}{2}}(23)
\end{aligned}
$$

around the region of $P\left(x_{i} \mid \Lambda_{1}, \Phi_{1}\right)=P\left(x_{i} \mid \Lambda_{0}, \Phi_{0}\right)+o(1)$ and the last term is the causal approximation w.r.t. the iteration index shift or shift of time [82, 83]. We can use the relationship:

$$
\begin{equation*}
\frac{1+\alpha}{2}=-\frac{1-\beta}{2} \Rightarrow \beta=\alpha+2 \tag{24}
\end{equation*}
$$

and because we have $\alpha \in(-1,1)$, then we also have $\beta \in(1,3)$.
Within the first few iterations $\beta=\alpha+2$ is not always a good approximation. For example, when $\alpha=1, P_{1} / P_{0} \approx P_{0} / P_{-1}$ is not a good approximation in the first a few iterations. This bad approximation will cause us numerical problems in practice. Another example is when $\alpha=0,\left(P_{1} / P_{0}\right)^{1 / 2} \approx\left(P_{0} / P_{-1}\right)^{1 / 2}$ is a better approximation during the first a few iterations since $P_{1} / P_{0}$ and $P_{0} / P_{-1}$ are greater than 1 . So for choice of $\alpha$ close to 1 , we can choose $\beta$ starting at 2 and approaching $\alpha+2$ as iteration increases. We will see this is sometimes necessary in practice.

Now, we can approximately calculate 22 without knowing $\Lambda_{1}, \Phi_{1}$. However, this requires a power computation of a likelihood ratio. This is computational expensive and becomes intractability as time increases. So another approximation is necessary in view of computational complexity.

### 3.2.2 Series Expansion

A Taylor expansion can simplify this without discarding merit of the $\alpha$-log likelihood ratio.

$$
\begin{equation*}
P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)}\right)^{-\frac{1-\beta}{2}}=P\left(z_{i} \mid x_{i}, \Lambda_{-1}, \Phi_{-1}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)}\right)^{\frac{1+\beta}{2}} \tag{25}
\end{equation*}
$$

Let's assume that $f(x)=x^{\frac{1+\beta}{2}}$, according to Taylor expansion we have $f(x)=$ $f(r)+\frac{f^{\prime}(r)}{1!}(x-r)+o(1)$ For our case $x=\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)}$ and assume $r=1$, so we get 82], 83]:

$$
\begin{equation*}
\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)}\right)^{\frac{1+\beta}{2}} \approx \frac{1-\beta}{2}+\frac{1+\beta}{2} \frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)} \tag{26}
\end{equation*}
$$

now we substitute the right hand side of equation (23) with equation (25) and 26 then we get:
$P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}\right)^{\frac{1+\alpha}{2}} \approx \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1}, \Phi_{-1}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)$
So, now we can calculate the expectations in a causal way without using $\Lambda_{1}$ and $\Phi_{1}$. We get the update equations:

$$
\begin{align*}
& \Lambda_{1}=\frac{\left(\frac{1-\beta}{2} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right)}{\left(\frac{1-\beta}{2} \sum_{j=1}^{N} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{j=1}^{N} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right)}  \tag{27}\\
& \Phi_{1}=\operatorname{diag}\left(C_{x x-} C_{x x}\left(\frac{1-\beta}{2} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right) \Lambda_{1}^{\prime}\right) \tag{28}
\end{align*}
$$

where

$$
\begin{aligned}
E_{-1}\left[z_{i}\right] & =\beta_{-1} x_{i} \text { and } E_{-1}\left[z_{i} z_{i}^{\prime}\right]=C_{-1}^{-1}+\beta_{-1} x_{i} x_{i}^{\prime} \beta_{-1}^{\prime} \\
E_{0}\left[z_{i}\right] & =\beta_{0} x_{i} \text { and } E_{0}\left[z_{i} z_{i}^{\prime}\right]=C_{0}^{-1}+\beta_{0} x_{i} x_{i}^{\prime} \beta_{0}^{\prime}
\end{aligned}
$$

with

$$
\begin{aligned}
\beta_{-1} & =\Lambda_{-1}^{\prime}\left(\Phi_{-1}+\Lambda_{-1} \Lambda_{-1}^{\prime}\right)^{-1} \\
C_{-1} & =I-\Lambda_{-1}^{\prime}\left(\Phi_{-1}+\Lambda_{-1} \Lambda_{-1}^{\prime}\right)^{-1} \Lambda_{-1} \\
\beta_{0} & =\Lambda_{0}^{\prime}\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \\
C_{0} & =I-\Lambda_{0}^{\prime}\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{0}
\end{aligned}
$$

For the first a few iterations $r=1$ is not a very accurate estimation. We should choose $r$ close to 1 , so that:

$$
\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)}\right)^{\frac{1+\beta}{2}} \approx \frac{1-\beta}{2} r^{\frac{1+\beta}{2}}+\frac{1+\beta}{2} r^{\frac{1+\beta}{2}-1} \frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)}
$$

and

$$
P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}\right)^{\frac{1+\alpha}{2}} \approx \frac{1-\beta}{2} r^{\frac{1+\beta}{2}} P\left(z_{i} \mid x_{i}, \Lambda_{-1}, \Phi_{-1}\right)+\frac{1+\beta}{2} r^{\frac{1+\beta}{2}-1} P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)
$$

So the update equations are:

$$
\begin{gather*}
\Lambda_{1}=\frac{\left(\frac{1-\beta}{2} r^{\frac{1+\beta}{2}} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} r^{\frac{1+\beta}{2}-1} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right)}{\left(\frac{1-\beta}{2} r^{\frac{1+\beta}{2}} \sum_{j=1}^{N} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} r^{\frac{1+\beta}{2}-1} \sum_{j=1}^{N} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right)}  \tag{29}\\
\Phi_{1}=\operatorname{diag}\left(C_{x x-} C_{x x}\left(\frac{1-\beta}{2} r^{\frac{1+\beta}{2}} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} r^{\frac{1+\beta}{2}-1} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right) \Lambda_{1}^{\prime}\right) \tag{30}
\end{gather*}
$$

Now we get two causal update equations. We are able to use these to do factor model estimation. At the $k$ th iteration to obtain $\Lambda_{k}$ and $\Phi_{k}$, we use $\Lambda_{k-1}, \Phi_{k-1}$ and $\Lambda_{k-2}, \Phi_{k-2}$ on the right-hand sides of (27) and (28). We need to calculate $E[z]$ and $E\left[z z^{\prime}\right]$ of the previous state and the state prior to that. It seems like $\alpha$-EM needs to do more calculation in each update but in practice we can save $E[z]$ and $E\left[z z^{\prime}\right]$ of the previous state for the next iteration, so we don't need to recalculate it. For example, for $\Lambda_{1}$ and $\Phi_{1}$ we need to calculate $E_{-1}\left[z_{i}^{\prime}\right]$ and $E_{0}\left[z_{i}^{\prime}\right]$, when we
calculate $\Lambda_{2}$ and $\Phi_{2}$ we can reuse $E_{0}\left[z_{i}^{\prime}\right]$ and we only need to calculate $E_{1}\left[z_{i}^{\prime}\right]$. We only compute $E[z]$ and $E\left[z z^{\prime}\right]$ once for each state. This is exactly the same with log-EM. Thus, the total computation time per iteration of $\alpha$-EM and log-EM are almost the same. We will see the numerical results in the following section.

### 3.3 Empirical Results

### 3.3.1 Factor analysis from complete observations

Here, we applied both the log-EM and the $\alpha$-EM to the same data used in Rubin and Thayer (1982) [107] with $p=9$ and $d=4$.

$$
C_{x x}=\left[\begin{array}{ccccccccc}
1.0 & 0.554 & 0.227 & 0.189 & 0.461 & 0.506 & 0.408 & 0.280 & 0.241 \\
0.554 & 1.0 & 0.296 & 0.219 & 0.479 & 0.530 & 0.425 & 0.311 & 0.311 \\
0.227 & 0.296 & 1.0 & 0.769 & 0.237 & 0.243 & 0.304 & 0.718 & 0.730 \\
0.189 & 0.219 & 0.769 & 1.0 & 0.212 & 0.226 & 0.291 & 0.681 & 0.661 \\
0.461 & 0.479 & 0.237 & 0.212 & 1.0 & 0.520 & 0.514 & 0.313 & 0.245 \\
0.506 & 0.530 & 0.243 & 0.226 & 0.520 & 1.0 & 0.473 & 0.348 & 0.290 \\
0.408 & 0.425 & 0.304 & 0.291 & 0.514 & 0.473 & 1.0 & 0.374 & 0.306 \\
0.280 & 0.311 & 0.718 & 0.681 & 0.313 & 0.348 & 0.374 & 1.0 & 0.672 \\
0.241 & 0.311 & 0.730 & 0.661 & 0.245 & 0.290 & 0.306 & 0.672 & 1.0
\end{array}\right]
$$

To do the 1st iteration to obtain $\Lambda_{2}$ and $\Phi_{2}$, we require previous two estimates which are $\Lambda_{0}, \Phi_{0}$ and $\Lambda_{1}, \Phi_{1}$. For $\Lambda_{-1}$ and $\Phi_{-1}$, we can use a random guess as:

$$
\begin{aligned}
\Phi_{-1} & =\operatorname{diag}\left(C_{x x}\right) \\
V r & =\operatorname{rand}(p, d) \\
V_{-1} & =V r * \sqrt{\left\|C_{x x}\right\|_{F} /\|V\|_{F}}
\end{aligned}
$$

where $p=9, d=4$ and then for $\Lambda_{0}, \Phi_{0}$ and $\Lambda_{1}, \Phi_{1}$ we can do the log-EM by using (17) and (18) with $\Lambda_{-1}$ and $\Phi_{-1}$. With $\Lambda_{0}, \Phi_{0}$ and $\Lambda_{1}, \Phi_{1}$ we can apply the $\alpha$-EM now. Figure 1 illustrates the different convergence curves of $\alpha$-EM with different values of $\alpha$. Remember that when $\alpha=-1$, it is log-EM.


Figure 1: Convergence speed for various alpha

The log-likelihood on the $y$-axis is calculated by

$$
\begin{equation*}
L L=\log \operatorname{det}\left(\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1} C_{x x}\right)-\operatorname{trace}\left(\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1} C_{x x}\right) \tag{31}
\end{equation*}
$$

so for the optimal results we have $C_{x x}=\Phi+\Lambda \Lambda^{\prime}$ then $L L=-p$ where $p$ is the dimensionality of the problem. Whether you can reach the optimal results depends on the condition of the problem. Factor analysis can be only as good as the data allows.

Table 1 shows a speedup comparison. The second column shows that $\alpha$-EM (the case of $\alpha=0$ ) is $30 / 15=2.00$ times faster than log-EM (the case of $\alpha=-1$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use to denote the total time per iteration. The $\alpha$-EM algorithm didn't require more CPU time per iteration. So we can see that $\alpha$-EM is much faster than log-EM by a total CPU-time speedup ratio of $30 \mathrm{t} / 15 \mathrm{t}=2.00$.

Table 1: Speedup Ratio For Factor Model Estimation ( $\mathrm{p}=9, \mathrm{~d}=4$ )

| $\alpha$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| -1.00 | 30 | 1 t | 30 t | 1.00 |
| 0 | 15 | 1 t | 15 t | 2.00 |

Besides the log-likelihood, we can compare the Hellinger distance for different values of $\alpha$. The definition of the Hellinger distance is $H^{2}=1 / 2 \int\left(\sqrt{P_{0}}-\sqrt{P_{1}}\right)^{2} d x$ where $P_{0}$ and $P_{1}$ are probability density functions. In our case $P_{0} \sim N\left(0, C_{x x}\right)$ and $P_{1} \sim N\left(0, \Phi+\Lambda \Lambda^{\prime}\right)$ then we have (see Appendix C for details) :

$$
\begin{aligned}
H^{2} & =1 / 2 \int\left(\sqrt{P_{0}}-\sqrt{P_{1}}\right)^{2} d x=1-\int \sqrt{P_{0}} \sqrt{P_{1}} d x \\
& =1-\operatorname{det}\left(\left(C_{x x}^{-1}+\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1}\right) / 2\right)^{-\frac{1}{2}} \operatorname{det}\left(C_{x x}\right)^{-\frac{1}{4}} \operatorname{det}\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-\frac{1}{4}} \\
& =1-\operatorname{det}\left(\left(C_{x x}+\left(\Phi+\Lambda \Lambda^{\prime}\right)\right) / 2\right)^{-\frac{1}{2}} \operatorname{det}\left(C_{x x}\right)^{\frac{1}{4}} \operatorname{det}\left(\Phi+\Lambda \Lambda^{\prime}\right)^{\frac{1}{4}}
\end{aligned}
$$

Figure 2 illustrates the decreasing speed in the Hellinger distance as the number of iteration increases for various $\alpha$.


Figure 2: Hellinger distance for various alpha

From [94] we know that the Hellinger distance is actually bounded by the Infor-
mation distance.

$$
H\left(\Theta_{0}, \Theta_{1}\right) \leq \frac{1}{\sqrt{8}} I\left(\Theta_{0}, \Theta_{1}\right)
$$

Especially for sufficiently small $I\left(\Theta_{0}, \Theta_{1}\right)$, we have:

$$
\frac{K}{\sqrt{8}} I\left(\Theta_{0}, \Theta_{1}\right) \leq H\left(\Theta_{0}, \Theta_{1}\right)
$$

where $0<K<1$. This shows that the upper bound of the Hellinger distance is the best possible. So if we can get the the sample covariance and factor model close in the Hellinger distance, it also implies that they are close in Information distance.

### 3.3.2 Factor analysis on financial data

Here, we download daily close prices of each member of S\&P500 from Jan-03-2007 to May-31-2013 from Yahoo. Then we select members which have prices since Jan-03-2007 and got 471 members. We calculate the sample covariance $C$ first, then with the sample covariance we can calculate the factor model using both log-EM and $\alpha$-EM. In order to do the 1 st iteration to obtain $\Lambda_{1}$ and $\Phi_{1}$, it requires previous two states which are $\Lambda_{0}, \Phi_{0}$ and $\Lambda_{-1}, \Phi_{-1}$. For $\Lambda_{-1}$ and $\Phi_{-1}$, we use a random guess method with $d=20$ and then we use log-EM for $\Lambda_{0}$ and $\Phi_{0}$. after we got $\Lambda_{0}, \Phi_{0}$ and $\Lambda_{-1}, \Phi_{-1}$ we can apply $\alpha$-EM. Figure 3 illustrates the different convergence curves of $\alpha$-EM for different values of $\alpha$. Remember that when $\alpha=-1$, this is $\log$-EM.


Figure 3: Convergence speed for various alpha

Table 2 also shows a speedup comparison. The second column shows that the $\alpha$-EM (the case of $\alpha=1$ ) is $30 / 10=3.00$ times faster than the log-EM (the case of $\alpha=-1$ ). The third and fourth columns show a more practical comparison based upon CPU time. We use t to denote the total time per iteration. Again, the $\alpha$-EM takes the same CPU time as the log-EM per iteration. We can see that the $\alpha$-EM is still faster than the log-EM by a CPU-time ratio of $30 \mathrm{t} / 10 \mathrm{t}=3.00$.

Table 2: Speedup Ratio For Factor Model Estimation ( $\mathrm{p}=471, \mathrm{~d}=20$ )

| $\alpha$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| -1.00 | 30 | 1 t | 30 t | 1.00 |
| 0 | 16 | 1 t | 16 t | 1.875 |
| +0.5 | 12 | 1 t | 12 t | 2.50 |
| +1.00 | 10 | 1 t | 10 t | 3.00 |

We can see that during the first few iterations $\alpha=1$ is not the fastest. It was mentioned in Section 3.2.1 that $\beta=\alpha+2$ is not always a good approximation. We should let $\alpha$ increases to 1 as the iterations increase. For example we can choose
$\alpha=0,0.25,0.5$ for the first three iterations and $\alpha=1$ from the fourth iteration. Figure 4 illustrates the different convergence curves of $\alpha$-EM for different values of $\alpha$.


Figure 4: Convergence speed for various alpha

In addition, it was mentioned in Section 3.2.2 that $r=1$ is not always a good approximation. For $r \neq 1$ in series expansion, we can choose $r=1-0.1^{\wedge} k$ at the $k$ th iteration. It is more appropriate than using $r=1$ at all iterations. So as iterations increase the value of $r$ gets closer to 1 . Figure 5 illustrates the different convergence curves of $\alpha$-EM with the same $\alpha$ but different values of $r$ in series expansion.


Figure 5: Convergence speed for various r

We can see that they are almost the same, but if you amplify the first few iterations we notice that $r=1-0.1^{\wedge} k$ is an improvement compared to $r=1$. The improvement is not large.

Here we consider a smaller $p$. We just pick the first 100 members out of 471 members of S\&P500. For the number of factors we choose $d=10$, all other parts remain the same. Figure 6 also illustrates the different convergence curves of the $\alpha$-EM in previous section with different $\alpha$ values. Remember that when $\alpha=-1$, it is the log-EM.


Figure 6: Convergence speed for various alpha

Table 3 also shows a speedup comparison. The second column shows that the $\alpha$-EM (the case of $\alpha=0$ ) is $30 / 16=1.875$ times faster than the log-EM (the case of $\alpha=-1$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use $t$ to denote the total time per iteration. CPU time per iteration is the same for $\alpha$-EM and log-EM. So we can see that $\alpha$-EM is much faster than log-EM by a total CPU-time ratio of $30 \mathrm{t} / 16 \mathrm{t}=1.875$.

Table 3: Speedup Ratio For Factor Model Estimation ( $\mathrm{p}=100$, $\mathrm{d}=10$ )
$\alpha$ Iterations Time per Iteration Total CPU-Time Speedup Ratio

| -1.00 | 30 | 1 t | 30 t | 1.00 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 16 | 1 t | 16 t | 1.875 |

Therefore, for small dimension problems or large dimension problems the $\alpha$-EM algorithm will not require more CPU time per iteration than the log-EM algorithm. So as long as the number iterations of the $\alpha$-EM algorithm is smaller than the logEM algorithm for the same accuracy, the $\alpha$-EM algorithm will save us the total computation time. That's we should choose the $\alpha$-EM algorithm over the log-EM
algorithm.

### 3.4 Concluding Remarks

In this section, we applied the $\alpha$-EM algorithm to factor model estimation. Through calculation we found it is hard to get causal update equations directly. Instead we get two non-causal update equations. From those non-causal update equations we learned that $\alpha$-EM has faster convergence speed than log-EM but each major iteration for $\alpha$-EM takes large amounts of time. We can't use the $\alpha$-EM algorithm in practice without solving the non-causality. This is why we did causal approximation and series expansion in order to get the approximate causal update equations. By choosing the proper values of $\alpha$, we showed that the $\alpha$-EM algorithm converges much faster than the log-EM algorithm in factor model estimation and also gives more accurate estimates. In CPU-time, as long as we save some results from the previous updates for the next updates, the $\alpha$-EM algorithm doesn't require more CPU time than the log-EM algorithm. However more importantly, the speedup in convergence is significant, so the $\alpha$-EM can save us the total computation time for the same accuracy.

In order to make the $\alpha$-EM algorithm work in practice, causal approximation and series expansion played very important roles. In causal approximation, there are actually many choices about how $\alpha$ increases to 1 . Which choice is better usually related to what problem you have. In series expansion, there are actually many other choices of $a$, such as $a=1-0.1^{\wedge}(0.9+k / 10)$ for $k$ th iteration, which works better than $a=1-0.1^{\wedge} k$ in the first few iterations. But the improvement is not significant in factor model estimation. Also, there must be other methods to solve the non-causality, such as moving all the future states on one side of the original update equations (13) and (14). That would be the most accurate method but it is also harder than the approximation method. Thus, further exploration of practical issues pertaining to the $\alpha$-EM family is needed.

For the $\alpha$-EM algorithm we used, we focus our attention on the convex divergence (1) because of its general capacity on convex optimization. We would like to consider other types of surrogate functions.

## 4 The $\alpha$-EM Algorithm for Mixture of Factor Models

We apply the $\alpha$-EM algorithm to mixture of factor Models. This method utilizes the $\alpha$-logarithm as a surrogate function for the traditional logarithm to process the likelihood ratio. Since existing or traditional mixture of factor models are the outcome of log-EM, it had been excepted that $\alpha$-EM for mixture of factor models would exist. In this section, we show that this foresight is true by using methods of the iteration index shift and likelihood ratio expansion. The new method is theoretically based on the $\alpha$-EM algorithm, all of its properties are inherited. Empirical results from artificial data show that the $\alpha$-EM algorithm can save us in total computation time.

### 4.1 Non-Causal Update Equations

For mixture of factor models, we have :

$$
P_{c}=\prod_{i=1}^{N} \prod_{j=1}^{K}\left\{\pi_{j} P_{c}\left(x_{i}, z_{i} \mid \Lambda_{j}, \Phi_{j}\right)\right\}^{w_{j}}
$$

so the surrogate function $Q_{X, Z, W \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)$ is :

$$
\begin{align*}
Q_{X, Z, W \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right) & =E_{P\left(Z, W \mid X, \Phi_{0}, \Lambda_{0}\right)}\left[L_{X, Z, W}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)\right] \\
& =E_{P\left(Z, W \mid X, \Phi_{0}, \Lambda_{0}\right)}\left[\frac{2}{1+\alpha}\left(\frac{P_{C}\left(X, Z, W \mid \Phi_{1}, \Lambda_{1}\right)}{P_{C}\left(X, Z, W \mid \Phi_{0}, \Lambda_{0}\right)}\right)^{\frac{1+\alpha}{2}}-1\right] \\
& =\frac{2}{1+\alpha}\left(\prod_{i=1}^{N} E_{P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)}\left[\prod_{j=1}^{K}\left\{\left(\frac{\pi_{1 j} P c\left(x_{i}, z_{i} \mid \Lambda_{1 j}, \Phi_{1 j}\right)}{\pi_{0 j} P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}\right)^{\frac{1+\alpha}{2}}\right\}^{w_{j}}\right]-1\right) \\
& =\frac{2}{1+\alpha}\left(S_{Z \mid X, \Phi_{0}, \Lambda_{0}}^{(\alpha)}-1\right) \tag{32}
\end{align*}
$$

where

$$
\begin{aligned}
S_{Z, W \mid X, \Phi_{0}, \Lambda_{0}}^{(\alpha)} & =\prod_{i=1}^{N} W_{i}^{(\alpha)} \\
W_{i}^{(\alpha)} & =\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right] \\
P_{i} & =\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)} \\
E[\cdot] & \left.=E_{P\left(z \mid x, w, \Lambda_{0}, \Phi_{0}\right)} \cdot \cdot\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\pi_{0 j} & =P\left(w_{j}\right)=\int P\left(w_{j} \mid x_{i}\right) P\left(x_{i}\right) d x \\
h_{i j} & =E\left[w_{j} \mid x_{i}\right]=P\left(w_{j} \mid x_{i}\right)=\frac{P\left(w_{j}, x_{i}\right)}{P\left(x_{i}\right)} \\
& =\frac{\pi_{0 j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right)}{\sum_{j=1}^{K} \pi_{0 j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right)}
\end{aligned}
$$

After the E-step we need to do the M-step. The update equations for $\Phi_{j}$ and $\Lambda_{j}$ can be obtained by differentiating $Q_{X, Z, W \mid X}^{(\alpha)}\left(\Phi_{1}, \Lambda_{1} \mid \Phi_{0}, \Lambda_{0}\right)$ with respect to the update parameters $\Phi_{1 j}$ and $\Lambda_{1 j}$ and setting differentiation to zero solve for maximization. For $\Lambda_{1 j}$ we have:

$$
\begin{align*}
& \frac{\partial Q^{(\alpha)}}{\partial \Lambda_{1 j}}=0 \Rightarrow \frac{\partial S^{(\alpha)}}{\partial \Lambda_{1 j}}=0 \\
& \frac{\partial S^{(\alpha)}}{\partial \Lambda_{1 j}}=\sum_{i=1}^{N} \frac{\partial W_{i}^{(\alpha)}}{\partial \Lambda_{1 j}} \prod_{t=1, t \neq i}^{N} W_{i}^{(\alpha)}=\sum_{i=1}^{N} \frac{\partial W_{i}^{(\alpha)}}{\partial \Lambda_{1 j}} \frac{S^{(\alpha)}}{W_{i}^{(\alpha)}}=\sum_{i=1}^{N} \frac{\frac{\partial W_{i}^{(\alpha)}}{\partial \Lambda_{1 j}}}{W_{i}^{(\alpha)}} S^{(\alpha)} \\
& S^{(\alpha)} \neq 0 \Rightarrow \sum_{i=1}^{N} \frac{\frac{\partial W_{i}^{(\alpha)}}{\partial \Lambda_{1 j}}}{W_{i}^{(\alpha)}}=0 \Rightarrow \sum_{i=1}^{N} \frac{\partial \sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right]}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right]}=\sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Lambda_{1 j}}\right]}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right]}=0 \tag{33}
\end{align*}
$$

and for $\Phi_{1 j}$ we have

$$
\begin{equation*}
\frac{\partial Q^{(\alpha)}}{\partial \Phi_{1 j}^{-1}}=0 \Rightarrow \frac{\partial S^{(\alpha)}}{\partial \Phi_{1 j}^{-1}}=0 \Rightarrow \sum_{i=1}^{N} \frac{\partial \sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right]}{\partial \Phi_{1 j}^{-1}} \sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right] \quad \sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Phi_{1 j}^{-1}}\right]}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right]}=0 \tag{34}
\end{equation*}
$$

In order to solve equations 33 and 34 we need to calculate $E\left[P^{\frac{1+\alpha}{2}}\right], E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Lambda_{1 j}}\right]$ and $E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Phi_{1 j}^{-1}}\right]$. By the definition of expectation:

$$
\begin{align*}
& E\left[P^{\frac{1+\alpha}{2}}\right]=\int P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1}, \Phi_{1}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}\right)^{\frac{1+\alpha}{2}} d z_{i}  \tag{35}\\
& E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Lambda_{1 j}}\right]=\frac{1+\alpha}{2} E\left[P^{\frac{1+\alpha}{2}} *\left(\Phi_{1 j}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1 j}^{-1} \Lambda_{1 j} z_{i} z_{i}^{\prime}\right)\right]  \tag{36}\\
& E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Phi_{1 j}^{-1}}\right]=\frac{1+\alpha}{2} E\left[P^{\frac{1+\alpha}{2}} * \frac{1}{2}\left(\Phi_{1 j}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right)\right] \tag{37}
\end{align*}
$$

The update equations for $\pi_{j}$ can be obtained by differentiating the following equation w.r.t. $\pi_{1 j}$ and setting the derivative to zero.

$$
L=Q^{(\alpha)}+\lambda\left(\sum_{j=1}^{K} \pi_{1 j}-1\right)
$$

We get

$$
\begin{align*}
\frac{\partial L}{\partial \pi_{1 j}} & =\frac{\partial Q^{(\alpha)}}{\partial \pi_{1 j}}+\lambda=0  \tag{38}\\
\frac{\partial L}{\partial \lambda} & =\sum_{j=1}^{K} \pi_{1 j}-1=0 \tag{39}
\end{align*}
$$

After computing those expectations (35), (36), (37) and solving equations (38),
(39), we have the update equations (see Appendix D for details) :

$$
\begin{align*}
\pi_{1 j} & =\frac{1}{N} \sum_{i=1}^{N} h_{i j}^{\prime}  \tag{40}\\
\Lambda_{1 j} & =\sum_{j=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{j=1}^{N} h_{i j}^{\prime} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1}  \tag{41}\\
\Phi_{1 j} & =\left(\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}\right)\left(\sum_{i=1}^{N} h_{i j}^{\prime}\right)^{-1} \tag{42}
\end{align*}
$$

and the expectation here is w.r.t. a new distribution:

$$
\begin{aligned}
E\left[z_{i}\right] & =\Sigma_{j} W_{j}^{\prime} x_{i} \Rightarrow E\left[z_{i}^{\prime}\right]=x_{i}^{\prime} W_{j} \Sigma_{j} \\
E\left[z_{i} z_{i}^{\prime}\right] & =\operatorname{Var}\left[z_{i}\right]+E\left[z_{i}\right] E\left[z_{i}\right]^{\prime}=\Sigma_{j}+\Sigma_{j} W_{j}^{\prime} x_{i} x_{i}^{\prime} W_{j} \Sigma_{j} \\
\Sigma_{j}^{-1} & =\frac{1+\alpha}{2} \Lambda_{1 j}^{\prime} \Phi_{1 j}^{-1} \Lambda_{1 j}-\frac{1+\alpha}{2} \Lambda_{0 j}^{\prime} \Phi_{0 j}^{-1} \Lambda_{0 j}+C_{j}^{-1} \\
W_{j} & =\frac{1+\alpha}{2} \Phi_{1 j}^{-1} \Lambda_{1 j}-\frac{1+\alpha}{2} \Phi_{0 j}^{-1} \Lambda_{0 j}+\beta_{j}^{\prime} C_{j}^{-1} \\
h_{i j}^{\prime} & =\frac{h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}} \\
b_{j} & =\left(\frac{\left|\Phi_{1 j}\right|^{-\frac{1}{2}}}{\left.\left|\Phi_{0 j}\right|^{-\frac{1}{2}}\right)^{\frac{1+\alpha}{2}}\left|C_{j}\right|^{-\frac{1}{2}}\left|\Sigma_{j}\right|^{\frac{1}{2}} e^{-\frac{1}{2} x_{i}^{\prime} \beta_{j}^{\prime} C_{j}^{-1} \beta_{j} x_{i}} e^{\frac{1}{2} x_{i}^{\prime} W_{j} \Sigma_{j} W_{j}^{\prime} x_{i}} e^{-\frac{1}{2} \frac{1+\alpha}{2} x_{i}^{\prime}\left(\Phi_{1 j}^{-1}-\Phi_{0 j}^{-1}\right) x_{i}}}\right.
\end{aligned}
$$

We notice that in the update equation for $\pi_{1 j}$, we have $\pi_{1 j}$ on both sides. We have the same problem for $\Lambda_{1 j}$ and $\Phi_{1 j}$. It is hard to put either $\pi_{1 j}, \Lambda_{1 j}$ and $\Phi_{1 j}$ on one side of the equations. This is what we mean by non-causal. So we can't use these update equations directly.

For general case $-1<\alpha<1$, let's consider the update equations in a general way:

$$
\begin{align*}
& \pi_{1 j}=P\left(\Lambda_{1 j}, \Phi_{1 j}, \Phi_{0 j}, \Lambda_{0 j}, \pi_{0 j}\right)  \tag{43}\\
& \Lambda_{1 j}=F\left(\Lambda_{1 j}, \Phi_{1 j}, \Phi_{0 j}, \Lambda_{0 j}, \pi_{0 j}\right)  \tag{44}\\
& \Phi_{1 j}=G\left(\Lambda_{1 j}, \Phi_{1 j}, \Phi_{0 j}, \Lambda_{0 j}, \pi_{0 j}\right) \tag{45}
\end{align*}
$$

They are non-causal but they illustrate two important things. First, we can iteratively update $\pi_{1 j}, \Lambda_{1 j}$ and $\Phi_{1 j}$ through 43, 44) and until $\pi_{1 j}, \Lambda_{1}$ and $\Phi_{1}$
converge. We call this one major iteration which is the iterations we count in the log-EM. Then replace $\pi_{1 j}, \Phi_{0 j}$ and $\Lambda_{0 j}$ with $\pi_{1 j}, \Lambda_{1}$ and $\Phi_{1}$ do the same thing for the next major iteration $\pi_{2 j}, \Lambda_{2 j}$ and $\Phi_{2 j}$. In practice, the convergence speed is much faster log-EM for the same major iteration. Second, each major iteration here contains many minor iterations which will take large amounts of time. Using this updating method the $\alpha$-EM can't save us in total computation time in practice. Therefore, on one hand we know that $\alpha$-EM is better than log-EM in convergence speed, on the other hand we need effective update equations otherwise we can't use the $\alpha$-EM algorithm in practice.

Let's consider two special cases first:

Case 1. $\alpha=-1$ :

$$
\begin{aligned}
\Sigma_{j}^{-1} & =C_{j}^{-1} \\
W_{j} & =\beta_{j}^{\prime} C_{j}^{-1}
\end{aligned}
$$

so $b_{j}=1$ and $h_{i j}^{\prime}=h_{i j}$ then the update equations are:

$$
\begin{align*}
& \pi_{1 j}=\frac{1}{N} \sum_{i=1}^{N} h_{i j}=p\left(\pi_{0 j}, \Lambda_{0 j}, \Phi_{0 j}\right)  \tag{46}\\
& \Lambda_{1 j}=\sum_{j=1}^{N} h_{i j} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{j=1}^{N} h_{i j} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1}=f\left(\pi_{0 j}, \Lambda_{0 j}, \Phi_{0 j}\right)  \tag{47}\\
& \Phi_{1 j}=\left(\sum_{i=1}^{N} h_{i j} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} h_{i j} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}\right)\left(\sum_{i=1}^{N} h_{i j}\right)^{-1}=g\left(\pi_{0 j}, \Lambda_{1 j}, \Lambda_{0 j}, \Phi_{0 j}\right) \tag{48}
\end{align*}
$$

these update equations are the same as Ghahramani and Hinton [51]. We also proved that the log-EM algorithm is a special case of the $\alpha$-EM algorithm.

Case 2. $\alpha=1$ :

$$
h_{i j}^{\prime}=\frac{\pi_{1 j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right) b_{j}}{\sum_{j=1}^{K} \pi_{1 j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right) b_{j}}
$$

According to Sylvester's determinant theorem we have

$$
\left|I_{d}+\Lambda_{0 j}^{\prime} \Phi_{0}^{-1} \Lambda_{0 j}\right|=\left|\left(\Phi_{0 j}^{-1} \Lambda_{0 j} \Lambda_{0 j}^{\prime}+I_{p}\right)\right|
$$

then

$$
h_{i j}^{\prime}=\frac{\pi_{1 j} N\left(x_{i}, \Lambda_{1 j} \Lambda_{1 j}^{\prime}+\Phi_{1 j}\right)}{\sum_{j=1}^{K} \pi_{1 j} N\left(x_{i}, \Lambda_{1 j} \Lambda_{1 j}^{\prime}+\Phi_{1 j}\right)}
$$

so the update equations are:

$$
\begin{align*}
& \pi_{1 j}=\frac{1}{N} \sum_{i=1}^{N} h_{i j}^{\prime}=p\left(\pi_{1 j}, \Lambda_{1 j}, \Phi_{1 j}\right)  \tag{49}\\
& \Lambda_{1 j}=\sum_{j=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{j=1}^{N} h_{i j}^{\prime} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1}=f\left(\pi_{1 j}, \Lambda_{1 j}, \Phi_{1 j}\right)  \tag{50}\\
& \Phi_{1 j}=\left(\sum_{i=1}^{N} h_{i j} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} h_{i j} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}\right)\left(\sum_{i=1}^{N} h_{i j}\right)^{-1}=g\left(\pi_{1 j}, \Lambda_{1 j}, \Phi_{1 j}\right) \tag{51}
\end{align*}
$$

Since we can't solve these update equations, we can iteratively update (49), (50) and (51) until $\pi_{1 j}, \Lambda_{1 j}$ and $\Phi_{1 j}$ don't change. In practice this method takes exactly the same computation time as when $\alpha=-1$ because they have identical $p, f$ and $g$. In order to have a practical solution we need to solve the non-causality.

### 4.2 Causal update equations

As in the non-mixture case, the reason for non-causality is the expectations, equation (35), (36), (37) and the update equation for $\pi_{1 j}$. We need to calculate the three expectations $E\left[P^{\frac{1+\alpha}{2}}\right], E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Lambda_{1 j}}\right]$ and $E\left[\frac{\partial P^{\frac{1+\alpha}{2}}}{\partial \Phi_{1 j}^{-1}}\right]$ in a causal way and also $\pi_{1 j}$. These three expectations have the form:

$$
\begin{equation*}
\int P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1 j}, \Phi_{1 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}\right)^{\frac{1+\alpha}{2}} d z_{i} \tag{52}
\end{equation*}
$$

in common and we need to calculate (52) without using $\Lambda_{1 j}$ and $\Phi_{1 j}$. We also need to calculate $\pi_{1 j}$ without using $\pi_{1 j}$.

### 4.2.1 Causal approximation

We have

$$
\begin{aligned}
P\left(z_{i} \mid x_{i,} \Lambda_{0 j}, \Phi_{0 j}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1 j}, \Phi_{1 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}\right)^{\frac{1+\alpha}{2}} & \approx P\left(z_{i} \mid x_{i}, \Lambda_{1 j}, \Phi_{1 j}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1 j}, \Phi_{1 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}\right)^{-\frac{1-\alpha}{2}} \\
& \approx P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1 j}, \Phi_{-1 j}\right)}\right)^{-\frac{1-\beta}{2}}(53)
\end{aligned}
$$

around the region of $P\left(x_{i} \mid \Lambda_{1 j}, \Phi_{1 j}\right)=P\left(x_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)+o(1)$. The last term is the causal approximation w.r.t. the iteration index shift or shift of time [82], 83]. We can use the relationship:

$$
\begin{equation*}
\frac{1+\alpha}{2}=-\frac{1-\beta}{2} \Rightarrow \beta=\alpha+2 \tag{54}
\end{equation*}
$$

and because we have $\alpha \in(-1,1)$, then we also have $\beta \in(1,3)$.
Within the first a few iterations $\beta=\alpha+2$ is not always a good approximation. For example, when $\alpha=1, P_{1} / P_{0} \approx P_{0} / P_{-1}$ is not a good approximation in the first a few iterations. This bad approximation will cause us numerical problems in practice. Another example is when $\alpha=0,\left(P_{1} / P_{0}\right)^{1 / 2} \approx\left(P_{0} / P_{-1}\right)^{1 / 2}$ is a better approximation during the first a few iterations since $P_{1} / P_{0}$ and $P_{0} / P_{-1}$ are greater than 1 . So for choices of $\alpha$ close to or equal to 1 , we can choose $\beta$ starting from 2. So that it gets close to $\alpha+2$ as the iteration increases. We will see this is sometimes necessary in practice.

For $\pi_{1 j}$, we do the same thing:

$$
\begin{align*}
\pi_{0 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} & =\pi_{1 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}-1} \\
& \approx \pi_{0 j}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}\right)^{-\frac{1-\beta}{2}} \tag{55}
\end{align*}
$$

Now, we can approximately calculate (52) without knowing $\pi_{1 j}, \Lambda_{1 j}, \Phi_{1 j}$. This requires a power computation of a likelihood ratio. This is computational expensive and becomes intractable as time increases. However another approximation is necessary in view of computational complexity.

### 4.2.2 Series Expansion

A Taylor expansion can simplify this without discarding merit of the $\alpha$-log likelihood ratio.

$$
\begin{equation*}
P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1 j}, \Phi_{-1 j}\right)}\right)^{-\frac{1-\beta}{2}}=P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1 j}, \Phi_{-1 j}\right)}\right)^{\frac{1+\beta}{2}} \tag{56}
\end{equation*}
$$

Let's assume that $f(x)=x^{\frac{1+\beta}{2}}$, according to the Taylor expansion we have $f(x)=$ $f(r)+\frac{f^{\prime}(r)}{1!}(x-r)+o(1)$. For our case $x=\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0}, \Phi_{0}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1}, \Phi_{-1}\right)}$. Assume $r=1$, so we get:

$$
\begin{equation*}
\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1 j}, \Phi_{-1 j}\right)}\right)^{\frac{1+\beta}{2}} \approx \frac{1-\beta}{2}+\frac{1+\beta}{2} \frac{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{-1 j}, \Phi_{-1 j}\right)} \tag{57}
\end{equation*}
$$

now we substitute the right hand side of equation (53) with equation (56) and (57) and we get:
$P\left(z_{i} \mid x_{i,} \Lambda_{0 j}, \Phi_{0 j}\right)\left(\frac{P c\left(x_{i}, z_{i} \mid \Lambda_{1 j}, \Phi_{1 j}\right)}{P c\left(x_{i}, z_{i} \mid \Lambda_{0 j}, \Phi_{0 j}\right)}\right)^{\frac{1+\alpha}{2}} \approx \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right)$
Again, we do the same thing for $\pi_{1 j}$, we get:

$$
\begin{align*}
\pi_{0 j}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}\right)^{-\frac{1-\beta}{2}} & =\pi_{-1 j}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}\right)^{\frac{1+\beta}{2}} \\
& \approx \frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j} \tag{58}
\end{align*}
$$

Now we substitute the right hand side of equation (55) with equation (58) and we get:

$$
\pi_{0 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} \approx \frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}
$$

for $h_{i j}^{\prime}$ we also get:

$$
h_{i j}^{\prime} \approx \frac{N_{0 j}\left(\frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}\right)}{\sum_{j=1}^{K} N_{0 j}\left(\frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}\right)}
$$

So, now we can calculate the expectations in a causal way without using $\Lambda_{1 j}$ and $\Phi_{1 j}$. Also, we can update $\pi_{1 j}$ in a causal way. The causal update equations are:

$$
\begin{gather*}
\pi_{1 j}=\frac{1}{N} \sum_{i=1}^{N} h_{i j}^{\prime}=\frac{1}{N} \sum_{i=1}^{N} \frac{N_{0 j}\left(\frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}\right)}{\sum_{j=1}^{K} N_{0 j}\left(\frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}\right)}  \tag{59}\\
\Lambda_{1 j}=\frac{\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right]}{\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} E_{0}\left[z_{i} z_{i}^{\prime}\right]}  \tag{60}\\
\Phi_{1 j}=\frac{1}{\sum_{i=1}^{N} h_{i j}^{\prime}} \operatorname{diag}\left(\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}-\left(\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right) \Lambda_{1 j}^{\prime}\right) \tag{61}
\end{gather*}
$$

where

$$
\begin{aligned}
E_{-1}\left[z_{i}^{\prime}\right] & =\beta_{-1 j} x_{i} \text { and } E_{-1}\left[z_{i} z_{i}^{\prime}\right]=C_{-1 j}^{-1}+\beta_{-1 j} x_{i} x_{i}^{\prime} \beta_{-1 j}^{\prime} \\
E_{0}\left[z_{i}\right] & =\beta_{0 j} x_{i} \text { and } E_{0 j}\left[z_{i} z_{i}^{\prime}\right]=C_{0 j}^{-1}+\beta_{0 j} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}
\end{aligned}
$$

with

$$
\begin{aligned}
\beta_{-1 j} & =\Lambda_{-1 j}^{\prime}\left(\Phi_{-1 j}+\Lambda_{-1 j} \Lambda_{-1 j}^{\prime}\right)^{-1} \\
C_{-1 j} & =I-\Lambda_{-1 j}^{\prime}\left(\Phi_{-1 j}+\Lambda_{-1 j} \Lambda_{-1 j}^{\prime}\right)^{-1} \Lambda_{-1 j} \\
\beta_{0 j} & =\Lambda_{0 j}^{\prime}\left(\Phi_{0 j}+\Lambda_{0 j} \Lambda_{0 j}^{\prime}\right)^{-1} \\
C_{0 j} & =I-\Lambda_{0 j}^{\prime}\left(\Phi_{0 j}+\Lambda_{0 j} \Lambda_{0 j}^{\prime}\right)^{-1} \Lambda_{0 j}
\end{aligned}
$$

Now we get three causal update equations and we are able to estimate the mixture of factor models. Therefore, at the $k$ th iteration to obtain $\pi_{k j}, \Lambda_{k j}$ and $\Phi_{k j}$, we use $\pi_{k-1 j}, \Lambda_{k-1 j}, \Phi_{k-1 j}$ and $\pi_{k-2 j}, \Lambda_{k-2 j}, \Phi_{k-2 j}$ on the right-hand sides of (59), (60) and (61). Compare with the non-causal or log-EM update equations we need to calculate the $E[z]$ and $E\left[z z^{\prime}\right]$ of the previous state and state prior to that. It seems that the $\alpha$-EM algorithm needs to do more calculations in each update but in
practice we can save $E[z]$ and $E\left[z z^{\prime}\right]$ of the previous state for the next iteration, so we don't need to recalculate it. For example, for $\Lambda_{1 j}$ and $\Phi_{1 j}$ we need to calculate $E_{-1 j}\left[z_{i}^{\prime}\right]$ and $E_{0 j}\left[z_{i}^{\prime}\right]$, when we calculate $\Lambda_{2 j}$ and $\Phi_{2 j}$ we can reuse $E_{0 j}\left[z_{i}^{\prime}\right]$ and we only need to calculate $E_{1 j}\left[z_{i}^{\prime}\right]$. We only compute $E[z]$ and $E\left[z z^{\prime}\right]$ once for each state, this is exactly the same as the log-EM algorithm. Thus, the total computation time per iteration of the $\alpha$-EM algorithm and the log-EM algorithm are almost the same. We will see the numerical results in the following section.

### 4.3 Comparison of single and multiple $\Phi$

If we assume that we have the same idiosyncratic risk then the derivative equation for $\Phi$ is:
and the derivative of the expectation is:

$$
\frac{\partial E\left[P^{\frac{1+\alpha}{2}}\right]}{\partial \Phi_{1}^{-1}}=\frac{1+\alpha}{2} E\left[P^{\frac{1+\alpha}{2}} *\left(\frac{1}{2} \Phi_{1}-\frac{1}{2} x_{i} x_{i}^{\prime}+\frac{1}{2} x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\frac{1}{2} \Lambda_{1 j} z_{i} x_{i}^{\prime}-\frac{1}{2} \Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right)\right]
$$

The non-causal update equation for $\Phi$ is:

$$
\Phi_{1}=\frac{1}{N} \operatorname{diag}\left(\sum_{i=1}^{N} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)
$$

Again, let's consider two special cases:
Case 1. $\alpha=-1$ :

$$
\begin{aligned}
\pi_{j, 1} & =\frac{1}{N} \sum_{i=1}^{N} h_{i j} \\
\Lambda_{1 j} & =\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \delta_{0 j}\left(\sum_{i=1}^{N} h_{i j}^{\prime}\left(\Delta_{0 j}+\delta_{0 j}^{\prime} x_{i} x_{i}^{\prime} \delta_{0 j}\right)\right)^{-1} \\
\Phi_{1} & =\operatorname{diag}\left(C_{x x-} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \delta_{0 j} \Lambda_{1 j}^{\prime}\right)
\end{aligned}
$$

where

$$
h_{i j}=\frac{\pi_{0 j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)}{\sum_{j=1}^{K} \pi_{0 j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)}
$$

These update equations are the same as Ghahramani and Hinton 51. We also proved that the log-EM algorithm is a special case of the $\alpha$-EM algorithm.

Case 2. $\alpha=1$ :

$$
\begin{aligned}
\pi_{j, 1} & =\frac{1}{N} \sum_{i=1}^{N} h_{i j}^{\prime} \\
\Lambda_{1 j} & =\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \delta_{1 j}\left(\sum_{i=1}^{N} h_{i j}^{\prime}\left(\Delta_{1 j}+\delta_{1 j}^{\prime} x_{i} x_{i}^{\prime} \delta_{1 j}\right)\right)^{-1} \\
\Phi_{1} & =\operatorname{diag}\left(C_{x x-} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \delta_{1 j} \Lambda_{1 j}^{\prime}\right)
\end{aligned}
$$

where

$$
h_{i j}^{\prime}=\frac{\pi_{1 j} N\left(x_{i}, \Lambda_{1 j} \Lambda_{1 j}^{\prime}+\Phi_{1}\right)}{\sum_{j=1}^{K} \pi_{1 j} N\left(x_{i}, \Lambda_{1 j} \Lambda_{1 j}^{\prime}+\Phi_{1}\right)}
$$

Again, in practice $\alpha=-1$ and $\alpha=1$ are the same, we need causal update equations.

After causal approximation and series expansion, the causal update equations for $\Phi_{1}$ is:

$$
\Phi_{1}=\frac{1}{N} \operatorname{diag}\left(\sum_{i=1}^{N} x_{i} x_{i}^{\prime}-\left(\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right) \Lambda_{1 j}^{\prime}\right)
$$

### 4.4 Empirical Results

### 4.4.1 Mixture of factor models on artificial data ( $k=2$ )

Here, first we create two factor structured matrices $D+B_{1} * B_{1}^{\prime}$ and $D+B_{2} * B_{2}^{\prime}$ with random entries. $D$ is $p \times p$ and $B_{1}, B_{2}$ are $p \times d$. The elements of $D$ are exponentially distributed idiosyncratic variances and $B_{1}, B_{2}$ have Gaussian distributed factor loads. We choose $p=100$ and $d=20$ then generate 5000 samples with each
covariance $D+B_{1} * B_{1}^{\prime}$ and $D+B_{2} * B_{2}^{\prime}$. After that we get our 10000 samples. We calculate sample covariance $C$ first, then with the sample covariance we can estimate mixture of factor analysers by both the log-EM algorithm and the $\alpha$-EM algorithm.

In order to do the 1 st iteration to obtain $\pi_{21}, \pi_{22}, \Lambda_{21}, \Lambda_{22}$ and $\Phi_{2}$, we require the previous two estimates which are $\pi_{01}, \pi_{02}, \Lambda_{01}, \Lambda_{02}, \Phi_{0}$ and $\pi_{11}, \pi_{12}, \Lambda_{11}, \Lambda_{12}, \Phi_{1}$. For $\Lambda_{01}, \Lambda_{02}$ and $\Phi_{0}$, we can use a random guess:

$$
\begin{aligned}
\Phi_{0} & =\operatorname{diag}\left(C_{x x}\right) \\
\Lambda r_{1} & =\operatorname{rand}(p, d) \text { and } \pi_{r 1}=\operatorname{rand}(1,2) \\
\Lambda r_{2} & =\operatorname{rand}(p, d) \text { and } \pi_{r 2}=\operatorname{rand}(1,2) \\
\Lambda_{01} & =\Lambda r_{1} * \sqrt{\left\|C_{x x}\right\|_{F} /\left\|\Lambda r_{1}\right\|_{F}} \\
\Lambda_{02} & =\Lambda r_{2} * \sqrt{\left\|C_{x x}\right\|_{F} /\left\|\Lambda r_{2}\right\|_{F}} \\
\pi_{01} & =\pi_{r 1} / \operatorname{sum}\left(\pi_{r 1}\right) \\
\pi_{02} & =\pi_{r 2} / \operatorname{sum}\left(\pi_{r 2}\right)
\end{aligned}
$$

where $p=100, d=20$. Then for $\pi_{11}, \pi_{12}, \Lambda_{11}, \Lambda_{12}$ and $\Phi_{1}$ we can do the log-EM by using (46), (47) and (48) with $\pi_{01}, \pi_{02}, \Lambda_{01}, \Lambda_{02}$ and $\Phi_{0}$. With $\pi_{01}, \pi_{02}, \Lambda_{01}, \Lambda_{02}, \Phi_{0}$ and $\pi_{11}, \pi_{12}, \Lambda_{11}, \Lambda_{12}, \Phi_{1}$ we can apply the $\alpha$-EM algorithm. Figure 7 illustrates the different convergence curves of $\alpha$-EM with different values of $\alpha$. Remember that when $\alpha=-1$, this is $\log$-EM.


Figure 7: Convergence speed for various alpha

Table 4 shows a speedup comparison. The second column shows that $\alpha$-EM (the case of $\alpha=0$ ) is $45 / 25=1.80$ times faster than log-EM (the case of $\alpha=-1$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use to denote the total time per iteration. The $\alpha$-EM algorithm didn't require more CPU time per iteration. So we can see that the $\alpha$-EM algorithm is much faster than the log-EM algorithm by a total CPU-time ratio of $45 \mathrm{t} / 25 \mathrm{t}=1.80$.

Table 4: Speedup Ratio For Factor Model Estimation ( $p=100, d=20$ )

| $\alpha$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| -1.00 | 45 | 1 t | 45 t | 1.00 |
| 0 | 25 | 1 t | 25 t | 1.80 |

Now let's consider a higher dimension problem. Let $p=200, d=30$ and we use the same method to generate our samples. This time we generate 10000 samples with each covariance $D+B_{1} * B_{1}^{\prime}$ and $D+B_{2} * B_{2}^{\prime}$. After that we get our 20000 samples. We calculate sample covariance $C$ first, then with the sample covariance we can estimate mixture of factor analysers by both the log-EM algorithm and the
$\alpha$-EM algorithm. Figure 8 illustrates the different convergence curves of the $\alpha$-EM algorithm with different values of $\alpha$. Remember that when $\alpha=-1$, this is log-EM.


Figure 8: Convergence speed for various alpha

Table 5 shows a speedup comparison. The second column shows that $\alpha$-EM (the case of $\alpha=0$ ) is $45 / 25=1.80$ times faster than log-EM (the case of $\alpha=-1$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use t to denote the total time per iteration. The $\alpha$-EM algorithm didn't require more CPU time per iteration. So we can see that the $\alpha$-EM algorithm is much faster than the log-EM algorithm by a total CPU-time ratio of $45 \mathrm{t} / 25 \mathrm{t}=1.80$.

Table 5: Speedup Ratio For Factor Model Estimation ( $\mathrm{p}=200$, $\mathrm{d}=30$ )

| $\alpha$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| -1.00 | 45 | 1 t | 45 t | 1.00 |
| 0 | 25 | 1 t | 25 t | 1.80 |

Therefore, for small dimension problems or large dimension problems the $\alpha$-EM algorithm will not require more CPU time per iteration than the log-EM algorithm. So as long as the number iterations of the $\alpha$-EM algorithm is smaller than the log-

EM for the same accuracy, the $\alpha$-EM algorithm will save us the total computation time. That's why we should choose the $\alpha$-EM algorithm over the log-EM algorithm.

### 4.4.2 Mixture of factor models on financial data ( $k=3$ )

Here, first we create three factor structured matrices $D+B_{1} * B_{1}^{\prime}, D+B_{2} * B_{2}^{\prime}$ and $D+B_{3} * B_{3}^{\prime}$. We choose $p=50, d=20$ and generate 2500 samples for each factor model. After that we get our 7500 samples. We calculate sample covariance $C$ first, then with the sample covariance we can estimate mixture of factor models using both the log-EM algorithm and the $\alpha$-EM algorithm. To do the 1st iteration to obtain $\left\{\pi_{2}\right\}_{j=1}^{3},\left\{\Lambda_{2}\right\}_{j=1}^{3}$ and $\Phi_{2}$, we require previous two estimates which are $\left\{\pi_{1}\right\}_{j=1}^{3},\left\{\Lambda_{1}\right\}_{j=1}^{3}, \Phi_{1}$ and $\left\{\pi_{0}\right\}_{j=1}^{3},\left\{\Lambda_{0}\right\}_{j=1}^{3}, \Phi_{0}$. For $\left\{\pi_{0}\right\}_{j=1}^{3},\left\{\Lambda_{0}\right\}_{j=1}^{3}$ and $\Phi_{0}$, we can use a random guess as we described previously. Figure 9 illustrates the different convergence curves of the $\alpha$-EM algorithm with different values of $\alpha$. Remember that when $\alpha=-1$, this is log-EM.


Figure 9: Convergence speed for various alpha

Table 6 shows a speedup comparison. The second column shows that $\alpha$-EM (the case of $\alpha=0$ ) is $45 / 25=1.80$ times faster than log-EM (the case of $\alpha=-1$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use t to denote the total time per iteration. The $\alpha$-EM
algorithm didn't require more CPU time per iteration. So we can see that the $\alpha$-EM algorithm is much faster than the log-EM algorithm by a total CPU-time ratio of $45 \mathrm{t} / 25 \mathrm{t}=1.80$.

Table 6: Speedup Ratio For Factor Model Estimation( $p=50, d=20$ )
$\alpha$
$-1.00 \quad 45$

1t
45 t
1.00
$0 \quad 25$
1t
25 t
1.80

We also consider a higher dimension problem. Let $p=100, d=20$ and we use the same method to generate our samples. This time we generate 5000 samples with each covariance $D+B_{1} * B_{1}^{\prime}, D+B_{2} * B_{2}^{\prime}$ and $D+B_{3} * B_{3}^{\prime}$. After that we get our 15000 samples. We calculate sample covariance $C$ first, then with the sample covariance we can estimate mixture of factor models using both the log-EM algorithm and the $\alpha$-EM algorithm. Figure 10 illustrates the different convergence curves of the $\alpha$-EM algorithm with different values of $\alpha$. Remember that when $\alpha=-1$, this is log-EM.


Figure 10: Convergence speed for various alpha

Table 7 shows a speedup comparison. The second column shows that $\alpha$-EM (the case of $\alpha=0$ ) is $45 / 25=1.80$ times faster than log-EM (the case of $\alpha=-1$ ) for the
same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use to denote the total time per iteration. The $\alpha$-EM algorithm didn't require more CPU time per iteration. So we can see that the $\alpha$-EM algorithm is much faster than the log-EM algorithm by a total CPU-time ratio of $45 \mathrm{t} / 25 \mathrm{t}=1.80$.

Table 7: Speedup Ratio For Factor Model Estimation ( $\mathrm{p}=100$, $\mathrm{d}=20$ )

| $\alpha$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| -1.00 | 45 | 1 t | 45 t | 1.00 |
| 0 | 25 | 1 t | 25 t | 1.80 |

Therefore, for $k=2$ or $k=3$ the $\alpha$-EM algorithm will not require more CPU time per iteration than the log-EM algorithm. No matter how large dimension of the problem and how many mixtures, the $\alpha$-EM algorithm is constantly faster than the log-EM algorithm for the same accuracy. So we can choose proper value for $\alpha$ to save us the total computation time when estimates mixture of factor models.

### 4.5 Concluding Remarks

In this section, we have proposed an $\alpha$-EM algorithm for fitting mixture of factor models. Unlike the existing log-EM, we use $\alpha$-logarithm instead of just logarithm. We show that the log-EM algorithm is a special case of the $\alpha$-EM algorithm. Even after causal approximation and series expansion when $\beta=1$ which means $\alpha=-1$ we still find that the log-EM is a special case of the $\alpha$-EM. By choosing proper $\alpha$, we showed that the $\alpha$-EM algorithm converges much faster than the log-EM algorithm in mixture of factor models estimation, and also gives more accurate estimates. In CPU-time, as long as we save the results from the previous updates, the $\alpha$-EM algorithm doesn't require more CPU time than the log-EM algorithm. However more importantly, the speedup in convergence is significant, so the $\alpha$-EM algorithm can save us the total computation time for the same accuracy.

For problems of different dimensions and different numbers of mixtures, the $\alpha$ EM algorithm always appears to be faster and better than the log-EM algorithm. There are no dimension constrains or number of mixtures constrains. Besides causal approximation and series expansion, there must be other methods to solve the noncausality, such as moving all the future states on one side of the original update equations (43), (44) and (45). That would be the most accurate method but it is also harder than the approximation method. Thus, further exploration of practical issues pertaining to the $\alpha$-EM family is needed.

For the $\alpha$-EM algorithm we used, we focus our attention on the convex divergence (1) because of its general capacity on convex optimization. We would like to consider other types of surrogate functions.

## 5 Conjugate Gradient Acceleration of the $\alpha$-EM Algorithm

We apply conjugate gradient method to the $\alpha$-EM algorithm. Since it has been shown that conjugate gradient method can be used to accelerate the log-EM algorithm, it had been expected that conjugate gradient acceleration of the $\alpha$-EM algorithm would exist. In this section, it is shown that this is true. The key is that the $\alpha$-EM step can be viewed (approximately at least) as a generalized gradient, making it natural to apply generalized conjugate gradient methods in an attempt to speed up the $\alpha$-EM algorithm. The proposed method is relatively simple to implement and can handle problems with a large number of parameters. To demonstrate the effectiveness of the proposed acceleration method, we consider its application to both artificial data and financial data.

### 5.1 Model Description

We consider the factor analysis model

$$
x=\Lambda z+u
$$

where $x$ is a vector of observed values, $\Lambda$ is a $p \times d$ matrix of factor loadings, and $z$ and $u$ are independent normally distributed random vectors with mean 0 and covariance matrices $\Psi$ and $\Phi$. By assumption $\Phi$ is diagonal. Following common practice and for simplicity, we have assumed that the mean of $x$ is 0 . The covariance matrix of $x$ is

$$
\Sigma=\Phi+\Lambda \Psi \Lambda^{T}
$$

We allow priori restrictions that fix arbitrary elements of $\Phi$ and $\Lambda$ at specified values. Following Rubin and Thayer [107, we allow $\Psi$ to be set equal to the identity or be totally free.

The $\alpha$-logarithm function is defined as follows [81]:

$$
L^{(\alpha)}(r) \stackrel{\text { def }}{=} \frac{2}{1+\alpha}\left(r^{\frac{1+\alpha}{2}}-1\right)
$$

and if $r=r(\theta) \in(0, \infty)$ is twice differentiable with respect to $\theta$, the following equalities hold

$$
\begin{equation*}
\frac{\partial L^{(\alpha)}(r)}{\partial \theta}=r^{\frac{1+\alpha}{2}} \frac{\partial \log r}{\partial \theta} \tag{62}
\end{equation*}
$$

Given $N$ independent observations $x_{i}$, let $C_{x x}=\sum_{j=1}^{N} \frac{x_{i} x_{i}^{\prime}}{N}$. Given $C_{x x}$, the $\alpha$-loglikelihood of $(\Psi, \Phi, \Lambda)$ is

$$
\begin{aligned}
f(\theta) & =\frac{2}{1+\alpha}\left(\left(\prod_{i=1}^{N}(2 \pi)^{-p / 2}|\Sigma|^{-1 / 2} \exp \left(-\frac{1}{2} x_{i}^{T} \Sigma x_{i}\right)\right)^{\frac{1+\alpha}{2}}-1\right) \\
& =\frac{2}{1+\alpha}\left(\left((2 \pi)^{-p N / 2}|\Sigma|^{-N / 2} \exp \left(-\frac{1}{2} \sum_{i=1}^{N} x_{i}^{T} \Sigma x_{i}\right)\right)^{\frac{1+\alpha}{2}}-1\right) \\
& =\frac{2}{1+\alpha}\left(\left((2 \pi)^{-p N / 2}|\Sigma|^{-N / 2} \exp \left(-\frac{N}{2} \operatorname{tr} S \Sigma^{-1}\right)\right)^{\frac{1+\alpha}{2}}-1\right) \\
& =\frac{2}{1+\alpha}\left((L)^{\frac{1+\alpha}{2}}-1\right)
\end{aligned}
$$

where we define

$$
\begin{aligned}
L & =(2 \pi)^{-p N / 2}|\Sigma|^{-N / 2} \exp \left(-\frac{N}{2} \operatorname{tr} S \Sigma^{-1}\right) \\
l & =\log L=-\frac{N}{2}\left(p \log 2 \pi+\log |\Sigma|+\operatorname{tr} S \Sigma^{-1}\right)
\end{aligned}
$$

From equality (62), we have

$$
\frac{\partial f}{\partial \theta}=L^{\frac{1+\alpha}{2}} \frac{\partial \log L}{\partial \theta}=L^{\frac{1+\alpha}{2}} \frac{\partial l}{\partial \theta}
$$

The derivatives of $f$ are given by (see Appendix E for details) :

$$
\begin{aligned}
& \frac{\partial f}{\partial \Lambda}=L^{\frac{1+\alpha}{2}} N \Sigma^{-1}(S-\Sigma) \Sigma^{-1} \Lambda \Phi \\
& \frac{\partial f}{\partial \Phi}=L^{\frac{1+\alpha}{2}} \frac{N}{2} \operatorname{diag}\left[\Sigma^{-1}(S-\Sigma) \Sigma^{-1}\right] \\
& \frac{\partial f}{\partial \Psi}=L^{\frac{1+\alpha}{2}} \Lambda^{T} \Sigma^{-1}(S-\Sigma) \Sigma^{-1} \Lambda
\end{aligned}
$$

If there are $n$ free parameters in $\Lambda, \Psi$ and $\Phi$, then $f$ is defined on $\mathbb{R}^{n}$. We consider metrics on $\mathbb{R}^{n}$ which are defined by a positive definite matrix $W$ via the inner product

$$
\begin{equation*}
\left\langle\theta_{1}, \theta_{2}\right\rangle=\theta_{1}^{\prime} W \theta_{2} \tag{63}
\end{equation*}
$$

The gradient of $f$ in the metric defined by 63 is

$$
\nabla f(\theta)=g(\theta)=W^{-1} s(\theta)
$$

where

$$
s(\theta)=\left[\frac{\partial f}{\partial \Lambda}, \frac{\partial f}{\partial \Phi}, \frac{\partial f}{\partial \Psi}\right]
$$

It is natural to call $s(\theta)$ the raw gradient of $f(\theta)$ at $\theta$. It is twice the negative of the Fisher-score vector. Let $\widetilde{\theta}$ be the modified $\alpha$-EM update of $\theta_{k}$ and let

$$
\begin{aligned}
g_{k} & =-\left(\widetilde{\theta}-\theta_{k}\right) \\
d_{k} & =-g_{k}
\end{aligned}
$$

Choosing $\alpha$ to minimize $f\left(\theta_{k}+a d_{k}\right)$ gives an optimized version of the modified $\alpha$-EM algorithm.

### 5.2 Empirical Results

In the following, we do some comparisons between accelerated $\alpha$-EM and ordinary $\alpha$-EM with both artificial data and real financial data.

### 5.2.1 Accelerated $\alpha$-EM on artificial data

First we create a factor structured matrix $D+B * B^{\prime}$ with random entries. $D$ is $p \times p$ and $B_{1}, B_{2}$ are $p \times d$. The elements of $D$ are exponentially distributed idiosyncratic variances and $B_{1}, B_{2}$ have Gaussian distributed factor loads. We choose $p=100$ and $d=20$ then generate 5000 samples with covariance $D+B * B^{\prime}$. After that we calculate sample covariance $C$ first, then with the sample covariance we can estimate factor model by both $\alpha$-EM algorithm and accelerated $\alpha$-EM algorithm. Figure 11
shows that the convergence speed of accelerated $\alpha$-EM is faster than $\alpha$-EM in terms of the log-likelihood.


Figure 11: Convergence Speed Comparison

Table 8 shows a speedup comparison. The second column shows that accelerated $\alpha$-EM (the case of $\alpha=0$ ) is $50 / 25=2.0$ times faster than ordinary $\alpha$-EM (the case of $\alpha=0$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use $t$ to denote the total time per iteration. The accelerated $\alpha$-EM algorithm requires $50 \%$ more CPU time per iteration. So we can see that the accelerated $\alpha$-EM algorithm is faster than the ordinary $\alpha$-EM algorithm by a total CPU-time ratio of $50 \mathrm{t} / 37.5 \mathrm{t}=1.33$.

Table 8: Speedup Ratio Comparison( $\mathrm{p}=100, \mathrm{~d}=20$ )

| $\alpha=0$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| Ordinary $\alpha$-EM | 50 | 1 t | 50 t | 1.00 |
| Accelerated $\alpha$-EM | 25 | 1.5 t | 37.5 t | 1.33 |

Figure 12 illustrates the different rates at which the Hellinger distance decreases in the accelerated $\alpha$-EM algorithm and ordinary $\alpha$-EM algorithm. We can see that in terms of the Hellinger distance, accelerated $\alpha$-EM still preforms better than ordinary
$\alpha$-EM.


Figure 12: Convergence speed comparison

Table 9 shows a speedup comparison. The second column shows that the accelerated $\alpha$-EM algorithm (the case of $\alpha=0$ ) is $50 / 22=2.3$ times faster than the ordinary $\alpha$-EM algorithm (the case of $\alpha=0$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use t to denote the total time per iteration. The accelerated $\alpha$-EM algorithm requires $50 \%$ more CPU time per iteration. So we can see that the accelerated $\alpha$-EM algorithm is faster than the ordinary $\alpha$-EM algorithm by a total CPU-time ratio of $50 \mathrm{t} / 33 \mathrm{t}=1.5$.

Table 9: Speedup Ratio Comparison ( $\mathrm{p}=100, \mathrm{~d}=20$ )

| $\alpha=0$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| $\alpha$-EM | 50 | 1 t | 50 t | 1.00 |
| Accelerated $\alpha$-EM | 22 | 1.5 t | 33 t | 1.5 |

In the accelerated $\alpha$-EM algorithm we need to do a line search. In that line search we need to calculate gradients of $\alpha$-log-likelihood function. This requires extra time. This extra time can be dominant in total CPU-time when the dimension
of the problem gets large.

### 5.2.2 Accelerated $\alpha$-EM on financial data

Here, we download daily close prices of each member of S\&P500 from Jan-01-2001 to Aug-31-2013 from Yahoo. Then we select members which have prices since Jan-01-2001 and we got 426 members. Let's randomly choose 100 members from 426 members. After we get 100 members we calculate the sample covariance $C$, then we use the sample covariance to calculate the factor model with 20 factors by the accelerated $\alpha$-EM algorithm and the ordinary $\alpha$-EM algorithm. Figure 13 shows that the convergence speed of accelerated $\alpha$-EM is faster than ordinary $\alpha$-EM in terms of log-likelihood.


Figure 13: Convergence speed comparison

Table 10 shows a speedup comparison. The second column shows that the accelerated $\alpha$-EM algorithm (the case of $\alpha=0$ ) is $49 / 23=2.1$ times faster than the ordinary $\alpha$-EM algorithm (the case of $\alpha=0$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use t to denote the total time per iteration. The accelerated $\alpha$-EM algorithm requires $50 \%$ more CPU time per iteration. So we can see that the accelerated $\alpha$-EM
algorithm is faster than the ordinary $\alpha$-EM algorithm by a total CPU-time ratio of $49 \mathrm{t} / 34.5 \mathrm{t}=1.42$.

Table 10: Speedup Ratio Comparison( $\mathrm{p}=100, \mathrm{~d}=20$ )

| $\alpha=0$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| $\alpha$-EM | 49 | 1 t | 49 t | 1.00 |
| Accelerated $\alpha$-EM | 23 | 1.5 t | 34.5 t | 1.42 |

Figure 14 illustrates different decreasing speed in the Hellinger distance of accelerated $\alpha$-EM and ordinary $\alpha$-EM. We can see that in terms of the Hellinger distance, accelerated $\alpha$-EM still preforms better than ordinary $\alpha$-EM.


Figure 14: Convergence speed comparison

Table 11 shows a speedup comparison. The second column shows that the accelerated $\alpha$-EM algorithm (the case of $\alpha=0$ ) is $49 / 21=2.3$ times faster than the ordinary $\alpha$-EM algorithm (the case of $\alpha=0$ ) for the same convergence. The third and fourth columns show a more practical comparison based upon CPU time. We use t to denote the total time per iteration. The accelerated $\alpha$-EM algorithm requires $50 \%$ more CPU time per iteration. So we can see that the accelerated $\alpha$-EM algorithm is faster than the ordinary $\alpha$-EM algorithm by a total CPU-time ratio of
$49 \mathrm{t} / 31.5 \mathrm{t}=1.55$.

Table 11: Speedup Ratio Comparison( $\mathrm{p}=100, \mathrm{~d}=20$ )

| $\alpha=0$ | Iterations | Time per Iteration | Total CPU-Time | Speedup Ratio |
| :--- | :--- | :--- | :--- | :--- |
| $\alpha$-EM | 49 | 1 t | 49 t | 1.00 |
| Accelerated $\alpha$-EM | 21 | 1.5 t | 31.5 t | 1.55 |

Again, the extra CPU time of the accelerated $\alpha$-EM varies at different dimensions.

### 5.3 Concluding Remarks

In this section, we apply conjugate gradient acceleration to the $\alpha$-EM algorithm. The $\alpha$-EM often works well and what we have done here is to attempt to extend the range of its applicability without sacrificing too much of the simplicity it usually enjoys. We compute gradients of $\alpha$-log-likelihood of $(\Psi, \Phi, \Lambda)$. We show that the $\alpha$-EM algorithm can also be accelerated by conjugate gradient method.

The accelerated $\alpha$-EM algorithm requires extra CPU-time to compute the best step size in each iteration. We need to calculate a common piece, $\Sigma^{-1}(S-\Sigma) \Sigma^{-1}$, in the gradient of the $\alpha$-log-likelihood function where $\Sigma$ is the factor model and $S$ is the sample covariance. The extra CPU-time varies at different admissions of $S$. In order to calculate the inverse of $\Sigma$, we apply the Woodbury inverse lemma to it. Instead of computing the inverse of a $p \times p$ problem, we only need to compute a $d \times d$ problem.

We do empirical studies with both artificial data and financial data. We know that the accelerated $\alpha$-EM algorithm requires more CPU time than the ordinary $\alpha$ EM algorithm. However more importantly, when the speedup in convergence is more significant, the accelerated $\alpha$-EM algorithm can still save us the total computation time for the same accuracy. We compare the covergence speed of the accelerated $\alpha$-EM algorithm and the ordinary $\alpha$-EM algorithm in terms of both log-likelihood
and the Hellinger distance. The accelerated $\alpha$-EM is about $40 \%$ faster for 100 dimensional problems.

## 6 Band Fraction Representation

We present band fraction representations as a new structure for covariance estimates. We believe that this new band fraction representation performs better than the well known and widely used factor model under the Hellinger distance. One of the important reasons that factor models are so popular is that factor model is easy to interpret and can be directly connected to financial sectors. We introduce a band fraction representation of covariance matrices, in practice this new structure is closer to covariance matrices than factor model under the Hellinger distance. Because, intuitively factor model is a special case of band fraction representation which we can use for any factor model. But there is no easy interpretation of the band fraction similar to that of the factor model. Empirical results from real financial data are given. In order to make it clear we consider simple cases first and use the same procedure for complex cases by induction.

### 6.1 Semiseparability rank 2 and bandwidth 2

Let's start from a simple case first. Suppose $S$ is a $6 \times 6$ lower triangular semiseparable matrix of semiseparability rank 2. According to the above theory we can find
$M$ and $N$ with bandwidth $d=2$,s.t. $S=M^{-1} N$ or $M S=N$.

$$
\begin{aligned}
& {\left[\begin{array}{llllllllllllllll}
M_{1,1} & & & & & & \\
M_{2,1} & M_{2,2} & & & & \\
& M_{3,2} & M_{3,3} & & & \\
& & M_{4,3} & M_{4,4} & & \\
& & & M_{5,4} & M_{5,5} & \\
& & & & M_{6,5} & M_{6,6}
\end{array}\right]\left[\begin{array}{llllll}
S_{1,1} & & & & & \\
S_{2,1} & S_{2,2} & & & & \\
S_{3,1} & S_{3,2} & S_{3,3} & & & \\
S_{4,1} & S_{4,2} & S_{4,3} & S_{4,4} & & \\
S_{5,1} & S_{5,2} & S_{5,3} & S_{5,4} & S_{5,5} & \\
S_{6,1} & S_{6,2} & S_{6,3} & S_{6,4} & S_{6,5} & S_{6,6}
\end{array}\right]} \\
& =\left[\begin{array}{lllllll}
N_{1,1} & & & & & & \\
N_{2,1} & N_{2,2} & & & & \\
& N_{3,2} & N_{3,3} & & & \\
& & N_{4,3} & N_{4,4} & & \\
& & & N_{5,4} & N_{5,5} & \\
& & & & N_{6,5} & N_{6,6}
\end{array}\right]
\end{aligned}
$$

In order to solve it, let's start from the bottom. We can get

$$
\left[\begin{array}{cc}
S_{5,1} & S_{6,1} \\
S_{5,2} & S_{6,2} \\
S_{5,3} & S_{6,3} \\
S_{5,4} & S_{6,4} \\
S_{5,5} & S_{6,5}
\end{array}\right]\left[\begin{array}{c}
M_{6,5} \\
M_{6,6}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
N_{6,5}
\end{array}\right]
$$

and because $S$ has semiseparability rank 2 then we have unique solution of $M_{6,5}, M_{6,6}$ for nonzero $N_{6,5}$ (We can set $N_{6,5}=1$ ). We repeat this procedure until the 3rd row, because solving the first two rows is trivial.

$$
\left[\begin{array}{ll}
M_{1,1} & \\
M_{2,1} & M_{2,2}
\end{array}\right]\left[\begin{array}{ll}
S_{1,1} & \\
S_{2,1} & S_{2,2}
\end{array}\right]=\left[\begin{array}{ll}
N_{1,1} & \\
N_{2,1} & N_{2,2}
\end{array}\right]
$$

### 6.2 Semiseparability rank 3 and bandwidth 3

Now, let's upgrade the problem to semiseparability rank 3 and bandwidth $d=3$.

$$
\begin{aligned}
& {\left[\begin{array}{lllllllll}
M_{1,1} & & & & & & \\
M_{2,1} & M_{2,2} & & & & \\
M_{3,1} & M_{3,2} & M_{3,3} & & & \\
& M_{4,2} & M_{4,3} & M_{4,4} & & \\
& & M_{5,3} & M_{5,4} & M_{5,5} & \\
& & & M_{6,4} & M_{6,5} & M_{6,6}
\end{array}\right]\left[\begin{array}{llllll}
S_{1,1} & & & & & \\
S_{2,1} & S_{2,2} & & & & \\
S_{3,1} & S_{3,2} & S_{3,3} & & & \\
S_{4,1} & S_{4,2} & S_{4,3} & S_{4,4} & & \\
S_{5,1} & S_{5,2} & S_{5,3} & S_{5,4} & S_{5,5} & \\
S_{6,1} & S_{6,2} & S_{6,3} & S_{6,4} & S_{6,5} & S_{6,6}
\end{array}\right]} \\
& =\left[\begin{array}{lllllll}
N_{1,1} & & & & & \\
N_{2,1} & N_{2,2} & & & & \\
N_{3,1} & N_{3,2} & N_{3,3} & & & \\
& N_{4,2} & N_{4,3} & N_{4,4} & & \\
& & N_{5,3} & N_{5,4} & N_{5,5} & \\
& & & N_{6,4} & N_{6,5} & N_{6,6}
\end{array}\right]
\end{aligned}
$$

We also start from the bottom. We can get

$$
\left[\begin{array}{ccc}
S_{4,1} & S_{5,1} & S_{6,1} \\
S_{4,2} & S_{5,2} & S_{6,2} \\
S_{4,3} & S_{5,3} & S_{6,3} \\
S_{4,4} & S_{5,4} & S_{6,4} \\
0 & S_{5,5} & S_{6,5}
\end{array}\right]\left[\begin{array}{c}
M_{6,4} \\
M_{6,5} \\
M_{6,6}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0 \\
N_{6,4} \\
N_{6,5}
\end{array}\right]
$$

and because $S$ has semiseparability rank 3 , then $\operatorname{rank}\left(S_{4: 6,1: 3}\right)=2$. Then we can set $M_{6,6}=1$ and solve $M_{6,4}$ and $M_{6,5}$ with the first three rows.

$$
\left[\begin{array}{cc}
S_{4,1} & S_{5,1} \\
S_{4,2} & S_{5,2} \\
S_{4,3} & S_{5,3}
\end{array}\right]\left[\begin{array}{l}
M_{6,4} \\
M_{6,5}
\end{array}\right]=\left[\begin{array}{c}
-S_{6,1} \\
-S_{6,2} \\
-S_{6,3}
\end{array}\right]
$$

Because we can find a combination of $S_{4,1: 3}$ and $S_{5,1: 3}$ to represent $-S_{6,1: 3}$. Then we can compute $N_{6,4}$ and $N_{6,5}$ by

$$
\left[\begin{array}{ccc}
S_{4,4} & S_{5,4} & S_{6,4} \\
0 & S_{5,5} & S_{6,5}
\end{array}\right]\left[\begin{array}{l}
M_{6,4} \\
M_{6,5} \\
M_{6,6}
\end{array}\right]=\left[\begin{array}{l}
N_{6,4} \\
N_{6,5}
\end{array}\right]
$$

We repeat this procedure until the 4 th row, and we set $M_{4,4}=1$ then we have:

$$
\left[\begin{array}{ccc}
S_{2,1} & S_{3,1} & S_{4,1} \\
S_{2,2} & S_{3,2} & S_{4,2} \\
0 & S_{3,3} & S_{4,3}
\end{array}\right]\left[\begin{array}{c}
M_{4,2} \\
M_{4,3} \\
M_{4,4}
\end{array}\right]=\left[\begin{array}{c}
0 \\
N_{4,2} \\
N_{4,3}
\end{array}\right] \Rightarrow\left[\begin{array}{ll}
S_{2,1} & S_{3,1} \\
S_{2,2} & S_{3,2}
\end{array}\right]\left[\begin{array}{c}
M_{4,2} \\
M_{4,3}
\end{array}\right]=\left[\begin{array}{c}
-S_{4,1} \\
-S_{4,2}+N_{4,2}
\end{array}\right]
$$

We can set a random value to $N_{4,2}$, in order to solve for $M_{4,3}$ and $M_{4,3}$. Then we can compute $N_{4,3}$ by

$$
\left[\begin{array}{lll}
0 & S_{3,3} & S_{4,3}
\end{array}\right]\left[\begin{array}{l}
M_{4,2} \\
M_{4,3} \\
M_{4,4}
\end{array}\right]=\left[N_{4,3}\right]
$$

After that it is trivial to solve the first three rows.

$$
\left[\begin{array}{lll}
M_{1,1} & & \\
M_{2,1} & M_{2,2} & \\
M_{3,1} & M_{3,2} & M_{3,3}
\end{array}\right]\left[\begin{array}{ccc}
S_{1,1} & & \\
S_{2,1} & S_{2,2} & \\
S_{3,1} & S_{3,2} & S_{3,3}
\end{array}\right]=\left[\begin{array}{lll}
N_{1,1} & & \\
N_{2,1} & N_{2,2} & \\
N_{3,1} & N_{3,2} & N_{3,3}
\end{array}\right]
$$

Note that this procedure is different from what we have for semiseparability rank and bandwidth 2, but this procedure can be applied when semiseparability rank and bandwidth are 2 .

### 6.3 Semiseparability rank d and bandwidth d

Now, let's consider a general case that $S$ is $n \times n$ lower triangular semiseparable matrix of semiseparability rank $d$. We want to find $M$ and $N$ with bandwidth $d$.

$$
\begin{aligned}
& {\left[\begin{array}{cccccc}
M_{1,1} & & & & & \\
\vdots & \ddots & & & & \\
M_{d, 1} & \cdots & M_{d, d} & & & \\
0 & M_{d+1,2} & \cdots & M_{d+1, d+1} & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \\
0 & \cdots & 0 & M_{n, n-d+1} & \cdots & M_{n, n}
\end{array}\right]\left[\begin{array}{cccccc}
S_{1,1} & & & & \\
\vdots & \ddots & & & & \\
S_{d, 1} & \cdots & S_{d, d} & & & \\
S_{d+1,1} & \cdots & \cdots & S_{d+1, d+1} & & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \\
S_{n, 1} & \cdots & \cdots & \cdots & \cdots & S_{n, n}
\end{array}\right]} \\
& =\left[\begin{array}{cccccc}
N_{1,1} & & & & & \\
\vdots & \ddots & & & & \\
N_{d, 1} & \cdots & N_{d, d} & & & \\
0 & N_{d+1,2} & \cdots & N_{d+1, d+1} & & \\
\vdots & \vdots & \vdots & \vdots & \ddots & \\
0 & \cdots & 0 & N_{n, n-d+1} & \cdots & N_{n, n}
\end{array}\right]
\end{aligned}
$$

Again, we start from the bottom and get:

$$
\left[\begin{array}{ccc}
S_{n-d+1,1} & \cdots & S_{n, 1} \\
\vdots & \vdots & \vdots \\
S_{n-d+1, n-d} & \cdots & S_{n, n-d} \\
S_{n-d+1, n-d+1} & \cdots & S_{n, n-d+1} \\
\vdots & \vdots & \vdots \\
0 & \cdots & S_{n, n-1}
\end{array}\right]\left[\begin{array}{c}
M_{n, n-d+1} \\
\vdots \\
M_{n, n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
N_{n, n-d+1} \\
\vdots \\
N_{n . n-1}
\end{array}\right]
$$

Since $S$ has semiseparability rank $d$, then $\operatorname{rank}\left(S_{n-d+1: n, 1: n-d}\right)=d-1$, we can set $M_{n, n}=1$ and solve $M_{n, n-d+1}, \ldots, M_{n, n-1}$ with the first $n-d$ rows.

$$
\left[\begin{array}{ccc}
S_{n-d+1,1} & \cdots & S_{n-1,1} \\
\vdots & \vdots & \vdots \\
S_{n-d+1, n-d} & \cdots & S_{n-1, n-d}
\end{array}\right]\left[\begin{array}{c}
M_{n, n-d+1} \\
\vdots \\
M_{n, n-1}
\end{array}\right]=\left[\begin{array}{c}
-S_{n, 1} \\
\vdots \\
-S_{n, n-d}
\end{array}\right]
$$

Because we can find a combination of $S_{n-d, 1: n-d}, \ldots, S_{n-1,1: n-d}$ to represent $-S_{n, 1: n-d}$. Then we can compute $N_{n, n-d+1}, \ldots N_{n . n-1}$ by:

$$
\left[\begin{array}{ccc}
S_{n-d+1, n-d+1} & \cdots & S_{n, n-d+1} \\
\vdots & \vdots & \vdots \\
0 & \cdots & S_{n, n-1}
\end{array}\right]\left[\begin{array}{c}
M_{n, n-d+1} \\
\vdots \\
M_{n, n}
\end{array}\right]=\left[\begin{array}{c}
N_{n, n-d+1} \\
\vdots \\
N_{n . n-1}
\end{array}\right]
$$

We can repeat the same procedure until the $d+1$ th row, we get:

$$
\left[\begin{array}{cccc}
S_{2,1} & S_{3,1} & \cdots & S_{d+1,1} \\
S_{2,2} & S_{3,2} & \cdots & S_{d+1,2} \\
\vdots & \vdots & \vdots & \vdots \\
0 & \cdots & S_{d, d} & S_{d+1, d}
\end{array}\right]\left[\begin{array}{c}
M_{d+1,2} \\
M_{d+1,3} \\
\vdots \\
M_{d+1, d+1}
\end{array}\right]=\left[\begin{array}{c}
0 \\
N_{d+1,2} \\
\vdots \\
N_{d+1, d+1}
\end{array}\right]
$$

and we set $M_{d+1, d+1}=1$ then the first two rows would be:

$$
\left[\begin{array}{cccc}
S_{2,1} & S_{3,1} & \cdots & S_{d, 1} \\
S_{2,2} & S_{3,2} & \cdots & S_{d, 2}
\end{array}\right]\left[\begin{array}{c}
M_{d+1,2} \\
M_{d+1,3} \\
\vdots \\
M_{d+1, d}
\end{array}\right]=\left[\begin{array}{c}
-S_{d+1,1} \\
-S_{d+1,2}+N_{d+1,2}
\end{array}\right]
$$

For $d+1$ th row we can solve $M_{d+1,2}, \ldots, M_{d+1, d}$ by setting a random value to $N_{d+1,2}$. Then we can compute $N_{d+1,3}, \ldots, N_{d+1, d}$ by

$$
\left[\begin{array}{cccc}
0 & S_{3,3} & \cdots & S_{d+1,3} \\
\vdots & \vdots & \vdots & \vdots \\
0 & \cdots & S_{d, d} & S_{d+1, d}
\end{array}\right]\left[\begin{array}{c}
M_{d+1,2} \\
M_{d+1,3} \\
\vdots \\
M_{d+1, d+1}
\end{array}\right]=\left[\begin{array}{c}
N_{d+1,3} \\
\vdots \\
N_{d+1, d}
\end{array}\right]
$$

After that it is trivial to solve the first $d$ rows.

$$
\left[\begin{array}{ccc}
M_{1,1} & & \\
\vdots & \ddots & \\
M_{d, 1} & \cdots & M_{d, d}
\end{array}\right]\left[\begin{array}{ccc}
S_{1,1} & & \\
\vdots & \ddots & \\
S_{d, 1} & \cdots & S_{d, d}
\end{array}\right]=\left[\begin{array}{ccc}
N_{1,1} & & \\
\vdots & \ddots & \\
N_{d, 1} & \cdots & N_{d, d}
\end{array}\right]
$$

So when $d>=n$, we can always set $N$ to be identity matrix and $M$ will be the inverse of $S$.

### 6.4 Empirical Results

In the following, we do some comparisons between factor models and band fraction representations with both artificial data and real financial data.

### 6.4.1 Artificial data

Let's assume that the covariance matrix has a factor structure $C=D+V * V^{\prime}$ where $D$ is $p \times p$ and $V$ is $p \times d$. Then we fit a band fraction representation. Now the covariance matrix is a diagonal matrix plus a semiseparable matrix and the semiseparability rank is $d+1$. According to the method we have above we can find $M$ and $N$ with bandwidth $d+1$. So even if the market is a factor structure we can use band fraction representation. But the factor model can't estimate band fraction representation. We fit factor model with $d$ factors and we find the Hellinger distance between factor model and band fraction representation with bandwidth $d+1$ is large. We will show empirical results later.

Now, let's consider a special case that $C$ is a $p \times p$ matrix:
1 $1 / 2$ $\ddots$.

$$
1 \quad 1 / 2
$$

$$
1 / 2 \quad 1
$$

$1 / 2$
1

We can fit both the factor model and band fraction representation. In a factor model a permutation won't change the results but a permutation can help in the band fraction representation. According to Cuthill-McKee algorithm which is an algorithm to permute a sparse matrix that has a symmetric sparsity pattern into a
band matrix form with a small bandwidth, we will get $C p$ :

$$
\begin{array}{cc}
1 & 1 / 2 \\
1 / 2 & 1
\end{array}
$$

$$
\begin{array}{ll}
\ddots & \ddots \\
\ddots & \ddots
\end{array}
$$

$1 \quad 1 / 2$
$1 / 2 \quad 1$
For $C_{P}$, we can find a very good band fraction representation with only bandwidth 2. Because the semiseparability rank of $C$ is $\operatorname{ceil}(p / 2)$ and it is 1 of $C_{P}$. For example, suppose $p=100$ we chose $d=20$ for factor model. Table 12 shows the Hellinger distance between factor model/band Fraction and $C / C_{P}$.

Table 12: Hellinger distance comparison

| Hellinger distance | $d=20$ | $d=1$ |
| :--- | :--- | :--- |
| Factor Model and $C$ | 0.6956 | 0.8567 |
| Factor Model and $C_{P}$ | 0.6956 | 0.8567 |
| Band Fraction and $C$ | 0.6956 | 0.8567 |
| Band Fraction and $C_{P}$ | 0 | 0 |

### 6.4.2 Low dimension data

Here, we apply both the factor model and the band fraction representation to the same data used in Rubin and Thayer 1982 [107].

$$
C_{x x}=\left[\begin{array}{ccccccccc}
1.0 & 0.554 & 0.227 & 0.189 & 0.461 & 0.506 & 0.408 & 0.280 & 0.241 \\
0.554 & 1.0 & 0.296 & 0.219 & 0.479 & 0.530 & 0.425 & 0.311 & 0.311 \\
0.227 & 0.296 & 1.0 & 0.769 & 0.237 & 0.243 & 0.304 & 0.718 & 0.730 \\
0.189 & 0.219 & 0.769 & 1.0 & 0.212 & 0.226 & 0.291 & 0.681 & 0.661 \\
0.461 & 0.479 & 0.237 & 0.212 & 1.0 & 0.520 & 0.514 & 0.313 & 0.245 \\
0.506 & 0.530 & 0.243 & 0.226 & 0.520 & 1.0 & 0.473 & 0.348 & 0.290 \\
0.408 & 0.425 & 0.304 & 0.291 & 0.514 & 0.473 & 1.0 & 0.374 & 0.306 \\
0.280 & 0.311 & 0.718 & 0.681 & 0.313 & 0.348 & 0.374 & 1.0 & 0.672 \\
0.241 & 0.311 & 0.730 & 0.661 & 0.245 & 0.290 & 0.306 & 0.672 & 1.0
\end{array}\right]
$$

In order to do a fair comparison, we choose $d=2$ as the number of factors and $d+1$ as the bandwidth of $M$ and $N$. Figure 15 shows that the band fraction representation is much closer to the sample covariance matrix in terms of the log-likelihood.


Figure 15: Log-likelihood comparison between factor model and band fraction representation

The log-likelihood on the y -axis is calculated by

$$
L L=\log \operatorname{det}\left(\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1} C_{x x}\right)-\operatorname{trace}\left(\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1} C_{x x}\right)
$$

so for the optimal results we have $C_{x x}=\Phi+\Lambda \Lambda^{\prime}$ then $L L=-p$ where $p$ is the dimensionality of the problem. Whether you can reach the optimal results depends on the condition of the problem. Factor analysis can be only as good as the data allows. Note that the log-likelihood value of factor model after 50 iterations is -9.0712 and the log-likelihood value of band fraction representation is -9.0249.

Besides the log-likelihood, we can also compare the Hellinger distance between factor model and sample covariance, and the band fraction representation and sample covariance. The Hellinger distance is the same under coordinate change. In our case $P_{0} \sim N\left(0, C_{x x}\right)$ and $P_{1} \sim N\left(0, \Phi+\Lambda \Lambda^{\prime}\right)$ then we have:

$$
\begin{aligned}
H^{2}\left(C_{x x}, \Phi+\Lambda \Lambda^{\prime}\right) & =H^{2}\left(I, C x x^{-1 / 2}\left(\Phi+\Lambda \Lambda^{\prime}\right) C x x^{-1 / 2}\right) \\
& =H^{2}(I, \Sigma)
\end{aligned}
$$

where

$$
\Sigma=C x x^{-1 / 2}\left(\Phi+\Lambda \Lambda^{\prime}\right) C x x^{-1 / 2}
$$

We have

$$
\begin{aligned}
H^{2}(\Sigma, I) & =\frac{1}{2} \int(\sqrt{\Sigma}-\sqrt{I})^{2} d x \\
& =1-\left|\frac{\Sigma^{1 / 2}+\Sigma^{-1 / 2}}{2}\right|^{-1 / 2}
\end{aligned}
$$

assume that

$$
\lambda_{k}=\operatorname{eig}\left(\Sigma^{1 / 2}\right)=\operatorname{sqrt}(\operatorname{eig}(\Sigma)) \text { where } k=1, \ldots n
$$

then we get (see Appendix C for details )

$$
\begin{aligned}
H^{2}(\Sigma, I) & =1-\prod_{k=1}^{n}\left(\frac{\lambda_{k}^{-1}+\lambda_{k}}{2}\right)^{-1 / 2} \\
& =1-\prod_{k=1}^{n} \sqrt{\frac{2 \lambda_{k}}{1+\lambda_{k}^{2}}}
\end{aligned}
$$

Figure 16 illustrates that band fraction representation is closer to the sample covariance matrix in terms of the Hellinger distance. Although it looks like they are close we only did 50 iterations, the difference between factor model and band fraction representation is big enough that EM algorithm won't change that much after 50 iterations.


Figure 16: Hellinger distance comparison between factor model and band fraction representation

Note that the log-likelihood value of factor model after 50 iterations is 0.0086 and the log-likelihood value of band fraction representation is 0.0031 . From [94] we know that the Hellinger distance is actually bounded by the Information distance.

$$
H\left(\Theta_{0}, \Theta_{1}\right) \leq \frac{1}{\sqrt{8}} I\left(\Theta_{0}, \Theta_{1}\right)
$$

Especially for sufficiently small $I\left(\Theta_{0}, \Theta_{1}\right)$, we have:

$$
\frac{K}{\sqrt{8}} I\left(\Theta_{0}, \Theta_{1}\right) \leq H\left(\Theta_{0}, \Theta_{1}\right)
$$

where $0<K<1$. This shows that the upper bound of the Hellinger distance is the best possible. So if we can get the the sample covariance and factor model close in the Hellinger distance, it also implies that they are close in Information distance.

### 6.4.3 High dimension financial data

Here, we download daily close prices of each member of S\&P500 from Jan-01-2001 to Aug-31-2013 from Yahoo. Then we select members which have prices since Jan-01-2001 and we got 426 members. Let's randomly choose 400 members from 426 members. After we get 400 members we calculate the sample covariance $C$ first, then with the sample covariance we can calculate the factor model with 100 factors by the EM algorithm and band fraction representation with bandwidth 101 by the semiseparable approximate factorization. Note that we do 50 iterations in the EM algorithm. Figure 17 shows that band fraction representation is closer to the sample covariance matrix in terms of the log-likelihood.


Figure 17: Log-likelihood comparison between two models and sample covariance

Figure 18 illustrates that band fraction representation is more close to the sample covariance matrix in terms of the Hellinger distance. We can see the factor model is not even close to band fraction representation in terms of both log-likelihood and the Hellinger distance. Although we only did 50 iterations in the EM algorithm, it is enough to show that factor model can't reach band fraction representation. The higher the dimension of the problem, the bigger the difference between factor model
and band fraction representations.


Figure 18: Hellinger distance comparison between two models and sample covariance

We also fit factor model with $d$ factors for band fraction representation $C_{B}=$ $(M \backslash N)(M \backslash N)^{T}$ with $d+1$ bandwidth $M$ and $N$ which we estimate from $C$. Figure 19 shows that if the market is really a band fraction representation we shouldn't use factor models to estimate it, because the Hellinger distance is not close to zero. On the contrary, if the market is really a factor model we can use band fraction representation.


Figure 19: Hellinger distance between factor model and band fraction representation

Instead of comparing one $d$ we choose several $d$ s to compare. Figure 20 illustrates the different log-likelihood values of various $d$ for both factor model and band fraction representation. Note that we do 50 iterations in the EM algorithm.


Figure 20: Log-likelihood comparison of various alpha

TABLE 13 shows the values of Figure 5 . We can see that when $d$ is greater than 200 the log-likelihood value of band fraction representation is -400 . Because
the largest semiseparability rank of the Cholesky factor of the covariance matrix is $\operatorname{ceil}(\mathrm{p} / 2)$. When $d \geq \operatorname{ceil}(p / 2)$, then the semiseparable approximate factorization would be really close to the Cholesky factorization. That's why with the band fraction representation we get really close to the covariance matrix when $d \geq 200$. Note that ceil(n) means the smallest integer that is greater than or equals to $n$.

Table 13: Log-likelihood Comparison ( $\mathrm{p}=400$ )

| Log-likelihood | $d=50$ | 100 | 150 | 200 | 250 | 300 | 350 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Factor Model | -436.3 | -421.0 | -412.8 | -407.8 | -404.7 | -403.4 | -402.7 |
| Band Fraction | -433.8 | -409.9 | -401.3 | -400 | -400 | -400 | -400 |

Figure 21 illustrates the different Hellinger distance of various $d$ for both factor model and band fraction representation. Note that we do 50 iterations in the EM algorithm.


Figure 21: Hellinger distance comparison of various alpha

TABLE 14 shows the values of Figure 6. We can see that when $d$ is greater than 200 the Hellinger distance between band fraction representation and covariance is 0 . Because $d \geq p / 2$.

Table 14: Hellinger distance Comparison ( $\mathrm{p}=400$ )

| Hellinger distance | $d=50$ | 100 | 150 | 200 | 250 | 300 | 350 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Factor Model | 0.991 | 0.937 | 0.808 | 0.616 | 0.407 | 0.252 | 0.170 |
| Band Fraction | 0.974 | 0.683 | 0.149 | 0.00 | 0.00 | 0.00 | 0.00 |

Therefore, whenever it's small dimensional problems $(p=9)$ or large dimensional problems ( $p=400$ ), the band fraction representation is always better than the factor model in terms of both log-likelihood and the Hellinger distance. That's why we believe that the band fraction representation is a better structure for covariance matrices than factor models.

### 6.4.4 Portfolio Selection

Here, we do a comparison between factor models and band fraction representations in portfolio optimization. We use the same 400 members we get from the previous section and we choose $d=250$. We consider a simple portfolio optimization problem with no transaction costs and boundaries:

$$
\min _{w} \frac{1}{2} w^{T} \Sigma w-f^{T} w \Rightarrow w_{o p t}=\Sigma^{-1} f^{T}
$$

We do a 250 days back test from Aug-31-2012 to Aug-31-2013. First we calculate covariance matrices and their corresponding factor models $\Sigma_{F}=\Phi+\Lambda \Lambda^{T}$ and band fraction representations $\Sigma_{B}=\left(M^{-1} N\right)\left(M^{-1} N\right)^{T}$. Second, suppose we know tomorrow's returns and use those to compute the optimal weights. Then with the optimal weights we can compute the daily returns. We assume that sample covariance is the true covariance then compare factor model with $d=100$ factors and band fraction with $d+1$ band width. Figure 22 illustrates that if we keep all other parts the same except covariance estimation then the band fraction representation is better than factor models.


Figure 22: Portfolio returns comparison between two models and sample covariance

The total money we make with band fraction representation and factor model are 58493 and 54711 respectively. So band fraction representation makes $6.91 \%$ more than factor model in 250 days. Figure 23 illustrates that the band fraction representation is consistently better than the factor model.


Figure 23: Hellinger distance comparison

### 6.5 Concluding Remarks

In this section, we introduced a new structure: band fraction representations for covariance matrix estimates. The band fraction representation has many good properties, such as the inverse of a band fraction representation is still a band fraction representation and the band fraction representations are in a convex set. Factor models are probably the most popular structure for covariance matrix estimates, but they don't have the above properties. More importantly, covariance matrices have those properties.

We compare band fraction representations and factor models in many ways, such as low dimension problems and high dimension problems with real financial data, and portfolio optimization. We use both log-likelihood and the Hellinger distance. Likelihood functions play a key role in statistical inference, especially methods of estimating a parameter from a set of statistics. Meanwhile the Hellinger distance is used to quantify the similarity between two probability distributions. Unlike the Frobenius Norm, the Hellinger distance is affine invariant. We have more confidence that two probability distributions are close when the Hellinger distance between them is small. In this section, we assume that all the data is from normal distributions. Because band fraction representations are consistently better than factor models, we show that in portfolio optimization if we set all other parts the same except covariance estimates then portfolio optimization using band fraction representations is better than using factor models. Factor models may over estimate the risk which will prevent you from getting more returns. That's what we find out through our experiments.

In band fraction representations when you choose $d \geq \operatorname{ceil}(p / 2)$ where $d$ is the bandwidth and $p$ is the dimension of the problem, the Hellinger distance between band fraction representation and covariance matrix is close to zero. But this is not true for factor models. In factor models you need to choose $d$ closes to $p$, in order to make the Hellinger distance between factor model and covariance matrix close to
zero.
The good thing about factor models is that they are easy to interpret and can be directly connected to financial sectors directly. People like to use financial sectors to estimate the stock market and each individual stock in the market. We like statistical factors better than financial sectors, in that case we believe that band fraction representation maybe a better choice. But we couldn't find a financial interpretation for those off-diagonal items. It would better if we could find some "factor loadings" in band fraction representation.
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## A Appendix: Conditional distribution of factors

For the distribution of the observed data $p(x)$

$$
\begin{aligned}
E[X] & =0 \\
\operatorname{Cov}(X) & =\Sigma=\Phi+\Lambda \Lambda^{T}
\end{aligned}
$$

For the complete data distribution $p(x, z)$

$$
\begin{gathered}
Y=\left[\begin{array}{l}
X \\
Z
\end{array}\right] \\
E[Y]=E\left[\begin{array}{l}
X \\
Z
\end{array}\right]=0 \\
\operatorname{Cov}(Y)=E\left[Y Y^{T}\right]=E\left[\left[\begin{array}{c}
X \\
Z
\end{array}\right]\left[\begin{array}{ll}
X^{T} & Z^{T}
\end{array}\right]\right] \\
=E\left[\begin{array}{cc}
X X^{T} & X Z^{T} \\
Z X^{T} & Z Z^{T}
\end{array}\right]=\left[\begin{array}{cc}
\Phi+\Lambda \Lambda^{T} & \Lambda \\
\Lambda^{T} & I
\end{array}\right]=\Delta
\end{gathered}
$$

Also, since

$$
\Delta=\left[\begin{array}{cc}
\Phi+\Lambda \Lambda^{T} & \Lambda \\
\Lambda^{T} & I
\end{array}\right]=\left[\begin{array}{cc}
\Delta_{11} & \Delta_{12} \\
\Delta_{21} & \Delta_{22}
\end{array}\right]
$$

we have ( Partitioned Matrix Inversion Theorem)

$$
\begin{aligned}
\Delta^{-1} & =\left[\begin{array}{ll}
\Delta^{-1,11} & \Delta^{-1,12} \\
\Delta^{-1,21} & \Delta^{-1,22}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\left(\Delta_{11}-\Delta_{12} \Delta_{22}^{-1} \Delta_{21}\right)^{-1} & \Delta_{11}^{-1} \Delta_{12}\left(\Delta_{21} \Delta_{11}^{-1} \Delta_{12}-\Delta_{22}\right)^{-1} \\
\left(\Delta_{21} \Delta_{11}^{-1} \Delta_{12}-\Delta_{22}\right)^{-1} \Delta_{21} \Delta_{11}^{-1} & \left(\Delta_{22}-\Delta_{21} \Delta_{11}^{-1} \Delta_{12}\right)^{-1}
\end{array}\right]
\end{aligned}
$$

For the complete data distribution $p(z \mid x)$

$$
\begin{aligned}
p(z \mid x) & =\frac{p(x, z)}{p(x)}=\frac{(2 \pi)^{-(p+d) / 2}|\Delta|^{-1 / 2} \exp \left(-\frac{1}{2} y^{T} \Delta^{-1} y\right)}{(2 \pi)^{-p / 2}|\Sigma|^{-1 / 2} \exp \left(-\frac{1}{2} x^{T} \Sigma^{-1} x\right)} \\
& =(\text { blah }) \exp \left(-\frac{1}{2}\left(y^{T} \Delta^{-1} y-x^{T} \Sigma^{-1} x\right)\right) \\
& =\text { (blah) } \exp \left(-\frac{1}{2} \alpha\right)
\end{aligned}
$$

where we define

$$
\begin{aligned}
\alpha & =y^{T} \Delta^{-1} y-x^{T} \Sigma^{-1} x \\
& =\left[\begin{array}{ll}
x^{T} & z^{T}
\end{array}\right] \Delta^{-1}\left[\begin{array}{c}
x \\
z
\end{array}\right]-x^{T} \Sigma^{-1} x \\
& =x^{T} \Delta^{-1,11} x+x^{T} \Delta^{-1,12} z+z^{T} \Delta^{-1,21} x+z^{T} \Delta^{-1,22} z-x^{T} \Sigma^{-1} x \\
& =x^{T}\left(\Delta^{-1,11}-\Sigma^{-1}\right) x+2 x^{T} \Delta^{-1,12} z+z^{T} \Delta^{-1,22} z
\end{aligned}
$$

Consider the term

$$
\begin{aligned}
\left(\Delta^{-1,11}-\Sigma^{-1}\right) & =\left(\Delta_{11}-\Delta_{12} \Delta_{22}^{-1} \Delta_{21}\right)-\Delta_{11}^{-1} \\
& =\Delta_{11}^{-1}+\Delta_{11}^{-1} \Delta_{12}\left(\Delta_{22}-\Delta_{21} \Delta_{11}^{-1} \Delta_{12}\right) \Delta_{21} \Delta_{11}^{-1}-\Delta_{11}^{-1} \\
& =\Delta_{11}^{-1} \Delta_{12}\left(\Delta_{22}-\Delta_{21} \Delta_{11}^{-1} \Delta_{12}\right) \Delta_{21} \Delta_{11}^{-1} \\
& =\beta^{T} \Delta^{-1,22} \beta
\end{aligned}
$$

where we define

$$
\begin{aligned}
\beta & =\Delta_{21} \Delta_{11}^{-1} \\
& =\Lambda^{T}\left(\Phi+\Lambda \Lambda^{T}\right)^{-1}
\end{aligned}
$$

So

$$
\begin{aligned}
\alpha & =x^{T} \beta^{T} \Delta^{-1,22} \beta x+2 x^{T} \Delta^{-1,12} z+z^{T} \Delta^{-1,22} z \\
& =(z-\beta x)^{T} \Delta^{-1,22}(z-\beta x)+2 x^{T}\left(\beta^{T} \Delta^{-1,22}+\Delta^{-1,12}\right) z
\end{aligned}
$$

and

$$
\begin{aligned}
\beta^{T} \Delta^{-1,22}+\Delta^{-1,12} & =\Delta_{11}^{-1} \Delta_{12}\left(\Delta_{22}-\Delta_{21} \Delta_{11}^{-1} \Delta_{12}\right)^{-1}+\Delta_{11}^{-1} \Delta_{12}\left(\Delta_{21} \Delta_{11}^{-1} \Delta_{12}-\Delta_{22}\right)^{-1} \\
& =0
\end{aligned}
$$

Hence

$$
\alpha=(z-\beta x)^{T} \Delta^{-1,22}(z-\beta x)
$$

Therefore

$$
p(z \mid x)=(\text { blah }) \exp \left(-\frac{1}{2}(z-\beta x)^{T} \Delta^{-1,22}(z-\beta x)\right)
$$

from which we can deduce

$$
\begin{aligned}
E[z \mid x] & =\beta x \\
\operatorname{Cov}(z \mid x) & =\left(\Delta^{-1,22}\right)^{-1}
\end{aligned}
$$

and (Matrix Inversion Theorem)

$$
\begin{aligned}
{[\operatorname{Cov}(z \mid x)]^{-1} } & =\Delta^{-1,22} \\
& =\left(\Delta_{22}-\Delta_{21} \Delta_{11}^{-1} \Delta_{12}\right)^{-1} \\
& =\Delta_{22}^{-1}-\Delta_{22}^{-1} \Delta_{21}\left(-\Delta_{11}+\Delta_{12} \Delta_{22}^{-1} \Delta_{21}\right)^{-1} \Delta_{12} \Delta_{22}^{-1} \\
& =I-\Lambda^{T}\left(-\Phi-\Lambda \Lambda^{T}+\Lambda \Lambda^{T}\right)^{-1} \Lambda \\
& =I+\Lambda^{T} \Phi^{-1} \Lambda
\end{aligned}
$$

Then we have

$$
\begin{aligned}
E\left[z z^{T} \mid x\right] & =\operatorname{Cov}(z \mid x)+E[z \mid x] E[z \mid x]^{T} \\
& =\left(I+\Lambda^{T} \Phi^{-1} \Lambda\right)^{-1}+\beta x x^{T} \beta^{T} \\
& =I-\Lambda^{T}\left(\Phi+\Lambda \Lambda^{T}\right)^{-1} \Lambda+\beta x x^{T} \beta^{T} \\
& =I-\beta \Lambda+\beta x x^{T} \beta^{T}
\end{aligned}
$$

## B Appendix: Update equation of factor analysis

## B. 1 Non-Causal

From equation (6) we have

$$
\begin{aligned}
& \Rightarrow \quad \sum_{j=1}^{N} \frac{\frac{1+\alpha}{2} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1}^{-1} \Lambda_{1} z_{i} z_{i}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}}=0 \\
& \Rightarrow \quad \sum_{j=1}^{N} \frac{\frac{1+\alpha}{2} * b l a h * \int e^{-\frac{1}{2}\left(z_{i}-\Sigma A^{\prime}\right)^{\prime} \Sigma^{-1}\left(z_{i}-\Sigma A^{\prime}\right)} *\left(\Phi_{1}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1}^{-1} \Lambda_{1} z_{i} z_{i}^{\prime}\right) d z_{i}}{\operatorname{blah} * \int e^{-\frac{1}{2}\left(z_{i}-\Sigma A^{\prime}\right)^{\prime} \Sigma^{-1}\left(z_{i}-\Sigma A^{\prime}\right)} d z_{i}}=0 \\
& \Rightarrow \quad \sum_{j=1}^{N} \Phi_{1}^{-1} x_{i} E\left[z_{i}^{\prime}\right]-\Phi_{1}^{-1} \Lambda_{1} E\left[z_{i} z_{i}^{\prime}\right]=0 \\
& \Rightarrow \quad \Lambda_{1}=\sum_{j=1}^{N} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{j=1}^{N} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1}
\end{aligned}
$$

where

$$
\begin{aligned}
E\left[z_{i}\right] & =\Sigma A^{\prime} \Rightarrow E\left[z_{i}^{\prime}\right]=A \Sigma \\
E\left[z_{i} z_{i}^{\prime}\right] & =\operatorname{Var}\left[z_{i}\right]+E\left[z_{i}\right] E\left[z_{i}\right]^{\prime}=\Sigma+\Sigma A^{\prime} A \Sigma
\end{aligned}
$$

Then

$$
\begin{aligned}
\Lambda_{1} & =\sum_{j=1}^{N} x_{i} A \Sigma\left(\sum_{j=1}^{N} \Sigma+\Sigma A^{\prime} A \Sigma\right)^{-1}=\sum_{j=1}^{N} x_{i} x_{i}^{\prime} W \Sigma\left(\sum_{j=1}^{N} \Sigma+\Sigma W^{\prime} x_{i} x_{i}^{\prime} W \Sigma\right)^{-1} \\
C_{x x} & =\sum_{j=1}^{N} \frac{x_{i} x_{i}^{\prime}}{N} \\
\Lambda_{1} & =C_{x x} W \Sigma\left(\Sigma+\Sigma W^{\prime} C_{x x} W \Sigma\right)^{-1}
\end{aligned}
$$

From equation (7) we have

$$
\begin{aligned}
& \Rightarrow \quad \sum_{j=1}^{N} \frac{\frac{1}{2} \frac{1+\alpha}{2} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}+\Lambda_{1} z_{i} x_{i}^{\prime}-\Lambda_{1} z_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}}=0 \\
& \Rightarrow \quad \sum_{j=1}^{N} \frac{b l a h * \int e^{-\frac{1}{2}\left(z_{i}-\Sigma A^{\prime}\right)^{\prime} \Sigma^{-1}\left(z_{i}-\Sigma A^{\prime}\right)} *\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}+\Lambda_{1} z_{i} x_{i}^{\prime}-\Lambda_{1} z_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}\right) d z_{i}}{b l a h * \int e^{-\frac{1}{2}\left(z_{i}-\Sigma A^{\prime}\right)^{\prime} \Sigma^{-1}\left(z_{i}-\Sigma A^{\prime}\right)} d z_{i}}=0 \\
& \Rightarrow \quad \sum_{j=1}^{N} \Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\Lambda_{1} E\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1} E\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1}^{\prime}=0 \\
& \Rightarrow \quad \sum_{j=1}^{N} \Phi_{1}-\sum_{j=1}^{N} x_{i} x_{i}^{\prime}+\sum_{j=1}^{N} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\sum_{j=1}^{N} \Lambda_{1} E\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1} \sum_{j=1}^{N} E\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1}^{\prime}=0
\end{aligned}
$$

we know that

$$
\begin{aligned}
& \Lambda_{1}=\sum_{j=1}^{N} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{j=1}^{N} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1} \\
& \Lambda_{1}^{\prime}=\left(\sum_{j=1}^{N} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1} \sum_{j=1}^{N} E\left[z_{i}\right] x_{i}^{\prime}
\end{aligned}
$$

so we get

$$
\begin{aligned}
& \Rightarrow \sum_{j=1}^{N} \Phi_{1}-\sum_{j=1}^{N} x_{i} x_{i}^{\prime}+\sum_{j=1}^{N} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\sum_{j=1}^{N} \Lambda_{1} E\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1} \sum_{j=1}^{N} E\left[z_{i} z_{i}^{\prime}\right]\left(\sum_{j=1}^{N} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1} \sum_{j=1}^{N} E\left[z_{i}\right] x_{i}^{\prime}=0 \\
& \Rightarrow \sum_{j=1}^{N} \Phi_{1}-\sum_{j=1}^{N} x_{i} x_{i}^{\prime}+\sum_{j=1}^{N} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\sum_{j=1}^{N} \Lambda_{1} E\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1} \sum_{j=1}^{N} E\left[z_{i}\right] x_{i}^{\prime}=0 \\
& \Rightarrow \sum_{j=1}^{N} \Phi_{1}-\sum_{j=1}^{N} x_{i} x_{i}^{\prime}+\sum_{j=1}^{N} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}=0 \\
& \Rightarrow \Phi_{1}=\operatorname{diag}\left(C_{x x-} C_{x x} W \Sigma \Lambda_{1}^{\prime}\right)
\end{aligned}
$$

When $-1<\alpha<1$

$$
\begin{aligned}
\Sigma^{-1} & =\frac{1+\alpha}{2} \Lambda_{1}^{\prime} \Phi_{1}^{-1} \Lambda_{1}-\frac{1+\alpha}{2} \Lambda_{0}^{\prime} \Phi_{0}^{-1} \Lambda_{0}+C^{-1} \\
A & =\frac{1+\alpha}{2} x_{i}^{\prime} \Phi_{1}^{-1} \Lambda_{1}-\frac{1+\alpha}{2} x_{i}^{\prime} \Phi_{0}^{-1} \Lambda_{0}+x_{i}^{\prime} \beta^{\prime} C^{-1}=x_{i}^{\prime} W \\
W & =\frac{1+\alpha}{2} \Phi_{1}^{-1} \Lambda_{1}-\frac{1+\alpha}{2} \Phi_{0}^{-1} \Lambda_{0}+\beta^{\prime} C^{-1}
\end{aligned}
$$

and

$$
\begin{aligned}
& \beta=\Lambda_{0}^{\prime}\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \\
& C=I-\Lambda_{0}^{\prime}\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{0}
\end{aligned}
$$

then

$$
\begin{aligned}
\beta^{\prime} C^{-1} & =\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{1} *\left(I+\Lambda_{0}^{\prime} \Phi_{0}^{-1} \Lambda_{0}\right) \\
& =\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{1} *\left(\Lambda_{0}^{-1} \Phi_{0} \Phi_{0}^{-1} \Lambda_{0}+\Lambda_{0}^{\prime} \Phi_{0}^{-1} \Lambda_{0}\right) \\
& =\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1} \Lambda_{1} *\left(\Lambda_{0}^{-1} \Phi_{0}+\Lambda_{0}^{\prime}\right) * \Phi_{0}^{-1} \Lambda_{0} \\
& =\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right)^{-1}\left(\Phi_{0}+\Lambda_{0} \Lambda_{0}^{\prime}\right) * \Phi_{0}^{-1} \Lambda_{0} \\
& =\Phi_{0}^{-1} \Lambda_{0}
\end{aligned}
$$

so we get

$$
\begin{aligned}
\Sigma^{-1} & =I+\frac{1+\alpha}{2} \Lambda_{1}^{\prime} \Phi_{1}^{-1} \Lambda_{1}+\frac{1-\alpha}{2} \Lambda_{0}^{\prime} \Phi_{0}^{-1} \Lambda_{0} \\
W & =\frac{1+\alpha}{2} \Phi_{1}^{-1} \Lambda_{1}+\frac{1-\alpha}{2} \Phi_{0}^{-1} \Lambda_{0}
\end{aligned}
$$

Set

$$
\Phi^{-1}=\left[\begin{array}{cc}
\frac{1+\alpha}{2} \Phi_{1}^{-1} & \\
& \frac{1-\alpha}{2} \Phi_{0}^{-1}
\end{array}\right], \Phi=\left[\begin{array}{cc}
\frac{2}{1+\alpha} \Phi_{1} & \\
& \frac{2}{1-\alpha} \Phi_{0}
\end{array}\right], \Lambda=\left[\begin{array}{l}
\Lambda_{1} \\
\Lambda_{0}
\end{array}\right]
$$

we have

$$
\begin{aligned}
& W=\left[\begin{array}{c}
I_{n} \\
I_{n}
\end{array}\right]^{\prime} \Phi^{-1} \Lambda \\
& \Sigma=I_{d}-\left(I_{d}+\Lambda^{\prime} \Phi^{-1} \Lambda\right)^{-1} \Lambda^{\prime} \Phi^{-1} \Lambda \\
& W \Sigma= {\left[\begin{array}{c}
I_{n} \\
I_{n}
\end{array}\right]^{\prime} \Phi^{-1} \Lambda\left(I_{d}-\left(I_{d}+\Lambda^{\prime} \Phi^{-1} \Lambda\right)^{-1} \Lambda^{\prime} \Phi^{-1} \Lambda\right) } \\
&= {\left[\begin{array}{c}
I_{n} \\
I_{n}
\end{array}\right]^{\prime} \Phi^{-1} \Lambda-\left[\begin{array}{c}
I_{n} \\
I_{n}
\end{array}\right]^{\prime} \Phi^{-1} \Lambda\left(I_{d}+\Lambda^{\prime} \Phi^{-1} \Lambda\right)^{-1} \Lambda^{\prime} \Phi^{-1} \Lambda } \\
&= {\left[\begin{array}{c}
I_{n} \\
I_{n}
\end{array}\right]^{\prime}\left(\Phi^{-1}-\Phi^{-1} \Lambda\left(I_{d}+\Lambda^{\prime} \Phi^{-1} \Lambda\right)^{-1} \Lambda^{\prime} \Phi^{-1}\right) \Lambda } \\
&= {\left[\begin{array}{l}
I_{n} \\
I_{n}
\end{array}\right]^{\prime}\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1} \Lambda }
\end{aligned}
$$

If we assume

$$
\begin{aligned}
\delta & =\left[\begin{array}{l}
I_{n} \\
I_{n}
\end{array}\right]^{\prime}\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1} \Lambda \\
\Delta & =I_{d}-\Lambda^{\prime}\left(\Phi+\Lambda \Lambda^{\prime}\right)^{-1} \Lambda
\end{aligned}
$$

we get

$$
\begin{aligned}
& \Lambda_{1}=C_{x x} \delta\left(\Delta+\delta^{\prime} C_{x x} \delta\right)^{-1} \\
& \Phi_{1}=\operatorname{diag}\left(C_{x x-} C_{x x} \delta \Lambda_{1}^{\prime}\right)
\end{aligned}
$$

## B. 2 Causal

From equation (6) we have

$$
\begin{aligned}
& \Rightarrow \sum_{i=1}^{N} \frac{\frac{1+\alpha}{2} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1}^{-1} \Lambda_{1} z_{i} z_{i}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}}=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{\int\left(\frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1}, \Phi_{-1}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\right)\left(\Phi_{1}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1}^{-1} \Lambda_{1} z_{i} z_{i}^{\prime}\right) d z_{i}}{\int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1}, \Phi_{-1}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right) d z_{i}}=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right]-\frac{1-\beta}{2} \Lambda_{1} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right]-\frac{1+\beta}{2} \Lambda_{1} E_{0}\left[z_{i} z_{i}^{\prime}\right]=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right]-\left(\frac{1-\beta}{2} \Lambda_{1} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} \Lambda_{1} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right)=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right]-\Lambda_{1}\left(\frac{1-\beta}{2} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right)=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right]=\Lambda_{1} \sum_{i=1}^{N} \frac{1-\beta}{2} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} E_{0}\left[z_{i} z_{i}^{\prime}\right]
\end{aligned}
$$

so the update equation for $\Lambda_{1}$ is

$$
\Lambda_{1}=\frac{\left(\frac{1-\beta}{2} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right)}{\left(\frac{1-\beta}{2} \sum_{j=1}^{N} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{j=1}^{N} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right)}
$$

From equation (7) we have

$$
\begin{aligned}
\Rightarrow & \sum_{j=1}^{N} \frac{\frac{1}{2} \frac{1+\alpha}{2} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}+\Lambda_{1} z_{i} x_{i}^{\prime}-\Lambda_{1} z_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}}=0 \\
\Rightarrow & \sum_{j=1}^{N} \frac{\int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1}, \Phi_{-1}\right)\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}+\Lambda_{1} z_{i} x_{i}^{\prime}-\Lambda_{1} z_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}\right) d z_{i}}{\int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1}, \Phi_{-1}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right) d z_{i}} \\
& +\frac{\int \frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right)\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}+\Lambda_{1} z_{i} x_{i}^{\prime}-\Lambda_{1} z_{i} z_{i}^{\prime} \Lambda_{1}^{\prime}\right) d z_{i}}{\int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1}, \Phi_{-1}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0}, \Phi_{0}\right) d z_{i}}=0 \\
\Rightarrow & \sum_{j=1}^{N} \Phi_{1}-x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\frac{1-\beta}{2} \Lambda_{1} E_{-1}\left[z_{i}\right] x_{i}^{\prime} \\
& +\frac{1+\beta}{2} \Lambda_{1} E_{0}\left[z_{i}\right] x_{i}^{\prime}-\left(\frac{1-\beta}{2} \Lambda_{1} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} \Lambda_{1} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right) \Lambda_{1}^{\prime}=0 \\
\Rightarrow & \sum_{j=1}^{N} \Phi_{1}-\sum_{j=1}^{N} x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\frac{1+\beta}{2} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\frac{1-\beta}{2} \Lambda_{1} \sum_{j=1}^{N} E_{-1}\left[z_{i}\right] x_{i}^{\prime} \\
& +\frac{1+\beta}{2} \Lambda_{1} \sum_{j=1}^{N} E_{0}\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1}\left(\frac{1-\beta}{2} \sum_{j=1}^{N} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{j=1}^{N} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right) \Lambda_{1}^{\prime}=0 \\
\Rightarrow & \sum_{j=1}^{N} \Phi_{1}-\sum_{j=1}^{N} x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}+\frac{1+\beta}{2} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}=0
\end{aligned}
$$

so the update equation for $\Phi_{1}$ is

$$
\begin{aligned}
& \Phi_{1}=\frac{1}{N} \operatorname{diag}\left(\sum_{j=1}^{N} x_{i} x_{i}^{\prime}-\left(\frac{1-\beta}{2} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right) \Lambda_{1}^{\prime}\right) \\
& \Phi_{1}=\operatorname{diag}\left(C_{x x-} \frac{1}{N}\left(\frac{1-\beta}{2} \sum_{j=1}^{N} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{j=1}^{N} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right) \Lambda_{1}^{\prime}\right)
\end{aligned}
$$

## C Appendix: Hellinger distance between two Gaussian

Proof 1.

$$
\begin{aligned}
H^{2}(P, Q) & =\frac{1}{2} \int(\sqrt{P}-\sqrt{Q})^{2} d x=1-\int \sqrt{P} \sqrt{Q} d x \\
& =1-\int \frac{1}{(2 \pi)^{d / 2}|P|^{1 / 4}|Q|^{1 / 4}} \exp \left(-\frac{x^{T}\left(P^{-1}+Q^{-1}\right) x}{4}\right) d x \\
& =1-\frac{\left|\left(\frac{P^{-1}+Q^{-1}}{2}\right)^{-1}\right|^{1 / 2}}{|P|^{1 / 4}|Q|^{1 / 4}} \int \frac{1}{(2 \pi)^{d / 2}\left|\left(\frac{P^{-1}+Q^{-1}}{2}\right)^{-1}\right|^{1 / 2}} \exp \left(-\frac{x^{T}\left(P^{-1}+Q^{-1}\right) x}{4}\right) d x \\
& =1-\frac{\left|\left(\frac{P^{-1}+Q^{-1}}{2}\right)^{-1}\right|^{1 / 2}}{|P|^{1 / 4}|Q|^{1 / 4}}=1-\frac{\left|\left(\frac{P^{-1}+Q^{-1}}{2}\right)\right|^{-1 / 2}}{|P|^{1 / 4}|Q|^{1 / 4}} \\
& =1-\left|\left(\frac{P+Q}{2 P Q}\right)\right|^{-1 / 2}|P|^{-1 / 4}|Q|^{-1 / 4} \\
& =1-\left|\frac{P+Q}{2}\right|^{-1 / 2}|P|^{1 / 4}|Q|^{1 / 4}
\end{aligned}
$$

Proof 2.

$$
\begin{aligned}
H^{2}(C, I) & =\frac{1}{2} \int(\sqrt{C}-\sqrt{I})^{2} d x \\
& =1-\int \sqrt{C} \sqrt{I} d x \\
& =1-\left|\frac{C+I}{2}\right|^{-1 / 2}|C|^{1 / 4}|I|^{1 / 4} \\
& =1-\left|\frac{C+I}{2}\right|^{-1 / 2}\left|C^{-1 / 2}\right|^{-1 / 2} \\
& =1-\left|\frac{C^{1 / 2}+C^{-1 / 2}}{2}\right|^{-1 / 2}
\end{aligned}
$$

assume

$$
\lambda_{k}=\operatorname{eig}\left(C^{1 / 2}\right)=\operatorname{sqrt}(\operatorname{eig}(C)) \text { where } k=1, \ldots n
$$

then we have

$$
\begin{aligned}
H^{2}(C, I) & =1-\prod_{k=1}^{n}\left(\frac{\lambda_{k}^{-1}+\lambda_{k}}{2}\right)^{-1 / 2} \\
& =1-\prod_{k=1}^{n}\left(\frac{1+\lambda_{k}^{2}}{2 \lambda_{k}}\right)^{-1 / 2} \\
& =1-\prod_{k=1}^{n}\left(\frac{2 \lambda_{k}}{1+\lambda_{k}^{2}}\right)^{1 / 2} \\
& =1-\prod_{k=1}^{n} \sqrt{\frac{2 \lambda_{k}}{1+\lambda_{k}^{2}}}
\end{aligned}
$$

## D Appendix: Update equation of mixture of factor analyzers

D. 1 multiple $\Phi$
D.1.1 Non-Causal

From equation (33) we have

$$
\begin{aligned}
& \Rightarrow \sum_{i=1}^{N} \frac{\frac{1+\alpha}{2} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}}\left(\Phi_{1 j}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1 j}^{-1} \Lambda_{1 j} z_{i} z_{i}^{\prime}\right) p\left(z_{i}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} p\left(z_{i}\right) d z_{i}}=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{\frac{1+\alpha}{2} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}(2 \pi)^{-\frac{d}{2}}\left|\Sigma_{j}\right|^{-\frac{1}{2}} \int e^{-\frac{1}{2}\left(z_{i}-\Sigma_{j} A_{j}^{\prime}\right)^{\prime} \Sigma_{j}^{-1}\left(z_{i}-\Sigma_{j} A_{j}^{\prime}\right)}\left(\Phi_{1 j}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1 j}^{-1} \Lambda_{1 j} z_{i} z_{i}^{\prime}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}(2 \pi)^{-\frac{d}{2}}\left|\Sigma_{j}\right|^{-\frac{1}{2}} \int e^{-\frac{1}{2}\left(z_{i}-\Sigma_{j} A_{j}^{\prime}\right)^{\prime} \Sigma_{j}^{-1}\left(z_{i}-\Sigma_{j} A_{j}^{\prime}\right)} d z_{i}}=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{\frac{1+\alpha}{2} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}\left(\Phi_{1}^{-1} x_{i} E\left[z_{i}^{\prime}\right]-\Phi_{1}^{-1} \Lambda_{1} E\left[z_{i} z_{i}^{\prime}\right]\right)}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}}=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}\left(x_{i} E\left[z_{i}^{\prime}\right]-\Lambda_{1} E\left[z_{i} z_{i}^{\prime}\right]\right)}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}}=0 \\
& \Rightarrow \sum_{i=1}^{N} h_{i j}^{\prime}\left(x_{i} E\left[z_{i}^{\prime}\right]-\Lambda_{1 j} E\left[z_{i} z_{i}^{\prime}\right]\right)=0
\end{aligned}
$$

assume

$$
\begin{aligned}
h_{i j}^{\prime} & =\frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} b_{j}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} b_{j}} \\
1 & =\sum_{j=1}^{K} h_{i j}^{\prime}
\end{aligned}
$$

so the update equation for $\Lambda_{1 j}$ is

$$
\Lambda_{1 j}=\sum_{j=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{j=1}^{N} h_{i j}^{\prime} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1}
$$

From equation (34) we have

$$
\begin{aligned}
& \Rightarrow \sum_{i=1}^{N} \frac{\frac{1}{2} \frac{1+\alpha}{2} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1 j}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}} \\
& \Rightarrow \sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}\left(\Phi_{1 j}-x_{i} x_{i}^{\prime}+x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\Lambda_{1 j} E\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1 j} E\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}}=0 \\
& \Rightarrow \sum_{i=1}^{N} h_{i j}^{\prime}\left(\Phi_{1 j}-x_{i} x_{i}^{\prime}+x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\Lambda_{1 j} E\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1 j} E\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)=0 \\
& \Rightarrow \sum_{i=1}^{N} h_{i j}^{\prime} \Phi_{1 j}-\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}+\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\sum_{i=1}^{N} h_{i j}^{\prime} \Lambda_{1 j} E\left[z_{i}\right] x_{i}^{\prime}-\sum_{i=1}^{N} h_{i j}^{\prime} \Lambda_{1 j} E\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}=0
\end{aligned}
$$

we know

$$
\begin{aligned}
& \Lambda_{1 j}=\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{i=1}^{N} h_{i j}^{\prime} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1} \\
& \Lambda_{1 j}^{\prime}=\left(\sum_{i=1}^{N} h_{i j}^{\prime} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1} \sum_{i=1}^{N} h_{i j}^{\prime} E\left[z_{i}\right] x_{i}^{\prime}
\end{aligned}
$$

so we get

$$
\begin{aligned}
& \Rightarrow \quad \sum_{i=1}^{N} h_{i j}^{\prime} \Phi_{1 j}-\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}+\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\sum_{i=1}^{N} h_{i j}^{\prime} \Lambda_{1 j} E\left[z_{i}\right] x_{i}^{\prime}-\sum_{i=1}^{N} \Lambda_{1 j} h_{i j}^{\prime} E\left[z_{i}\right] x_{i}^{\prime}=0 \\
& \Rightarrow \quad \sum_{i=1}^{N} h_{i j}^{\prime} \Phi_{1 j}-\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}+\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}=0 \\
& \Rightarrow \Phi_{1 j} \sum_{i=1}^{N} h_{i j}^{\prime}=\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}
\end{aligned}
$$

and the update equation for $\Phi_{1 j}$ is

$$
\Phi_{1 j}=\left(\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1}^{\prime}\right)\left(\sum_{i=1}^{N} h_{i j}^{\prime}\right)^{-1}
$$

From equation (38) and (39) we have

$$
\frac{\partial Q^{(\alpha)}}{\partial \pi_{1 j}}=\frac{\partial S^{(\alpha)}}{\partial \pi_{1 j}}=\sum_{i=1}^{N} \frac{\frac{\partial W_{i}^{(\alpha)}}{\partial \pi_{1 j}}}{W_{i}^{(\alpha)}} S^{(\alpha)}
$$

where

$$
\frac{\partial W_{i}^{(\alpha)}}{\partial \pi_{1 j}}=h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right] \pi_{1 j}^{-1}
$$

then

$$
\begin{aligned}
\frac{\partial Q^{(\alpha)}}{\partial \pi_{1 j}}+\lambda & =0 \Rightarrow \sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} E\left[P^{\frac{1+\alpha}{2}}\right] \pi_{1 j}^{-1}}{W_{i}^{(\alpha)}} S^{(\alpha)}+\lambda=0 \\
& \Rightarrow \sum_{i=1}^{N} h_{i j}^{\prime} \pi_{1 j}^{-1} S^{(\alpha)}+\lambda=0 \\
& \Rightarrow \pi_{1 j}=-\frac{\sum_{i=1}^{N} h_{i j}^{\prime} S^{(\alpha)}}{\lambda}
\end{aligned}
$$

We know that $\sum_{j=1}^{K} \pi_{1 j}=1$, then

$$
\sum_{j=1}^{K}-\frac{\sum_{i=1}^{N} h_{i j}^{\prime} S^{(\alpha)}}{\lambda}=1 \Rightarrow \lambda=-N S^{(\alpha)}
$$

so the update equation for $\pi_{1 j}$ is

$$
\pi_{1 j}=\frac{1}{N} \sum_{i=1}^{N} h_{i j}^{\prime}
$$

When $-1<\alpha<1$

$$
\begin{gathered}
b_{j}=\left(\frac{\left|\Phi_{1 j}\right|^{-\frac{1}{2}}}{\left|\Phi_{0 j}\right|^{-\frac{1}{2}}}\right)^{\frac{1+\alpha}{2}}\left|C_{j}\right|^{-\frac{1}{2}}\left|\Sigma_{j}\right|^{\frac{1}{2}} e^{-\frac{1}{2} x_{i}^{\prime} \beta_{j}^{\prime} C_{j}^{-1} \beta_{j} x_{i}} e^{\frac{1}{2} A_{j} \Sigma_{j} A_{j}^{\prime}} e^{-\frac{1}{2} \frac{1+\alpha}{2} x_{i}^{\prime}\left(\Phi_{1 j}^{-1}-\Phi_{0 j}^{-1}\right) x_{i}} \\
h_{i j}^{\prime}=\frac{h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}}=\frac{\frac{\pi_{j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right)}{\sum_{j=1}^{K} \pi_{j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right)}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}}{\sum_{j=1}^{K} \frac{\pi_{j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right)}{\sum_{j=1}^{K} \pi_{j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right)}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}} \\
=\frac{\pi_{j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)\left(\frac{\pi_{1 j}}{\left.\pi_{0 j}\right)^{\frac{1+\alpha}{2}} b_{j}}\right.}{\sum_{j=1}^{K} \pi_{j} N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}}
\end{gathered}
$$

where

$$
N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right)=(2 \pi)^{-\frac{p}{2}}\left|\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right|^{-\frac{1}{2}} e^{-\frac{1}{2} x_{i}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right)^{-1} x_{i}}
$$

In order to calculate $N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right) * b_{j}$ we find that

$$
\begin{aligned}
\left|C_{j}\right|^{-\frac{1}{2}} & =\left|\left(I_{d}+\Lambda_{0 j}^{\prime} \Phi_{0}^{-1} \Lambda_{0 j}\right)^{-1}\right|^{-\frac{1}{2}}=\left|I_{d}+\Lambda_{0 j}^{\prime} \Phi_{0}^{-1} \Lambda_{0 j}\right|^{\frac{1}{2}} \\
\left|\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right|^{-\frac{1}{2}} & =\left|\Phi_{0}\left(\Phi_{0}^{-1} \Lambda_{0 j} \Lambda_{0 j}^{\prime}+I\right)\right|^{-\frac{1}{2}}=\left|\Phi_{0}\right|^{-\frac{1}{2}}\left|\left(\Phi_{0}^{-1} \Lambda_{0 j} \Lambda_{0 j}^{\prime}+I\right)\right|^{-\frac{1}{2}}
\end{aligned}
$$

According to Sylvester's determinant theorem

$$
\left|I_{d}+\Lambda_{0 j}^{\prime} \Phi_{0}^{-1} \Lambda_{0 j}\right|=\left|\left(\Phi_{0}^{-1} \Lambda_{0 j} \Lambda_{0 j}^{\prime}+I_{p}\right)\right|
$$

we get

$$
\left|C_{j}\right|^{-\frac{1}{2}}\left|\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right|^{-\frac{1}{2}}=\left|\Phi_{0}\right|^{-\frac{1}{2}}
$$

Also we find that

$$
\begin{aligned}
\beta_{j}^{\prime} C_{j}^{-1} \beta_{j} & =\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \Lambda_{0 j}\left(I_{d}+\Lambda_{0 j}^{\prime} \Phi_{0}^{-1} \Lambda_{0 j}\right) \Lambda_{0 j}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \\
& =\left(\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \Lambda_{0 j}+\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \Lambda_{0 j} \Lambda_{0 j}^{\prime} \Phi_{0}^{-1} \Lambda_{0 j}\right) \Lambda_{0 j}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \\
& =\left(\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1}+\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \Lambda_{0 j} \Lambda_{0 j}^{\prime} \Phi_{0}^{-1}\right) \Lambda_{0 j} \Lambda_{0 j}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \\
& =\left(\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1}\left(I+\Lambda_{0 j} \Lambda_{0 j}^{\prime} \Phi_{0}^{-1}\right)\right) \Lambda_{0 j} \Lambda_{0 j}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \\
& =\left(\left(\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime} \Phi_{0}^{-1}+I\right) \Phi_{0}\right)^{-1}\left(I+\Lambda_{0 j} \Lambda_{0 j}^{\prime} \Phi_{0}^{-1}\right)\right) \Lambda_{0 j} \Lambda_{0 j}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \\
& =\Phi_{0}^{-1} \Lambda_{0 j} \Lambda_{0 j}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1}
\end{aligned}
$$

so

$$
\begin{aligned}
\beta_{j}^{\prime} C_{j}^{-1} \beta_{j}+\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} & =\Phi_{0}^{-1} \Lambda_{0 j} \Lambda_{0 j}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1}+\Phi_{0}^{-1} \Phi_{0}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1} \\
& =\Phi_{0}^{-1}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1}+\Phi_{0}\left(\Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0}\right)^{-1}\right) \\
& =\Phi_{0}^{-1}
\end{aligned}
$$

Therefore
$N\left(x_{i}, \Lambda_{0 j} \Lambda_{0 j}^{\prime}+\Phi_{0 j}\right) * b_{j}=\left(\frac{\left|\Phi_{1 j}\right|^{-\frac{1}{2}}}{\left|\Phi_{0 j}\right|^{-\frac{1}{2}}}\right)^{\frac{1+\alpha}{2}} e^{-\frac{1}{2} \frac{1+\alpha}{2} x_{i}^{\prime}\left(\Phi_{1 j}^{-1}-\Phi_{0 j}^{-1}\right) x_{i}} N\left(x_{i}, \Phi_{0 j}\right)\left|\Sigma_{j}\right|^{\frac{1}{2}} e^{\frac{1}{2} A_{j} \Sigma_{j} A_{j}^{\prime}}$
and

$$
h_{i j}^{\prime}=\frac{\pi_{j, 0}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}}\left(\frac{\left|\Phi_{1 j}\right|^{-\frac{1}{2}}}{\left|\Phi_{0 j}\right|^{-\frac{1}{2}}}\right)^{\frac{1+\alpha}{2}} e^{-\frac{1}{2} \frac{1+\alpha}{2} x_{i}^{\prime}\left(\Phi_{1 j}^{-1}-\Phi_{0 j}^{-1}\right) x_{i}} N\left(x_{i}, \Phi_{0 j}\right)\left|\Sigma_{j}\right|^{\frac{1}{2}} e^{\frac{1}{2} A_{j} \Sigma_{j} A_{j}^{\prime}}}{\sum_{j=1}^{K} \pi_{j, 0}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}}\left(\frac{\left|\Phi_{1 j}\right|^{-\frac{1}{2}}}{\left|\Phi_{0 j}\right|^{-\frac{1}{2}}}\right)^{\frac{1+\alpha}{2}} e^{-\frac{1}{2} \frac{1+\alpha}{2} x_{i}^{\prime}\left(\Phi_{1 j}^{-1}-\Phi_{0 j}^{-1}\right) x_{i}} N\left(x_{i}, \Phi_{0 j}\right)\left|\Sigma_{j}\right|^{\frac{1}{2}} e^{\frac{1}{2} A_{j} \Sigma_{j} A_{j}^{\prime}}}
$$

## D.1.2 Causal

From equation (33) we have

$$
\begin{aligned}
& \Rightarrow \quad \sum_{i=1}^{N} \frac{\frac{1+\alpha}{2} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1}^{-1} \Lambda_{1} z_{i} z_{i}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}}=0 \\
& \Rightarrow \quad \sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\left(\Phi_{1}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1}^{-1} \Lambda_{1} z_{i} z_{i}^{\prime}\right) d z_{i}\right.}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right) d z_{i}} \\
& \quad+\frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right)\left(\Phi_{1}^{-1} x_{i} z_{i}^{\prime}-\Phi_{1}^{-1} \Lambda_{1} z_{i} z_{i}^{\prime}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right) d z_{i}}=0 \\
& \Rightarrow \quad \sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}\left(\frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right]-\frac{1-\beta}{2} \Lambda_{1} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right]-\frac{1+\beta}{2} \Lambda_{j, 1} E_{0} E_{0}^{\frac{1+\alpha}{2}}\right.}{\left.\left.\pi_{j} z_{i}^{\prime}\right]\right)}=0
\end{aligned}
$$

we assume

$$
h_{i j}^{\prime}=\frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}}
$$

and we get

$$
\Rightarrow \sum_{i=1}^{N} h_{i j}^{\prime}\left(\frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right]-\frac{1-\beta}{2} \Lambda_{1} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right]-\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right)=0
$$

so the update equation for $\Lambda_{1 j}$ is

$$
\Lambda_{1 j}=\frac{\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right]}{\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} E_{-1}\left[z_{i} z_{i}^{\prime}\right]+\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} E_{0}\left[z_{i} z_{i}^{\prime}\right]}
$$

From equation (34) we have

$$
\begin{aligned}
& \Rightarrow \sum_{i=1}^{N} \frac{\frac{1}{2} \frac{1+\alpha}{2} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1 j}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}}=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right) d z_{i}} \\
&+\frac{\int \frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right)\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right) d z_{i}}=0 \\
& \Rightarrow \quad \sum_{i=1}^{N} \frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}\left(\Phi_{1 j}-x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1-\beta}{2} \Lambda_{1 j} E_{-1}\left[z_{i}\right] x_{i}^{\prime}-\frac{1-\beta}{2} \Lambda_{1 j} E_{-1}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}} \\
&+\frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}\left(\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i}\right] x_{i}^{\prime}-\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}}=0
\end{aligned}
$$

we assume

$$
h_{i j}^{\prime}=\frac{h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}}
$$

and we get

$$
\begin{aligned}
\Rightarrow & \sum_{i=1}^{N} h_{i j}^{\prime}\left(\Phi_{1 j}-x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1-\beta}{2} \Lambda_{1 j} E_{-1}\left[z_{i}\right] x_{i}^{\prime}\right) \\
& +h_{i j}^{\prime}\left(\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i}\right] x_{i}^{\prime}-\frac{1-\beta}{2} \Lambda_{1 j} E_{-1}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}-\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)=0 \\
\Rightarrow & \sum_{i=1}^{N} h_{i j}^{\prime} \Phi_{1 j}-\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \\
& +\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} \Lambda_{1 j} E_{-1}\left[z_{i}\right] x_{i}^{\prime} \\
& +\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} \Lambda_{1 j} E_{0}\left[z_{i}\right] x_{i}^{\prime}-\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} \Lambda_{1 j} E_{-1}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}-\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} \Lambda_{1 j} E_{0}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}=0 \\
\Rightarrow & \sum_{i=1}^{N} h_{i j}^{\prime} \Phi_{1 j}-\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}=0
\end{aligned}
$$

so the update equation for $\Phi_{1 j}$ is
$\Phi_{1 j}=\frac{1}{\sum_{i=1}^{N} h_{i j}^{\prime}} \operatorname{diag}\left(\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}-\left(\frac{1-\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)\right)$
For $\pi_{0 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}}$ we have

$$
\begin{aligned}
\pi_{0 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} & =\pi_{0 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}}=\pi_{0 j} \frac{\pi_{1 j}}{\pi_{0 j}}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}-1} \\
& =\pi_{1 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{-\frac{1-\alpha}{2}} \\
& \approx \pi_{0 j}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}\right)^{-\frac{1-\beta}{2}}
\end{aligned}
$$

then

$$
\begin{aligned}
\pi_{0 j}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}\right)^{-\frac{1-\beta}{2}} & =\pi_{0 j}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}\right)^{-1}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}\right)^{1-\frac{1-\beta}{2}} \\
& =\pi_{-1 j}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}\right)^{\frac{1+\beta}{2}} \\
& \approx \pi_{-1 j}\left(1+\frac{1+\beta}{2}\left(\frac{\pi_{0 j}}{\pi_{-1 j}}-1\right)\right) \\
& =\pi_{-1 j}\left(\frac{1-\beta}{2}+\frac{1+\beta}{2} \frac{\pi_{0 j}}{\pi_{-1 j}}\right) \\
& =\frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}
\end{aligned}
$$

So we have

$$
\pi_{0 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} \approx \frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}
$$

and

$$
\begin{aligned}
h_{i j}^{\prime} & =\frac{N_{0 j} \pi_{0 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}}}{\sum_{j=1}^{K} N_{0 j} \pi_{0 j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}}} \\
& \approx \frac{N_{0 j}\left(\frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}\right)}{\sum_{j=1}^{K} N_{0 j}\left(\frac{1-\beta}{2} \pi_{-1 j}+\frac{1+\beta}{2} \pi_{0 j}\right)}
\end{aligned}
$$

## D. 2 single $\Phi$

## D.2.1 Non-Causal

From equation (34) we have

$$
\begin{aligned}
& \Rightarrow \sum_{i=1}^{N} \frac{\frac{1}{2} \frac{1+\alpha}{2} \sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}}=0 \\
& \Rightarrow \quad \sum_{i=1}^{N} \frac{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}^{\prime}\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\Lambda_{1 j} E\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1 j} E\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{1 j}}{\pi_{0 j}}\right)^{\frac{1+\alpha}{2}} b_{j}^{\prime}}=0 \\
& \Rightarrow \quad \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime}\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\Lambda_{1 j} E\left[z_{i}\right] x_{i}^{\prime}-\Lambda_{1 j} E\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)=0 \\
& \Rightarrow \quad \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Phi_{1}-\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} x_{i}^{\prime}+\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime} \\
& \quad+\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E\left[z_{i}\right] x_{i}^{\prime}-\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}
\end{aligned}
$$

we know

$$
\begin{aligned}
& \Lambda_{1 j}=\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right]\left(\sum_{i=1}^{N} h_{i j}^{\prime} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1} \\
& \Lambda_{1 j}^{\prime}=\left(\sum_{i=1}^{N} h_{i j}^{\prime} E\left[z_{i} z_{i}^{\prime}\right]\right)^{-1} \sum_{i=1}^{N} h_{i j}^{\prime} E\left[z_{i}\right] x_{i}^{\prime}
\end{aligned}
$$

so we get

$$
\Rightarrow \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Phi_{1}-\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} x_{i}^{\prime}+\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}=0
$$

and the update equation for $\Phi_{1}$ is

$$
\Phi_{1}=\frac{1}{N} \operatorname{diag}\left(\sum_{i=1}^{N} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)
$$

## D.2.2 Causal

From equation (34) we have q

$$
\Rightarrow \sum_{i=1}^{N} \frac{\frac{1}{2} \frac{1+\alpha}{2} \sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} *\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right) * p\left(z_{i}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int P^{\frac{1+\alpha}{2}} * p\left(z_{i}\right) d z_{i}}=0
$$

$$
\begin{aligned}
& \Rightarrow \sum_{i=1}^{N} \frac{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1}\right)\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha \alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right) d z_{i}} \\
& +\frac{\int \frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0}\right)\left(\Phi_{1}-x_{i} x_{i}^{\prime}+x_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}+\Lambda_{1 j} z_{i} x_{i}^{\prime}-\Lambda_{1 j} z_{i} z_{i}^{\prime} \Lambda_{1 j}^{\prime}\right) d z_{i}}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}} \int \frac{1-\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{-1 j}, \Phi_{-1 j}\right)+\frac{1+\beta}{2} P\left(z_{i} \mid x_{i}, \Lambda_{0 j}, \Phi_{0 j}\right) d z_{i}}=0 \\
& \Rightarrow \sum_{i=1}^{N} \frac{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}\left(\Phi_{1}-x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} x_{i} E_{-1}\left[z_{z}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1-\beta}{2} \Lambda_{1 j} E_{-1}\left[z_{i}\right] x_{i}^{\prime}-\frac{1-\beta}{2} \Lambda_{1 j} E_{-1}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}} \\
& +\frac{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}\left(\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i}\right] x_{i}^{\prime}-\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)}{\sum_{j=1}^{K} h_{i j}\left(\frac{\pi_{j, 1}}{\pi_{j, 0}}\right)^{\frac{1+\alpha}{2}}}=0 \\
& \Rightarrow \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime}\left(\Phi_{1}-x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1-\beta}{2} \Lambda_{1 j} E_{-1}\left[z_{i}\right] x_{i}^{\prime}-\frac{1-\beta}{2} \Lambda_{1 j} E_{-1}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right) \\
& +\sum_{j=1}^{K} h_{i j}^{\prime}\left(\frac{1+\beta}{2} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i}\right] x_{i}^{\prime}-\frac{1+\beta}{2} \Lambda_{1 j} E_{0}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)=0 \\
& \Rightarrow \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Phi_{1}-\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime} \\
& +\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E_{-1}\left[z_{i}\right] x_{i}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E_{0}\left[z_{i}\right] x_{i}^{\prime} \\
& -\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E_{-1}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}-\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E_{0}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}=0 \\
& \Rightarrow N \Phi_{1}-\sum_{i=1}^{N} x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime} \\
& +\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E_{-1}\left[z_{i}\right] x_{i}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E_{0}\left[z_{i}\right] x_{i}^{\prime} \\
& -\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E_{-1}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}-\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} \Lambda_{1 j} E_{0}\left[z_{i} z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}=0
\end{aligned}
$$

$\Rightarrow N \Phi_{1}-\sum_{i=1}^{N} x_{i} x_{i}^{\prime}+\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}=0$
so the update equation for $\Phi_{1}$ is
$\Phi_{1}=\frac{1}{N} \operatorname{diag}\left(\sum_{i=1}^{N} x_{i} x_{i}^{\prime}-\left(\frac{1-\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{-1}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}+\frac{1+\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right] \Lambda_{1 j}^{\prime}\right)\right)$
When $\beta=1(\alpha=-1)$ the update euqations are

$$
\begin{aligned}
\Lambda_{1 j} & =\left(\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right)\left(\sum_{i=1}^{N} h_{i j}^{\prime} E_{0}\left[z_{i} z_{i}^{\prime}\right]\right)^{-1} \\
\Phi_{1} & =\frac{1}{N} \operatorname{diag}\left(\sum_{i=1}^{N} x_{i} x_{i}^{\prime}-\left(\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} E_{0}\left[z_{i}^{\prime}\right]\right) \Lambda_{1 j}^{\prime}\right)
\end{aligned}
$$

where

$$
h_{i j}^{\prime}=\frac{\pi_{0 j} N_{0 j}}{\sum_{j=1}^{K} \pi_{0 j} N_{0 j}}
$$

We have $E_{0}\left[z_{i}^{\prime}\right]=x_{i}^{\prime} \beta_{0 j}$ and $E_{0}\left[z_{i} z_{i}^{\prime}\right]=C_{0 j}^{-1}+\beta_{0 j} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}$ then

$$
\begin{aligned}
\Lambda_{1 j} & =\left(\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j}\right)\left(\sum_{i=1}^{N} h_{i j}^{\prime}\left(C_{0 j}^{-1}+\beta_{0 j} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}\right)\right)^{-1} \\
\Phi_{1} & =\frac{1}{N} \operatorname{diag}\left(\sum_{i=1}^{N} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j} \Lambda_{1 j}^{\prime}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
C_{0 j}^{-1} & =I_{d}-\Lambda_{0 j}^{\prime}\left(\Phi_{0 j}+\Lambda_{0 j} \Lambda_{0 j}^{\prime}\right)^{-1} \Lambda_{0 j} \\
\beta_{0 j} & =\Lambda_{0 j}^{\prime}\left(\Phi_{0 j}+\Lambda_{0 j} \Lambda_{0 j}^{\prime}\right)^{-1}
\end{aligned}
$$

therefore

$$
\begin{aligned}
& \Lambda_{1 j}=\left(\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}\right)\left(\sum_{i=1}^{N} h_{i j}^{\prime}\left(I_{d}-\beta_{0 j} \Lambda_{0 j}+\beta_{0 j} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}\right)\right)^{-1} \\
& =\frac{\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}}{\sum_{i=1}^{N} h_{i j}^{\prime}\left(I_{d}-\beta_{0 j} \Lambda_{0 j}+\beta_{0 j} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}\right)} \\
& =\frac{\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}}{\sum_{i=1}^{N} h_{i j}^{\prime} I_{d}-\sum_{i=1}^{N} h_{i j}^{\prime} \beta_{0 j} \Lambda_{0 j}+\sum_{i=1}^{N} h_{i j}^{\prime} \beta_{0 j} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}} \\
& =\frac{\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}}{I_{d} \sum_{i=1}^{N} h_{i j}^{\prime}-\beta_{0 j} \Lambda_{0 j} \sum_{i=1}^{N} h_{i j}^{\prime}+\sum_{i=1}^{N} h_{i j}^{\prime} \beta_{0 j} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}} \\
& =\frac{\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}\left(\sum_{i=1}^{N} h_{i j}^{\prime}\right)^{-1}}{I_{d}-\beta_{0 j} \Lambda_{0 j}+\sum_{i=1}^{N} h_{i j}^{\prime} \beta_{0 j} x_{i} x_{i}^{\prime} \beta_{0 j}^{\prime}\left(\sum_{i=1}^{N} h_{i j}^{\prime}\right)^{-1}} \\
& =\frac{\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}\left(\sum_{i=1}^{N} h_{i j}^{\prime}\right)^{-1} \beta_{0 j}^{\prime}}{I_{d}-\beta_{0 j} \Lambda_{0 j}+\beta_{0 j} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}\left(\sum_{i=1}^{N} h_{i j}^{\prime}\right)^{-1} \beta_{0 j}^{\prime}} \\
& \Phi_{1}=\frac{1}{N} \operatorname{diag}\left(\sum_{i=1}^{N} x_{i} x_{i}^{\prime}-\sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j} \Lambda_{1 j}^{\prime}\right) \\
& =\operatorname{diag}\left(C-\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j} \Lambda_{1 j}^{\prime}\right) \\
& =\operatorname{diag}\left(C-\frac{1}{N} \sum_{j=1}^{K} \sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime} \beta_{0 j} \Lambda_{1 j}^{\prime}\right) \\
& =\operatorname{diag}\left(C-\sum_{j=1}^{K} \frac{\sum_{i=1}^{N} h_{i j}^{\prime} x_{i} x_{i}^{\prime}}{N} \beta_{0 j} \Lambda_{1 j}^{\prime}\right)
\end{aligned}
$$

The above update equations are the same with Ghahramani and Hinton 51].

## E Appendix: Gradient of $\alpha$-log-likelihood function

The derivatives of $f$ are given by

$$
\frac{\partial f}{\partial \theta}=L^{\frac{1+\alpha}{2}} \frac{\partial l}{\partial \theta}
$$

where

$$
l=-\frac{N}{2}\left(p \log 2 \pi+\log |\Sigma|+\operatorname{tr} S \Sigma^{-1}\right)
$$

and

$$
\Sigma=\Phi+\Lambda \Psi \Lambda^{T}
$$

For $\Lambda$

$$
\begin{aligned}
\frac{\partial l}{\partial \Lambda} & =-\frac{N}{2}\left(\frac{\partial \log |\Sigma|}{\partial \Lambda}+\frac{\partial \operatorname{tr} S \Sigma^{-1}}{\partial \Lambda}\right) \\
& =-\frac{N}{2}\left(\frac{\partial \log |\Sigma|}{\partial \Sigma} \frac{\partial \Sigma}{\partial \Lambda}+\frac{\partial t r S \Sigma^{-1}}{\partial \Sigma} \frac{\partial \Sigma}{\partial \Lambda}\right) \\
& =-\frac{N}{2}\left(2 \Sigma^{-1} \Lambda \Psi-2 \Sigma^{-1} S \Sigma^{-1} \Lambda \Psi\right) \\
& =N\left(\Sigma^{-1} S \Sigma^{-1} \Lambda \Psi-\Sigma^{-1} \Lambda \Psi\right) \\
& =N\left(\Sigma^{-1} S \Sigma^{-1}-\Sigma^{-1}\right) \Lambda \Psi \\
& =N \Sigma^{-1}(S-\Sigma) \Sigma^{-1} \Lambda \Psi
\end{aligned}
$$

For $\Phi$

$$
\begin{aligned}
\frac{\partial l}{\partial \Phi} & =-\frac{N}{2}\left(\frac{\partial \log |\Sigma|}{\partial \Phi}+\frac{\partial t r S \Sigma^{-1}}{\partial \Phi}\right) \\
& =-\frac{N}{2}\left(\frac{\partial \log |\Sigma|}{\partial \Sigma} \frac{\partial \Sigma}{\partial \Phi}+\frac{\partial \operatorname{tr} S \Sigma^{-1}}{\partial \Sigma} \frac{\partial \Sigma}{\partial \Phi}\right) \\
& =-\frac{N}{2}\left(\Sigma^{-1}-\Sigma^{-1} S \Sigma^{-1}\right) \\
& =\frac{N}{2} \operatorname{diag}\left[\Sigma^{-1}(S-\Sigma) \Sigma^{-1}\right]
\end{aligned}
$$

For $\Psi$

$$
\begin{aligned}
\frac{\partial l}{\partial \Psi} & =-\frac{N}{2}\left(\frac{\partial \log |\Sigma|}{\partial \Psi}+\frac{\partial \operatorname{tr} S \Sigma^{-1}}{\partial \Psi}\right) \\
& =-\frac{N}{2}\left(\frac{\partial \log |\Sigma|}{\partial \Sigma} \frac{\partial \Sigma}{\partial \Psi}+\frac{\partial \operatorname{tr} S \Sigma^{-1}}{\partial \Sigma} \frac{\partial \Sigma}{\partial \Psi}\right) \\
& =-\frac{N}{2}\left(\Lambda^{T} \Sigma^{-1} \Lambda-\Lambda^{T} \Sigma^{-1} S \Sigma^{-1} \Lambda\right) \\
& =\frac{N}{2} \Lambda^{T} \Sigma^{-1}(S-\Sigma) \Sigma^{-1} \Lambda
\end{aligned}
$$

