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Abstract of the Dissertation

Mathematical Modeling of G-protein-coupled Receptor Signaling Pathways

by

Tao Jiang

Doctor of Philosophy

in

Applied Mathematics and Statistics

Stony Brook University

2014

G-protein-coupled receptor (GPCR) signaling plays an important role in converting

extracellular stimuli into cellular responses. Many biological functions are regulated by

GPCR signaling, and nearly 40% of current pharmaceuticals target GPCRs. In this

work, mathematical modeling is used to investigate the initial steps of GPCR signaling

with two major aims: 1) to understand the causes for non-canonical signaling behaviors;

2) to understand how signaling specificity is reacted to in the individual reactions of the

pathway.

The classic ternary complex model describing the interaction between a single lig-

and, receptor and G-protein served as our basic model for the initial investigation. Dose

response curves were generated using computer simulations and qualitative differences

were observed due to variations in the model parameters. A systematic study on indi-

vidual parameters demonstrates that the rate for the binding of ligand-receptor complex

to G-protein is the key determinant.

In the next step, models containing two signaling pathways were built. The two sig-

naling pathways can be considered to interact with each other when interactions between
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the components of both pathways exist. When nonspecific interactions exist in both the

binding of the ligand to the receptor and the binding of the receptor to the G-protein, a

biphasic dose response is observed. Specificity for the steady state response and dynam-

ics of the signal were defined and how the strength of interactions and concentration of

molecules affect signaling specificity were investigated.

Other processes involved in GPCRs signaling were also considered. GPCRs undergo

internalization upon ligand activation; they also form homo/hetero-dimers. A double-

peaked dynamical response was observed due to the internalization of the receptors,

while dimerization of the receptors may produce a double-peaked steady state response.

Specificity as previous defined was also calculated and shown to be affected by both

internalization and dimerization.
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Chapter 1

General Introduction

1.1 Introduction to the G-protein-coupled receptor

signaling pathways

When cells communicate with each other, signaling molecules such as hormones and

neurotransmitters secreted by one cell usually do not directly enter its neighboring cells.

Instead, they can be detected by a group of proteins located on the membrane of other

cells called ”receptors”. The origination of the concept of receptor can be traced back

to 100 years ago and the receptor theory has been a key element in the pharmacological

sciences [1, 2].

G-protein-coupled receptors constitute one of the largest families of cell surface re-

ceptors and represent approximately 1% of the human genome [3, 4, 5]. Various ligands

can be detected by GPCRs, including hormones, neurotransmitters, odor molecules as

well as light. Malfunctioning of GPCRs can lead to retinal, endocrine, metabolic and

developmental disorders [6, 7]. In consequence, GPCRs account for one of the most

important drug targets and about 40% of pharmaceuticals target GPCRs [8, 9, 10]. In

2012, Brian Kobilka and Robert Lefkowitz were awarded the Nobel Prize in Chemistry

for their contributions in understanding GPCRs.

G-protein-coupled receptors are also called 7-transmembrane receptors and heptaheli-

cal receptors because they possess 7 α-helices spanning across the cell membrane (Figure

1.1). Their N-terminus is extracellular and C-terminus is in the cytoplasm. Several

classification systems exist for GPCRs based either on sequence similarity, function or

phylogenetic trees [4, 10, 12, 13, 14]. Three major families are grouped similarly using

different classification methods. The rhodopsin receptor family contains the largest num-
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Figure 1.1: The structures of the G-protein-coupled receptor and het-
erotrimeric G-protein. G-protein-coupled receptors are also called 7-transmembrane
receptors since they have 7 α-helices spanning across the cell membrane. GPCRs trans-
mit signals by activating the heterotrimeric G-proteins. G-proteins consist of 3 subunits
(α, β and γ). When G-protein is activated, the α subunit is separated from the βγ dimer
and both of them can regulate downstream signaling processes. This figure is taken from
[11].

ber of GPCRs and includes most of the sensory receptors. The secretin receptor family

contains the majority of the peptide hormone G-protein-coupled receptors. The gluta-

mate receptor family includes the metabotropic glutamate receptors and others that can

detect neurotransmitters.

G-protein coupled receptors transmit signals primarily through activating heterotrimeric

G-proteins. The heterotrimeric G-proteins consist of 3 subunits, α, β and γ. The α sub-

unit has a GTPase activity and is the primary component for transmitting signals to the

downstream signaling pathways. Various biological functions can be regulated by GPCR

signaling pathways (Figure 1.2). Based on the sequence similarity of the α subunit, G-

proteins can be divided into 4 groups: Gs, Gi, Gq and G12. Both Gs and Gi regulate

2



Figure 1.2: G-protein-coupled receptor signaling pathways. Various ligands can
signal through the four families of G-protein by interacting with G-protein-coupled re-
ceptors to regulate systemic functions. This figure is taken from [15]. Reprinted with
permission from AAAS.

the down-stream cAMP-dependent pathways by modulating the enzymatic activities of

adenylate cyclase. Adenylate cyclase converts adenosine triphosphate (ATP) to cyclic

adenosine monophosphate (cAMP). The rate is accelerated by the Gs proteins and im-

peded by the Gi proteins. cAMP is an important second messenger and can regulate

a number of biological functions by activating protein kinase A (PKA). The activated

Gq proteins can activate the membrane-bound phospholipase C beta (PLCβ), which in

turn cleaves phosphatidylinositol-4,5-bisphosphate (PIP2) into second messengers inosi-

tol trisphosphate (IP3) and diacylglycerol (DAG). IP3 interacts with the IP3 receptors

on the endoplasmic reticulum to control the release of Ca2+ to the cytoplasm. DAG and

Ca2+ together can activate protein kinase C (PKC). Gαs in the G12 family can regulate

the activity of the Rho family small G-proteins.

Due to the complexity of cellular signaling, mathematical models are often helpful

for understanding system behaviors [16, 17, 18, 19, 20]. GPCR signaling pathways have

3
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Figure 1.3: G-protein-coupled receptor models. (a) The ternary complex model
(TCM). (b) The extended ternary complex model (eTCM). (c) The cubic ternary complex
mode (CTC). L, R and G represent ligand, receptor and G-protein, respectively. R∗

represents the active form of the receptor.

been investigated using different modeling techniques [21, 22]. The first model describing

the interactions between ligand, receptor and G-protein was proposed in 1980 by De

Lean et. al. [23]. Ligand and G-protein are considered to be able to interact with the

receptor simultaneously to from a ternary complex, and thus the model is named the

ternary complex model (TCM) (Figure 1.3(a)). In 1993, the ternary complex model

was extended by Samama et. al. by considering both an active and an inactive state

of the receptor in the model and G-protein is only activated by the active state of the

receptor (Figure 1.3(b)) [24]. A more thermodynamically complete model was proposed

by Weiss et. al. by considering the interactions between the inactive receptor and the

G-protein (Figure 1.3(c)) [25, 26, 27]. All these models are equilibrium models and the
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main focus was on the steady state distribution of the receptor states. The activation

of G-protein and the dynamics of the signal was later considered in the TCM as well

the CTC [28, 29, 30, 31]. These models and their variations represent a large body of

theoretical works on the GPCR signaling pathways. Models describing other related

processes besides the interactions between a single ligand, receptor and G-protein also

exist and are reviewed in each relevant chapters.

1.2 Overview of the present work

The G-protein-coupled receptor signaling pathways exhibit both diversity and speci-

ficity [32]. The diversity can be originated from the numerous variants of the components

in GPCR signaling pathways as well as the regulations on the GPCRs such as dimeriza-

tion and internalization. However, such diversity may potentially undermine signaling

specificity. For example, the components in GPCR signaling pathways may have the

ability to interact with multiple partners due to structural similarities, and result in

crosstalk between signaling pathways. How signaling specificity is affected by the inter-

actions between components in different pathways and regulations on the receptors is

an interesting question. Ordinary differential equation models are used in this thesis to

give an insight into this question. In addition, the underlying mechanisms for diverse

signaling patterns are also explained using models.

In Chapter 2, a minimal model describing the initial steps of GPCR signaling is first

used to give an insight into the transferability of knowledge gained from one system to

another system. Sensitivity analysis on the model parameters sheds light on the key de-

terment on the qualitative behaviors of the dose-response curves. In Chapter 3, a model

containing two GPCR signaling pathways is introduced. Interactions between the two

pathways are considered and how they affect signaling behavior and signaling specificity

are investigated. In Chapter 4, heterodimerization of GPCRs is further considered in the

5



two-pathways model. The effects of allosteric regulations associated with receptor het-

erodimerization on signaling are examined. In Chapter 5, trafficking of the receptors are

considered in both the one-pathway model and two-pathway model. How internalization

of the receptor affects signaling is explored.
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Chapter 2

Sensitivity Analysis on the Basic Model
for the Initial Steps of G-protein Cou-
pled Receptor Signaling

2.1 Introduction

The ability to respond to environmental stimuli is one of the hallmarks of life; this

characteristic applies not only to organisms as a whole, but equally to the individual

cells of a multicellular organism. At the cellular level, this response involves changes in

the biochemical state of a cell — changes in the expression level of various genes or in

the phosphorylation state of particular proteins, as examples — which may further lead

to changes in cellular morphology or motility. These regulated responses are essential

to multicellular life, as they govern both cellular differentiation during development and

organismal homeostasis, in addition to numerous other functions. Disruptions in the reg-

ulation of cellular behavior is the fundamental origin of cancer and additionally underlies

many other human diseases.

While some cellular responses result from the diffusion of molecular signals across

the cell membrane into the intracellular milieu — where they directly exert an effect by

association with intracellular proteins — in many cases, extracellular cues must be specif-

ically transduced into intracellular responses. The molecular mechanisms underlying this

signal transduction process can be grouped into a number of fundamental classes; one

of these prototypical models is the heterotrimeric-G-protein signal transduction path-

way [15, 33, 34]. The outermost components of this pathway are heptahelical, integral

membrane proteins, the G-protein-coupled receptors (GPCRs). GPCRs are present in

most known eukaryotic genomes and constitute one of the largest families of mammalian
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proteins [35, 14]. Various extracellular ligands can stimulate GPCRs to activate het-

erotrimeric G-proteins, which consist of three subunits (α, β and γ) and are localized

to the intracellular face of the membrane through lipid modifications of both the α- and

γ-subunits. In turn, the activated G-protein can regulate many downstream signaling

processes.

In mammalian genomes, there are multiple variants of each subunit — at least

twenty α (sixteen well-characterized, and several putative forms that are less or un-

characterized), seven β (including multiple isoforms coded by a single gene) and twelve

γ variants [36, 37]; it is the appropriate combination of these that leads to the correct

coupling of a specific GPCR to the cognate cellular response. Based on the primary se-

quence similarity of the α subunits, G-proteins can be divided into 4 families: Gs, Gi, Gq

and G12; variants within a class tend to interact with related downstream components,

while those of different classes have more diverse targets of action [15].

In the inactive state, the G-proteins are in a trimeric form, with the α-subunit addi-

tionally associated with guanosine-5’-diphosphate (GDP). Activated receptors promote

exchange of the GDP bound to Gα with guanosine-5’-triphosphate (GTP); this leads to

a conformational change in Gα that results in dissociation from the β- and γ-subunits

(which remain as a stable dimer) or in reconfiguration of the trimer geometry [38].

Both Gα and Gβγ are then free to interact with additional cellular-signaling proteins;

as both the α- and γ-subunits are lipidated, both components remain membrane asso-

ciated [39, 40]. Gα is a guanine-nucleotide hydrolase, which catalyzes the conversion of

GTP to GDP and pyrophospate; this activity returns Gα to an inactive state, reforming

the heterotrimer, and thus resetting the system for subsequent stimulation [11].
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(c) System of Equations
d[L]

dt
= k2 [LR] + k8 [LRG]− k1 [L] [R]− k7 [L] [RG] (2.1)

d[R]

dt
= k2 [LR] + k6 [RG] + k9 [RG]− k1 [L] [R]− k5 [R] [G] (2.2)

d[G]

dt
= k6 [RG] + k4 [LRG] + k12

[
GGDPα

]
[Gβγ ]− k5 [R] [G]− k3 [LR] [G] (2.3)

d[LR]

dt
= k1 [L] [R] + k4 [LRG] + k10 [LRG]− k2 [LR]− k3 [LR] [G] (2.4)

d[RG]

dt
= k5 [R] [G] + k8 [LRG]− k6 [RG]− k7 [L] [RG]− k9 [RG] (2.5)

d[LRG]

dt
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= k11[GGTPα ]− k12

[
GGDPα

]
[Gβγ ] (2.8)

d[Gβγ ]

dt
= k9 [RG] + k10 [LRG]− k12

[
GGDPα

]
[Gβγ ] (2.9)

d[E]

dt
= k14

[
GGTPα E

]
− k13

[
GGTPα

]
[E] (2.10)

d[GGTPα E]

dt
= k13

[
GGTPα

]
[E]− k14

[
GGTPα E

]
(2.11)

Figure 2.1: The early steps of G-protein-coupled receptor signal transduction.
(a) Cartoon representation: Binding of ligand induces a conformational change in
the receptor. The G-protein becomes active when GDP is replaced by GTP in the α
subunit, an exchange catalyzed by the activated receptor, with the α subunit dissociating
with the βγ subunits. The α subunit can bind downstream effectors such as adenylyl
cyclase, modulating their enzymatic activity; for the Gs subfamily, activity of adenylyl
cyclase is enhanced. Finally, due to the intrinsic GTPase activity of the α subunit, GTP
will be hydrolyzed to GDP, and the (inactive) trimeric G-protein will be re-formed by
association of the α and βγ subunits. The cycle is completed. (b) Chemical reaction
representation: k1 through k14 are the reaction rate constants for their corresponding
reactions. The reaction scheme is divided to correspond with the process shown in (a).
(c) Mathematical model: A system of ordinary differential equations (ODEs) are
given, based on the chemical reactions from (b) and the law of mass action kinetics. In
the system of ODEs, a general effector (E) replaces the specific effector adenylate cyclase
(Ac) shown in (a) and (b).
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A great deal of insight into how complex biological systems behave and the mech-

anisms by which they are regulated can be obtained through the use of mathematical

models, complementing experimental investigations. Such models can be useful in help-

ing to explain experimental observations, as well in the design of novel experiments.

Additionally, detailed models of cellular regulatory networks show promise in the ra-

tional design of therapeutics and in the engineering of novel functional pathways for

biotechnological applications [41, 42, 43, 44].

A number of applications of simulation to the problem of GPCR-mediated signal

transduction have been described in the literature [21]. The seminal work of Bhalla

and Iyengar on understanding the emergent properties of biochemical networks included

a G-protein module [45]; Linderman and colleagues, as well as Bridge and co-workers,

have noted the differences between kinetic and equilibrium responses, as well as the

effect of certain parameters on ligand agonism [28, 29, 30, 31, 46], while Katanaev has

observed variations in the dynamic system response as a result of regulatory elements

[47]. In addition, a number of groups have used computational approaches to consider

promiscuity in G-protein signal transduction [48, 49]. While most of these models have

involved spatially-uniform systems of conserved mass, extensions to allow for receptor

synthesis, degradation and internalization [50], and for spatial organization of signaling

have been also been described [51, 52, 53].

An important question regarding such models is the sensitivity of predictions to varia-

tions in the model parameters, both in a quantitative and qualitative manner. Sensitivity

analysis techniques are well developed for differential-equation-based models and have

been applied to a number of biological signaling pathways [54, 55, 56]. Approaches to

sensitivity analysis can be classified either as local methods, which focus on the sensitivity

at a particular point in the parameter space, or global methods, which use sampling to

study the importance of parameters globally. Here, we model the initial steps of GPCR-
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mediated signal transduction using a system of ordinary differential equations based on

mass-action kinetics; a systematic variation of the parameters of the model was carried

out, with a particular focus on the effects of parameter variation on the dose-response of

the system.

2.2 Methods

2.2.1 Model description

The system discussed here is a minimal model of a ligand-activated G-protein-coupled re-

ceptor linked to the modulation of single downstream element by the α subunit; a cartoon

of the cycle of activation/deactivation and a schematic of all chemical reactions involved

are shown in Figure 2.1 (panels (a) and (b)) using a stimulatory Gα coupled to adenylate

cyclase (Ac) as an example. The reactions include a set of binding equilibria describing

the association of ligand, receptor, and G-protein heterotrimer (denoted by steps A/B),

activation and dissociation of the G-protein trimer by receptor-catalyzed nucleotide ex-

change (C), interaction of free GGTP
α with adenylate cyclase (D), and deactivation by

GTP hydrolysis and subsequent trimer re-association (E).

The reactions were all modeled according the law of mass action. Dissociation and

association were treated as first- and second-order reactions, respectively. Nucleotide

exchange was treated as a second-order reaction in the concentrations of GTP and

either receptor–G-protein or ligand–receptor–G-protein complexes (with different rate

constants), but as cellular GTP concentrations were considered to be invariant, these

reactions reduce to pseudo-first order in our model; the rate constants correspond to a

GTP concentration of about 200 µM. GTP hydrolysis by Gα was treated as first-order in

the concentration of the GGTP
α complex. These result in a system of differential equations

shown in Figure 2.1(c), using E to denote a general effector such as adenylate cyclase.

Two initial sets of parameters were used: model 1 was adapted from the glutamate-
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receptor model of Iyengar and colleagues [45]; and model 2 was adapted from a stim-

ulatory G-protein pathway described by Bhalla [57]. The specific parameters for these

models are listed in Table 2.1; both models are additionally described in the Database of

Quantitative Cellular Signaling [58]. It should be noted that the two systems couple to

different second messenger systems, with activation of phospholipase C (PLC) in model 1

and activation of adenylyl cyclase (AC) in model 2. However, as our model ends with

GGTP
α association with its immediate downstream target, this distinction is largely unim-

portant. Thus, in the following discussion Gq/PLC and Gs/AC should be considered as

arbitrary Gα/effector pairs.

A brief discussion of units is worthwhile to clarify any confusion. Concentration units

for cellular signaling models are often defined in terms of numbers of molecules per cell;

many in vivo experiments characterize expression levels in this manner. However, in vitro

experiments aimed specifically at characterizing parameters such as equilibrium binding

constants and reaction rate constants tend to be cast in molar units of concentration.

In order to convert between these units, an assumption of a reasonable cellular volume

is typically used — given a cellular volume of 10−12 L, 1 µM is roughly equivalent to

6×105 molecules per cell. However, this only holds for components that are essentially

distributed uniformly through the cytoplasmic volume; for components localized in par-

ticular sub-cellular compartments, the appropriate volume of that compartment must be

known.

In the context of GPCR-mediated signal transduction an additional complication

arises, as many of the components are associated with the cellular membrane. For these

molecules, free molecular diffusion is limited to the two dimensional surface, and thus

units of a two-dimensional density (such as moles per square meter) are more appropriate

than those of molar concentration. Conversion into these units, however, requires a

reasonable estimate of the cellular surface area. A perfectly spherical cell with a volume
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of 10−12 L would have a cellular surface area of 4.8×10−10 m2, setting a lower bound on

the surface area; few cells are particularly close to spherical, and thus 10−9 m2 may be a

reasonable estimate for a “typical” cellular area. Given this value, a cytosolic component

present at a concentration of 1 µM would yield the same number of molecules per cell

as a two-dimensional density of 1 nmol/m2. These are the equivalencies that we have

chosen to use. Notationally, we define 1 M2D ≡ 1 mol/m2 as , and thus 1 nmol/m2 =

1 nM2D

We define the measure of signal strength as the concentration of GGTP
α complexed with

the primary effector (GGTP
αq ·PLC or GGTP

αs ·AC, accordingly). The underlying presumption

for this is that the total quantity of PLC or AC does not change, and thus overall enzyme

activity is a monotonic function of the quantity in complex with Gα. While there are

certainly non-linearities in the formation of second messengers (DAG and IP3 or cAMP),

as well as in their downstream effects, we have chosen to focus this initial analysis on the

first steps in signaling.

2.2.2 Starting model parameters

The reference model parameters (listed in Table 2.1) were primarily taken from the

work of Bhalla and Iyengar [45, 57], and are additionally available from the Database

of Quantitative Cellular Signaling (DQCS) [58]; for model 1 initial concentrations were

not published, and thus these were set to the values recorded in DQCS. The published

description of model 2 does not include any activity for unliganded receptor [57]; the base

model for parameter variation was thus set to have an intrinsic receptor activation rate

100-fold less than the activated rate; this is consistent with the parameters of model 1.
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Table 2.1: Reference Model Parameters

Molecules per cell Concentrations
Model Model

Parameter 1 2 Unitsa 1 2 Unitsa

k1: L+R→LR 28 0.167 (M#)−1/s 16.8 0.1 µM−1/s
k2: L+R←LR 10 0.1 /s 10 0.1 /s
k3: LR+G→LRG 0.01 16.7 (M#)−1/s 0.006 10 (nM2D)−1/s
k4: LR+G←LRG 0.1 100 /ks 0.1 100 /ks
k5: R+G→RG 1.0 0.33 (M#)−1/s 0.6 0.2 (nM2D)−1/s
k6: R+G←RG 1.0 0.1 /s 1.0 0.1 /s
k7: L+RG→LRG 28 8.33 (M#)−1/s 16.8 5.0 µM−1/s
k8: L+RG←LRG 0.1 0.1 /s 0.1 0.1 /s
bk9: RG→R+GGTP

α +Gβγ 0.1 0.25 /ks 0.1 0.25 /ks
k10: LRG→LR+GGTP

α +Gβγ 10 25 /ks 10 25 /ks
k11: GGTP

α →GGDP
α 13.3 66.7 /ks 13.3 66.7 /ks

k12: GGDP
α +Gβγ→G 10 10 (M#)−1/s 6.0 6.0 (nM2D)−1/s

k13: GGTP
α +E→GGTP

α E 4.2 833 (M#)−1/s 2.52 500 (nM2D)−1/s
k14: GGTP

α +E←GGTP
α E 1.0 1.0 /s 1.0 1.0 /s

R0: Total Receptor 180 50 k# 0.3 0.083 nmol/m2

G0: Total G-protein 600 600 k# 1.0 1.0 nmol/m2

E0: Total Effectorb 480 9 k# 0.8 0.015 nmol/m2

a # indicates number of molecules per cell, and the two-dimensional density units are defined as
1 M2D=1 mol/m2.; b Effector is phospholipase C (PLC) for model 1, and adenylyl cyclase (AC) for
model 2.

2.2.3 Simulation methodology

The system of ordinary differential equations described above were integrated using Mat-

lab v.7.1.0 (Mathworks, Natick, MA). As varying the model parameters can significantly

alter the dynamic behavior of the system, numerical integration algorithms differ in ef-

ficiency and accuracy for different systems. Systems were primarily solved using the

ode15s and ode23s solvers with default options; in the vast majority of cases, these

gave results that were identical within machine precision. If one solver failed to generate

a stable solution, other solvers were used and/or the thresholds of the absolute and rela-

tive tolerances were adjusted to achieve stable behavior. In all of these cases, consistency

between at least two methods was ensured.

For each set of parameters, the system was pre-equilibrated by setting the unbound
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G-protein, GPCR and effector (AC or PLC) concentrations equal to the total species con-

centration, then integrating the dynamics of the system until a converged, steady-state

solution was reached. These steady-state concentrations were then used in a second

simulation where a given concentration of free ligand was also included in the initial con-

ditions; again, these systems were simulated to convergence. Convergence was assessed

by considering the derivative of the response with respect to time at the end of the sim-

ulation, as well as by comparison of the response at simulation times of 105 and 108 s;

see Appendix Table A1 for more details.

Parameter variation consisted of multiplying a given rate or pair of rates in each

model by a scaling factor, α. α was sampled evenly in the logarithmic domain, with

10 points per log-unit (this was reduced to about 3 points per unit for visibility in the

figures).

2.3 Results & Discussion

2.3.1 Dose response of two models

Computer simulations (involving integration of a system of biochemical kinetic equa-

tions over time) were performed to generate the dose response curves for two previously-

published models of G-protein-coupled receptor (GPCR) activation. Given a set of initial

concentrations, the system was first equilibrated in the absence of ligand to mimic a pre-

existing biological system; in this stage, resting-state concentrations of free receptor and

receptor–G-protein complex are formed. Following pre-equilibration, the total concen-

tration of ligand was stepped from zero to a particular value, and the the system again

allowed to reach equilibrium. The equilibrium concentration of GGTP
s ·AC following ligand

addition was then taken as the response for the given input ligand concentration. This

procedure was repeated for a range of ligand concentrations from 0.1 pM to 10 M, thus

covering all possible biologically-relevant values.
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(a) Steady-state response
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(b) Dynamic response
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Figure 2.2: Dose response of base models. The equilibrium concentration of GGTP
α ·E

is plotted as a function of added ligand concentration (LTOT). Model 1 is shown on the
left and model 2 on the right.

The results for each of the two models are shown in Figure 2.2; the dynamic variation

of all components of the system can be found in Appendix. Pre-equilibration results in a

low level of activity as a result of the constitutive activity of the receptor, described by

a non-zero rate of nucleotide exchange by the receptor–G-protein complex in absence of

ligand. This activity was not present in the published parameters of model 2, but was

added (with the rate of unliganded-receptor activation of the G-protein set to 100-fold

less than the ligand-activated rate) for consistency with model 1. With this modification,
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both models reach similar basal levels of activity (of about 1.5 pmol/m2, or 1000 molecules

per cell of Gα complexed to effector).

In both cases, addition of ligand results in a monotonic increase in response over

time, leveling off to a constant equilibrium value, at all input ligand concentrations (Fig-

ure 2.2(b)). At ligand doses giving maximal response, the time scale of reaching steady

state is longer in model 1 (by roughly 20-fold) but the equilibrium value is larger by

a similar factor; both systems reach the activity level of model 2 on roughly the same

time scale. These differences can easily be understood in the context of total effector

concentration, which is slightly less than 50-fold higher in model 1 than in model 2.

While both models are qualitatively similar in their dynamic response at a single ligand

concentration, the dose-response curves of the two are dramatically different. In par-

ticular, while model 2 exhibits a sigmoidal dose response (on a logarithmic dose scale),

model 1 exhibits a peaked dose response; that is, the system response reaches a maximal

value at moderate ligand concentrations, and falls to lower values both at low and high

concentrations of ligand. Näıve intuition about how signaling systems might be expected

to work would suggest the behavior seen in model 2, and thus understanding the origins

of the behavior in model 1 is of great interest.

2.3.2 Systematic variation of parameters

To answer the question of why the two dose-response curves have different behaviors, a

systematic variation of the parameters of each model was carried out. This sensitivity

analysis was geared towards understanding the degree to which each system parameter

affects the system response, both qualitatively and quantitatively. For each parameter, a

scaling factor, α, was applied; α was sampled uniformly in the log-domain, with a range

of α∈[10−6,106].

The binding reactions between the ligand, receptor, and G-protein form a square of
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reactions on the left-hand side of the schematic in Figure 2.1(b); the rates along each side

of the square (k1 to k8) were first varied as pairs, with both association and dissociation

rates scaled equally. This variation does not change the equilibrium binding constants

(the relative energies of each complex are unchanged) but rather affects the rate at

which equilibrium would be achieved in an isolated system. Additionally, variations of

pairs of these rates that change the equilibrium binding constants were also considered;

variations were chosen such that the equilibrium constant of the first reaction increases

with increasing α, while the second is adjusted to preserve thermodynamic consistency

within the binding cycle. When rates of two reactions that connect to the same corner

of the binding square are varied, the variation can be considered as a perturbation of the

stability of the corresponding state. When rates of reactions on opposing sides of the

binding square are varied, the change can be interpreted as an adjustment of the stability

of the two states on one side relative to the other.

The rates for G-protein activation, either by free receptor (k9) or ligand-receptor

complex (k10) were varied individually. The rates for GTP hydrolysis (k11) and the sub-

sequent re-association of the G-protein heterotrimer (k12) were also varied individually.

Changes to the rates of association and dissociation of the GGTP
α ·E complex (k13/k14)

were done in a coupled manner so as not to change the equilibrium binding constant, as

was done initially for binding equilibria involving the ligand, receptor and G-protein het-

erotrimer. Finally, the effects of changing the total concentrations of receptor, G-protein

and effector were also considered.

Surfaces showing the dose-response across all parameter variations (see Appendix,

Figures A5–A11), show that most parameters had effects that are quite easily described.

Overall, several possible effects were identified. First, some parameters led to no (or

very low) signal response at low values; these may be described as “required for signal”.

Secondly, some variations led to changes in signal response in at least one of three regimes:
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the basal (low ligand) state, the high ligand concentration state, and/or the maximal

response; only parameters that affect the high ligand signal level independently of the

maximal response can switch the system from a sigmoidal to a peaked response. Finally,

variation of certain parameters was able to modulate the ligand concentration at which

the onset of signaling occurs and/or (in the case of a peaked response) the concentration

at which the response drops off.

Table 2.2 provides a summary of the behaviors each parameter was seen to be asso-

ciated with. A number of parameters were involved only in modulating the basal signal

level, or the sole effect of their variation was a lack of response at very low rates; these

variations are not discussed further. Other parameters were seen to have more complex

effects, including modulating the existence of a peaked response, the width of such a

peak, or allowing for any response only over a fairly narrow window of parameter values;

each of these variations is considered in more detail in the following sections.

2.3.3 Control of peaked or sigmoidal dose response

In a very striking result, we found the rate constants of the binding of the G-protein het-

erotrimer to a preformed ligand–receptor complex (k3/k4) to play a critical in controlling

the behavior of the dose-response curve (Figure 2.3). In Figure 2.3 (and in subsequent

figures for other parameter variations), the parameter scaling factor, α,is plotted on the

left-hand axis, the total ligand concentration on the right-hand axis, and the equilibrium

system response (GGTP
α ·PLC or GGTP

α ·Ac level) on the vertical axis; thus, individual traces

followed from left to right along the ligand concentration axis correspond to dose-response

curves for a particular scaling.

In both models, simultaneous variation of k3 and k4 leads to profound differences in

the qualitative system response, promoting a transition between a sigmoidal and peaked

dose-response curve. Both models are affected by the parameters in a very similar way,
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Table 2.2: Observed effects of parameter variation.a

Values Basal Maximal High [L]
Varied Requiredb Signal Signal Signal Onset [L] Offset [L]

Concentrations of key species
Rc + + +
Gc + +
Ec + +

Binding-square perturbations that do not affect equilibrium constants
k1/k2 +
k3/k4 +
k5/k6 + + +
k7/k8 +

Stability of the ligand–receptor complex
k1/k3c +
k2/k4 + +

Stability of the ligand–receptor–G-protein complex
k7/k3c +
k8/k4 +

Stability of the uncomplexed state
k1/k5 + + +
k2/k6 + + + +

Stability of the (unliganded) receptor–G-protein complex
k5/k7 + + + +
k6/k8 + + +

Stability of G-protein-bound states
k1/k7 + +
k2/k8 + + +

Stability of ligand-bound states
k5/k3c + +
k6/k4 + +

G-protein activation rates
k9 +
k10 +

Post-activation processes
k11c +
k12 +
k13/k14d +

a A ’+’ sign indicates that variation of the parameters listed in a given row was observed to have an
effect on the property listed for a given column over the range considered (a twelve order of magnitude
range centered on the base parameters); an effect was not necessarily observed with both base models. b

“Required” indicates that low parameter values eliminated a ligand-induced signal response. c These pa-
rameters were additionally seen to have a small range over which more complex variations were observed.
d These rates have no effect at steady-state, but can have a strong effect on how quickly steady-state is
reached; a minimal value is needed for steady-state to be accessible on a reasonable time scale.
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Association of G-protein with ligand-bound receptor
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Figure 2.3: Control of peaked or sigmoidal dose response. The equilibrium con-
centration of GGTP

α ·E is plotted as a function of both added ligand concentration (LTOT)
and the parameter scaling factor (α); the on and off rates for G-protein association with
ligand-bound (k3 and k4) receptor were simultaneously multiplied by α, preserving the
equilibrium binding constant. Low rates result in a peaked response (and high rates a
sigmoidal response) for both models.

with a sigmoidal response seen with fast rates and a peaked response observed when the

reaction rates are slowed. There is a very slight drop in the maximal response that is

coupled to the shift from a sigmoidal to the peaked response; this is somewhat greater for

model 1, but measurable in both cases. In the regime of a peaked response, the activation

at high ligand concentration is near zero, and is, in fact, below the basal response with no

ligand present. Transitions from peaked response to sigmoid response were also observed

with the variation of other parameters in model 1, but no other perturbation induced a

peaked dose response in model 2.

2.3.4 Control of dose-response peak width

In model 1, where a peaked dose response is observed, the width of the peak is further

shown to be controllable by other rates within the binding square of ligand, receptor and

G-protein (Figure 2.4).
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k5 and k6 describe the rates of the binding reaction between (unliganded) receptor and

the G-protein heterotrimer; these were varied together so as not to affect the equilibrium

binding constant of this reaction (Figure 2.4(a)). In the context of model 1, there is

a transition from a moderate-strength sigmoidal dose-response curve to one that shows

peaked behavior (but with a moderate response at high ligand concentrations) as the

reaction rates become faster. More significantly, increasing k5 and k6 leads to an increase

in the concentration at which the fall-off in system response occurs; the concentration

at which the peak first rises is unchanged, as is the magnitude of the response, and thus

this results simply in a widening of the response peak with this rate. In model 2, the

only effect is on the response at low ligand concentration — as the rate constants are

reduced by roughly a thousand-fold, a shift is observed from a low, but measurable, level

of intrinsic activity to essentially no basal activity. Neither the maximal response nor

the consistently sigmoidal shape of the response curve is affected .

A similar effect was observed with variation of k2 (the dissociation rate of the ligand–

receptor complex) and k4 (the rate of dissociation of the ligand–receptor dimer from the

ternary ligand–receptor–G-protein complex). In Figure 2.4(b), k2 is divided by α while

k4 is multiplied by the same amount. The result is an increase in the equilibrium constant

for the binding of ligand and receptor with increasing α, coupled with a corresponding

decrease in the equilibrium constant for association of the ligand–receptor complex with

G-protein; thus, this perturbation can be considered a variation in the stability of the

ligand–receptor complex (uncoupled to G-protein, the lower-left corner of the binding

square), where the stability is high for a large α and low for a small α.

With model 1, no response is seen when the ligand-receptor complex is extremely

stable, while a peaked response is seen throughout the lower-stability regime. Again the

ligand concentration for signal onset is unperturbed by variation of these rates, but the

offset concentration increases as α decreases; a widening of the response peak is thus
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(a) Association of G-protein with unliganded receptor
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(b) Stability of ligand–receptor complex
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Figure 2.4: Control of dose-response peak width. The equilibrium concentration
of GGTP

α ·E is plotted as a function of both added ligand concentration (LTOT) and the
parameter scaling factor (α). (a) The on and off rates for G-protein association with
unliganded receptor (k5 and k6) were simultaneously multiplied by α, preserving the
equilibrium binding constant. Increasing the rates results in an increase in peak width.
(b) The rate of ligand dissociation from the ligand–receptor complex (k2) was divided
by α, while the rate of ligand–receptor dissociation from the ternary ligand–receptor–G-
protein complex (k4) was multiplied by α. Decreasing α (corresponding to a decrease in
the stability of ligand–receptor complex) results in an increase in peak width.

seen as the stability of the ligand–receptor complex is decreased. For model 2, reducing

the stability of this state has no effect on the response; neither the maximal response

nor the transition midpoint vary. At very high stabilities, a shift to an inverse-sigmoidal
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response is seen, albeit with very low magnitude; the low ligand-concentration response

is unaffected by these variations, while the high-concentration response drops to near

zero.

2.3.5 Signaling observed only over restricted parameter range.

Some parameters are shown to have a qualitatively different impact on signaling, with

a differential response occurring only over a relatively small range of parameter values.

One of these is the rate at which Gα is able to hydrolyze bound GTP, while another is

the total effector density; both are highlighted in Figure 2.5.

When the GTP hydrolysis rate (k11) is low, the response remains high even at low (or

zero) input ligand concentrations, while at high hydrolysis rates, the response is uniformly

zero (Figure 2.5(a)). The switch from low to high basal (low ligand concentration)

activity occurs at slightly higher hydrolysis rate than does the switch from low to high

stimulated (high ligand concentration) activity, and it is only in between these values

that a ligand-dependent dose response is seen. The total concentration of effector has a

similar impact — both models give uniformly high responses at high protein levels and

no response at low levels (Figure 2.5(b)). Again, the transition from low to high output

occurs at slightly different concentrations under basal and ligand-stimulated conditions,

and thus differential signal is observed over this small range of concentrations. In both

cases, model 1 generally gives a peaked response over the active range, although as a

uniform high response is approached, the difference between the peak and high ligand-

concentration responses becomes negligible. Conversely, model 2 displays a sigmoidal

response throughout the transition regime.
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(a) GTP hydrolysis by Gα
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(b) Total effector density
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Figure 2.5: Signaling observed only over restricted parameter range. The equilib-
rium concentration of GGTP

α ·E is plotted as a function of both added ligand concentration
(LTOT) and the parameter scaling factor (α). (a) k11 describes the GTP hydrolysis rate,
and model 1 is shown on the left and model 2 on the right. The second row contains
the same data as the first, but is rotated 90◦ for clarity. (b) The total concentration
of effector was varied by multiplying α. Here, the range of α was adjusted so that the
minimum corresponds to roughly 1 molecule per cell. In both cases, signaling is only
observed in a small range of the parameters.
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2.3.6 Dynamics of peaked dose-response

In order to help understand the origins of the peaked dose response, we additionally

considered the dynamics of the signal response under with variations in k3 and k4 (the

rate constants of the binding of the G-protein heterotrimer to a preformed ligand–receptor

complex), which were shown in Figure 2.3 to be the primary determinants of this response.

As the major effect of this variation was on the response at high ligand concentra-

tions, we first considered the time evolution of the signal upon addition of a high (1 mM)

dose of ligand (Figure 2.6(a)). In both models, under conditions results in a sigmoidal

dose response (a high response at high ligand concentrations) the signal increases mono-

tonically with time towards the steady-state value, while under conditions that yield a

peaked (steady-state) dose response the signal peaks early then decays towards zero with

increasing time. In both cases, this early peak is of lower magnitude than the maximal

signal seen under sigmoidal response conditions, but only slightly so for model 2. For

model 1, where the maximal signal is more than an order of magnitude larger than that

of model 2, the difference is much more pronounced.

We next considered the time-dependent dose-response curves of variants of both

model 1 and 2 with pronounced peaked behavior (k3 and k4 both scaled by 10−6, Fig-

ure 2.6(b)). Again both models behave qualitatively the same; for moderate ligand

concentrations (i.e the peak of the steady-state response) the signal increases monotoni-

cally towards steady-state, while for high ligand concentrations, the signal again displays

an early peak followed by decay towards zero. When the dynamics display such a peak

its magnitude is the same as that seen in Figure 2.6(a).
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(a) Time-dependent responses at high ligand concentration.
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(b) Time-dependent dose response in peaked regime.
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Figure 2.6: Dynamic variations underlying peaked steady-state response. The
time-dependence of the concentration of GGTP

α ·E is plotted as a function of either the
scaling factor for k3 and k4 or ligand concentration. (a) The on and off rates for G-protein
association with ligand-bound (k3 and k4) receptor were simultaneously multiplied by
α, preserving the equilibrium binding constant, and a ligand concentration of 1 mM was
applied to the system. (b) Using either model 1 or 2 with both k3 and k4 scaled by 10−6,
input ligand dose was varied. The second row contains the same data as the first, but is
rotated 90◦ for clarity.
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2.3.7 Discussion

In the absence of ligand, the equilibrium state of both base models has the majority

of receptors associated with inactive G-protein trimers; a small level of GGTP
α bound to

effector (AC or PLC) results from intrinsic receptor activity. Upon initial exposure of

the system to ligand, these pre-associated complexes are stimulated, yielding a sharp rise

in GGTP
α ·E levels. Prolonged stimulation lowers the concentration of inactive G-protein

trimers which acts in conjunction with elevated ligand concentrations to cause a redis-

tribution of receptor states; a steady-state response is then achieved. The magnitude of

this steady-state response is affected by many factors, including the total concentrations

of the species involved, the fundamental activation rates of the G-protein and the Gα-

effector binding constant, as well as on more subtle factors, such as the details of how

deactivated Gα is recycled for re-activation.

The primary determinant of a peaked steady-state response is the rate at which pre-

formed ligand–receptor dimers complex with inactive G-protein heterotrimers (to form

the ternary complex). When the rate of association is low (even if the corresponding

rate of dissociation is equally reduced), a peaked response is observed, and when the rate

is high a sigmoidal response is seen. For any signal above the basal level, the ternary

ligand-receptor-G-protein complex must be formed; this can happen either by the binding

of a G-protein to a preformed ligand–receptor complex or by the binding of ligand to a

preformed receptor–G-protein complex. At high ligand concentrations, the receptor will

be saturated, existing almost exclusively in a ligand-bound state. For prolonged stimu-

lation of a response, free G-protein (recycled from activation of the effector) must thus

bind to the ligand–receptor complex, and if this rate is low, prolonged signal strength

is dramatically reduced. At more moderate ligand concentrations, however, there is a

balance of both free and ligand-bound receptors, and thus free G-protein can be reacti-

vated through a pathway that involves initial binding to an unliganded receptor which
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(a) Low ligand dose (1 nM).
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(b) Moderate ligand dose (1 µM).
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(c) High ligand dose (1 mM).
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Figure 2.7: Formation of peaked response. Each model system was allowed to
reach equilibrium (solid line), followed by individual inhibition of either: (i) activation of
G-protein by unliganded receptor (dashed); (ii) binding of ligand to preformed receptor–
G-protein complex (dotted); or (iii) binding of G-protein to preformed ligand–receptor
complex (dash dotted).
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is subsequently activated by ligand.

The effect of these pathways can be directly assessed by an experiment in which

the system is allowed to reach steady state, following which a single path is blocked.

How the system responds to this perturbation provides direct evidence of the role of

that path in formation of the signal. The result of such a perturbation is illustrated

in Figure 2.7 where the binding of ligand to the receptor–G-protein, the binding of

G-protein to the ligand–receptor complex, as well as the intrinsic receptor activation

were individually blocked. Blocking association of the G-protein with ligand–receptor

complex leads to a dramatic reduction in signal level under high ligand-concentration

for both models; blocking the alternative route under the same conditions has no effect,

supporting the importance of the LR + G→ LRG route to the ternary complex under

high-ligand conditions. Under moderate ligand concentrations, blocking association of

the G-protein with ligand–receptor complex has negligible effect on either model, while

blocking association of ligand with the receptor–G-protein complex leads to a reduction in

response only for model 1. This suggests that in model 1, the alternative route dominates

under moderate ligand concentrations, although since the residual activity is well above

basal, the LR + G→ LRG route is still accessible. In model 2, neither route is essential,

suggesting that the flux through either route is at or above another rate limiting step.

Under low ligand conditions, where stimulated activity is less than two-fold above basal

levels, the conclusions for moderate ligand concentrations are recapitulated, although the

effects of blocking either route to the LRG trimer are less significant than blocking the

ability of unligand-bound receptor to activate the G-protein.

When the rate of ligand–receptor dissociation is increased and the rate of ligand–

receptor–G-protein dissociation is decreased (corresponding to a destabilization of the

ligand–receptor state), the ligand concentration at which the receptor approaches satu-

ration increases. Correspondingly, the concentration at which the signal drops in a peaked
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response shifts to a higher value (see Figure 2.4(b)). As signaling at low and moderate

ligand concentrations is dominated by the alternate route to the ternary complex, the

onset concentration is unaffected.

Similarly, as the rate of association of the G-protein with unliganded receptor increases

(even when balanced with an increase in the dissociation rate of the complex), lower

concentrations of free receptor are needed to give the same flux through the alternate

path. Again, this results in an upwards shift of the offset concentration for the peaked

response, as seen in Figure 2.4(a). The onset concentration is unaffected by this variation,

as it is a primarily a function of the binding affinity of receptor for the ligand.

Most parameter variations had limited impact on the overall system response over

very large ranges of parameters; a transition between two types of general behavior may

be seen, but each types is stable over several orders of magnitude of variation. This

suggests that, in general, these systems are robust to perturbation, which is a hallmark

of many biological networks [41, 59, 60].

However, the system was seen to be quite sensitive to a small number of parame-

ters. For example, in both models considered, no signaling was observed unless the rate

constant for GTP hydrolysis by Gα was held within regime spanning only two orders of

magnitude; GTPase activity below this regime gives uniform (ligand-independent) high

levels of output while high GTPase activity leads to no output under any conditions.

Both of these behaviors make sense, as an overly active GTPase would result in deac-

tivation of the Gα before association with effector, while an under active enzyme would

lose the ability to reset system to an inactive state.

A similar effect is seen with effector density, with high levels resulting in a constitu-

tively active system and low levels losing the ability to signal. It is certainly reasonable

that a minimal concentration of effector is needed for a response, but the saturation

of the system by overexpression of effector is somewhat less intuitive. When effector is
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present in excess, the equilibrium of GGTP
α –effector binding will shift towards the com-

plexed state, which is our measure of output. However, this should be limited by the

overall amount of GGTP
α present, which one might expect to be ligand-dose dependent.

This discrepancy originates in the effect of effector binding on the GTPase activity of

Gα; in the models considered here, Gα is active as a GTPase only in the unbound state

(indicating that the effector acts as a potent inhibitor of the enzymatic activity). As a

result, a shift towards increased formation of the active complex additionally reduces the

rate at which GGTP
α is returned to the inactive (GDP-bound) state. While this choice was

made based on the published details of the two models we started with, the biological

relevance of this is less clear; as a counter example, phospholipase C-β1 has long been

known to enhance the GTPase activity of Gαq [61].

Over the past decade, there has been a increasing interest in the development of

quantitatively predictive models of the biochemical systems involved in cellular signaling

and regulation. However, detailed experimental data can not feasibly be obtained for

all possible biological systems, and thus the ability to transfer results between related

systems is essential. While it is easy to understand that some quantitative details can

be lost in such a transfer, it is less intuitive that the fundamental qualitative response of

a system may change with relative small changes in the system details. However, that is

precisely what we have observed here. These results indicate a need to take particular care

in the transfer of quantitative measurements between systems, even when those systems

seem closely related. Additionally, one must be especially careful in the estimation of

values that can not easy be directly measured. Another issue relating to the effect

of varying concentrations of different components is the interpretation of experiments

involving the over-expression of a particular G-protein or GPCR. Variation of these

concentrations can have dramatic effects on the system response, with high concentrations

of either component uniformly resulting in a sigmoidal dose-response curve.
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Additionally, the results presented here may have interesting ramifications for the

emerging field of synthetic biology. When engineering novel biochemical networks, a

common approach is to consider a set of functional modules, or network motifs, each

with specific properties. If one thinks of the network described here as a module for

the initial response of a signaling cascade, we must keep in mind the non-trivial result

that quantitative variations to the module can lead to qualitative variations in system

output. As some of the parameters (such as cellular concentrations of different species)

may not be directly controllable, understanding these variations is essential to assess-

ing the robustness of an engineered network. However, while this diversity of response

adds challenges to synthetic biology, it also may open up new opportunities as well. For

example, a peaked dose-response provides a very different set of signal processing capa-

bilities than does a sigmoidal response, yielding an output only over a finite range of

input amplitudes; the width of this band seems to be tunable as well. While the ability

to engineer modules with a specific set of parameters is beyond the current state of the

art in molecular engineering, it is entirely possible that a set of diverse modules may be

identified from various natural networks.

2.4 Conclusions

We have shown that qualitatively different signaling patterns can result in the initial

steps of G-protein signaling, solely due to quantitative variation of the model param-

eters. Most notably, we have characterized a switch between a sigmoidal and peaked

dose response that can be tuned with the variation in the kinetics of a single binding

equilibrium step. The width of this transition is additionally tunable by an additional

pair of kinetic parameters.

These results are not meant to directly describe a specific biological system, but rather

provide an important guide for the interpretation of both experimental and computational

33



results. In particular, the profound differences we observe raise significant concerns about

the transferability of observations from one system to a related system. Additionally, the

results may have interesting future applicability to the engineering of novel signaling

pathways.
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Chapter 3

Modeling Nonspecific Interactions be-
tween Two Signaling Pathways

3.1 Introduction

G-protein-coupled receptors form the largest family of membrane receptors and play

an essential role in cellular sensing. The spectrum of ligands that they can detect ranges

from natural endogenous molecules such as hormones and neurotransmitters to pharma-

ceutical drugs treating various diseases[62][63]. A map of interactions between GPCRs

and their ligands is provided in the GPCR-Ligand Database (GLINDA) [64]. As recorded

in the database, interactions between ligands and GPCRs are mostly not exclusive. For

example, dopamine receptors expressed in human cells can interact with hundreds of

other ligands besides its natural ligand dopamine, while dopamine can as well bind with

other receptors such as the β-adrenergic receptor. As a consequence, GPCR signaling

pathways may interact with each other from the very beginning of the signaling pro-

cesses. The interactions between GPCRs and G-proteins are also not exclusive. Many

receptors have the ability to signal through multiple G-proteins. For example, cannabi-

noid receptor can interact with both Gs and Gi to regulate the intracellular cAMP level

[65]. On the other hand, it is even more common for multiple receptors to signal trough

the same G-protein due to the relatively small number of G-proteins [15]. Because of

such interconnectivity, the activation of one pathway may regulate other pathways in a

cell expressing multiple GPCRs or G-proteins.

Models containing more than one ligand, receptor or G-protein have been described

in several studies with different focuses. Chen et. al. built a model in which a receptor

has 3 active states and each couples to a distinct G-protein, then studied the effect
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of pathway-dependent ligand potency and efficacy [51]. Patrick et. al. developed a

Bayesian approach for estimating parameters and applied it to a model containing C5a

receptor activating Gi protein and P2Y6 receptor activating Gq protein [49]. Bridge et al.

presented a model containing two ligands and examined the effect of their competition

for the same receptor [46]. Asymptotic analysis was also carried out to measure the

importance of parameters in different time scales. Although all models can be considered

as multiple pathways with interactions to some extent, none of them systemically studied

the effect of such interactions on the signaling processes.

Despite the fact that signaling pathways are often connected to each other, specificity

from the signaling cue to responses can still be maintained. For example, the pheromone

pathway, filamentous growth pathway and osmolarity glycerol pathway in yeast share

the components of the MAPK signaling pathway, but respond to their own stimulus

independently. A framework to analyze specificity in a signaling network was developed

by Komarova et. al. Several following studies applied this concept to measure the

specificity in MAPK signaling network or to examine possible mechanisms to maintain

specificity [66][67][68][69].

In this chapter, we have expanded the basic model to include two signaling pathways

and studied the effect of interactions on signaling. First, we defined 6 basic interactions

and used 3-D dose response surfaces to provide a direct illustration of signal levels ac-

tivated at combinations of ligand concentrations for these interactions. The metrics for

specificity proposed by Komarova et. al. [70] were adapted and specificity scores were

calculated for steady state responses. For each type of interactions, relative changes in

signal level, changes in shape similarity and the specificity of signaling were measured at

various strengths of interactions. The presence of the ligand from the other pathway was

also considered. Then, shape similarity and specificity were calculated for all combina-

tions of the 6 basic interactions. Finally, the effect of the concentration of receptor on
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signaling specificity was also examined.

3.2 Methods

3.2.1 Defining Interactions

A model describing two signaling pathways was built and different types of interactions

were considered. Each pathway was modeled in the same way as we did previously for

the single pathway. For simplicity, we named them Pathway 1 and Pathway 2, and used

Signal 1 and Signal 2 to refer the signals of the two pathways in the rest of the thesis.

L1, R1, G1 and E1 were used to represent the ligand, receptor, G-protein and effector

in Pathway 1, and correspondingly, L2, R2, G2, E2 were used for the ones in Pathway

2. Interactions within the same pathway are considered as specific, while interactions

between two molecules from different pathways are considered as nonspecific. A full

model containing all possible interactions between ligand, receptor and G-protein was

built and a scaling factor was added to control the forward rate constants of all nonspecific

interactions. The initial rate constants for the nonspecific bindings were adapted from

the specific bindings involving the same receptor. For example, the parameters for the

binding of L1 and R1 were used initially for the binding of L2 and R1. When the scaling

factor is 0, the two pathways do not interact with each other and behave independently

as the previous single pathway. We started from 6 basic interactions and named them

based on the new pathway generated due to the nonspecific interactions between ligand

and receptor or between receptor and G-protein (Figure 3.1). There are 6 of them:

L1R1G2E2, L1R2G1E1, L1R2G2E2, L2R1G1E1, L2R1G2E2, and L2R2G1E1. For the

nonspecific interactions between the two pathways, if two molecules can bind with each

other, all forms of the two molecules were considered to interact with each other. For

example, in the systems containing nonspecific interaction between R1 and G2, L1R1

was also considered to be able to bind with G2. Both the rates are controlled by the
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(a) L1R1G2E2 (b) L2R2G1E1

(c) L1R2G1E1 (d) L2R1G2E2

(e) L1R2G2E2 (f) L2R1G1E1

Figure 3.1: Cartoons for the six basic interactions. In each figure, interactions
existing in the system are label using solid lines. The two original pathways always exist
and the new pathways generated due to the interactions between the two pathways are
used for the names the six basic interactions.

same scaling factor.

3.2.2 Metrics for measuring the effect of interactions

We first examined the responses of the two pathways as the two ligands were simul-

taneously added to the system. 3-D dose response surfaces were obtained, with the

concentrations of the two ligands on the x and y axes. We then studied the effect of
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interactions on the signaling of each pathway, in presence or absent of the other ligand.

The effects of interactions between two signaling pathways were considered in 3 aspects:

1) Relative change in signal level.

Since a dose response curve is comprised of signal induced at various ligand concen-

trations, a weighted relative change was used to describe the change of the dose response

curves. If X and Y are vectors containing all the points in a dose response curve, whether

it is a single dose response curve or a 3-D dose response surface, the formula used to de-

scribe the relative change from X to Y is defined as

∑
i

xi
Xmax

yi − xi
xi

=
∑
i

yi − xi
Xmax

(3.1)

Where xi and yi are elements of X and Y, respectively.

2) Shape similarity of dose response curves.

The shape of the dose response curves can also be changed by the interactions between

the two pathways and the formula below was used to calculate the shape similarity

between two dose response curves.

1−

∥∥∥ X
‖X‖ −

Y
‖Y ‖

∥∥∥
√

2
(3.2)

The two vectors are first normalized, and then the distance between two normalized

vectors are calculated. Since the maximum distance between them is
√

2, the distance

divided by
√

2 then subtracted from 1 was used as our similarity score. The range of the

similarity score is in [0,1], where 1 means the two dose response curves have the same

shape.

3) Signaling specificity of the two pathways.

The concept of the specificity metric proposed by Komarava et. al. [70] were adapted

and applied for the steady state signal level. It essentially compares the two signals
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induced by the same ligand. The change in the signal level normalized by the total

concentration of effector was used to reflect the amount of signal triggered by one ligand.

The formula to calculate the specificity of Pathway 1 in the presence of L2 is shown below

S1L1|L2 =
|Signal1([L1],[L2])−Signal1(0,[L2])|

E1
|Signal1([L1],[L2])−Signal1(0,[L2])|

E1
+ |Signal2([L1],[L2])−Signal2(0,[L2])|

E2

(3.3)

In this formula, Signal1([L1],[L2]) is the steady state Signal 1 level as L1 and L2 of

particular concentrations added. Since signal levels are obtained by numerical simulation,

round-off error may cause inaccurate specificity scores. Thus, we applied a cutoff and

the specificity score is only calculated when at least one signal changes above the cutoff.

Otherwise the specificity score is recorded as NaN. 1% was used for the rest of study. Since

the specificity score calculated using the above formula varies with the concentration of

L1, we examined both the maximum and minimum specificities among the whole range

of the concentration of L1. When L1 only activates Signal 1, the specificity score of

Pathway 1 is equal to 1. A specific score of 0.5 indicates both signals are activated to

the same extent by the same ligand.

3.2.3 Simulation

The system contains 44 variables and 72 rate constants. Models were built in C and the

system of differential equations were solved using the cvode solver in SUNDIALS (SUite

of Nonlinear and DIfferential/ALgebraic equation Solvers).

3.3 Results & Discussion

3.3.1 3-D dose response surface for the basic interactions

3-D dose response surfaces were first plotted to provide a direct illustration of the signal

levels of the two signaling pathway induced by various combinations of the two ligands.
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(a) L1R2G2E2.
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(b) L2R1G1E1.
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Figure 3.2: Interaction L1R2G2E2 & L2R1G1E1. Steady state levels of Signal 1
(left) and Signal 2 (right) are plotted at different combinations of L1 and L2 for interaction
L1R2G2E2 and L2R1G1E1. (a) When L1 directly interacts with R2, L1 and L2 behave
in the same way and Signal 2 is symmetric with respect to the two ligands. Signal 1 is
only slightly affected by L2. (b) Similarly, Signal 1 is symmetric with respect to L1 and
L2 when L2 directly interacts with R1.

The 6 basic interactions were separated into 3 groups; each contains 2 basic interactions

with the same structure but started from different pathways (Figure 3.2-3.4). For all

figures shown here, 1 is used as the scaling factor for the nonspecific interactions. In

other words, ligand and G-protein from one pathway that bind the receptor from the

other pathway behave the same as the ones in the other pathway. When the two pathways

do not interact with each other, they behave independently and only respond to their

own ligands.
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(a) L1R1G2E2.
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(b) L2R2G1E1.
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Figure 3.3: Interaction L1R1G2E2 & L2R2G1E1. Steady state levels of Signal 1
(left) and Signal 2 (right) are plotted at different combinations of L1 and L2 for interaction
L1R1G2E2 and L2R2G1E1. (a) When R1 activates both G-proteins, L1 can affect Signal
2 even when R2 is saturated with L2. However, the overall Signal 1 level is decreased.
(b) For interaction L2R2G1E1, it is even more noticeable that Signal 1 is increased by
L2 even the concentration of L1 is high.

In Figure 3.2, the two basic interactions in which ligands directly interact with the

receptor from the other pathway are shown. For interaction L1R2G2E2 (Figure 3.2(a)),

since L1 behave the same as L2, the 3-D dose response surface is symmetric with respect

to L1 and L2. At low concentrations of L2, Signal 2 can still be activated by L1. From

the direction of L2, at high concentrations of L1, R2 is saturated and Signal 2 is not

affected by L2. Increase the concentration of L2 can slightly increase Signal 1, because

more L1 are free to interact with R1 instead of R2. Interaction L2R1G1E1 shows the
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(a) L1R2G1E1.
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(b) L2R1G2E2.
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Figure 3.4: Interaction L1R2G1E1 & L2R1G2E2. Steady state levels of Signal 1
(left) and Signal 2 (right) are plotted at different combinations of L1 and L2 for interaction
L1R2G1E1 and L2R1G2E2. (a) At high concentration of L2, Signal 1 induced by L1
shows a biphasic behavior, when L1 can interact with both R1 and R2 to activate G1.
Shifts in Signal 2 is observed as increasing the concentration of L1. (b) For interaction
L2R1GL2, Signal 1 is also shifted by L2 and its peak level is reduced.

same effect: Signal 1 is symmetric with respect to L1 and L2, and Signal 2 is increased

as increasing the concentration of L1.

Interactions started from the nonspecific bindings between receptors and G-proteins

are shown in Figure 3.3. Similar to L1R2G2E2, Signal 2 can be activated by L1 at

low concentrations of L2 when R1 interacts with G2 (Figure 3.2(a) right). However,

even at high concentrations of L2, L1 can still slightly increase Signal 2. For interaction

L2R2G1E1 (Figure 3.3(b) left), it is more clear that L2 is able to regulate Signal 1
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Figure 3.5: Explanation of the biphasic steady state response. The concentration
of LRG complex is used to demonstrate the formation of the biphasic response. The
initial activation of Signal 1 is through the activation of R1, while the second increase is
caused by the activation of R2.

even at high concentrations of L1. Signal 1 for interaction L1R1G2E2 is not affected

by L2, although the overall signal level is lower compared with no interactions. A slight

decrease in the overall Signal 2 level is also observed for interaction L2R2G1E1 (Figure

3.3(b) right).

When a ligand can interact with both receptors to activate the G-protein in its own

pathway, the signals of the two pathways are controlled by the two ligands in a more

complicated manner (Figure 3.4). For interaction L1R2G1E1, an interesting biphasic re-

sponse is observed for Signal 1 at high concentrations of L2 (Figure 3.4(a) left). Signal 1

is increased in the beginning and dropped to a lower level as increasing the concentration

of L1. However, instead of staying at a particular level, as seen previously in Model 1,

Signal 1 is increased again as further increasing the concentration of L1. An explanation

for this behavior is provided in Figure 3.5. Since the total concentration of receptors
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that can be used by L1 is higher, Signal 1 becomes greater at high concentrations of L1.

Due to the competition between L2 and L1 for R2, Signal 1 is decreased as increasing

the concentration of L2. Signal 2 is also affected by L1. Along the L1 direction, Signal

2 is decreased by L1. Along the L2 direction, increasing the concentration of L1 shifts

the concentration of L2 at which Signal 2 starts to increase to a higher value. For inter-

action L2R1G2E2, a transition from peaked response to sigmoidal response is observed

as increasing the concentration of L2 (Figure 3.4(b) left). A shift of the concentration of

L1 to raise Signal 1 is also seen. Signal 2 is not affected much by this interaction, since

the concentration of R2 is high enough to activate G2 originally.

The biphasic response is a result of combined activation of R1 and R2, and the

concentration of ligand-receptor-G-protein complex is used as an indicator to explain

this behavior (Figure 3.5). At high concentration of L2, R2 is primarily bound with L2

(red line) and only R1 is used for L1 to activate G1. Thus, as increasing the concentration

of L1 initially, Signal 1 (black line) is increased by the activation of R1 (blue line). The

ability of R1 to activate Signal 1 is hindered when L1 is further increased, as seen in

Model 1. In the meanwhile, higher concentration of L1 causes a higher occupancy of R2

by L1 (green line) and Signal 1 is again increased due to R2 activation (black line).

3.3.2 The effect of the strength of interactions on signaling

In the next step, we examined the effect of the strength of interactions on signaling. We

first compared the dose response curves for the 6 basic interactions at various strengths

with the ones generated without interactions, in the presence of different concentrations

of the ligand from the other pathway. The relative changes in signal levels and the shape

similarity scores are calculated as described in the method section and shown in Figure

3.6 and Figure 3.7, respectively.
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(a) In the presence of 1 nM ligand of the other pathway
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(b) In the presence of 1 µM ligand of the other pathway
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(c) In the presence of 1 mM ligand of the other pathway

−
0.

4
−

0.
2

0.
0

0.
2

0.
4

0.
6

Strength of Interactions

C
ha

ng
e 

in
 S

ig
na

l L
ev

el

● ● ● ● ● ● ● ● ●
●

●

●
●

● ●

● ● ● ● ● ● ● ●
●

●

●
●

●
● ●

10−10 10−8 10−6 10−4 10−2 1 102 104

●

●

L1R1G2E2
L1R2G1E1
L1R2G2E2
L2R1G1E1
L2R1G2E2
L2R2G1E1

−
0.

6
−

0.
4

−
0.

2
0.

0
0.

2

Strength of Interactions

C
ha

ng
e 

in
 S

ig
na

l L
ev

el

● ● ● ● ● ● ● ●
●

●

●

●

●

● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

10−10 10−8 10−6 10−4 10−2 1 102 104

●

●

L1R1G2E2
L1R2G1E1
L1R2G2E2
L2R1G1E1
L2R1G2E2
L2R2G1E1

Figure 3.6: Relative changes in the signal level. For the 6 basic interactions, rel-
ative changes in the dose response curves compared with the dose response curves in
two independent signaling pathways are plotted at various strengths of interactions and
concentrations of the ligand from the other pathway.
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In general, the overall signal level is increased when a ligand can interact with both re-

ceptors to activate the G-protein in its pathway (Figure 3.6, L1R2G1E1# for Signal 1 and

L2R1G2E2 for Signal 2) when the strength of interactions is strong. On the opposite,

when the receptor from one pathway also interact with the ligand of the other path-

way, the overall signal level is decreased (L2R1G2E2 for Signal 1 and L1R2G1E1#for

Signal 2). A more dramatic decrease in signal level is observed when a receptor di-

rectly activates the G-protein from the other pathway (L1R1G2E2� for Signal 1 and

L2R2G1E1� for Signal 2). Due to the interactions between the two pathways, the signal

of one pathway can also be affected by the other pathway. When a ligand can signal

through its own receptor to activate the G-protein from the other pathway, the signal

of the other pathway can be increased only when the strength of interactions is high

enough (L2R2G1E1� for Signal 1 and L1R1G2E2� for Signal 2 in Figure 3.6(b)(c)).

However, if the ligand directly interacts with the receptor in the other pathway, its signal

can be increased even when the strength of the interaction is weak. A shift in the curve

of relative changes to a weaker strength of interactions is also observed as increasing the

concentration of the other ligand (L2R1G1E1N for Signal 1 and L1R2G2E24 for Signal

2 in Figure 3.6(b)(c)). More interestingly, the relative change for Signal 1 as increasing

the strength of L2R1G1E1 in the present of a relatively high concentration of L2 shows

a peaked behavior. The relative change is high when the activation of Signal 1 by L2 is

maximized at low concentration of L1 (Figure 3.2(b) left). The relative change is smaller

if all R1 are occupied and L1 has no effect on Signal 1.
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(a) Shape similarity between single dose response curves
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(b) Shape similarity between 3-D dose response surfaces
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Figure 3.7: Shape changes in the dose response curve. Shape similarities between
the dose response curves obtained from systems with basic interactions and without inter-
actions are calculated.(a) Comparisons between single dose response curves in the pres-
ence of 1 µM ligand from the other pathway are made. Non-monotonic change is observed
as increasing the strength of interactions for interaction L2R1G1E1 and L1R2G1E1. (b)
Comparisons between 3-D dose response surfaces are shown. Shape of the 3-D dose re-
sponse surfaces is affected dramatically when a ligand directly interacts with the receptor
in the other pathway, even when the strength of interactions is weak.
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(a) Maximum Specificity
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(b) Minimum Specificity

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Strength of Interactions

S
pe

ci
fic

ity

● ● ●

●

●

● ● ●

●

●
●

●

●
● ●● ● ● ● ● ● ● ● ● ●

●

●

● ● ●

10−10 10−8 10−6 10−4 10−2 1 102 104

●

●

L1R1G2E2
L1R2G1E1
L1R2G2E2
L2R1G1E1
L2R1G2E2
L2R2G1E1

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Strength of Interactions

S
pe

ci
fic

ity
● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

10−10 10−8 10−6 10−4 10−2 1 102 104

●

●

L1R1G2E2
L1R2G1E1
L1R2G2E2
L2R1G1E1
L2R1G2E2
L2R2G1E1

Figure 3.8: Maximum and minimum specificities in the presence of 1 nM ligand
from the other pathway.(a) The maximum specificity of one pathway can be affected
dramatically when its ligand directly interact with the receptor in the other pathway or
its receptor actives the G-protein in the other pathway. For Pathway 1, even when the
nonspecific interactions are 100-fold weaker, the maximum specificity is lower than 1. (b)
The minimum specificity is more easily affected by the nonspecific interactions between
the ligand from one pathway and the receptor from the other pathway. Even when the
rates for the nonspecific bindings are really weak, the specificity of one pathway can be
low since the other pathway can be activated when the concentration of the ligand is high.
The specificity of Pathway 1 shows a inverse peaked behavior for interaction L1R2G1E1
as increasing the strength of interactions.
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Shape of the dose response curves obtained when the two pathways interact with

each other are compared with the original ones. The shape similarity between single

dose response curves obtained from systems with the basic interactions and without

interactions are calculated in the presence of 1 µM ligand of the other pathway and

shown in Figure 3.7(a). Shape similarity and relative changes in the signal levels carry

similar information since changes in the shape and signal level occur concurrently. Since

the relative change is measured over a range of ligand concentrations and averaged both

positive and negative changes while shape similarity neglects the magnitude of signal,

the two do not behave exactly the same. For example, Signal 1 is increased about 18%

when the scaling factor of interaction L2R1G1E1 is 10−2 or 102 (Figure 3.6, left), while

the shape similarities between the two dose response curves and the original ones differ.

Shape similarities of the 3-D dose response surfaces compared with the ones without

interactions were also calculated at various strengths of the basic interactions (Figure

3.7(b)). The shape of the dose response surface can be dramatically changed when the

signal is regulated by the ligand from the other pathway. The nonspecific interactions

between ligand and receptor have the most dramatic effect on the shape of the dose

response curve. Even when the strength of interactions is weak, the shape of the 3-D

dose response surface can be significantly changed.

Specificity scores were calculated as described in the Methods section for the 6 basic

interactions in the presence of different concentrations of the other ligand (Figure 3.8-

3.9). Since different concentrations of ligand can result in distinct specificity scores, we

examined both the maximum and minimum specificity scores a ligand can achieve over

a range of concentrations. For interaction L1R2G2E2, although the highest specificity

for Pathway 1 is 1, lowest specificity is 0.2 even when the strength of interactions is low.

Similarly, the specificity of Pathway 2 is also low for interaction L2R1G1E1 when the two

pathways only weakly interact with each other. For interaction L1R1G2E2, the maximum
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(a) Maximum Specificity
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Figure 3.9: Maximum and minimum specificities in the presence of 1 µM lig-
and from the other pathway.(a) The specificity of one pathway is affected when the
concentration the other ligand in the system is increased. When a ligand from one path-
way directly interacts with the receptor in the other pathway, specificity of pathway is
increased since the receptor in the other pathway is occupied with its own ligand. (b)
The minimum specificity of Pathway 1 is also increased to 1 for interaction L1R2G2E2
when the strength is weak. The specificity of Pathway 2 for interaction L2R1G2E2 has
an inverted bell shape as increasing the strength of interactions.

specificity of Pathway 1 is high when the strength of interactions is weak, however, it

cannot be maintained as increasing the strength of interactions. The effect of interaction
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L2R2G1E1 on the specificity of Pathway 2 is similar. For interaction L1R2G1E1, the

maximum specificity of Pathway 1 is always high. However, the minimum specificity

shows a inverse peaked behavior. The reason for this is that the specificity is considered

to compare the outputs after ligand addition and before ligand addition. It may have a

negative effect on signaling. As shown in Figure 3.4, initial signal level is high when the

concentration of L2 is high and it can be decreased by L1.

Signaling specificity is affected by the amount of other ligands existed in the system.

When the concentration of L2 is increased from 1nM to 1µM (Figure 3.9), the minimum

specificity of Pathway 1 is increased from below 0.5 to 1 for interaction L1R2G2E2. The

effect of the other ligands on signaling specificity is primarily exerted by saturating their

own receptors. For example, if the concentration of L2 is high for interaction L1R2G2E2,

R1 is not able to interact with R2, so the specificity of Pathway 1 is increased. Specificity

can also be decreased by other ligands. The specificity of Pathway 1 is reduced due to

the competition between L1 and L2 for R1 for interaction L2R1G2E2.

3.3.3 Combinations of the basic interactions

In next step, we considered the effect of all combinations of the basic interactions on

signaling. First, we calculated the shape similarities between 3-D dose response surfaces

of all types of interactions. Figure 3.10 shows the similarity scores when the strengths of

interactions are weak (the scaling factor is 10−3). The color bar on the left of the heat

map shows which basic interactions in the system. Each column represents one of the

basic interactions and from left to right (or rows from up to down in other figures) they

are L1R1G2E2, L1R2G1E1, L1R2G2E2, L2R1G1E1, L2R1G2E2 and L2R2G1E1. The

existence of a basic interaction is colored by red. The shape of the 3-D dose response

surfaces is dominated by the nonspecific interaction between ligand and receptor. As

long as it exists, other interactions do not change the dose response curve significantly
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Figure 3.10: Shape changes in the 3-D dose response surfaces for Signal 1.
Shape similarities between the 3-D dose response surfaces obtained from systems with all
different combinations of the 6 basic interactions and without interactions are calculated.
Existences of interaction L1R1G2E2, L1R2G1E1, L1R2G2E2, L2R1G1E1, L2R1G2E2 or
L2R2G1E1 are colored in red in the color bar on the left of the heat map. When the
strengths of interactions are weak (10−3 is used for the scaling factor) , the nonspecific
interaction between the ligand from one pathway and the receptor from the other pathway
has a dominant effect on the shape of the 3-D dose response surface.

and they all have similar shapes.

The maximum and minimum specificities of Pathway 1 are calculated for all combi-
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Figure 3.11: Maximum specificity of Pathway 1 for all different combinations
of the 6 interactions as varying the strengths of interactions. Maximum and
minimum specificity of Pathway 1 under all different combinations of the 6 basic inter-
actions are calculated. Existences of interaction L1R1G2E2, L1R2G1E1, L1R2G2E2,
L2R1G1E1, L2R1G2E2 or L2R2G1E1 are colored in red in the color bar on the left of
the heat map. Interaction L1R1G2E2 and L1R2G2E2 have a dominant effect on the
maximum specificity over other interactions.

54



10
−1

0

10
−9

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1 1

10
1

10
2

10
3

10
4

Strength of Interactions

63−(2,3,4,5,6)
53−(2,3,4,5)
55−(2,3,5,6)
34−(2,3,5)
13−(2,3)
35−(2,3,6)
33−(2,3,4)
54−(2,3,4,6)
23−(1,2,3)
45−(1,2,3,6)
59−(1,2,3,4,6)
43−(1,2,3,4)
64−(1,2,3,4,5,6)
58−(1,2,3,4,5)
60−(1,2,3,5,6)
44−(1,2,3,5)
40−(3,4,6)
19−(3,6)
57−(3,4,5,6)
41−(3,5,6)
39−(3,4,5)
18−(3,5)
17−(3,4)
4−(3)
27−(1,3,4)
49−(1,3,4,5)
28−(1,3,5)
9−(1,3)
50−(1,3,4,6)
62−(1,3,4,5,6)
29−(1,3,6)
51−(1,3,5,6)
24−(1,2,4)
47−(1,2,4,6)
26−(1,2,6)
8−(1,2)
61−(1,2,4,5,6)
46−(1,2,4,5)
48−(1,2,5,6)
25−(1,2,5)
31−(1,4,6)
52−(1,4,5,6)
32−(1,5,6)
12−(1,6)
10−(1,4)
30−(1,4,5)
11−(1,5)
2−(1)
22−(5,6)
42−(4,5,6)
6−(5)
20−(4,5)
21−(4,6)
7−(6)
5−(4)
1−()
15−(2,5)
38−(2,5,6)
36−(2,4,5)
56−(2,4,5,6)
3−(2)
16−(2,6)
14−(2,4)
37−(2,4,6)

0 0.2 0.4 0.6 0.8 1
Value

0
50

15
0

25
0

Specificity

C
ou

nt

Figure 3.12: Minimum specificity of Pathway 1 for all different combinations
of the 6 interactions as varying the strengths of interactions. Maximum and
minimum specificity of Pathway 1 under all different combinations of the 6 basic inter-
actions are calculated. Existences of interaction L1R1G2E2, L1R2G1E1, L1R2G2E2,
L2R1G1E1, L2R1G2E2 or L2R2G1E1 are colored in red in the color bar on the left of
the heat map. The minimum specificity is low as long as interaction L1R2G2E2 exists
even when the strengths of interactions are weak.
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Figure 3.13: Minimum specificity of Pathway 1 for all different combinations
of the 6 interactions as varying the concentration of L2. Minimum specificity
of Pathway 1 under all different combinations of the 6 basic interactions are calculated
(10−2 is used for the scaling factor). Existences of interaction L1R1G2E2, L1R2G1E1,
L1R2G2E2, L2R1G1E1, L2R1G2E2 or L2R2G1E1 are colored in red in the color bar on
top of the heat map. L2 can have an non-monotonic effect when interaction L1R2G1E1
exists but interaction L1R2G2E2 does not.
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Figure 3.14: Maximum specificity of Pathway 1 for all different combinations
of the 6 interactions as varying the concentration of R1. Maximum specificity
of Pathway 1 under all different combinations of the 6 basic interactions are calculated
(10−3 is used for the scaling factor). Existences of interaction L1R1G2E2, L1R2G1E1,
L1R2G2E2, L2R1G1E1, L2R1G2E2 or L2R2G1E1 are colored in red in the color bar on
the left of the heat map. The concentration of R1 has an non-monotonic effect on the
maximum specificity of Pathway 1.

nations of the basic interactions at various strengths, in the absence of L2 (Figure 3.11

and Figure 3.12). Maximum specificity and minimum specificity have similar trends.

Non-monotonic changes in specificity are observed for interactions containing interaction

57



L1R2G1E1 and at least one of interaction L1R2G2E2 and L1R1G2E2. Specificity of

Pathway 1 is decreased either due to the binding of L1 with R2 or the binding of R1 with

G2 when their interaction is relatively strong. However, if R2 strongly favors binding

with G1 rather than G2, the specificity of Pathway 1 is high. Interaction L1R2G2E2 has

a dominant effect on the minimum specificity. All interactions containing L1R2G2E2 has

a low specificity score, even when the strength of interactions is weak.

The effect of the other ligand on specificity for all different combinations of the basic

interactions were also examined. The minimum specificity of Pathway 1 is dominated

by interaction L1R2G2E2 when the strength of interactions is weak (Figure 3.13(b)).

All interactions containing L1R2G2E2 result in similar scores and can be alleviated by

increasing the concentration L2. L2 has an non-monotonic effect on the specificity of

Pathway 1 for all interactions containing L1R2G1E1 but not L1R2G2E2. Because L1

has a negative effect on Signal 2 due to the binding with R2 for interaction L1R2G1E1,

specificity of Pathway 1 is low at intermediate L2 concentration since initial Signal 2 level

is high and can be largely inhibited by L1. When R2 is fully occupied by L2, specificity

of Pathway 1 is increased.

Finally, we also examined the effect of the concentration of receptors on signaling

specificity (Figure 3.14). For systems containing interaction L1R1G2E2 and L1R2G1E1

or L1R2G2E2, specificity of Pathway 1 is decreased at both high and low receptor con-

centrations. It is the result of combined effect of different interactions. Interaction

L1R1G2E2 can result in low specificity at high concentrations of R1 since more G2 can

be easily activated. When L1 can also interact with R2, low concentration of R1 caused

a low activation of G1, thus reduces the specificity of Pathway 1.
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3.4 Conclusions

In summary, we studied in details of the interactions between two GPCR signaling

pathways in the initial steps. Signaling can be affected by the strength of interactions, the

presence of other ligands, as well as the expression level of the molecules in the signaling

pathways. A biphasic response curve is observed as an effect of combined activation by

two receptors. Both changes in the signal level and signaling specificity can be affected

by the presence of ligands for other pathways. Signaling specificity can also have non-

monotonic changes as varying the strength of interactions, the concentration of the other

ligand as well as the concentration of the receptors.

Interactions between the two signaling pathways can either have direct or indirect

effect on signaling. One ligand can directly interact with the receptor in the other path-

way, or its receptor can directly activate the G-protein in the other pathway. The impact

of direct effect is usually strong and changes the behavior of signaling dramatically as we

can see in interaction L1R2G2E2 (Figure 3.2(a) left) or L1R2G2E2 (Figure 3.3(a) left).

Signaling can also be affected indirectly due to the competition for the same molecule.

Indirect effect is often subtle, but can still be noticeable (Figure 3.2 (b) Right).

Here, we mainly focused on the nonspecific interactions between signaling pathways,

the rates for the specific interactions between molecules in the original pathways are kept

unchanged. Considering one ligand activating two receptors (L1R2G2E2 or L2R1G1E1),

even if the ligand interacts with the two receptors exactly in the same way, differences in

the bindings of other molecules can still affect signaling specificity. Since the activities

of the ligand on the two pathways are largely independent, the variation of parameters

in the previous chapter can generally demonstrate the changes in specificity. Signaling

specificity is 0.5 for all ligand concentrations when the two pathways are identical, and

it can be increased or decreased as varying particular parameters due to changes in the
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magnitude or shifts of the whole dose response curve.
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Chapter 4

Modeling Dimerization of Receptors
in GPCR Signaling Pathways

4.1 Introduction

Over the past few decades, more and more evidence suggests G-protein-coupled recep-

tors can form dimers and higher-order oligomers within the cell membrane [71][72][73][74][75].

They can either form homodimers or interact with other types of GPCRs to form het-

erodimers. The ability of GPCRs to dimerize has been extensively reviewed [76][77][78][79]

[80][81]. Due to the critical role of GPCRs in drug discovery, a better understanding of

dimerization may enhance our ability to design selective drugs that minimize side effects

[82][83].

It has been shown that GPCR dimers can play a role in receptor trafficking. When

coexpressed with α1B-adrenergic receptors, the surface expression of α1D-adrenergic re-

ceptors can be significantly increased [84]. When δ opioid receptors and β2-adrenergic

receptors are coexpressed, internalization of both receptors can be triggered by either of

their ligands [85]. Signaling can also be affected by dimerization. When α2-adrenergic

receptors and µ opioid receptors are coexpressed, they form heterodimers and the stimu-

lus effects of morphine on µ opioid receptors are enhanced [86]. More information about

the effects of dimerization is provided in [76].

Dimerization of GPCRs provides the opportunity for allosteric regulation. GPCRs

can serve as allosteric modulators for each other. For example, coexpression of µ opioid

receptor and δ opioid receptor alters the binding affinities of their ligands [87]. Similarly,

the presence of ligand can also alter the dimerization status [88]. Ligands and G-proteins

can also serve as allosteric modulators, where ligand or G-protein binding on one side of
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the dimer affects the binding of ligand or G-protein on the other side of the dimer. Ligands

can have either positive cooperativity or negative cooperativity when binding to the dimer

[89]. Binding of G-proteins to the receptors may also be affected by dimerization [90].

Dimerization and oligomerization of GPCRs have been studied using mathematical

models elsewhere [91, 92, 93, 94, 95, 96, 97, 98, 99]. Most of the models are limited to

the level of the binding of ligands and receptors, and focused on the allosteric effects of

ligand binding [92, 93, 94, 95, 96, 97]. Some other studies focused on the organization

of receptors on the cell membrane, and how it is affected by parameters in the model as

such the rate for dimerization [91, 98, 99]. To our knowledge, the effects of dimerization

on signaling specificity has not been systematically studied using mathematical models.

In this chapter, we extended the two-pathway model by considering heterodimeriza-

tion between the two receptors. The model contains all possible binding reactions of the

ligands and G-proteins to the dimer. Scaling factors are included in the model for explor-

ing possible allosteric effects associated with dimerization. 3-D dose response curves were

plotted and a double-peaked dose response curves are observed under certain conditions.

The effects of dimerization on signaling specificity were also examined.

4.2 Model description

4.2.1 Structure of the model.

The model containing two GPCR signaling pathways was further enriched by considering

dimerization between the two receptors. The reaction scheme for the system is shown

in Figure 4.1. Receptors of different forms, whether bound with ligand or G-protein or

not, were considered to be able to dimerize. The bindings between L1, R1 and G1 are

shown in the top of Figure 4.1(a). A1 and B1 are used for the dissociation constants for

the binding of L1 with R1 and the binding of R1 with G1, respectively. A scaling factor

k1 is applied to the two reactions in the other corner of the binding square to maintain
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thermodynamic stability. The bottom of the reaction scheme contains all dimer states

and reactions describing the bindings of ligands and G-proteins to the dimer in different

orders. Between the top and the bottom are the dimerization reactions in the model.

Dimerization with R, LR complex, RG complex and LRG complex are indicated by black,

red, blue and green, respectively. The dissociation constant for the dimerization of R1 and

R2 is indicated by C, and rates for the dimerizations of receptors bound with ligands or

G-proteins can be adjusted by scaling factors. All reactions in the system are contained in

the reaction scheme in Figure 1(a). If the binding square of L1, R1 and G1 on the top are

replaced by the binding square of L2, R2 and G2, dimerization reactions connecting the

top and bottom will be shifted in the figure, but the rate constants are described exactly

in the same way. Details of the bottom of the reaction scheme are further demonstrated

in Figure 1(b). The center of the figure is the R1/R2 dimer without ligand or G-protein

bound. In the original model, ligands and G-proteins were assumed to only interact

with the receptor in their own pathway. An underscore connecting R1 and R2 is used

to represent the dimer and ligand or G-protein bound to a receptor is put on the same

side of the underscore as the receptor. For example, L1R1G1 L2R2 indicates R1 in the

dimer is bound with L1 and G1, while R2 is only bound with L2. The binding of L1

and L2 to the apo dimer can happen in two orders. From the middle row of the reaction

scheme, binding of L1 first is shown in the bottom and the top shows binding L2 before

L1. Despite the order of bindings, the dimer reaches the same states and the species and

reactions in the first row and the last row are exactly the same. Similar for the binding

of G-proteins, the left part and right part divided by the column in the middle show

different orders of the bindings of the two G-proteins. The same final states are reached

in the leftmost and rightmost columns.
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Figure 4.1: Reaction Scheme for the Dimerization Model. (a) The interactions
between L1, R1 and G1 are shown on the top, and the bindings of ligands and receptors
to the dimer are shown in the bottom. Dimerization reactions are indicated by the arrows
between the top and bottom. Dissociation rate constants are shown along reactions and
Greek letters are the scaling factors that can be used to control the effects of dimerization.
(b) A detailed description of the bottom of the reaction scheme in (a). The dimer R1 R2
is shown in the center. Interactions of ligands and G-proteins to the dimer can have
different orders, but only to their own receptor in the original model. The scaling factors
are the same with the ones in (a).

4.2.2 Parameters in the model.

The forward and backward rate constants incorporated in the dissociation constants A1,

A2, B1, B2 and C are maintained across all reactions. k1 and k2 are split and multiplied
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to the forward and backward rate constants the same way as in the basic model. For

example, the dissociation rate constant for the binding of L1 and R1G1 R2 is γ1α1k1A1.

k1A1 was considered as an entity, and the forward and backward rate constants for the

binding of L1 and R1G1 were used. The rate for dimerization was obtained from a

study carried out by Kasai, R. S et. al. [100]. In their work, the forward and backward

rate constants on a 2-D surface for the dimerization of N-formyl peptide receptors were

measured using a single fluorescent-molecule imaging method. The forward rate constant

3.1(1/µm2)−1/s was converted to 1.86×103(nM2D)−1/s to be consistent with the units

we used in the basic model.

The effects of scaling factors are carried over from reactions involving simpler species

to reactions involving more complex species. For example, scaling factor α1 was first

used to control the effect of dimerization on the binding of L1 and R1 and vice versa. As

a result, the dissociation constant for the binding of R1 R2 dimer and L1 is α1A1. When

R2 is pre-bound with G2 in the dimer, scaling factor α1 is preserved in the binding of

L1 to the R1 R2G2 complex, and the effect of G2 is described by an additional scaling

factor δ2, resulting in a dissociation constant δ2α1A1. All scaling factors besides k1 and

k2 in the reaction scheme are set to 1 initially. In other words, the binding of ligand or

G-protein to the receptor is not affected by dimerization and dimerization of the receptor

is not affected by the binding of ligand or G-protein in the initial model.

4.2.3 Simulation.

The full model contains all specific interactions as shown in the reaction scheme as well

as nonspecific interactions. Species formed by nonspecific interactions are also considered

to be able to dimerize. For example, L2R1 and L1R2 are considered to form the dimer

in which R1 is bound with L2 and R2 is bound with L1 (L2R1 L1R2). The strength

of nonspecific interactions was treated in the same way as described in Chapter 3. The
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system contains 115 variables and 770 rate constants. Models were built in C and the

systems of differential equations were solved using the cvode solver in SUNDIALS (SUite

of Nonlinear and DIfferential/ALgebraic equation Solvers).

4.3 Results & Discussion

When all scaling factors are equal to 1, the bindings of ligand and G-protein to a

receptor are not affected when the receptor is part of a dimer. Although two receptors

form a dimer, the dimer behaves like two independent receptors. No matter whether non-

specific interactions exist or not, the system acts like the two-signaling-pathways system

that has been discussed in Chapter 3. We examined the effects of all scaling factors on

signal level and signaling specificity at various dimer stabilities.

4.3.1 Double-peaked steady state response in the dimerization

model.

First, we examined the effects of scaling factors on the 3-D steady state dose response

curves when dimer stability is high. Double-peaked responses are observed as increasing

the concentration of L1 for Pathway 1 for scaling when factor α1 and λ are small (Figure

4.2). Scaling factor α1 controls how dimerization and the binding of L1 and R1 affect

each other. Scaling factor λ controls the effects of the binding of L1 and R1 and the

binding of L2 and R2 on each other. Figures on the right are the same with the figures

on the left, but rotated 90◦ for clarity. In Figure 4.2(a), since α1 only affects dimerization

and the binding of L1 with R1, Signal 1 is not affected by the presence of L2. For all

concentrations of L2, the dose response curves for Signal 1 as increasing the concentration

of L1 contain two local peaks. For scaling factor λ, at low concentrations of L2, Signal 1

is not affected by L2 and shows a peaked behavior as previously seen in the basic model.

However, a second peak appears at high concentrations of L2, while the height of the
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(a) The effect of scaling factor α1
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(b) The effect of scaling factor λ
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Figure 4.2: Double-peaked steady state dose response curve. (a) Scaling factor
α1 controls the effects of dimerization and the binding of L1 and R1 on each other. A
double-peaked dose response curve appears for Signal 1 when they inhibit each other. In
addition, the double-peaked dose response curve is not affected by L2. (b) Scaling factor
λ controls the cooperativity of ligand binding to the dimer. Double-peaked dose response
curves are also seen for Signal 1 when the two ligands inhibit each others binding to their
receptors. Unlike scaling factor α1, the double-peaked dose response curve is controlled
by the concentration of L2 and it only appears when the concentration of L2 is high.
Both figures are generated when dimer stability is increased from the origianl model
(backward rate constant for the dimerization is scaled by 10−4), and values for both α1
and λ are 10−4.

first peak is reduced.

Species containing L1R1G1 complex are used to explain the double-peaked steady
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Figure 4.3: Explanation for the effect of scaling factor α1. The concentrations
of all species containing L1R1G1 at various concentrations of L1 are plotted in (a)-(e)
and their sum is shown in (f). Dimerization increases the concentration of L1 needed
to maximize the concentration of L1R1G1 (b)-(d). Double-peaked dose response curve
appears due to the combined effects of the activation by free L1R1 and the activation by
L1R1 in dimer states.
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Figure 4.4: Explanation for the effect of scaling factor λ. The concentrations of
all species containing L1R1G1 at various concentrations of L1 are plotted in (a)-(e) and
their sum is shown in (f). Double- peaked dose responses appear due to the combined
effects of the activation by free L1R1 and the activation by L1R1 in dimer states. It only
appears at high concentrations of L2 when the binding of L1 to the R1 in the dimer is
inhibited.
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state dose response curve for scaling factor α2 and plotted in Figure 4.3. The concen-

tration change of L1R1G1 complex without dimerization is shown in Figure 4.3(a). The

receptor in L1R1G1 complex can dimerize with R2, L2R2, R2G2 and L2R2G2, and the

resulting species are shown in (b)-(e), respectively. The effect of the presence of L2 is also

examined, and 1 nM, 1 µM and 1 mM L2 were used for illustration. Since L2 does not

affect the dimerization of R1 and R2, the ratio between free L1R1G1 and L1R1G1 dimer-

ized with R2 is not changed by L2. However, L2 changes the distribution of R2 among

different binding states. When the concentration of L2 is low, R2 is either in its free state

or pre-coupled with G-protein, resulting in a relatively high concentration of L1R1G1 R2

and L1R1G1 R2G2 (Figure 4.3(b)(d)). At high concentrations of L2, R2 is occupied by

L2 and in consequence, the concentrations of L1R1G1 L2R2 and L1R1G1 L2R2G2 are

high. All LRG species show peaked behavior as increasing the concentration of L1 in the

presence of different concentrations of L2. However, the concentrations of L1 at which the

peaks are reached are not exactly the same. About 1 µM L1 maximize the concentration

of free L1R1G1 complex. The concentrations of L1 needed for other species containing

L1R1G1 complex to reach the maximum are significantly higher, but all around 10 mM.

This is due to the negative effect of dimerization on the binding of L1 to R1. Since

G-protein activation is assumed not to be affected by dimerization, the direct sum of all

LRG species can reflect the signal level to some extents (Figure 4.3(f)). The first peak

in the dose response curve of Signal 1 comes from the activation by LR complex without

dimerization, while the activation by the dimer contributes to the second peak.

The same species are plotted in Figure 4.4 to explain the double-peaked steady state

response resulted at high concentrations of L2 for scaling factor λ. The concentrations of

LRG complex without dimerization at different concentrations of L1 are not dramatically

affected by the presence of L2 (Figure 4.3(a)). However, when R1 in the L1R1G1 complex

is dimerized with R2, both the magnitude of the peak and the concentration of L1 at
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which the peak is reached are affected (Figure 4.3 (b)-(e)). Since the binding of L2 to

R2 has a negative effect on the binding of L1 and R1, more L1 is required to reach the

peak when the concentration of L2 is high. The shape of the dose response curve is

determined by the sum of all L1R1G1 species. When the concentration of L2 is low, the

peak of the dose response curve is caused by the activation by L1R1 complex without

dimerization. The shape of the curve resulted from summing two bell-shaped curves

depends on the distance between the two peaks. At low concentrations of L2, the two

peaks are close to each other and the final curve only has one peak, although the height

and the concentration of L1 at which the peak is reached may be affected. However,

when the concentration of L2 is large, two peaks are well separated and the resulting

curve has two peaks.

4.3.2 The effect of dimerization on signaling specificity.

In the next step, we examined how signaling specificity can be affected by dimerization.

In Figure 4.5 - Figure 4.8, each column represents a different type of basic interactions

and the dimer stability is varied across rows. In each panel, specificity scores are shown

at various strengths of interactions. The values of interested scaling factors are labeled

using different symbols. The specificities of Pathway 1 and Pathway 2 are shown in black

and red, respectively. The dimer stability decreases from the top row to the bottom row.

When the dimer stability is low, R1 and R2 primarily stay as monomers and the system

should behave in the same way as the two-pathways systems described in Chapter 3.

For each column, when the scaling factor is 1, the dimer behaves like two independent

monomers no matter of its stability. Thus, curves labels with ”+” in each panel containing

the same data and can serve as a reference to show the effect of dimerization.

Scaling factor α2

The effect of dimerization on specificity depends on how ligand binding and G-protein
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binding are affected by dimerization, as well as the nonspecific bindings existing in the

system. The maximum and minimum specificities considering the effect of scaling factor

α2 are shown in Figure 4.5 and Figure 4.6. α2 controls how the binding of L2 to R2

and dimerization affect each other. The effects of dimerization are also applied to the

nonspecific interactions. For example, if L1 can interact with R2, their binding is also

affected by the scaling factor α2.

Specificity scores for interaction L1R1G2E2 are not affected by dimerization since

dimerization only affect the binding of ligands to R2 and L1 does not directly interact

with R2 (1st column in Figure 4.5 and Figure 4.6). For interaction L2R2G1E1, L2 does

not directly interact with R1 and both G1 and G2 are activated by L2R2. Although

dimerization hinders the binding of L2 and R2, same L2R2 can be reached at a higher

concentration of L2 and both G1 and G2 are still activated in the same way as before.

As a result, specificity scores are not affected by dimerization (6th column in Figure 4.5

and Figure 4.6). For these two interactions, the only factor affects the specificity of the

two pathways is the strength of interactions.

For interaction L1R2G1E1, the effect of L1 on Pathway 2 is exerted by binding with

R2 and inhibits its signaling. When the stability of the dimer is high, signaling specificity

of Pathway 1 is affected by scaling factor α2. If dimerization enhances the binding of

L1 and R2, Signal 2 is more easily affected and specificity of Pathway 1 will be reduced.

On the opposite, if the binding of L1 with R2 is hindered by dimerization, specificity

of Pathway 1 will be increased (2st column in Figure 4.6). For interaction L2R1G2E2,

although the binding of L2 to R2 is hindered by dimerization, specificity of Pathway 2 is

not affected since both of R1 and R2 activate G2 (5th column in Figure 4.5 and Figure

4.6).
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Figure 4.5: The effects of dimerization on the maximum signaling specificity when scaling factor α2 is
considered. Each column represents a basic interaction and the dimer stability is varied across rows. In each panel, the
strengths of interactions are plotted along the x axis and the values of the scaling factor are shown using different symbols.
α2 controls the effects of the binding of R1 and R2 and the binding of L1 and R1 on each other.

73



ds
=

1e
6

● ● ● ●

●

● ● ●

● ● ● ● ● ● ● ●

Interaction L1R1G2E2

0
0.2
0.4
0.6
0.8

1 ● ● ● ●

●
●

● ●● ● ● ● ● ● ● ●

Interaction L1R2G1E1

0
0.2
0.4
0.6
0.8

1 ● ●

●

● ● ● ●
●

● ● ● ● ● ● ● ●

Interaction L1R2G2E2

0
0.2
0.4
0.6
0.8

1

ds
=

1e
6

● ● ● ● ● ● ● ●●

● ● ●

●
● ● ●

Interaction L2R1G1E1

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ●

●

● ●

● ● ● ● ● ● ● ●

Interaction L2R1G2E2

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ● ● ● ●● ● ● ● ●
●

●

●

Interaction L2R2G1E1

0
0.2
0.4
0.6
0.8

1

ds
=

1e
4

● ● ● ●

●

● ● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ● ● ●

●
●

● ●● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ●

●

● ● ● ●
●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1

ds
=

1e
4

● ● ● ● ● ● ● ●●

● ● ●

●
● ● ●0

0.2
0.4
0.6
0.8

1 ● ● ● ● ●

●

● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ● ● ● ●● ● ● ● ●
●

●

●0
0.2
0.4
0.6
0.8

1

ds
=

1e
2

● ● ● ●

●

● ● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ● ● ●

●
●

● ●● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ●
●

● ● ● ● ●
●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1

ds
=

1e
2

● ● ● ● ● ● ● ●●

● ● ●

●

● ● ●0
0.2
0.4
0.6
0.8

1 ● ● ● ● ●

●

● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ● ● ● ●● ● ● ● ●
●

●

●0
0.2
0.4
0.6
0.8

1

ds
=

1

● ● ● ●

●

● ● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ● ●

● ●
●

● ●● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ●

●
● ● ● ●

● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1

ds
=

1

● ● ● ● ● ● ● ●●

● ● ● ●

●

● ●0
0.2
0.4
0.6
0.8

1 ● ● ● ● ●

●

● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ● ● ● ●● ● ● ● ●
●

●

●0
0.2
0.4
0.6
0.8

1

ds
=

1e
−

2

● ● ● ●

●

● ● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ●

●
●

●
●

● ●● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1

●

● ● ● ● ●
● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1

ds
=

1e
−

2

● ● ● ● ● ● ● ●●

● ● ● ● ●

●
●0

0.2
0.4
0.6
0.8

1 ● ● ● ● ●

●

● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ● ● ● ●● ● ● ● ●
●

●

●0
0.2
0.4
0.6
0.8

1

ds
=

1e
−

4

● ● ● ●

●

● ● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ●

● ●
●

●
● ●● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1

●

● ● ● ●
●

● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1

ds
=

1e
−

4

● ● ● ● ● ● ● ●●

● ● ● ● ●

●
●0

0.2
0.4
0.6
0.8

1 ● ● ● ● ●

●

● ●

● ● ● ● ● ● ● ●

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ● ● ● ●● ● ● ● ●
●

●

●0
0.2
0.4
0.6
0.8

1

ds
=

1e
−

6

● ● ● ●

●

● ● ●

● ● ● ● ● ● ● ●

10−1010−810−610−410−2 1 102 104

Strength of Interactions

0
0.2
0.4
0.6
0.8

1 ● ●

● ●
●

●
● ●● ● ● ● ● ● ● ●

10−1010−810−610−410−2 1 102 104

Strength of Interactions

0
0.2
0.4
0.6
0.8

1

●

● ● ● ●
●

● ●

● ● ● ● ● ● ● ●

10−1010−810−610−410−2 1 102 104

Strength of Interactions

0
0.2
0.4
0.6
0.8

1

ds
=

1e
−

6

● ● ● ● ● ● ● ●●

● ● ● ● ●

●
●

10−1010−810−610−410−2 1 102 104

Strength of Interactions

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ●

●

● ●

● ● ● ● ● ● ● ●

10−1010−810−610−410−2 1 102 104

Strength of Interactions

0
0.2
0.4
0.6
0.8

1 ● ● ● ● ● ● ● ●● ● ● ● ●
●

●

●

10−1010−810−610−410−2 1 102 104

Strength of Interactions

0
0.2
0.4
0.6
0.8

1

Signal 1
Signal 2

●

10−6

10−4

10−2

1
102

Scaling Factor α2
D

im
er

 S
ta

bi
lit

y

Figure 4.6: The effects of dimerization on the minimum signaling specificity when scaling factor α2 is con-
sidered. Each column represents a basic interaction and the dimer stability is varied across rows. In each panel, the
strengths of interactions are plotted along the x axis and the values of the scaling factor are shown using different symbols.
α2 controls the effects of the binding of R1 and R2 and the binding of L1 and R1 on each other.
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For interaction L1R2G2E2, when dimer stability is high, specificity of Pathway 1 is

decreased if the binding of L1 and R2 is enhanced by dimerization. If the binding of L1

and R2 is inhibited by dimerization, specificity of Pathway 1 is increased (3th column

in Figure 4.5 and Figure 4.6). Opposite effects are observed for interaction L2R1G1E1.

Since the binding of L2 and R1 is not affected by dimerization, specificity of Pathway 2 is

decreased if the binding of L2 and R2 is inhibited. If dimerization facilitates the binding

of L2 and R2, specificity of Pathway 2 can be increased (4th column in Figure 4.5 and

Figure 4.6).

Scaling factor λ has a similar effect as scaling factor α2 does. Instead of being

controlled by the dimerizations of any forms of receptors, the binding of a ligand to a

receptor in a dimer is only affected when the other receptor in the dimer is also bound

with a ligand. One difference between λ and α2 is that for interaction L1R2G2E2,

specificity is not significantly affected by λ since dimerization has the same effect on the

binding of L1 and R1 and the binding of L1 and R2.

Scaling factor δ2

The binding of ligand and the receptor on one side of the dimer may also affect the

binding of G-protein and the receptor one the other side, and vice versa. This effect is

controlled by scaling factors δ1 and δ2 in the model. Figure 4.7 and Figure 4.8 show the

maximum and minimum specificity scores under the controls of scaling factor δ2, which

adjust the effects of the binding of L1 and R1 and the binding of R2 and G2 on each

other.
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Figure 4.7: The effects of dimerization on the maximum signaling specificity when scaling factor δ2 is con-
sidered. Each column represents a basic interaction and the dimer stability is varied across rows. In each panel, the
strengths of interactions are plotted along the x axis and the values of the scaling factor are shown using different symbols.
δ2 controls the effects of the binding of L1 and R1 and the binding of R2 and G2 on each other.
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Figure 4.8: The effects of dimerization on the minimum signaling specificity when scaling factor δ2 is con-
sidered. Each column represents a basic interaction and the dimer stability is varied across rows. In each panel, the
strengths of interactions are plotted along the x axis and the values of the scaling factor are shown using different symbols.
δ2 controls the effects of the binding of L1 and R1 and the binding of R2 and G2 on each other.
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For all nonspecific interactions shown in Figure 4.7 and Figure 4.8, when the dimer

stability is high (1st row), the specificity of Pathway 1 is affected even when the strengths

of interactions are weak. This is because L1 can be considered as an allosteric modulator

for the binding of R2 and G2. Signal 2 can be affected when G2 binding to the R2 in

the dimer is regulated by L1. The specificity can be changed even without nonspecific

interactions.

For interaction L1R1G2E2, when the dimer stability is high (1st row, 1st column in

Figure 4.7 and Figure 4.8), specificity of Pathway 1 can be decreased by both increasing

and decreasing δ2. Perturbations of δ2 away from 1 causes either increases or decreases

in Signal 2. Since the effect of L1 on Signal 2 is measured as changes compared to the

basal level of Signal 2, no matter Signal 2 is increased or decreased, the specificity of

Pathway 1 is decreased. When the strength of interactions is increased (greater than

10−2 for the minimum specificity), the effects of L1R1 activating G2 becomes the major

effects of L1 on Signal 2, so the specificity of Pathway 1 is unchanged when δ2 is varied.

For interaction L2R2G1E1, specificity of Pathway 1 has a similar behavior for the same

reason. Specificity of Pathway 2 is basically not affected.

For interaction L1R2G2E2, specificity of Pathway 1 can be increased by decreasing

scaling factor δ2 when the dimer stability is high and the strength of interactions is weak

(1st row, 2nd column in Figure 4.7 and Figure 4.8). Direct activation of R2 by L1 can

have a strong negative effect on the specificity of Pathway 1. However, the effect is

alleviated if the binding of R2 and G2 are inhibited by L1 and specificity of Pathway

1 is increased. For interaction L2R1G1E1, the specificity of Pathway 2 is reduced by

decreasing δ2. Since L2 is considered the same as L1, the binding of R2 can G2 can also

be inhibited by the binding of L2 and R1. The decrease in the specificity of Pathway 2

is caused by the reduction in the activation of Signal 2.
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4.4 Conclusions

In summary, we have established a model containing heterodimerization between the

receptors in the two signaling pathways. A double-peaked dose response curve is observed

due to the combined activation of the monomer and the dimer. Signaling specificity can

also be affected when the dimer stability is high and allosteric regulations exist.

In this study, we primarily focused on the effects of dimerization on the binding reac-

tions. G-protein activation is assumed not to be affected by dimerization. For example,

binding of L1 to R1 in the dimer is assumed not to change the rate of G-protein activa-

tion by R2. There is a possibility that R2 in the dimer undergoes a conformation change

due to the binding of L1 and R1, and accelerates or decelerates G-protein activation.

Changes in specificity may also be observed without non-specific interactions, similar as

for scaling factors δ1 and δ2.

The relative concentrations of the two receptors also play a role in controlling signaling

when dimerization exists. For the double-peaked dose response curve we observed, one

requirement is that the concentration of R1 is greater that the concentration of R2.

R1 will primarily stay in the dimer state if its concentration is much smaller than the

concentration of R2. Since the first peak is generated due to the activation by free L1R1

complex, Signal 1 will only have one peak which is caused by the activation of L1R1 in

dimer state.

The model described here is for heterodimerization, where the two receptors are

different. A homodimerization model can be derived directly by considering that the

two receptors are the same. Nonspecific interactions should be considered in the model

and the final product can be obtained by summing up the two receptor species. For

example, the concentration of LR complex in a homodimerization model can be obtained

by summing up L1R1 and L1R2 in the heterodimerization model. However, the rate
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constants for homodimerization needs to be adjusted since the two receptors are the

same, and [R1][R2] in the original model does not describe the frequency of collisions

accurately.

80



Chapter 5

Modeling Internalization of Receptors
in GPCR Signaling Pathways

5.1 Introduction

G-protein-coupled receptor signaling can be down-regulated by the desensitization

and internalization of the active receptors [101, 102, 103, 104, 105]. A series of steps

are involved in this process and illustrated in Figure 5.1 (Figure adapted from the work

of Nagi and Pieyro [106]). The down-regulation of signaling starts from the phospho-

rylation of the receptor and it is usually mediated by the G-protein-coupled receptor

kinases (GRKs) (Figure 5.1 1©). Phosphorylation of the receptor promotes the interac-

tion between the receptor and β-arrestins (Figure 5.1 2©). The receptor is desensitized

and signaling is hampered. The binding of β-arrestins then initiates the internalization

of the receptor via clathrin-coated pits (Figure 5.1 3©). Once inside the cell, receptor is

either degraded (Figure 5.1 5©) or recycled back to the cell membrane (Figure 5.1 4©).

The desensitization and internalization of different receptors can be regulated differ-

ently due to specific regulations by GRKs or β-arrestins. GRKs can be divided into 3

main families [107]. Although both GRK2 and GRK3 belong to the β-adrenergic re-

ceptor kinases family, α1-adrenergic receptor is preferentially regulated by GRK3 in car-

diac myocytes [108]. β-arrestin2 can regulate β2-adrenergic receptor signaling. However,

knockout of β-arrestin2 has no effects on muscarinic receptor signaling and prostaglandin

E2 receptor signaling in human airway smooth muscle [109].

Desensitization and internalization of GPCRs have been studied using mathematical

models previously. In an early work of Riccobene et. al. [110], the desensitization of the

receptor was considered in an extended ternary complex model (eTCM) and the effects
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Figure 5.1: Desensitization and internalization of GPCRs. GPCR signaling can
be down-regulated by the desensitization and internalization of the receptor. The active
receptor can first be phosphorylated by GRKs (1), followed by the binding of β-arrestin
(2) and clathrin-mediated endocytosis (3). Internalized receptors will either recycle back
to the membrane (4) or traffic towards degradation (5). This figure is taken from [106].

of ligand-specific parameters on the activation and desensitization of the receptor were

studied. Vayttaden et. al. built a model for the trafficking of β2-adrenergic receptors

and demonstrated that receptor desensitization induced by previous stimulations can be

memorized for subsequent stimulations [111]. Internalization was incorporated in a model

combining ordinary differential equations and stochastic equations developed by Fallahi-

Sichani et. al. for investigating the distributions of receptors on the cell membrane [53].

In two consecutive papers of Maurya and Subramaniam, a kinetic model for calcium

dynamics in RAW 264.7 cells stimulated by the C5a ligand was developed and effects of

the knockdowns of molecules in the system was investigated. Receptor desensitization

and internalization are included in their model and the knockdown of GRKs were shown

to be able to increase the peak and the duration of the signal [112, 113]. Heitzler et. al.

used a mathematical model to demonstrate the negative effect of GRK2 on β-arrestin-
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dependent signaling due the competition with GRK5/6 for receptor phosphorylation

[114]. To the best of my knowledge, no model has been built to understand the effects

of receptor cycling on signaling specificity.

In this chapter, we first extended the basic model by adding the internalization of the

receptor to the model. A double-peaked dynamical response is observed and explanations

are provided. The trafficking of the receptor on and off the cell membrane plays a critical

role in controlling this behavior. Internalization was then added to the two-pathways

model and its effect on signaling specificity is investigated.

5.2 Model description

The basic model was first extended by considering the internalization of the receptors.

In this Chapter, we will mainly focus on a simplified model in which receptor inside the

cell is explicitly modeled and receptor phosphorylation, arrestin binding and internaliza-

tion are lumped together and described by a single reaction. The reaction scheme for the

model is shown in Figure 5.2. In the absence of ligand, a basal rate for the internalization

of the receptors is considered (k16). When the receptor is bound with ligand, the rate of

internalization is increased and modeled using a first order equation with respect to the

concentration of LR complex on the cell membrane (k17). Rin in the reaction scheme

describes all receptors inside the cell, and its concentration is increased in the same rate

as the internalization. Receptor degradation and production are not explicitly modeled,

assuming they are balanced and the total concentration of the receptor is not changed.

The rate for the trafficking of receptors to the cell membrane is also described using a first

order equation and proportional to the concentration of Rin (k15). The rate constants

for the new reactions were adapted from the work of Vayttaden et. al. [111]. Variations

of the rates for the new reactions were carried out and their effects on the dynamics of

the signal were investigated.
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Figure 5.2: The reaction scheme for the internalization model. Constitutive and
ligand-induced internalization of the receptors are added to the basic model, as well as
the recycling of the receptor. Rate constants were adapted from [111] (k15=3.67×10−3/s,
k16=1.42×10−4/s, k17=1.5×10−3/s))

In the next step, internalization of the receptors is added to the two-pathways model.

In the initial model, internalization of the receptor from one pathway induced by the

ligand from the other pathway is considered to have the same rate constant as by its own

ligand. Specificities of the two pathways were calculated and how they are affected by the

rates of the internalization of two receptors was examined. Same formula for calculating

specificity described in Chapter 3 was used. However, instead of the steady state signal,

the area under curve of the dynamics of the signal is used as the measure of signal level.

The area under the curve is estimated using a trapezoidal rule. Same cutoff as used in

calculating the specificity based on the steady state signal level (1%) was applied and

calculations were performed only when the change of the signal is above the cutoff. The

trafficking of receptors usually takes place on a minutes to hours time scale [105, 115].

Since parameter variations may affect this time scale, we used a longer time (10 days)

was used the total time for all simulations. If the system restores back on a short time

scale, the amount of signal will not be affected as extending the total simulation time.

We also checked that the specificity score calculated using the current total simulation
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Figure 5.3: Correlations between specificity scores calculated using different
simulation times. 10 days, 30 days and 100 days were used as the total time for
simulations. 57 ligand concentrations ranging from -7 to 7 on log scale and 64 different
interactions were considered. Specificity scores calculated using different total simulation
time are similar, and 10 days were used for following calculations.

time is not dramatically affected when the simulation time is increased. We compared the

specificity scores calculated using 10 days, 30 days and 100 days as the total simulation

time and the result is shown in Figure 5.3. For the 64 different combinations of the 6

basic interactions, specificity scores calculated at 57 different ligand concentrations in

the absence of the other ligand were plotted. For both model 1 and model 2, although

small changes are observed for some interactions and ligand concentrations, the overall

agreement is satisfactory.

The system contains 46 variables and 80 rate constants. Models were built in C and

the systems of differential equations were solved using the cvode solver in SUNDIALS

(SUite of Nonlinear and DIfferential/ALgebraic equation Solvers).
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5.3 Results & Discussion

Double-peaked dynamical response in the internalization model.

We first examined the dynamics of the signal in the basic model with internalization of

the receptor added. Due to the internalization of the receptor, all ligands will finally be

washed out when time is long enough and signal will return to the basal level. A peaked

dynamical response would be expected resulting from ligand activation and degradation.

Interestingly, the dynamics of the signal in model 1 has two peaks (Figure 5.4(a)). The

signal is first increased after ligand addition and decreased over time. However, instead

of dropping directly to the basal level, the signal is increased again before the final decay.

The trafficking of receptors is shown in Figure 5.4(b) and (c) to help to understand this

behavior. In the short time scale (Figure 5.4(b)), the concentration of receptor is dropped

quickly due to the binding with ligand (blue). In the mean while, the concentration of

LRG is increased (red), which results in the initial increase of the signal. However,

due to the internalization of the receptor, the concentration of the receptor on the cell

membrane is decreased over time while the concentration of the receptor inside the cell

is increased (green). Due to the removal of the ligand from the system, the rate of

internalization is reduced overtime and receptors inside the cell are slowly moving back

to the cell membrane (Figure 5.4(c)). As a result, the concentration of LRG is increased

again, which causes the second increase in the signal. Finally, the signal returns to the

basal level when all ligands are removed from the system.

The double-peaked dynamical response can be controlled by multiple factors and the

concentration of ligand is one of them. The levels of the two peaks and time to reach

them are shown in Figure 5.5 (a) and (b). The height of the first peak can be controlled

by the concentration of the ligand (blue). It shows a peaked behavior as previously

seen in the basic model. The second peak appears only when the concentration of the
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(a) Dynamics of the signal.
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Figure 5.4: Double-peaked dynamical response. (a) When internalization of the
receptor is considered in the system, the dynamics of the signal in model 1 shows two
peaks during the time course. Short time scale (b) and long time scale (c) of the receptor
trafficking are plotted. The first peak is related to the internalization of the receptor
while the second is affected by the recycling of the receptor.

ligand exceeds a threshold, and its magnitude is not affected by the total concentration

of ligand initially added to the system. The first peak is reached at about the same time

for different concentrations of ligands, while it takes longer for the second peak to appear
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Figure 5.5: Time and level of the two peaks. For both figures, the first peak is
shown in blue and the second peak is shown in green, if it exists. (a) The level of the
first peak is high at intermediate ligand concentration, while low at both high and low
ligand concentrations. The second peak only appears when the concentration of ligand
is large and the level is about the same. (b) For different ligand concentrations, the first
peak is reached at about the same time. while for the second peak, the time it takes to
appear increases approximately linearly with the concentration of ligand. (c) Dynamics
of the signal as adding 0.1 µ ligand to the system. (d) Dynamics of the signal as adding
1 µ ligand to the system.

when the concentration of ligand is increased. The changes in the levels of the peaks

and the time it takes to reach the peaks as changing the concentrations of ligand are
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Figure 5.6: Control of the double-peaked dynamical response. The rate constant
for the ligand-induced internalization (k17) is varied across the x-axis. For both models,
double-peaked dynamical response can be observed when the rate of internalization is
large. Parameters used here: k15=1/s, k17=1/s for both models, [R1]=1.5 nmol/m2,
[R2]=0.83 nmol/m2. Other parameters are left unchanged.

illustrated in Figure 5.5 (c) and (d) together with Figure 5.4 (a).

Other factors including the total concentration of the receptor, the rate for internal-

ization and the rate for recycling can also affect the double-peaked dynamical response.

Using the original parameters, the double-peaked dynamical response is only observed

in model 1. However, by adjusting the parameters associated with the receptor, double-

peaked dynamical response can also be obtained in model 2. In Figure 5.6, the impact of

the rate of internalization on the dynamical response is demonstrated. Model 1 is shown
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on the left and model 2 is shown on the right. The bottom two figures are identical with

the top two but rotated for clarity. Since signals at the same time points are needed for

the plot and a large number of points reduce the clarity, the peak signal level may not

reflect with true maximum of the signal. However, the qualitative behavior should be

preserved. Individual simulations at extreme values were also carried out using adaptive

time step method to make sure the qualitative behavior is correctly captured. For model

1, double-peaked dynamical response is only observed when the rate of internalization is

large. Small rate of internalization inhibit the first peak, while in between the time it

takes to reach the second peak is affected by the rate of internalization. Similar behavior

is also observed in model 2. When the rate of internalization is low, signal level is directly

increased to the maximum and decreased overtime when ligands are removed. However,

double-peaked dynamical responses are observed at high rates of internalization. Since

the maximum response in model 1 is observed at moderate ligand concentration, during

the process of ligand removal, a second peak is more easily to be observed. However, the

trafficking of receptors between cell membrane and cytoplasm plays a critical role in con-

trolling the double-peaked dynamical response. A fast internalization result in the initial

decrease in the signal. The second increase is caused by the increase in the concentration

of the receptor on the cell membrane due to recycling. As long as this mechanism is

achieved by properly adjusting the concentration of the receptor and the rates for the

internalization and recycling, the double-peaked dynamical response can be obtained.

5.3.1 The effect of internalization on signaling.

In the next step, we examined how signaling specificity can be affected by internalization.

Here, we mainly focused on the rate of ligand induced internalization and the effects of

nonspecific interactions, left the rates of intrinsic internalization and recycling unchanged.

Specificity scores were calculated as described in the method section. For the 6 basic
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Figure 5.7: Specificity for the dynaimcs of the signal. The strengths of the 6
basic interactions are varied along the x-axis, with the specificity scores calculated using
the area under the curve of the dynamics shown on the y-axis. The specificity scores
calculated here using the area under the curve and calculated using the steady state
signal level in Chapter 3 are very similar and controlled in the same way by the strength
of interactions.

interactions, maximum and minimum specificities of the two pathways was first examined

(Figure 5.7). The specificity calculated using the area under the curve is quite similar to

the scores calculated using the steady state signal levels in Chapter 3. When the ligand

in one pathway directly interacts with the receptor in the other pathway, specificity of
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the pathway can be dramatically reduced (L2R1G1E1N for Pathway 1 and L1R2G2E24

for Pathway 2). Nonspecific interactions between the receptor in one pathway and the G-

protein in the other pathway can also significantly lower the specificity when the strength

of interaction is strong (L1R1G2E2 � for Pathway 1 and L2R2G1E1 � for Pathway 2).

An inverse bell-shaped specificity curve as increasing the strength of interactions are also

observed for interaction L1R2G1E1 (#). Although the specificity scores calculated using

the area under the curve and using the steady state level in Chapter 3 are not exactly the

same, they are very close to each other and controlled in the same way by the strength

of nonspecific interactions.

The effect of the rates of interactions on signaling specificity in then examined. We

have considered variations in the rates of ligand-induced internalization in the original

pathways and also variations in the rates of internalizations induced by the ligand from

the other pathway due to nonspecific interactions. From Figure 5.8 to Figure 5.11, the

rate for the internalization of L1R1 is varied across rows and the rate for the internaliza-

tion of L2R2 is varied across columns. In each panel, specificity of Pathway 1 is shown

in black and specificity of Pathway 2 is shown in red. Variations in the rate for the

internalization of L2R1 are labeled with empty symbols while variations in the rate for

the internalization of L1R2 are labeled with solid ones.

The effect of internalization on the maximum and minimum signaling specificities of

the two pathways for interaction L1R2G1E1 are shown in Figure 5.8 and Figure 5.9,

respectively. The maximum specificity of Pathway 1 is high originally, and it can be

decreased when the rate of the internalization of L1R2 is fast (N in the 2nd and 3rd

rows). Since the effect of L1 on Signal 2 is inhibitory due to the competition for R2, fast

internalization of R2 aggravates the reduction of Signal 2 and thus lower the specificity of

Pathway 1. The effect of internalization on the minimum specificity is more observable.

Since the specificity of Pathway 1 is calculated in the absence of L2, the scaling factor
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Figure 5.8: The effects of internalization on the minimum specificities of the
two pathways for interaction L1R2G1E1. The rate for the internalization of L1R1
is varied across rows and the rate for the internalization of L2R2 is varied across columns.
In each panel, the scaling factor for the internalization of L2R1 is labeled using empty
symbols and that for the internalization of L1R2 is labeled using solid symbols. Specificity
of Pathway 1 is shown in black and specificity of Pathway 2 is shown in red.

for the rate of the internalization of L2 does not have any effects and curves labeled

with empty symbols and solid circle are all overlapping. As increasing the rate for

the internalization of L2R2 from the top row to the bottom row, the overall signaling

specificity is decreased. In each panel, if the internalization of L1R2 is even faster (N),

the decrease in the signaling specificity of Pathway 1 is more dramatic. However, if the

internalization of L1R2 is slow (�), the specificity of Pathway 1 can be increased.

The effects of internalization on the specificity of Pathway 1 for interaction L1R2G2E2
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Figure 5.9: The effects of internalization on the maximum specificities of the
two pathways for interaction L1R2G2E2. The rate for the internalization of L1R1
is varied across rows and the rate for the internalization of L2R2 is varied across columns.
In each panel, the scaling factor for the internalization of L2R1 is labeled using empty
symbols and that for the internalization of L1R2 is labeled using solid symbols. Specificity
of Pathway 1 is shown in black and specificity of Pathway 2 is shown in red.

are opposite. The maximum and minimum signaling specificities of the two pathways

for interaction L1R2G2E2 are shown in Figure 5.10 and Figure 5.11, respectively. When

the rate for the internalization of L1R2 is fast, the maximum signaling specificity of

Pathway 1 can be increased (Figure 5.10, 2nd row and 3rd row N). On the opposite, if the

rate for the internalization of L1R2 is decreased, the maximum specificity of Pathway

can also be decreased (�). For interaction L1R2G2E2, the effect of L1 on Signal 2 is

stimulatory. When the internalization of R2 is accelerated by the binding of L1 (N), the
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Figure 5.10: The effects of internalization on the maximum specificities of the
two pathways for interaction L1R2G2E2. The rate for the internalization of L1R1
is varied across rows and the rate for the internalization of L2R2 is varied across columns.
In each panel, the scaling factor for the internalization of L2R1 is labeled using empty
symbols and that for the internalization of L1R2 is labeled using solid symbols. Specificity
of Pathway 1 is shown in black and specificity of Pathway 2 is shown in red.

overall Signal 2 induced by L1 is reduced and the specificity of Pathway 1 is increased.

Similarly, when the internalization of R2 is inhibited by the binding of L1, the specificity

of Pathway 1 is decreased (�). The minimum specificity of Pathway 1 is affected in the

same manner (Figure 5.11). Since the minimum specificity of Pathway 1 is obtained at

high concentrations of L1, it can only be increased when the concentration of R2 on the

cell membrane is reduced dramatically so that Signal 2 is not activated by L1 (Figure

5.11, 3rd row, 1st and 2nd columns). The internalization of L1R1 can also affect the
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Figure 5.11: The effects of internalization on the minimum specificities of the
two pathways for interaction L1R2G2E2. The rate for the internalization of L1R1
is varied across rows and the rate for the internalization of L2R2 is varied across columns.
In each panel, the scaling factor for the internalization of L2R1 is labeled using empty
symbols and that for the internalization of L1R2 is labeled using solid symbols. Specificity
of Pathway 1 is shown in black and specificity of Pathway 2 is shown in red.

minimum specificity of Pathway 1. When the internalization of L1R1 is fast, Signal 1 is

inhibited and in consequence, the specificity of Pathway 1 is reduced (Figure 5.11, 3rd

column).

5.4 Conclusions

In summary, the effects of the internalization of G-protein-coupled receptors on sig-

naling were investigated using mathematical models in this chapter. A double-peaked

dynamical response is observed, which is caused by the trafficking of receptors. Signaling
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specificity can also be modified by the internalization of receptors, due to its inhibitory

effect on signaling.

When nonspecific interactions exist between the binding of ligand from one pathway

and the receptor from the other pathway, signaling specificity can be changed due to

different rates of the internalizations of the two receptors induced by the ligand. When

nonspecific interactions only exist between the binding of receptor from one pathway and

the G-protein from the other pathway, specificity will not be significantly changed by the

internalization of the receptor since it reduces both signals in the same way.

Although the down-regulation of signaling involves both the desensitization and the

internalization of the receptor, we primarily focused on the internalization part and used

a single reaction to describe the whole process. A full model considering phosphorylation

of the receptor by GRKs and the interactions with β-arrestins has also been built. The

rate of of phosphorylation can affect the signaling behavior, but double-peaked dynamical

response can still be observed in the full model. Variations in the rates of internalizations

considered here may come from specificity of enzymatic activity of GRKs or the binding

of β-arrestins.

In our internalization model, besides temporarily altering the distribution of receptors

between inside the cell and on the cell membrane, the major effect of internalization is

to remove the ligands away from the system. Since the differential equation model is

continuous and the rate of internalization is proportional to the concentration of ligand-

receptor complex, the concentration of ligand will not return to exactly 0. However, the

concentration change of ligand will decay to 0 when time approaches infinity. When the

decrease in the concentration of the ligand passes a threshold, the signal level will reduce

monotonically as decreasing the concentration of ligand. More than two peaks may be

seen for the dynamics of the signal when the concentration of ligand is large under certain

conditions, but the system is not oscillatory.
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Chapter 6

Conclusions
Heterotrimeric G-protein-coupled receptors play a critical role in converting extracellular

stimuli into cellular responses. In this thesis, ordinary differential equation models are

used to investigate this process. We have focused on two main aspects: to explain

the diverse signaling patterns and to examine the effects of specificity in the individual

reactions on the overall signaling specificity.

We have shown that variations of the model parameters can result in qualitatively

different signaling patterns. In particular, a switch between a sigmoidal and peaked dose

response curve is found to be controlled by the interaction between the ligand-receptor

complex and G-protein. In addition, the width of the peak can also be modulated by

the parameters in the model such as the rates for the interaction between the receptor

and G-protein. More interestingly, both the forward and the backward rates are varied

simultaneously for these reactions, which results in an unchanged equilibrium constant.

This indicates that the affinity between two molecules may not be enough to explain

their roles in a larger signaling network.

Due to the large number of components in the GPCR signaling pathways and their

abilities to interact with multiple partners, two signaling pathways may interact with

each other. We have examined the effects of such interactions on the signaling specificity

of each pathway. The signaling specificity can be affected by the strength of interactions,

the presence of other ligands, as well as the expression level of the molecules in the two

pathways. When the ligand from one pathway directly interacts with the receptor from

the other pathway, signaling specificity can be low even when the strength of interactions

is low. A biphasic dose response curve is observed when ligand can interact with two

GPCRs to activate the G-protein in its own pathway. This pattern appears in the
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presence of high concentration of the ligand for the other pathway and it is the result of

the combined activation by two receptors.

Different types of G-protein-coupled receptors coexpressed in cell can form heterodimers.

Interactions of the ligand or G-protein to one side of the dimer may alter the ability of

the other side of the dimer to interact with its own ligand or G-protein. When the inter-

action between the ligand and its receptor is inhibited by dimerization, a double-peaked

steady state dose response curve is observed. This behavior is a result of a combined

activation of the monomer and the dimer in the system. Signaling specificity can be

perturbed by the strength of nonspecific interactions, the dimer stability as well as the

effects of allosteric regulations. The strength of interactions is more influential than oth-

ers, especially when the ligand does not directly interact with the receptor in the other

pathway.

A double-peaked dynamical response can result from the trafficking of the receptors.

The first peak is the result of the internalization of the receptor responding to the initial

stimulation. The signal can be increased due to the recycling the receptor to the cell

membrane and the second peak appears due to the removal of the ligand. Signaling

specificity can also be modified by the internalization of the receptors, due to its inhibitory

effect on signaling. When nonspecific interactions exist between the ligand from one

pathway and the receptor from the other pathway, different rates of the internalizations

of the two receptors induced by the ligand can result in altered signaling specificity.

The diversity and specificity in GPCR signaling pathways observed here raise con-

cerns about the transferability of observations obtained from one system to a related

system. Qualitatively different outputs can result from the differences in the details of

different pathways, even when their mechanisms are the same. A better understanding

in the diversity and specificity in GPCR signaling can provide insights into designing

drugs with desired properties. For example, when a drug can initiate multiple signaling
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pathways, different combinations of behaviors can be obtained by manipulating the rates

of individual reactions. If only one signal is needed and others are considered as side

effects, measuring the specificity in different signaling pathways can give insight into how

to minimize side effects.

The sensitivity analysis carried out here focused on only one or two parameters at a

time, which is helpful for giving straightforward illustrations of the effects of individual

reactions on the whole system. However, variation of one parameter only explores the

parameter space along one direction and may not be sufficient for understanding the

whole parameter space. Understanding the whole parameter space will give insight into

how a set of reactions or part of the system can affect the whole system. Some initial

studies on sampling the parameters from the whole parameter space and analyzing their

effects were carried out. However, the stability of the result from solving the systems

of differential equations was an issue when using MATLAB. The cvode solver in the

SUNDIALS package may provide more reliable results for further study.

Sensitivity analysis is not only important for understanding the effects of parameters

in a model, but also important for understanding the structure of the model. Exhaustively

exploring the parameter space will demonstrate the ability of a model to produce different

types of behaviors. For example, if considering the LRG complex as the signal in the

TCM model, peaked response will not be observed since the concentration of LRG is a

monotonic function of L.

The basic model for the initial steps of GPCR signaling pathways can be extended in

different ways and here we only focused on considering two pathways and the regulations

on the receptors. Other directions may include regulations by other molecules such as

RGS proteins, Gβγ signaling, downstream signaling and their possible feedback effects

and others. For future work, a sampling-based sensitivity analysis framework should be

established and applied to the basic model as well as different types of extended models.
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[83] Vicent Casadó, Antoni Cortés, Josefa Mallol, Kamil Pérez-Capote, Sergi Ferré,
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Figure A.1: Generation of dose-response curves. Each column shows a step in the
generation of a dose-reponse curve: Left: Dynamic response during pre-equilibration in
the absence of ligand; Middle: Dynamic resonse following addition of ligand; Right:
The dose-response curve, generated from the equilibrium response (the right-most point
of the middle panel) for a given ligand concentration. Each row corresponds to data from
a given models: Model 1, top; Model 2, bottom.
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Figure A.2: Concentration dynamics of models 1 and 2. The variation in the
concentration of each species over times is shown for both Model 1 (left two columns)
and Model 2 (right two columns). In each case, the first panel shows the pre-equilibration
dynamics, beginning from the presence of only free receptor, G-protein heterotrimer and
adenylate cyclase. The second panel then shows the dynamics after addition of ligand.
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Figure A.3: Dose-dependent equilibrium concentrations and fluxes of models 1
and 2. The equilibrium concentration (first panel) and flux (second panel) are shown for
each species in both Model 1 (left two columns) and Model 2 (right two columns), as a
function in input ligand concentration. Flux is defined as the sum of all rates containing a
species as a product; at equilibrium this should be equal to the sum of all rates containing
the species as a reactant.
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Figure A.4: Dose-dependent reaction fluxes of models 1 and 2. The equilibrium
flux through each reaction arrow is given as a function of input ligand concentration, for
both Model 1 (top panels) and Model 2 (bottom panels).
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Table A.1: Convergence of Simulations.a

Model 1 Model 2∣∣∣∣∣∣dx(t=105)i
dt

∣∣∣∣∣∣ ∣∣∣∣∣∣dx(t=108)i
dt

∣∣∣∣∣∣ max
(

∆xi
xi

) ∣∣∣∣∣∣dx(t=105)i
dt

∣∣∣∣∣∣ ∣∣∣∣∣∣dx(t=108)i
dt

∣∣∣∣∣∣ max
(

∆xi
xi

)
R 5.80E-11 4.78E-11 9.07E-03 1.02E-10 1.34E-10 1.66E-04
G 5.68E-10 1.02E-11 3.21E-02 3.76E-11 8.63E-11 1.29E-03
E 1.87E-07 3.12E-11 7.70E-02 3.24E-08 7.42E-10 7.65E-03
k1k2 8.86E-11 7.00E-08 3.52E-06 1.53E-11 1.53E-11 2.38E-04
k3k4 6.78E-11 7.36E-10 4.78E-05 5.60E-07 2.46E-06 1.58E-03
k5k6 2.98E-09 4.53E-10 2.03E-03 1.20E-10 3.02E-09 3.49E-04
k7k8 7.76E-10 2.54E-09 3.54E-04 2.89E-10 6.01E-09 9.86E-04
k1k3 1.98E-10 1.36E-11 7.52E-05 4.46E-10 5.75E-10 2.10E-05
k2k4 5.60E-11 2.29E-08 3.14E-03 5.61E-11 1.93E-11 4.06E-04
k1k5 2.32E-12 9.86E-12 7.27E-06 5.79E-11 1.89E-11 2.51E-05
k2k6 5.35E-11 1.96E-09 4.14E-05 1.46E-12 1.03E-12 2.16E-06
k1k7 4.61E-11 2.50E-11 7.88E-05 1.10E-11 8.96E-12 4.62E-04
k2k8 3.86E-07 8.98E-07 1.29E-04 4.85E-10 2.52E-09 1.69E-03
k5k3 5.81E-11 1.69E-10 3.12E-04 1.59E-11 2.13E-11 7.12E-05
k6k4 3.28E-12 1.90E-12 4.70E-03 1.76E-12 1.27E-12 2.96E-04
k5k7 2.14E-11 1.37E-11 4.69E-05 2.45E-11 1.93E-11 1.80E-05
k6k8 8.68E-11 3.56E-07 4.00E-04 2.10E-11 5.85E-10 1.47E-04
k7k3 2.21E-10 1.30E-10 2.31E-05 7.48E-11 5.84E-11 8.84E-05
k8k4 2.63E-11 3.29E-08 5.79E-05 1.37E-12 1.23E-12 1.27E-04
k9 3.51E-12 3.71E-10 6.67E-04 1.37E-11 6.47E-12 1.84E-04
k10 1.06E-11 6.99E-11 1.97E-05 7.33E-10 5.21E-10 8.16E-05
k11 1.51E-07 2.86E-10 4.49E-02 2.87E-08 3.51E-10 6.51E-05
k12 1.17E-06 1.43E-06 6.34E-02 1.39E-08 2.64E-08 1.39E-02
k13k14 1.52E-07 4.58E-12 8.67E+00 6.69E-07 6.27E-12 5.28E+00
k13k14* − − 4.10E−04 − − 1.87E−04
a Convergence was assessed by comparing the results from two total simulation times, 1e5 and 1e8 seconds.
1600 simulations were performed for each parameter (or parameter pair) varied; these were analyzed in
parallel through consideration of three values: (i, ii) the maximum of the averaged norm of derivatives at the

last point of simulation,
∣∣∣∣∣∣dx(t)i

dt

∣∣∣∣∣∣; and (iii) the maximum of relative difference between signal levels using

the two simulation times, max
(

∆xi

xi

)
. The derivatives are all very near 0, and, in most cases extending

the simulation results in changes of less than 1%, suggesting the system is very close to a stationary point.
For cases where the results differed by more than 1%, the differences were identified (by visual analysis)
to be at points with very small absolute values in all but two cases (k13k14 in both models). For these,
simulation time was further extended to 1e9 s; the maximal change over this extended period (marked by
*) was below 0.1%.
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(a) Association of ligand with free receptor
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(b) Association of ligand with receptor·G-Protein complex
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(c) Association of G-protein with ligand-bound receptor
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(d) Association of G-protein with unliganded receptor

−7 −5 −3 −1 1 3 5 7

−6
−4

−2
0

2
4

6
0

0.1

0.2

0.3

0.4

log10 LTOT

k5&k6

log10 α

G
αG

TP
PL

C

−7 −5 −3 −1 1 3 5 7

−6
−4

−2
0

2
4

6
0

0.005

0.01

0.015

log10 LTOT

k5&k6

log10 α

G
αG

TP
Ac

Model 1 Model 2

Figure A.5: Variation of rates of binding equilibria. The equilibrium concentration
of GGTP

α ·E is plotted as a function of both added ligand concentration (LTOT) and the
parameter scaling factor (α). In these panels, the association and dissociation rate con-
stants of each reaction within the ligand–receptor–G-protein binding square were varied
in pairs, multiplying the rate of both forward and reverse reactions by α.
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(a) Stability of free receptor
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(b) Stability of ligand–receptor complex
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Figure A.6: Variation of rates at corners of the “binding square” (A). The equi-
librium concentration of GGTP

α ·E is plotted as a function of both added ligand concen-
tration (LTOT) and the parameter scaling factor (α). In these panels, the rate constants
of the association and dissociation reactions sharing a reactant were varied in pairs,
multiplying or dividing the rate of each reaction by α, as required for thermodynamic
consistency.
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(a) Stability of receptor–G-protein complex
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(b) Stability of ligand–receptor–G-protein complex
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Figure A.7: Variation of rates at corners of the “binding square” (B). The equilib-
rium concentration of GGTP

α ·E is plotted as a function of both added ligand concentration
(LTOT) and the parameter scaling factor (α). In these panels, the rate constants of the
association and dissociation reactions sharing a reactant were varied in pairs, multiplying
or dividing the rate of each reaction by α, as required for thermodynamic consistency.
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(a) Stability of ligand-bound states
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(b) Stability of G-protein-bound states
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Figure A.8: Variation of rates on opposite sides of the “binding square”. The
equilibrium concentration of GGTP

α ·E is plotted as a function of both added ligand concen-
tration (LTOT) and the parameter scaling factor (α). In these panels, the rate constants
for equivalent reactions on opposing sides of the square of binding-equilibria were varied
in pairs, multiplying the rate of both reactions by α.
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(a) Activation by unliganded receptor
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(b) Activation by ligand-bound receptor
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Figure A.9: Variation of the activation rates. The equilibrium concentration of
GGTP
α ·E is plotted as a function of both added ligand concentration (LTOT) and the

parameter scaling factor (α). In these panels, the rates of activation (nucleotide exchange)
of the G-protein were varied individually, multiplying the reaction rate by α.
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(a) GTP hydrolysis by Gα
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(b) Reformation for Gαβγ trimer
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(c) Association of effector and GGTP
α
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Figure A.10: Variations of post-activation rate constants. The equilibrium concen-
tration of GGTP

α ·E is plotted as a function of both added ligand concentration (LTOT) and
the parameter scaling factor (α). In these panels, the rates of post-activation reactions
were varied. For GTP hydrolysis and trimer formation, the rates were varied individually,
multiplying the reaction rate by α; for effector–GGTP

α binding, both forward and reverse
reaction rates were multiplied by α.
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(a) Total receptor density
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(b) Total G-protein density

−7 −5 −3 −1 1 3 5 7

−6
−4

−2
0

2
4

6
0

0.1

0.2

0.3

0.4

log10 LTOT

G

log10 α

G
αG

TP
PL

C

−7
−5

−3
−1

1
3

5
7

−6
−4

−2
0

2
4

6
0

0.005

0.01

0.015

log
10

 LTOT

G

log
10

 α

G
αG

T
P
A

c

(c) Total effector density
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Figure A.11: Variation of initial concentrations. The equilibrium concentration
of GGTP

α ·E is plotted as a function of both added ligand concentration (LTOT) and the
parameter scaling factor (α). In these panels, the total concentrations of each primary
species were varied individually, multiplying the concentration by α.
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(a) Evaluated at t = 105 s.
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(a) Evaluated at t = 108 s.
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Figure A.12: Effect of simulation time on the influence of effector–GGTP
α rates.

The equilibrium concentration of GGTP
α ·E is plotted as a function of both added ligand

concentration (LTOT) and the parameter scaling factor (α); both forward and reverse
reaction rates for the association of GGTP

α and effector (k13 and k14) were multiplied
by α, preserving the equilibrium binding constant. In (a) the total simulation time was
105 s, while in (b) the simulation was extended to 108 s. With very long simulation
times, these rates do not affect the result, but low rates cause a very slow approach to
equilibrium, effectively reducing the output signal on moderate time scales.
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