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Abstract of the Dissertation

Models and Numerical Algorithms for

Hydrodynamics with Atomic Processes and

High Energy Density Applications

by

Hyoungkeun Kim

Doctor of Philosophy

in

Applied Mathematics and Statistics

Stony Brook University

2014

The main goal of the research is the development of numerical equa-

tion of state model enabling hydrodynamic simulations of problems

involving multiple ionization and it’s application in the high energy

density physics (HEDP) such as the plasma jet driven magnetoiner-

tial fusion (PJMIF) concept and the pellet injection in Tokamak via
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simulations studies. For this goal, the mathematical models and

numerical algorithms for ionization process has been developed,

and they are demonstrated in several simulations with productive

result.

A numerical model for an average ionization equation-of-state (EOS)

for high-Z plasmas undergoing multiple ionization processes has

been developed by improving the classical Zeldovich model. The

corresponding software library has been implemented in FronTier,

a hydrodynamic code that explicitly tracks material interfaces via

the front tracking method. Implementation required an efficient

coupling of the EOS model with Riemann solver algorithms used

in high resolution hyperbolic solvers. By partially replacing costly

nonlinear solvers with precomputed data sets, we were able to

speedup computations by two orders of magnitude. The EOS

model was verified with respect to a standard benchmark prob-

lem involving solutions of coupled systems of Saha equations.

The FronTier code with this EOS model has been used for simula-

tions of formation and implosion of plasma liners in the concept of

PJMIF. The PJMIF is an alternative method proposed to combine

features of the inertial and magnetic confinement nuclear fusion to
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solve the standoff problem. We performed modeling and simula-

tions of processes relevant to PJMIF and investigated the effect of

atomic processes and the internal structure of plasma liner during

self-implosion. In idealized simulations of plasma liners and tar-

gets in spherical symmetry, we analyzed the liner efficiency, target

compression rates, fusion energy gains, and quantified the effect

of atomic processes on the liner and target compression. In 2-

dimensional (2D) and 3-dimensional (3D) simulations of plasma

jets merger, a cascade of oblique shock waves was observed in the

merger process of discrete plasma jets. This observation explained

the structure of plasma liners and agreed well with theoretical anal-

ysis.

Spherically-symmetric simulations of the pellet ablation in toka-

maks, a nuclear fusion device based on magnetic confinement, have

also been performed using the FronTier code equipped with the

EOS for atomic processes. The pellet injection into tokamaks is

proposed as a very efficient method for the fusion fuel supply and

the plasma disruption mitigation. We performed studies of the ab-

lation rate and the properties of ablation flow using our numerical

tool. For more accuracy in the low temperature region, we up-
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graded the average ionization model by including the continuum

assumption of statistical weights of ionization level. The ablation

rate of neon and argon pellets decreased due to ionization-induced

energy sinks, and the ablation flow reached a multi-transonic state

similar to that observed in deuterium pellets.
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Chapter 1

Introduction and Motivation

The high energy density physics (HEDP) spanning various physics areas in-

cluding astrophysics and nuclear fusion application, has drawn many theorit-

ical, numerical and experimental studies for long time. In the numerical work

of HEDP, one of the important factors is a reasonable model for the atomic

processes such as dissociation and ionization because it can change a simula-

tion result significantly. We have developed the hydrodynamic system with

enhanced algorithm for atomic processes using the FronTier code.

The system of hydrodynamic equations called the Euler equations, contains

the conservation equations of mass, momemtum, and energy with the equation-
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of-state (EOS) which charaterize the fluid material:

∂ρ

∂t
= −∇ · (ρu), (1.1)

ρ

(

∂

∂t
+ u · ∇

)

u = −∇P, (1.2)

ρ

(

∂

∂t
+ u · ∇

)

e = −P∇ · u −∇ · q, (1.3)

P = P (ρ, e) (1.4)

where ρ, u, e, and P are density, velocity, specific internal energy, and pressure,

respectively. In the modeling of pellet injection in Tokamak, the term (−∇·q)

described the external heat source of hot electrons streaming along magnetic

field line into the ablation cloud.

1.1 Modeling of Atomic Physics Processes in

Equation-of-State

The constitutive relation, or EOS, decribes the thermodynamics of fluids and

gases and closes the system of Euler equations 1.1. Accurate EOS modeling

based on thermodynamic theory is important because it affects the dynamics

of fluid flow. In the case of plasma jets, most of previous simulation works [7,8]

have used polytropic gas EOS for partially ionized gas with altered γ (adiabatic

exponent) value to mimic the ionized state of gas. This approach clearly

has various limitations to obtain an accurate simulation result because the

changed γ value is not an correct value for ionized gas and the dynamics
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of atomic processes such as dissociation and ionization is not captured at all.

This restriction motivates the development of EOS models for partially ionized

gas. The energy sink induced by atomic processes in the partially ionized gas

definitely influences the thermodynamic properties of fluid such as pressure,

γ, sound speed, ... etc.

For deuterium plasmas, the plasma EOS in [9] was used to resolve the

dissociation and ionization processes and for high-Z atom plasma, the numer-

ical EOS in [10] was developed by us based on the average ionization method

(AIM) in [11]. Both EOS models assume local thermodynamic equilibrium and

the assumption was verified in specific cases. In the simulation of plasma jets

and ablation cloud of pellet derived from the application to nuclear fusion, the

atomic processes had changed the simulation results significantly compared to

the case using polytropic EOS. For instant, the energy sink caused by atomic

processes produced more nuclear fusion efficiency in the PJMIF and mutiple

transonic flow in the simulation of pellet injection in Tokamak.

1.2 Plasma Jets Driven Magneto-Inertial Fu-

sion

Nuclear fusion is a nuclear reaction in which two or more atomic nuclei merge

to produce a new type of atomic nucleus. During this fusion process, high

energy is required to overcome the electrostatic repulsive force between nuclei.

There are the magnetic confinement fusion (MCF) and the inertial confinement
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Figure 1.1: Picture of PLX chamber at LANL. Taken from [1].

fusion (ICF) depending on the confinement methods. The magnetized inertial

fusion (MIF) [12], a hybrid method of MCF and ICF was proposed for more

efficiency as well as the reduction of nuclear fusion cost. The PJMIF by Thio et

al. [13] is a one of the methods for magnetized inertial nuclear fusion by using

a spherical array of supersonic plasma jets. In this method, a plasma liner is

formed from merger of discrete plasma jets launched from the periphery of the

implosion chamber and used to implode the central magnetized target. This

method is proposed to solve the stand-off problem for protection of hardwares

from implosion as well as the reduction of their manufacturing cost. More

specific review of PJMIF is in chapter 3.

Several theoretical and numerical works on the fusion energy gain, the

stagnation pressure, the deconfinement time, and the hydrodynamic efficiency

of PJMIF [6,14,15] have been reported. Th hydrodynamic efficiency is a ratio
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of kinetic energy of plasam liner to fusion energy gain and the deconfinement

time is the duration between the time of the peak pressure and the time when

the peak pressure is decreased by the factor of two. The stagnation pressure

is the maximum pressure during implosion of plasma liner on plasma target.

The fusion gain scaling laws comparing with theoretical predictions are also

studied. In [7, 16], the simulation of the self-collapse of argon liners using the

parameters from the Plasma Liner Experiment(PLX) at Los Alamos National

Laboratory (LANL), were performed by including the radiation effect. In these

works, the radiation effect in front of the plasma liner reduced a pressure of

vacuum region and increased the efficiency of plasma liner significantly. The

picture of PLX chamber at LANL is shown in Figure 1.1. And the PLX plans

to merge 30 plasma jets with high density and high Mach number to study

the self-collapse, and implosion on solid and gas targets.

However, most of previous numerical works for PJMIF employed the ap-

proximated γ value to mimic the atomic processes and were on spherically

symmetric 1D liners. In [10], the Mach number of plasma liners in PJMIF

was increased by including atomic processes via plasma EOS models and var-

ious important charateristics of PJMIF such as nuclear fusion efficiency have

changed. In [17], more realistic 3D simulation of plasma jets merger had per-

formed and explained via the cascade of oblique shock waves. The lowered effi-

ciency of imploding plasma liners has been quantified numerically for the first

time and the different dynamics of plasma jets through oblique shock waves

has been produced because of atomic processes during plasma jets merger.
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Figure 1.2: Picture of ITER. Taken from [2].

1.3 Pellet Ablation in Thermonuclear Fusion

Devices

An experimentally proven method of refueling tokamaks is by pellet injec-

tion [18,19]. Pellet penetration well inside plasma of tokamak has enabled the

plasma to exceed the empirical density limit [20], which is of importance to the

next generation tokamak such as the International Thermonuclear Experimen-

tal Reactor (ITER). Pellet injection is currently seen as the most likely refuel-

ing technique for ITER [21]. Furthermore, the injection of killer pellets which

is an impurity pellet has been suggested as a method for fast shutdown of large

tokamaks [22] without causing serious damage to the tokamak machine. Thus

it is imperative that pellet injection phenomena be understood via simulations

before very expensive experiments are undertaken in ITER shown in Figure

6



1.2. The resolution of complex physics processes in flows of liquids and weakly

ionized plasmas inside tokamak plasmas is of major importance for full scale

tokamak modeling in the presence of fueling processes, disruption mitigation

techniques etc. Such flows are usually characterized by significantly different

spatial and/or temporal scales compared to the main characteristic scales of

a fusion device, as well as significantly different physical properties compared

to the tokamak plasma. Mathematical approximations used in fusion plasma

models and implemented in plasma MHD codes are not appropriate for such

subscale flows, hence essentially new mathematical models and numerical tools

are required [9, 23,24].

As a frozen pellet of deuterium or high-Z atoms is injected into the hot

plasma tokamak fusion reactor, it is rapidly heated by long mean-free-path

electrons streaming along magnetic field lines, leading to ablation at the frozen

pellet surface, with a shield of neutral gas and an ionized high density plasma

cloud around it. This can trigger magnetohydrodynamics (MHD) instabilities

[25]. In [25], the internal dynamics of plasma cloud was resolved without the

details of pellet ablation and realistic pellet parameters. An improvement of

such large scale simulations was obtained by Samtaney et al. [26] using an

MHD code based on the Chombo AMR package [27]. For the pellet ablation,

the Chombo MHD code used an analytical neutral gas shielding(NGS) model,

describing the ablation as a moving density source. Parks [28] theoretically

explained the motion across flux surfaces using arguments such as curvature

and E×B drifts.

The ablation process involves complex interactions between the partially
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conducting ablation cloud, the background plasma and magnetic field, and the

motion of the pellet itself. The ablation of tokamak pellets and its influence on

the tokamak plasma have been studied using several approaches. Among the

pellet ablation models, a semi-analytical neutral gas shielding (NGS) model

by Parks and Turnbull [29] has achieved a significant success in explaining

experimental data. This 1D steady state hydrodynamics model provides the

scaling of the ablation rate with respect to the pellet radius, plasma temper-

ature and plasma density. However, it neglects MHD, geometric effects, and

atomic effects such as dissociation and ionization. Theoretical studies of the

magnetic field distortion [30], equilibrium pellet shape under high ablation

pressures [31], radial displacement of the pellet ablation material [28,32], and

cloud oscillation [33] have also been performed.

A detailed investigation of the ablation process including the dissociation,

ionization and the non-local electron heating of the pellet cloud was simu-

lated with two dimensional hydrodynamics, i.e., the background plasma and

magnetic field were stationary [34, 35]. More recently, two-dimensional hy-

drodynamic simulations have been performed that include solid-to-gas phase

transition treatment, dissociation, ionization, and a kinetic heat flux model.

These simulations showed the presence of shocks in the pellet cloud as well as

the flattening of the pellet due to fluidization, which can shorten the pellet

lifetime by as much as a factor of three if the pellet is assumed to be rigid

and stationary [23]. More improved 2D simulations with the MHD effects and

detailed atomic physics processes in the ablation cloud were reported in [9,24].

Previous simulation studies, focusing on the fueling application of pellets,

8



Figure 1.3: Schematic picture of front tracking method. Taken from [3].

have limited the choice of the pellet material to deuterium. However high-Z

pellets have a potential for other important tokamak applications, in partic-

ular the plasma disruption mitigation. In this work, we provide results of

numerical studies of the ablation of argon and neon pellets and compare them

with theoretical predictions and studies of deuterium pellets. Simulations have

been performed in the 1D spherically-symmetric approximation using the hy-

drodynamic code FronTier [36] with recently developed physics models for the

pellet ablation such as the electronic heat flux model and the numerical EOS

with the support for multiple ionization of high-Z gases [10].

9



1.4 FronTier code

The FronTier code [36] is a hybrid Lagrangian-Eulerian code based on the

front tracking method [3]. The front tracking method tracks dynamically

moving fronts (interfaces between materials) which are Lagrangian meshes

moving through a volume filling Eulerian grid, shown in Figure 1.3. The front

tracking method significantly reduces numerical diffusion across interfaces and

the multiphase simulation by applying different numerical models to materials

seperated by explicit interfaces. For example, different EOS models can be

applied into subdomains separated by interfaces to resolve the properties of

materials in each sections. The FronTier code with this front tracking method

can evolve and resolve topological changes of a large number of interfaces in

2-dimensional (2D) and 3-dimensional (3D) spaces, and the dynamics of inter-

faces is determined by the Riemann problem for the systems of conservation

equations. For the interior solvers, the FronTier code has equipped with the

high order shock capturing schemes such as the Monotonic Upstream-centered

Scheme for Conservation Laws (MUSCL) [37]. Currently, the FronTier code

supports compressible and incompressible Navier-Stokes equations with phase

transitions, MHD equations in the low magnetic Reynolds number approxi-

mation [38], and oil reservoir equations. The FronTier code has been used

on various supercomputers for the several simulations (Rayleigh Taylor in-

stability, turbulent fluid mixing, liquid accelerator targets, pellet injection in

Tokamak, diesel fuel jet, etc.) [6, 9, 10,17].

In all simulations of this dissertation, we use the MUSCL scheme which is

10



Figure 1.4: Schematic picture of the MUSCL scheme. Taken from [4].
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a finite volume method with second order of accuracy in space. This scheme is

derived based on the Godunov’s scheme by converting the piecewise constant

approximation to reconstructed states at the cell boundary, shown in Figure

1.4. After solving Riemann problem with reconstructed states, the interior

states are updated based on fluxes across the cell edges.

As the ability to accurately resolve strong spherical shock is central to

the application in HEDP such as plasma jet driven magnetoinertial fusion

(PJMIF), the verification tests and their comparison with analytic solutions

to the Noh problem [39] have been performed. In the Noh problem, a gas is

initialized with uniform states of density, pressure, and radially inward velocity.

A shock forms at the origin and propagates outward as the gas stagnates. An

identical verification test was performed in [7] and [8] for the Raven, Hellios,

and SPH codes.

The problem of interest contains an infinite, isotropic, zero temperature

ideal gas with uniform initial velocity directed radially inward to the center.

A shock wave is generated at the origin at the initial time, shown in 1.5. As the

shock wave propagates outward, the state behind the shock remains constant.

For the γ = 5/3 gas with the initial density ρ0 = 0.0166 kg/m3 and velocity

v0 = −100 km/s, the state behind the shock is as follows [39]:

ρs = ρ0

(

γ + 1

γ − 1

)3

= 64ρ0 = 1.06 kg/m3,

Ps = ρ0v
2
0

(γ + 1)3

2(γ − 1)2
=

64

3
ρ0v

2
0 = 3.54 × 109 Pa, (1.5)

vs = −
1

2
v0(γ − 1) = 33.33 km/s, (1.6)
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Figure 1.5: Schematic picture of 3D Noh problem. Taken from [5].

where vs is the shock speed. The length (radius) of the simulation domain

was chosen to be 25 cm, and five grid resolutions were used. The MUSCL

scheme of the FronTier code is used with reflecting boundary at origin and

flowing boundary at outer bound in 1D spherically symmetric domain. Table

1 summarizes the average density and pressure values, relative errors (in the

L2-norm), and the convergence rate. The convergence rate R is defined as

R = log
(‖ en+1 ‖

‖ en ‖

)

/

log
(hn+1

hn

)

,

where en+1 and en are error vectors corresponding to the grid spacing hn+1

and hn.

The code verification has been performed through the comparison with the
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Mesh size 1000 2000 3000 4000 5000
Density, g/cc 8.8049e-4 9.5124e-4 9.8666e-4 1.e-3 1.e-3
Pressure, bar 3.0694e4 3.3000e4 3.4101e4 3.4523e4 3.4888e4
Density Error 0.0528 0.0243 0.0146 0.0104 7.8e-3
Pressure Error 0.0369 0.0133 0.0058 0.0034 1.8e-3
Convergence Rate N/A 1.5 2.05 1.86 2.85

Table 1.1: Mesh convergence of solutions of 1-dimensional (1D) spherically
symmetric Noh problem.

Raven code [7] and the Helios code [40] which are the 1D lagrangian hydro-

dynamic codes. The FronTier code has obtained second or higher order con-

vergence with the mesh refinement, which outperforms the Smoothed-particle

hydrodynamics (SPH) code [8] and Raven code and is identical in accuracy

to the Helios code. The main property and advantage of the FronTier code

is it’s ability to resolve large discontinuities across material interfaces via the

method of front tracking. When there are contact discontinuities, the accuracy

of FronTier code exceeds the accuracy of untracked schemes and this is critical

ability for the simulation of interaction between target and liner in PJMIF.

1.5 Thesis structure

We present the development of numerical EOS model for partially ionized high-

Z gas based on the average ionization method [11] in chapter 2. Using this

EOS model, the simualtion work of PJMIF is provided in chapter 3. We have

resolved the influence of atomic processes in the implosion of plasma liner and

the merging process of discrete plasma jets via the cascade of oblique shock

waves. In chapter 4, the simulation study of pellet injection into Tokamak with
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the plasma EOS model is discussed. The atomic processes in the ablation flow

and it’s effect on ablation rate have been analysed and estimated. The on-

going and future research work with summary of previous result are addressed

in chapter 5.

This dissertation includes: (a) development of numerical plasma EOS

model for high-Z gas; (b) verification of high-Z plasma EOS model (joint work

with L. Zhang); (c) 1D simulation of plasma liner (joint work with L. Zhang);

(d) 3D simulation of plasma jets merger and 3D data analysis; (e) 2D simu-

lation of plasma jets merger and verification using oblique shock theory; (f)

visualization of large 3D data using remote parallel VisIt [41]; (g) Simulation

of two jets merger and validation using the result from PLX at LANL (joint

work with L. Zhang); (h) 1D simulation of high-Z pellet injection in spherically

symmetric domain.
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Chapter 2

Modeling of Atomic Physics

Processes in Equation of State

2.1 Main Hydro- and Thermodynamic Rela-

tions

The relation of e = e(V, S) where e is the specific internal energy, S is the

specific entropy and V = 1/ρ is the specific volume, contains the thermo-

dynamic properties of a material. The terminology for various derivatives of

e are explained in detail in [42] and the basic relations are shown here for

completeness.

The first derivatives of e produce the pressure P = P (V, S) and the tem-
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perature T = T (V, S) are:

P (V, S) = −
∂e

∂V

∣

∣

∣

∣

S

and T (V, S) =
∂e

∂S

∣

∣

∣

∣

V

(2.1)

which are consistent with the fundamental thermodynamics identity of

de = −PdV + TdS. (2.2)

There are the directly measurable quantities such as: the specific heats at

constant volume and pressure,

CV = T
∂S

∂T

∣

∣

∣

∣

V

and CP = T
∂S

∂T

∣

∣

∣

∣

P

, (2.3)

the isentropic and isothermal compressibilities,

KS = −
1

V

∂V

∂P

∣

∣

∣

∣

S

and KT = −
1

V

∂V

∂P

∣

∣

∣

∣

T

, (2.4)

and the coefficient of thermal expansion,

β =
1

V

∂V

∂T

∣

∣

∣

∣

P

. (2.5)

The convenient dimensionless quantities (γ: adiabatic exponent and Γ:

Grünesian coefficient) can be obtained based on the second derivatives of E
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as:

γ =
V

P

∂2e

∂V 2

∣

∣

∣

∣

S

=
1

PKS

, (2.6)

Γ = −
V

T

∂2e

∂S∂V
=

βV

CV KT

. (2.7)

Another important dimensionless quantity, called the fundamental derivative,

based on a third derivative of E is:

G = −
1

2
V

∂3e/∂V 3|S
∂2e/∂V 2|S

. (2.8)

These dimensionless quantities can be used for explanation of properties of

isentropes. In cases of γ and Γ, from the following relations:

γ = −
V

P

∂P

∂V

∣

∣

∣

∣

S

= −
∂ log P

∂ log V

∣

∣

∣

∣

S

and Γ = −
V

T

∂T

∂V

∣

∣

∣

∣

S

= −
∂ log T

∂ log V

∣

∣

∣

∣

S

, (2.9)

the isentrope near V0 can be approximated as:

P ≈ P0

[

V

V0

]−γ

and T ≈ T0

[

V

V0

]−Γ

. (2.10)

In case of the fundamental derivative, from the following expression:

G = −
1

2
V

∂2P/∂V 2|S
∂P/∂V |S

=
1

2

V 2

γP

∂2P

∂V 2

∣

∣

∣

∣

S

, (2.11)

the convexity of the isentropes in the P-V plane can be estimated by using G.

In application to fluid dynamics, these dimensionless quantities (γ, Γ, g,
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and G) play a vital role. For example, the adiabatic exponent γ is a dimen-

sionless sound speed (γ = c2/PV ) and the criteria of these values determine

the characteristics of the system such as strictly hyperbolic.

In the polytropic gas, the PV = RT for specific gas constant R is obtained

from the fundamental thermodynamic identity of 2.2 and the experiments of

Boyle and of Joule-Thompson. The measurable quantities are expressed by

the ratio of specific heats (γ0 = CP /CV ) as following:

CV =
1

γ0 − 1
R, CP =

γ0

γ0 − 1
R, (2.12)

KS =
1

γ0P
, KT =

1

P
, β =

1

T
. (2.13)

From these quantites, the dimensionless quantites are γ = γ0, Γ = γ0 − 1, and

g = γ0 − 1. In this case, e = CV T and S = CV ln(TV γ0−1)+Constant. So the

equation of state is:

e = e0

[

V

V0

]γ0−1

exp

[

(γ0 − 1)
S

R

]

(2.14)

with some constants of E0 and V0.

2.2 Equation of State for Deuterium

In [9], the plasma EOS model for deuterium and its numerical implementation

was introduced. The main result is represented here for completeness. For

a partially dissociated and partially ionized deuterium gas, the pressure and
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specific internal energy are expressed as

P =

(

1

2
+

1

2
fd + fi

)

ρkT

ma

(2.15)

e =

(

1 − fd

2(γm − 1)
+

fd + fi

γ − 1

)

kT

ma

+
1

2
fd

kǫd

ma

+ fi
kǫi

ma

, (2.16)

where γm and γ = 5/3 are specific heat ratios for molecules and atoms, re-

spectively, k is the Boltzmann constant, ma is the mass of the atom(ion).

The dissociation fraction is fd(ρ, T ) = (na + ni)/n and ionization fraction is

fi(ρ, T ) = ni/n where the total number density of nuclei is n ≡ 2ng +na+ni =

ρ/ma and the number density of D2 molecules, D atoms, and D+ ions are ng,

na, and ni. By using the Saha equations [11], the dissociation and ionization

fractions can be calculated with the dissociation energy (ǫd = 4.48 eV) and

the ionization energy (ǫi = 13.6 eV). The Saha equations for deuterium are

(in eV units):

f 2
i

1 − fi

= 3.0 × 1021 Tαi

n
exp

(

−
ǫi

T

)

, (2.17)

f 2
d

1 − fd

= 1.55 × 1024 Tαd

n
exp

(

−
ǫd

T

)

, (2.18)

where αi = 3/2 and the parameter αd is selected to be 0.327 for the best

approximation of deuterium thermodynamic data [43].
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2.3 Equation of State for High-Z Gases

The numerical EOS model for partially ionized high-Z gas has been developed

based on the average ionization method in [11]. For the completeness, we

provide a derivation of the average ionization method in the following.

Suppose a high-Z monatomic gas can achieve multiply ionized states with

the ionization energies I1, I2, . . . , IZ . The pressure and specific internal energy

can be written as

P = (1 + fe)
ρkT

ma

(2.19)

e =
3

2
(1 + fe)

kT

ma

+
1

ma

∑

Qmfm +
1

ma

∑

Wmfm, (2.20)

where fe and fm are fractions of electrons and ions with the ionization degree

m, Qm = I1 + I2 + . . . + Im is the energy required to remove m electrons,

Im is m-th ionization potential, and Wm is the electronic excitation function.

There are the conservation laws for fm and fe expressed as
∑

m fm = 1 and

∑

m mfm = fe. These fm and fe can be calculated from the system of Saha

equations under the assumption of local thermodynamic equilibrium

fm+1fe

fm

=
2m

ρ

um+1

um

(

2πmekT

h2

)3/2

exp

(

−
Im+1

kT

)

, m = 1, . . . , Z, (2.21)

where h: Planck constant and um: electron partition functions. Because of

expensive computation cost for the coupled system of Z nonlinear equations

(2.21), it is almost impossible to solve this in hydrodynamic simulation. To

reduce the computational cost, the AIM is introduced in [11]. In this method,
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the continuum approximation of the ionization fractions, particle number den-

sities, and the ionization energy function is introduced as:

fm → f(m), nm → n(m), Im → I(m).

The integral forms of conservation laws are

∫

n(m)dm = n,

∫

m n(m)dm = ne

. Then a single ordinary differential equation is derived from the coupled

system of Saha equation:

(

1 +
d log n

dm

)

ne = AT 3/2 exp−
I(m + 1)

kT
. (2.22)

The continuum representation of the argon ionization energies, shown in

Figure 2.1, was obtained using a third order piece-wise polynomial approxi-

mation and the discrete energy spectrum of the argon atom.

The distribution of ionized states n(m) at given density and temperature

values resembles a sharp, Gaussian-type curve centered at the average ioniza-

tion m̄ defined as

m̄ =

∫

m n(m)dm
∫

n(m)dm
=

ne

n
= m| dn

dm
=0 .
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Figure 2.1: Ionization energies of argon atom (circles) and their continuum
representation by function I(m) (solid line). (Joint Work with L. Zhang)

From (2.22), the average ionization value is

m̄ =
AT 3/2

n
exp−

Ī

kT
. (2.23)

The corresponding internal energy and pressure for average ionization model-

ing are

P = n (1 + m̄) kT (2.24)

E =
3

2
(1 + m̄)

kT

ma

+
1

ma

Q(m̄), (2.25)

Following [11], we use the average ionization value for the calculation of

thermodynamic quantities. Substituting (2.24) or (2.25) into the Saha equa-

tion(2.26) with the discrete functions Im and Qm replaced by the corresponding

23



10
0

10
1

10
2

0

5

10

15

20

Temperature, eV

A
ve

ra
ge

 io
ni

za
tio

n

Figure 2.2: Comparison of the average ionization calculated using the Zel-
dovich model (solid lines) and the full system of coupled Saha equations
(dashed lines) at given temperature and three density values, 5 × 10−3 g/cm3

(red bottom lines), 5 × 10−5 g/cm3 (green middle lines), and 5 × 10−7 g/cm3,
(blue top lines) is shown. (Joint Work with L. Zhang)

continuum functions describing specific material, we obtain a single nonlinear

equation for finding m̄ at given values of specific internal energy or pressure

with value of density. Using the expression for entropy from [11] and the local

gamma-law fit for other thermodynamic properties, we calculate the sound

speed and other quantities required by the Riemann solver.

The verification of this numerical EOS model in the FronTier code has been

performed by comparing with numerical solutions of the coupled system of

Saha equations. In Figure 2.2, we plot the dependence of the average ionization

level of argon gas on temperature for three density values: 5 × 10−7 g/cm3,

5 × 10−5 g/cm3, and 5 × 10−3 g/cm3. In the point of hydrodynamic states,
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Figure 2.3: Comparison of pressure values calculated using the Zeldovich
model (solid lines) and the full system of coupled Saha equations (dashed
lines). Temperature dependence of the argon gas pressure at three den-
sity values, 5 × 10−3 g/cm3 (top lines), 5 × 10−5 g/cm3 (middle lines), and
5 × 10−7 g/cm3, (bottom lines) is shown. (Joint Work with L. Zhang)
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the small deviation of ionization level near non-smooth part of the graph has

negligibly small influence. The corresponding pressure curves obtained using

the average ionization EOS model and the coupled system of discrete Saha

equations are depicted in Figure 2.3 for the same values of density.

This model is sufficiently accurate in the high energy regime. However,

as it is shown in Figure 2.4, the accuracy is reduced at low temperatures

corresponding to the average ionization level of order (m ∼ 0.1). The ablation

cloud near the pellet surface is in weakly ionized state, and the inaccuracy

of the original AIM could change the overall dynamics of ablation cloud in

simulations. In this work, we improve our previous numerical EOS for high-Z

gases by including the linear continuum approximation of statistical weight

ratio (u) shown in Figure 2.5. The equation in the improved AIM with u is:

m = u
AT 3/2

n
exp−

I

kT
. (2.26)

The accuracy of this numerical EOS is increased further by using the numerical

optimization of I when m < 1. We use the modified I instead of the linear

approximation to mimic the single electron model in the low energy regime.

In this work, I = I1(1 − mq)1/q is used, where I1 is the first ionization energy

and q is a properly picked rational number when m < 1. The result of the

improved AIM is shown in the Figure 2.4.
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Figure 2.4: The comparison of solutions from the coupled system of Saha
equations (solid blue line), the original average ionization model (green dash-
dotted line), and the improved average ionization model (red dashed line) for
neon with density of 3.351 × 10−5 g/cm3.
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2.4 Efficient EOS Coupling with Hyperbolic

Solvers

The FronTier uses the second order hyperbolic solvers such as MUSCL, that

calculate conservative fluxes (density(ρ), momentum(m = ρv), internal energy(e))

using solutions of the Riemann problem. The variables for the Riemann prob-

lem are (density ρ, velocity v, pressure P ) and we need a variable conversion

which is usually difficult in the complex EOS model.

To support the hyperbolic solvers in FronTier code, several functions are

developed and implemented inside of EOS files. For the EOS of ideal gas,

pressure value can be obtained from specific internal energy and density (P =

(γ0 − 1)E/V ) and there are simple analytic solutions for various thermo-

dynamic quantities along characteristic line, which are required in the ad-

vanced numerical discretization algorithms, including second order MUSCL

type schemes and interface propagation algorithms implemented in the Fron-

Tier code [44]. However, there are not simple formulas in the EOS with atomic

processes and the nonlinear equations have to be solved to obtain the quanities

required by the hyperbolic solvers.

In the case of EOS for deuterium gas, the disociation and ionization fraction

are the basic variables which determine most of thermodyanamic quantities

such as pressure (2.15) and specific internal energy (2.16) during the hydro-

dynamic simulation. To find pressure as a function of density and specific

internal energy, we solve the quadratic equations (2.17) - (2.18) for fi and fd

respectively. Substituting these solutions into the energy equation (2.16), a
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nonlinear equation Φ(ρ,E, T ) = 0 is obtained which can be solved for T for

given values of ρ and E. Then this temperature value is used to calculate the

dissociation and ionization fractions and the pressure.

The basis variable in the EOS for partially ionized high-Z gas is the average

ionization level m̄ obtained from (2.26). Most of the thermodynamic quantities

during hydrodynamic simualtion are determined via the value of m̄. With the

temperature value and density, the m̄ is determined by solving the nonlinear

equation (2.26) and this is used to obtain other values such as sound speed and

local gamma. When we have the value of pressure or specific internal energy

value, this equation (2.26) can be solved after substitution of temperature

value using (2.24) or (2.25). This substitution can be applied into the other

cases of Hugoniot equation and isentropic condition.

The most expensive part in the EOS for deuterium and high-Z gas is the

numerical integration along a characteristic line in the isentropic gas flow.

The value of
∫ Pstar

P0
dP
ρc

∣

∣

∣

S
is the integration value under constant entropy. This

value is calculated frequently in the riemann solver which is one of the most

fundamental routines in MUSCL type scheme. Although the direct calculation

can be used in the 1D simulation, it is almost impossible to use it in the higher

dimensional simulation. In [9], the tabulated data on the space of entropy

and pressure was developed and used successfully. And this data set also are

generated and used in the case of EOS for high-Z gas. In the data set over a

space of pressure and entropy, the grid for entropy values is evenly distributed

while the grid for pressure is placed logarithmically because of the rapidly

changing property of inside function, dP
ρc

∣

∣

∣

S
.
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Figure 2.6: Hugoniot locus in the P-V plane

To check the Riemann problem for interacting shock waves, the Hugoniot

locus is analysed [42]. The Hugoniot locus is the solution set of the equation

of h(V, S) = 0 where h(V, S) is the Hugoniot function by:

h(V, S) = E(V, S) − E0 +
1

2
[P (V, S) + P0](V − V0).

With (P0, V0) = (0.222, 2.236e6) in (g,cm,ms) system, the Hugoniot locus of

plasma EOS for high-Z monatomic gas is shown in Figure 2.6. In this case,

the uniqueness of the Riemann problem is guaranted because of convexity of

the Hugoniot locus [42].
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Chapter 3

Plasma Jet Driven

Magneto-Inertial Fusion

3.1 Introduction

Recently, there are numerous theoretical, simulation, and experimental works

about the imploding plasma liner which is formed by the merger of high Mach

number plasma jets [13, 16] in the context of HEDP and the magnetoinertial

nuclear fusion. The schematic picture of this concept is shown in Figure 3.1.

The dynamics of a spherically symmetric liner which is imploding on a deu-

terium plasma target and going through the self-implosion, has been studied

theoretically and numerically in [6–8,10,13,14,45–47]. In [6,10,14], the fusion

energy gains at extreme initial states (Mach-60 deuterium, argon, and xenon

liners) of the plasma liners have evaluated and the high-Z plasma liners with

high Mach number have produced a reasonable nuclear fusion energy while a
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Figure 3.1: Schematic picture of PJMIF (a) Supersonic plasma jets from
plasma gun. (b) Merger of discrete plasma jets at the merging radius rm

and form a plasma liner. (c) Plasma liner implodes and compresses the target.
Taken from [6].

deuterium liner has not. Additionally, the properties of self-imploding plasma

liners with moderate initial states which is from the PLX [45] at LANL, have

checked in the works of [7, 10, 17]. The merger of 30 high-density argon jets

in the Mach number range of 10 - 35, was planned in the PLX to explain the

liner formation, self-implosion, and target interaction process. The PLX team

at LANL has reported the experiment result of oblique merger and head-on

collision of two jets [48–50]. In this section, the influence of atomic processes

in plasma jets simulations, the merger process of descrete plasma jets, and the

validation with PLX result are shown and explained.
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3.2 Influence of Ionization on the Implosion of

Plasma Liners

By using the EOS models with atomic processes such as dissociation and

ionization, and the front tracking method in 1D spherically symmetric domain,

the effect of atomic physics processes on the plasma liners implosion in PJMIF

has been studied numerically in [10]. The initial parameters for numerical

simulation of the self-collapse of the argon liners were given by the PLX at

LANL.

In this section, we provide the simulation result of argon liner’s implosion

and the explanation of the atomic processes during the implosion. By using

the 1D Lagrangian method, several simulations of argon liners’ implosion with

initial conditions from PLX at LANL were reported in [7, 46]. In this sim-

ulation work, the properties of the plasma liner and the suppression of high

temperature in vaccuum region had revealed by including the radiation trans-

port phenomena. But the most of simulations in [7] had employed the ideal gas

EOS model and this can be a restriction for getting a more realistic simulation

result and leads us to the following numerical work.

By using the plasma EOS for argon, we have done the simulation work of

plasma liners implosion with the initial parameters of PLX1 and PLX2 in [7],

and compared our simulation result with the result in [7]. Through this study,

we have the important role of atomic processes without radiation effects and

the heat conduction. By using the initial parameter of case 6 of Table II in [7],

we also tried the code comparison between the FronTier code, the RAVEN
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code, and the HELIOS code. The additional effect of heat conduction during

the plasma liner self-implosion and the interaction between imploding plasma

liner and the plasma target were also performed and discussed in [10] by using

the FronTier code.

For completeness, we provide here the initial parameters of PLX 1 and

PLX 2 setups from [7]. These PLX 1 and PLX 2 simulations were performed

in 1D spherically symmetric domain with reflecting condition in the origin

and open condition in the outer boundary, and mesh size of 0.02 cm. In

Figure 3.1 b, the plasma liner at the merging radius rm can be assumed as

uniform plasma liner and initialized in 1D spherically symmetric domain. For

the PLX 1 simulation, the merging radius of the argon liner is 33 cm and

the liner thickness is 44.7 cm. The initial state of the PLX1 liner is uniform

with the density ρ = 6.63 × 10−8 g/cm3 = 1.0 × 1015 cm−3, temperature T =

2.8 eV = 32480 K, pressure P = 0.004482 bar, velocity v = 50 km/s, and Mach

number M = 14.9. The initial states of the PLX2 liner are the same except

that the thickness of the liner is 63.6 cm. Additionally, the initial state of the

liner described in case 6 of Table II in [7] is also uniform with the density

ρ = 6.63×10−7 g/cm3 = 1.0×1016 1/cm3, temperature T = 1.0 eV = 11604 K,

pressure P = 0.02911 bar, velocity v = 50 km/s, and the Mach number M =

22.571. For this case, the merging radius is 24.1 cm and the liner thickness is

25.5 cm.

Because of initial temperature which is comparable with first ionization

energy level of argon, the average ionization level of the initial liner is 2.25.

This initial state of ionization level has increased very slowly in the initial

35



2 4 6 8 10
0

2

4

6

8

10

position, cm

av
er

ag
e 

io
ni

za
tio

n 
de

gr
ee

 m

(a)

2 4 6 8 10
0

1

2

3

4
x 10

−4

position, cm
de

ns
ity

, g
/c

m
3

(b)

2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

position, cm

pr
es

su
re

, k
ba

r

(c)

2 4 6 8 10
0

0.5

1

1.5

2

2.5

3

position, cm

te
m

pe
ra

tu
re

, l
og

10
(e

v)

(d)

Figure 3.2: average ionization (a), density (b), pressure (c), temperature (d) of
the imploding argon liners around the stagnation time with PLX 1 parameters
by using plasma EOS model (blue solid line) and polytropic EOS model (red
dashed line). (Joint Work with L. Zhang)
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part of plasma liner self-implosion. But, in the late process of plasma liner

self-implosion, the states of liner such as temperature, pressure, and average

ionization level have soared abrutly. In figure 3.2(a), the average ionization

across the plasma liner has depicted when the plasma liner is approaching the

stagnation state. The average ionization level has increased into 7.2 near the

chamber center and in figures 3.2(b) - 3.2(d), the corresponding quantities

of the density, pressure, and temperature in the imploding plasma liner are

shown. By comparing the simulation using the ideal EOS model, we obtained

a factor of 6.5 increase of density, a factor of 2 increase of pressure, and a

factor of 2.3 decrease of temperature in the center of the chamber using the

plasma EOS which can resolve the ionization process. Additionally, the sound

speed and the Mach number of imploding plasma liner are shown in the figure

3.3 and a factor of 1.5 increase of Mach number is obtained comparing with

the case of ideal EOS model.

In Figure 3.4, the evolution profile of the maximum pressure of plasma

liners has shown in the processes of self-implosion and implosion on the solid

target. We obtain the higher maximum pressure in the case of plasma liner

implosion on the solid target than the case of self-implosion which is caused

by the effect of the imperfect vacuum condition. This vacuum condition is

caused by the compressed residual gas in front of the imploding plasma liner.

The residual gas in front of the imploding plasma liner is gradually suppressed

and the increased pressure of this remnant gas, can degrade the efficiency of

the imploding plasma liner and induce the lowered maximum pressure during

self-implosion, while this effect is decreased in the case of solid target simula-
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Figure 3.3: sound speed (a) and Mach number (b) of the imploding argon
liners around the stagnation time with PLX 1 parameters by using plasma
EOS model (blue solid line) and polytropic EOS model (red dashed line).
(Joint Work with L. Zhang)
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Figure 3.4: Evolution of maximum pressure by using (1) plasma EOS with
0.5 cm solid target (purple solid line), (2) plasma EOS (blue solid line), (3)
polytropic EOS with 0.5 cm solid target (green dashed line) and (4) polytropic
EOS (red dashed line) of imploding argon liners with PLX 1 parameters. (Max-
imum pressure is picked among the values near liner’s leading edge.) (Joint
Work with L. Zhang)
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Figure 3.5: Evolution of maximum pressure of PLX1 (blue solid line) and
PLX2 (red dashed line). (Joint Work with L. Zhang)

tion. In the comparison with the result in [7], the maximum pressures in this

simulations are approximately three orders of magnitude lower and this big

difference can be explained by the inclusion of the radiation effect. In these

simulations of self-implosion and solid target interaction of plasma liners, the

maximum pressure during stagnation increased by almost the factor of two

when we include the atomic processes during the imploding process.

The effect of thickness of the imploding plasma liner was discussed in [6]

and the result showed that it had the little effect on the plasma target com-

pression and deconfinement time. In [6], the deconfinement time is discussed

and defined as the duration between the time of the maximum compression of

plasma target and the time when the peak pressure is decreased by the factor

of two while there is the definition of the stagnation time in [7]. The definition

40



of deconfinement time in [6] was derived based on the fusion energy gain since a

nuclear fusion process in the plasma target were finished 95% when the maxi-

mum pressure had decreased by the factor of two. In this work of an imploding

argon liner, we also check the influence of thickness of imploding plasma liner.

In Figure 3.5, the maximum pressure profiles of imploding plasma liner with

PLX1 and PLX2 parameters from [7], have shown. The deconfinment times

and maximum pressure profiles are almost identical in these cases of PLX1 and

PLX2 which is consistent with the argument in [6]. In [7], the definition of

the stagnation time was introduced to explain the self-imploding plasma liners

since the PLX parameters are far below the nuclear fusion ignition conditions.

The definition of the stagnation time in [7], is the time difference between the

time of peak maximum pressure of self-imploding plasma liner and the time

when the reflected shock wave in self-imploding plasma liner meets the trail-

ing edge of the plasma liner and degrade the imploding efficiency. From this

definition, the stagnation times have increased in the case of PLX2, which is

consistent with the thickness of plasma liner with PLX2 comparing the case

with PLX1. In the case of nuclear fusion study, the definition of the decon-

finement time in [6] is more appropriate, while the stagnation time is relevant

notion to capture the high energy density region in the case of self-imploding

plasma liner. The usage of the plasma EOS in self-imploding plasma liners has

a limited effect in the stagnation time because the intense ionization processes

are occurred in narrow region of leading edge of plasma liners.

The simulation result using the parameters of case 6 of Table II in [7] is

shown in Figure 3.6. We compare this result with Figures 5 and 12 in [7]
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Figure 3.6: Evolution of maximum pressure of case 6 of Table II in [7] by
using plasma EOS (red solid line) and polytropic EOS (blue dashed line).
(Joint Work with L. Zhang)

for code comparison. By comparing the RAVEN and HELIOS codes in [7],

the FronTier code with the polytropic EOS model, produced maximum pres-

sure value between the values from other two codes. The FronTier code with

LTE EOS with ionization process, produce the similar value with it from the

HELIOS code with PROPACEOS non-LTE EOS in [7]. This PROPACEOS

(PRism OPACity and Equation Of State code) include various atomic pro-

cesses (collisional ionization, recombination, excitation, etc) for LTE plasmas

and optically thin non-LTE plasmas [51]. In [46], the HELIOS code produced

almost the same maximum pressure when the LTE EOS comparing to the case

with non-LTE EOS. The local thermodynamic equilibrium assumption to the

simulation of deuterium plasma liners is explained in [10] and this argument

can also be applied to the case of argon liners since the eletron number density
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Figure 3.7: Comparison of fusion gains with different target radius using same
argon liner and polytropic EOS. (target radius: 15cm(1), 20cm(2), 10cm(3),
5cm(4)) (Joint Work with L. Zhang)

is bigger than the case of deuterium plasma liners.

As the local thermodynamic equilibrium is an important assumption of the

plasma EOS model, we evaluated it’s applicability by analyzing thermody-

namic states in the plasma liner. As the ionization fraction is almost constant

and negligibly small during the liner implosion in the case of deuterium liner,

we consider states of the liner close to the stagnation time, when the ioniza-

tion is large and rapidly changing in time. To achieve the thermodynamic

equilibrium in such a dynamic process, two conditions must be satisfied [52]:

The first condition, applicable to processes at both fast and slow time scales,

requires the electron number density to be higher than a critical value defined

as

ne ≥ 7.4 × 1018 z7

n17/2

(

kT

Ez
i

)1/2

[cm−3],

where z = 1 for neutrals, z = 2 for singly ionized atoms etc., n is the principal
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Figure 3.8: Evolution of maximum pressure with polytropic EOS (red dashed
line) and plasma EOS (blue solid line) of argon liner at given time. (Joint
Work with L. Zhang)
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Figure 3.9: Evolution of the fusion energy of the plasma target compressed
by the argon liner at given time with polytropic EOS (red dashed line) and
plasma EOS (blue solid line). (Joint Work with L. Zhang)
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quantum number, and Ez
i is the ionization energy. To justify the usage of

the LTE EOS model in the simulation, this condition is checked. The value

of critical electron number density is 1.15 × 1019 for temperatures close to

the stagnation point. The actual number density of electrons according to

the ionization fraction from EOS is 1.3 × 1023, or four orders of magnitude

higher. While the formula above sometimes is used for high-Z materials, it

is applicable, strictly speaking, only to hydrogen and helium. The second

condition defines a typical time scale for reaching the equilibrium in transient

plasmas:

τ ≃

[

3 × 10−7

(

Ei

kT

)3/2

ne

]−1
n

na

M

m
[sec].

Close to stagnation, the time scale given by this expression is 1.6 × 10−12sec.

This is approximately two times smaller than the smallest time step used

during the simulation. Therefore the local thermodynamic equilibrium is es-

tablished on shorter time scales than the resolved hydrodynamic time scale.

This proves the applicability of our LTE EOS model.

Finally, we investigate the interaction between argon plasma liners and

plasma target and the nuclear fusion efficiency in the point of plasma target

radius and ionization process. We use the same liner dimensions as in [6]

and the same liner particle number density as in previous simulations with

xenon liners. This gives the following initial state of the argon liner: density

ρ = 4.0 × 10−4 g/cm3 = 6.03 × 1018 1/cm3, temperature T = 0.7269 eV =

8435.15 K, and pressure P = 9.35 bar. The heavy, high-Z liners produce more

efficiency for compression of plasma target used for the deuterium liners and
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the most optimal plasma target radius for xenon liner is 20 cm in [6]. Following

the same procedure, the most optimal plasma target radius is found by using

several target radius and the polytropic EOS model in the case of argon plasma

liner. In Figure 3.7, the result is shown and the case of plasma target with the

radius of 15 cm produce is most efficient with respect to the fusion gain. This

radius of plasma target is used in the simulation of the effect of the ionization

process on the stagnation pressure and fusion energy gain In the case using

the polytropic EOS, the plasma target stagnation pressure is 61 Mbar while

it has been increased into 110 Mbar when the ionization process is included

in the plasma liner via plasma EOS model, shown in Figure 3.8. The fusion

energy gain efficiency are 1.9 and 3.7, correspondingly, depicted in Figure 3.9.

3.3 Studies of 3D Structure of Plasma Liners

By using the FronTier code, the 3D numerical simulation of merger of argon

plasma jets has been performed to analyze the internal structure and self-

collapse properties of plasma liner. A cascade of oblique shock waves which

are produced during the merger process of plasma jets is observed for the

first time numerically in [17] and we quantify the heating of plasma liner

and the decrease of plasma liner’s Mach number. In the comparison with

the 1D spherical symmetric simulation of plasma liner, the peak maximum

pressure of 3D plasma liner during the self-implosion reduced to the ten times

lower value because of the oblique shock waves and the adiabatic compression

heating, although the pressure and density profiles of two cases are identical.

46



A factor of ten times variations of density and pressure in the leading part

of the plasma liner are also obtained and this could cause the RayleighTaylor

instability during the interaction with the potential plasma target.

Through the 3D merger simulation of plasma jets, the evolution of high

Mach number jets which are interacting each other at the mergin radius, has

checked and explained via the cascade of oblique shock waves. Because of

oblique shock waves produced during the merger process of discrete plasma

jets, the peak maximum pressure of self-imploding uniform plasma liners is

significantly higher than the value of plasma liner from the merger of discrete

jets. In this section, the plasma liner from the merger of plasma jets also

has analyzed in the point of plasma target compression and the influence of

oblique shock waves.

3.3.1 Initialization

The simulation result of the propagation of a single injected argon plasma jet

from the nozzle of the plasma gun on the chamber wall to the chamber center,

was shown here. This result of single plasma jet propagation can be used as

input data for a 3D plasma jets merger simulation before the interaction of

discrete plasma jets to decease the 3D computation domain. In this simula-

tion, we use PLX case 6 of Table 2 in [7], which has the following constant

states: initial velocity 50 km/s, the density ρ = 5.747 × 10−6g/cm3, and the

temperature T = 1eV . The ambient vacuum is modeled as rarefied gas with

density ρ0 ∼ 10−9g/cm3 and pressure ∼ 10−6 bar. In this work, the simulation
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was performed in a 2D cylindrically symmetric domain with open boundary

conditions and the axially symmetry of plasma jet during the propagation is

assumed. The mesh size in this simulation is 0.2 cm.

The distribution of the initial density and the density at t = 18.5µs or at

0.925m distance from the plasma gun nozzle have shown in Figure 3.10. In

Figure 3.11, profiles of density, pressure, temperature and average ionization

in the transverse direction through the jet center at different moments of time

are depicted. In this simulation, it is observed that the all quantities decrease

in time and the plasma jet is very diffusive because of expansion of the plasma

jet in the vacuum chamber condition. The boundary of plasma jet is defined

as the location of points with the density of 0.1ρ0 to preserve the notion of the

expanding plasma jet.

The jet expansion can also be estimated analytically. The liner expansion

model with constant initial sound speed [14] predicted the increase of the jet

radius b as b(rm) = b0 + c0(rc − rm)/uj. Here b0 is the initial jet radius, c0 is

the initial sound speed, rc is the chamber radius, and rm is the merging radius.

With the assumption of adiabatic expansion and sound speed decrease of

jet, the linear expansion model can be expressed:

c(t) =

√

γ
P (t)

ρ(t)
=

√

γAρ(t)γ−1,

where A is the constant in the adiabatic relation P = Aργ . If we assume that
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(a) t = 0.0 ms

(b) t = 0.0185 ms

Figure 3.10: Density (1/cm3) of the detached jet. (a): initial density; (b):
density before merging radius. (Joint Work with L. Zhang)
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Figure 3.11: Density, pressure, temperature and average ionization across the
center of the detached argon jet. (Joint Work with L. Zhang)
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the jet diameter is much smaller than the jet length, we get

b(t) = b0 + c0

(

b0

b(t)

)(γ−1)

t.

If the diameter is comparable to the jet length, we obtain the following relation

by assuming spherical expansion

b(t) = b0 + c0

(

b0

b(t)

)
3

2
(γ−1)

t.

For simulations using the argon plasma EOS, we calculate the local gamma

γ = 1.14 from the simulation result and solve numerically the corresponding

nonlinear equations. Figure 3.12 depicts the time dependence of the expanding

jet radius from simulation and analytic model.

Because the Mach number of plasma is very important factor in the peak

maximum pressure of plasma liner and the plasma target compression rates

(the nuclear fusion efficiency), the evolution of Mach number during the jet

expansion is one of the most important factors. In the tail of the plasma jet,

there is a very strong rarefaction wave which can influence the Mach number

of plasma jet. When we calculate the average Mach number of plasma jet,

the high values in the tail part of plasma jet may increase the average value

significantly. So we derived the new method which is appropriate into this

case. In this work, the data for average Mach number value is collected from

the front half of the plasma jet body.

The plasma jet cooling in the process of propagation and expansion is
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Figure 3.12: Jet expansion comparison of numerical simulation result (blue
solid line), analytic model of long jet (green dash-dotted), and analytic model
of short jet (red dashed line). (Joint Work with L. Zhang)
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Figure 3.13: Average values of pressure, temperature, m (average ionization)
and Mach number of a detached argon jet. (Joint Work with L. Zhang)
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depicted in Figure 3.13. In this figure, we observed the increase of the Mach

number and the decrease of average temperature with time. The average Mach

number after propagation of plasma jet is caused by the expansion cooling.

3.3.2 3D Simulation of 30 Argon Jets Merger

The merger process of discrete plasma jets is studied in this section. The

structure and uniformity of plasma liner which is produced through the merger

of plasma jets are analyzed by using the cascade of oblique shock waves. To

check the efficiency of 3D plasma liner as compressor of plasma target, the

comparison with 1D spherically symmetric simulation has performed in the

next section.

The initialization of a 3D simulation of 30 plasma jets merger needs the

initial places of plasma jets and the initial state information of plasma jets

such as pressure, density, and velocity profile. The initial places of plasma

jets, equivalent with the places of plasma guns, are obtained by solving the

Spherical Centroidal Voronoi Tessellation (SCVT) which is for the uniform

distribution of 30 points on a sphere. The software by John Burkardt [53]

that implements Qiang Du’s algorithm [54], was employed to solve this SCVT

problem. Although the initial places of 30 plasma jets are know from PLX at

LANL ??, we used the places from SCVT problem for the consistency with

following simulation work of 90 plasma jets. By using a transformation from

2D cylindrical coordinate into 3D cartesian coordinate and a corresponding

numerical data set with bi-linear interpolation, the initialization of 3D states
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(a) t = 0.0203 ms (b) t = 0.0223 ms

(c) t = 0.0243 ms (d) t = 0.0263 ms

Figure 3.14: Density (1/cm3) contours before merger (a, b) and after merger
(c, d) of 30 argon plasma jets. (Joint Work with L. Zhang)

information of plasma jets are obtained. The open boundary condition was

used and the mesh size is 0.4 cm in this 3D simulation.

Each pair of plasma jets is colliding obliquely with the angle of ∼ 36 degree.

The propagating plasma jets can not interpenetrate each other and are tilted

via the oblique shock waves. For the verification, the mean free path of ions
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(a) t = 0.0203 ms (b) t = 0.0223 ms

(c) t = 0.0243 ms (d) t = 0.0263 ms

Figure 3.15: Pressure (bar) contours before merger (a, b) and after merger (c,
d) of 30 argon plasma jets. (Joint Work with L. Zhang)
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(a) t = 0.0203 ms (b) t = 0.0223 ms

(c) t = 0.0243 ms (d) t = 0.0263 ms

Figure 3.16: (Color online) Average ionization contours before merger (a, b)
and after merger (c, d) of 30 argon plasma jets. (Joint Work with L. Zhang)
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is checked. Inside the plasma jet, the mean free path is expressed [55] as

λi = vT i/νi, (3.1)

where the ion thermal velocity: vT i = 9.79 × 105µ−1/2T
1/2
i cm/s, and the ion

collision rate:νi = 4.80 × 10−8Z4µ−1/2niT
−3/2
i ln Λ, 1/s. From the periphery

of plasma jet in this work, µ = mi/mp = 40, Ti = 0.86 eV, Z ∼ 1, ni =

1.5×1016 cm3, ln Λ ∼ 10, we obtain vT i = 1.44×105 cm/s, νi = 1.43×109 1/s,

and λi ∼ 1 × 10−4 cm. From this calculation result, it is concluded that the

surface of the plasma jet is fully collisional and the center is more collisional

than periphery. By using the formula about the slowing down of streaming

ions on ion-ion collisions [55], we calculate the slowing down rate:

dvα

dt
= −να\β

s vα (3.2)

where ν
α\β
s = (1 + mα/mβ)ψ(xα\β)ν

α\β
0 , ν

α\β
0 = 4πnβe2

αe2
βλαβ/m2

αv3
α, xα\β =

mβv2
α/2kTβ, and ψ(x) = 2√

π

∫ x

0
t1/2e−tdt. Using the state of plasma jet surface

and λαβ ∼ 10, it is obtained that the ion’s penetrating velocity (vinitial
α ∼

3.1 × 106 cm/s) becomes comparable to thermal velocity after penetration

distance of ∼ 0.5cm. The assumption of single fluid dynamics description can

be justified by considering the highly collisional property of electrons and the

electrostatic interaction.

The increase of temperature, the reduction of the average Mach number,

and the non-uniformity of plasma liners are caused by the cascade of oblique
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shock waves. In Figures 3.14, 3.15, and 3.16, the contour of density, pressure,

and average ionization level are depicted before and after merger of 30 plasma

jets. The region of highest pressure is found along the place of interaction

between adjacent plasma jets. Accoding to the number of neighboring plasma

jets, the contour shape of high pressure is pentagon or hexagon, which is

consistent with the result in [56]. Before the interaction of discrete plasma

jets, the highest values of density and pressure in the plasma jet are placed

in the center of plasma jets, but after the interaction, the position of highest

values have changed gradually into the plane between the interacting plasma

jets. In Figure 3.17(a), the density profile on plane slice of 3D plasma liner is

depicted. This plane is determined by using the computational domain origin

(chamber center) and two adjacent plasma jets.

3.3.3 Analysis of Oblique Shock Waves

The schematic of oblique shocks is shown in Figure 3.18(a). In this figure,

δ denotes the angle between the plasma jet and the plane of reflection (the

median line between two jets), and α denotes the angle of the oblique shock

wave. With respect to the formation of oblique shock waves, the collision of

jets is similar to the collision of a jet with a solid wall at 18-degree angle,

and therefore the standard theory of oblique shock waves [57] is applicable for

the description of states in the after-shock region of the jet merger process.

Assuming initially non-expanding flow (with parallel stream lines) with poly-

tropic gas properties and γ = 5/3, the oblique shock wave’s angle (α), pressure
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Figure 3.17: Density distribution on a slice of 3D data at stagnation. (Joint
Work with L. Zhang)
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Figure 3.18: Schematic of oblique shocks in the jets merger process. (Joint
Work with L. Zhang)

(P ), density (ρ), temperature (T ), and Mach number (M) in the after-shock

region can be calculated by using following equations [58]:

tan(α − δ)

tan α
=

2 + (γ − 1)M2
1 sin2 α

(γ + 1)M2
1 sin2 α

(3.3)

P2

P1

=
2γM2

1 sin2 α − (γ − 1)

γ + 1
(3.4)

ρ2

ρ1

=
(γ + 1)M2

1 sin2 α

(γ − 1)M2
1 sin2 α + 2

(3.5)

T2

T1

=
[2γM2

1 sin2 α − (γ − 1)][(γ − 1)M2
1 sin2 α + 2]

(γ + 1)2M2
1 sin2 α

(3.6)
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M2
2 sin2(α − δ) =

(γ − 1)M2
1 sin2 α + 2

2γM2
1 sin2 α − (γ − 1)

(3.7)

where quantities with the index 1 describe the pre-shock state and the corre-

sponding quantities with index 2 describe the post-shock state.

The simplified 2D simulations of the jet merger with the polytropic EOS is

performed and compared with the oblique shock theory for better explanation

of the 3D merger process of plasma jets. This 2D simulation was performed

in open boundary with the mesh size of 0.1 cm. The profiles of plasma jets

such as pressure, density, and velocity are initialized uniformed for compari-

son with oblique shock theroy. The angle between adjacent plasma jets are

selected by considering the corresponding angle in the 3D plasma jets. In

Figure 3.19, the density profiles at the initial and later times, are depicted.

The schematic picture of first and second cascades of oblique shock waves are

shown in Figure 3.19(b). In Figure 3.20, the detailed distributions of pressure,

density, and Mach number after the formation of the first oblique shock waves

are provided. The numerical values from simulation work in post-shock region

are summarized in Table 3.1 and match well with the oblique shock theory.

The discrepancy between the theory and simulation result in Table 3.1 can be

explained by the steady assumption of gas flow in the oblique shock theory. In

the 2D simulation, it is hard to obtain the steady state because of the cascade

of oblique shock waves.

The colliding angle of neighboring plasma jets after each oblique shock

waves is same because the direction of plasma jet after oblique shock wave
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(a)

(b)

Figure 3.19: (a) Initial density of the 2D jet merger simulation and (b) density
distribution showing the first and second cascades of oblique shocks. (1/cm2)
(Joint Work with L. Zhang)
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(a) Number density, 1/cm2 (b) Pressure, bar

(c) Mach number

Figure 3.20: First cascade of oblique shock waves in 2D jet merger simulation.
(Joint Work with L. Zhang)
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α M2 ρ2/ρ1 T2/T1 P2/P1

Theory 24.8 3.9 3.9 35 137
Simulation 23.5 4.0 3.5 35 135

Table 3.1: Comparison of simulations and theory of states in the first oblique
shock wave. (Joint Work with L. Zhang)

is parallel to the mid-plane between the adjacent plasma jets. In this 2D

simulation of plasma jets merger, the initial angle between two close jets is 36

degree before the first oblique shock wave and the two parts of each plasma

jet, which is divided via oblique shock wave, is propagating with angle of 36

degree after the first oblique shock wave. The second oblique shock waves are

produced after the first one and the wedge angle is same with the previous

one. In Figure 3.21, the distribution of states of density, pressure, and Mach

number after the formation of the second oblique shock are depicted and in

Table 3.2, the corresponding comparison between the simulation result and

the oblique shock theory are provided. In this simulation, the cascade of

oblique shock waves can continue until the merged plasma jets implode in

the center of simulation domain if residual vacuum gas in front of the head

of plasma jets is not prevent the dynmaics of the merged plasma jets. But

the next oblique shock waves is not obtained in this simulation because of

the interaction between remnant gas and imploding plasma liner. Because of

interaction between the residual gas in front of jets and the imploding jets,

the third oblique shock waves were not resolved clearly. If we can have an

idealized condition in the vacuum region, the third oblique shock waves would

be obtained in this geometry condition.
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(a) Number density, 1/cm2 (b) Pressure, bar

(c) Mach number

Figure 3.21: Second cascade of oblique shock waves in 2D jet merger simula-
tion. (Joint Work with L. Zhang)
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α M2 ρ2/ρ1 T2/T1 P2/P1

Theory 33 2.3 2.4 2.3 5.6
Simulation 30 2.4 2.5 2.3 5.3

Table 3.2: Comparison of simulations and theory of states in the second oblique
shock wave. (Joint Work with L. Zhang)

3.3.4 Analysis of 3D Plasma Liner

In the previous section, the comparison between the oblique shock theory and

the 2D simulation of plasma jets was performed. In this work, we show that the

structure and efficiency of the plasma liner is determined by the the cascade

of oblique shock waves during the merger process of discrete plasma jets. If

the plasma liner remains supersonic after the cascade of oblique shock waves,

it can produce a central shock on a target plasma in the center.

While the precise analysis is possible in the 2D simulation of plasma jets

merger, it is difficult to obtain the accurate theoretical analysis of the 3D

simulation of plasma jets merger becuase of the following reasons: First, when

we check the Figure 3.22, the formation of the oblique shock waves is complex

comparing with the 2D case. In 2D case, the oblique shock waves are produced

by the interaction between two adjacent plasma jets, but in 3D plasma jets

case, these are occurring in the two and three plasma jets interaction. In

the case of oblique shock wave by three plasma jets, the wedge angle is not

accurate for applying the formal oblique shock theroy.

Second, single plasma jet from plasma gun is propagating around 100cm

before the interaction with adjacent plasma jets and expanding in the domain
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(a) Number density, 1/cm3

(b) Pressure, bar

Figure 3.22: Distribution of density and pressure on a 10 cm radius spherical
slice of 3D liner data when t = 0.0253 ms. (Joint Work with L. Zhang)
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with vacuum condition. Through this movement, the outer part of plasma

jet attains a transverse directional velocity which is almost 6% of the moving

velocity into the center of domain. This velocity obtained from expansion

of plasma jet, can change the interaction angle between neighboring plasma

jets and the distribution of transverse velocity is not uniform inside of plasma

jets. Because of these effects, it is difficult to apply the oblique shock theory

directly into this case. Third, the ionization level of plasma jets has changed

across the oblique shock waves. In the 3D simulation of plasma jets merger,

the ionization level of plasma jets has changed by the factor of 4. The formulas

for oblique shock theory is based on the constant number of atoms (ideal gas)

and this condition is not consistent with this 3D case.

These factors restrict the application of oblique shock theory directly to

the 3D simulation of plasma jets merger and the approximate comparison

with the theory is not accurate enough to understand the merger process

of plasma jets. The 1D simulation of plasma liner in spherically symmetric

system has performed based on the information from 3D simulation of plasma

jets. By averaging the quantities of plasma jets in 3D simulation along the

radial coordinate at the merging radius, the density and pressure of 1D plasma

liner has been initialized and the residual vacuum condition in front of plasma

liner is also taken from the 3D simulation. The evolution of Mach number in

the cases of 1D plasma liner and the 3D merger of plasma jets are depicted in

Figure 3.23. The initial Mach number of 3D merger of plasma jets is higher

than the 1D case and this is caused by the expansion of 3D plasma jet in

vacuum space shown in Figure 3.13(d). In Figure 3.23, the average Mach
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Figure 3.23: Evolution of average Mach numbers of 1D and 3D liners. (Joint
Work with L. Zhang)

number of 3D merger of plasma jets is decreasing faster than the 1D case

and approaching the value of 14.4 while it is 19.5 in the 1D case. Although

there is a decrease of Mach number in the case of 1D plasma liner becasue of

compression during implosion, the Mach number of 3D merger of plasma jets

is decreasing faster because there is an additional heating by the cascade of

oblique shock waves.

Three simulation results are compared and shown in Figure 3.24. Beside

the 3D simulation of plasma jets merger, the two 1D simulations of plasma

liners are performed. These 1D simulations are initialized based on the 3D

simulation data and these 1D plasma liners have the same mass with the 3D
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case. The difference between two 1D cases are the initial profile of density

and the one is taken from the 3D merger of plasma jets and the other one

has a sharp profile which is usually used in the previous numerical studies

of 1D plasma liners. In the values of peak pressure during stagnation, the

3D simulation of plasma jets merger has produced 6.4 kbar which is 10 times

smaller than the case of 1D plasma liner of same density profile as the 3D

case and 50 times smaller than the case of 1D case with sharp density profile.

In [8], the maximum pressures of 3D simulation of plasma jets merger and

a spherically symmetric plasma liner are reported as having the same values

and this contradicts our simulation result. In the vacuum region in front of

the plasma liners, we apply the EOS with atomic processes to mitigate the

compression effect by the plasma liners. In these simulations, we observe

that an artificially increased pressure in front of plasma liner is suppressed

through the energy sink by ionization process. When we applied the EOS

with ionization process in the vacuum region, the peak pressure of 1D plasma

liners during stagnation has increased by 30 times compared to the case of

polytropic EOS in the front of plasma liner. The radiation transport was also

reported for the mitigation of vacuum region in [7].

The state profile of 3D merger of plasma jets has been checked along sur-

faces near the potential target because the plasma liners are introduced for

the compression of magnetized plasma target in the nuclear fusion experi-

ment. On the 10 cm radius spherical slice, the profile of density and pressure

of 3D plasma liner are depicted in Figure 3.22. We can check the properties

about the state of the 3D plasma liner before the interaction with potential
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Figure 3.24: Distribution of density (a) and pressure (b) during stagnation
of the 3D liner averaged in radial coordinates (solid blue line), the 1D liner
initialized with sharp profile at the merging radius (green dash-dotted line)
and the 1D liner initialized with same profile as the 3D liner at the merging
radius (red dashed line). (Joint Work with L. Zhang)
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target. In 3.22, there are variations of density and pressure of almost 10 times,

which are caused by the cascade of oblique shock waves during the merger pro-

cesses. Because of this non-uniformity of plasma liners, there will be a severe

instability in the target during the compression by plasma liner.

In Figure 3.25, the convergence study of 3D simulation of plasma jets

merger are shown. In the 3D simulation of plasma jets merger, the domain

size is (160cm)3 and the mesh size is (400)3. The averaged Mach numbers on

different mesh size has depicted in Figure 3.25. We also have performed the

convergence test using the polytropic EOS model and obtained that the mesh

block size of 0.4 cm is sufficient for getting accurate 3D simulation of plasma

jets merger.

3.4 Two Jets Merger Simulation

3.4.1 Initialization from PLX in LANL

The PLX group at LANL has provided the experiment results about a single

argon plasma jet propagation and the two obliquely merging argon plasma jets

in [1, 45, 48–50]. Following these benchmark experiments, we have performed

the numerical simulation work of single plasma jet moving and two plasma

jets merger with consistent initial parameters from PLX group by using the

FronTier code with plasma LTE EOS [10,36].

In the simulation of two obliquely mergin plasma jets, the initialization

is done with the data from the simulation of single jet propagation in the
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Figure 3.25: Mesh convergence studies of 3D liner formation and implosion
simulation. Evolution of average Mach number using three different mesh
sizes is shown. (Joint Work with L. Zhang)
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2D cylindrically symmetric domain, which is a similar method to reduce the

computational cost reported in [17]. The initialization of single plasma jet

propagation in 2D cylindrically symmetric domain is made by using the Table

II in [45]. The states of ρ = 1.327e-6 (g/cm3), temperature T = 1.4 (eV ),

and velocity V = 30 (km/s) are initialized. This simulation was performed in

a 2D cylindrically symmetric domain with open boundary conditions and the

axially symmetry of plasma jet during the propagation is assumed. The mesh

size in this simulation is 0.2 cm. In Figure 3.26(a), the initial density profile

of single plasma jet is shown. After a time of 0.0125 ms, the density of single

plasma jet is depicted in Figure 3.26(b). The simulation of 2D and 3D two

obliquely merging plasma jets are initialized based on the data of single plasma

jet at this time of 0.0125 ms to reduce the computational domain. In the case

of single plasma jet propagation, the result from the numerical simulation is

depicted in Figure 3.27 for the comparison with the experiment data in [45]. In

Figure 3.27(a), we provide the average density profile of the single plasma jet,

which is calculated through average along the radial direction of the plasma

jet’s density values. This result is consistent with the Figure 11 in [45]. We

show the radial density distribution of single plasma jet in Figure 3.27(b),

which is also comparable with the experiment data in [45].

In the computational domain of (x, y) = (−20cm ∼ 100cm,−35cm ∼

35cm) and (x, y, z) = (−10cm ∼ 90cm,−30cm ∼ 30cm,−30cm ∼ 30cm), we

have performed the 2D and 3D simulation of two obliquely merging plasma

jets with the mesh size of 0.4cm in each direction. Because of the large

size of the PLX chamber, we made the subspace domain of this chamber
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and the two plasma jets are merged obliquely with the degree of 24◦ which

is coming from [49, 50]. And the positions of (x, y) = (0.0cm, 0.0cm) and

(x, y, z) = (0.0cm, 0.0cm, 0.0cm) in 2D and 3D simulations stand for the cen-

ter of the PLX chamber. In Figure 3.28(a) and 3.29(a), the initialization for

two obliquely merging plasma jets are shown. A half of each plasma jet has

changed abrultly because of oblique shock wave after ∼ 90 cm propagation,

which is shown in Figure 3.28(b) and 3.29(b) for 2D and 3D simulations. The

structure of two layers is shown in these figures and the same structure was also

reported in [1,48–50]. In Figure 3.28(b) and 3.29(b), the distance between two

layers are (∼ 3.5cm) which is comparable with the suppressed one-side radial

length (∼ 10cm × sin(12◦)) of a single plasma jet in the transverse direction

to propagation way.

3.4.2 Data Post-Processing and Validation

We analyze the number density of argon atom and free electron along a line of

(x, y) = (17cm,−15cm ∼ 15cm) in 2D case and (x, y, z) = (17cm, 0cm,−15cm ∼

15cm) in 3D case for validation with the experiment observation in PLX at

LANL. These simulation results are shown in Figure 3.30. The positions of

∼ 12cm and ∼ 18cm in Figure 3.30, match the two jets’ center places which do

not perturbed by a oblique shock wave. The difference of around one order-of-

magnitude in the number density of argon atom and free electron is consistent

with the result reported in [1, 48]. But this simulation result contradict the

result of ∼ 5 times difference of electron number density shown in [49,50]. This
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(a) t = 0.0 ms

(b) t = 0.0125 ms

Figure 3.26: Density (1/cm3) of the detached jet. (a) initial density; (b)
density before merging radius. (Joint Work with L. Zhang)
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Figure 3.27: Density of the detached jet. (a) average number density (1/cm3)
over raial direction on the jet’s axial direction; (b) density profile (1/cm3) on
the radial direction of jet. (Joint Work with L. Zhang)
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Figure 3.28: (a) 2D two jets merger simulation initial density profile (1/cm3)
using single jet result; (b) 2D two jets merger density profile (1/cm3) after
∼ 90 cm propagation from the chamber wall. (Joint Work with L. Zhang)
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Figure 3.29: (a) 3D two jets merger simulation initial contour density profile
(1/cm3) using single jet result; (b) 3D two jets merger contour density profile
(1/cm3) after ∼ 90 cm propagation from the chamber wall. (Joint Work with
L. Zhang)
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inconsistency can be explained through the different measurement systems for

same phenomena shown in [45] and the increased temperature of plasma jet

from the stored magnetic field, which are explained in the following in detail.

Because of the expansion of the 3D plasma jet in the additional dimension,

the density values of plasma jet in the 3D simulation is approximately 3 times

lower than 2D case.

α M2 ρ2/ρ1 T2/T1 P2/P1

Theory 14 11 7.6 1.6 12
2D 15.5 8.7 7.4 1.8 17
3D 15.5 9.3 8.8 1.8 22

Table 3.3: Comparison of results from the oblique shock wave theory and
simulations of 2D and 3D. (Joint Work with L. Zhang)

The verification using the oblique shock wave theory has been performed

for the other quantities of plasma jet and the result is summarized in Table

3.3. We use the local γ value of ∼ 1.1 which is obtained from a γ-law fit in

the plasma LTE EOS, the initial Mach number of M1 ∼ 14, and the wedge

angle of δ = 12 o. Although the Mach number is the same value with [49,

50], we use the different γ value with them for analysis. As shown in Table

3.3, a reasonable result is obtained using the approximated local γ value, in

spite of a fixed number assumption gas particles in the oblique shock theory.

Because the dynamics of oblique shock wave is determined by the γ value,

initial Mach number, and the wedge angle, which are shared by 2D and 3D

simulations, the simulation results of 2D and 3D cases are very similar as shown

in Table 3.3. We can explain the discrepancy between simulation results and
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the oblique shock theory through the non-uniform properties of plasma jet via

expansion in vacuum condition while the difference between 2D and 3D cases

can be understood in the point of different expansion rate caused by additional

dimension.

To justify this simulation study, the ion-ion mean free path estimates are

calculated for the inside part of jet and jets merger cases. The mean free path

inside of jet is evaluated as [55]

λi = vT i/νi, (3.8)

where the ion thermal velocity is vT i = 9.79× 105µ−1/2T
1/2
i cm/s, and the ion

collision rate is νi = 4.80 × 10−8Z4µ−1/2niT
−3/2
i ln Λ, 1/s. With the plasma

jet edge’s parameters (Ti ∼ 0.8 eV, Z ∼ 1, ni ∼ 2.4 × 1014 1/cm3, ln Λ ∼ 10),

we obtain vT i ∼ 1.83 × 105 cm/s, νi ∼ 2.5 × 107 1/s, and λi ∼ 5.5 × 10−3 cm,

which justify the single plasma jet simulation study. For the inter-jet case, the

slowing down of a penetrating ion is estimated as [55]

dvα

dt
= −να\β

s vα (3.9)

where ν
α\β
s = (1 + mα/mβ)ψ(xα\β)ν

α\β
0 , ν

α\β
0 = 4πnβe2

αe2
βλαβ/m2

αv3
α, xα\β =

mβv2
α/2kTβ, and ψ(x) = 2√

π

∫ x

0
t1/2e−tdt. With the plasma jet edge’s states

and λαβ ∼ 10, we obtain that the ion’s penetrating velocity (vinitial
α ∼ 1.2 ×

106 cm/s) is slowed down to thermal velocity after moving of around 0.7cm.

Because of highly collisional electrons and electrostatic interaction, the depth
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Figure 3.30: 2D two jets merger transverse argon atom density(a) and electron
density(b) profile; 3D two jets merger transverse argon atom density(c) and
electron density(d) profile at the position of ∼ 90 cm from the chamber wall.
(Joint Work with L. Zhang)

of ion penetration into the other plasma jet will be decreased further, which

justify the single fluid model study for two jets merger process.

The stored magnetic field enegy is explained in [45]. Here the initial stored

magnetic field energy (B2/2µ0 in MKS unit system) is reported around ∼ 36

(unit system of (g,cm,ms)) in the plasma gun bore (magnetic field ∼ 3 T ).

The internal energy of plasma jet (number density ∼ 2 × 1016) depending
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on the temperature is shown in the Figure 3.31(a). So the plasma jet with

(number density ∼ 2×1016 and T ∼ 1.4 eV) has a ∼ 30 times smaller internal

energy comparing with the stored magnetic field energy. Because the accurate

conversion process of stored magnetic field energy into other energy forms are

not resolved, our simulation work is limited. But, if a non-negligable portion

of the magnetic field energy is converted into the internal energy of plasma

jet, the Mach number of the plasma jet will be changed a lot because of the

sensitivity of Mach number on internal energy shown in the Figure 3.31(b).

In [49, 50], the experiment result of two obliquely merging plasma jets is

reported. In this observation, the oblique shock wave angle (α ∼ 17o) and

the increased interferometer ∆φ measurement of the merged jet (∼ 4 times

higher value for the merged jet) are the part of the main result. Although the

reported initial Mach number of the plasma jet is (∼ 14) in [45, 49], when we

compare these reported values of α and ∆φ with the simple calculation result

which are shown in Figure 3.31(c) and Figure 3.31(d), we conjecture that the

Mach number of single plasma jet could be decreased when the merger of two

plasma jets is occurring.

Initial Temperature M1 ρ2/ρ1

1.4 eV ∼ 14 ∼ 8.5
2.0 eV ∼ 11 ∼ 7.5
2.5 eV ∼ 9.5 ∼ 6.5

Table 3.4: 2D simulation result of two jets merger with different initial tem-
perature at ∼ 100 cm from the chamber wall.

The 2D simulation work of the merger of two plasma jets was done to study
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the effect of dissipation of a stored magnetic field energy inside the plasma jet.

The initial state of single plasma jet (number density ∼ 2 × 1016 and plasma

jet velocity ∼ 30 km/s) is consistent with the observation in [45]. The only

difference is the variation of plasma jet’s initial temperature and the higher

initial temperature tried to mimic the magnetic field energy. When the two

plasma jets are passing the position of (∼ 100 cm from the chamber wall),

the Mach number of jets and density ratio across the oblique shock wave are

shown in the Table 3.4. Clearly the tendency of the Mach number and density

ratio across an oblique shock wave is consistent with the previous calculation

result in Figure 3.31(b) and Figure 3.31(d).
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Figure 3.31: The properties of plasma jet depending on varying temperature
and Mach number.
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Chapter 4

Pellet Ablation in

Thermonuclear Fusion Devices

4.1 Introduction

As details of transonic regimes of the pellet ablation flow are strongly depen-

dent on atomic physics processes in the ablation cloud, the quality of numerical

equation of state models describing partially ionized plasmas is of significant

importance. While probabilities of multiply ionized states in high-Z materials

in the local thermodynamic equilibrium is accurately described by coupled sys-

tem of Saha equations [11], the direct use of these equations in time-dependent

hydrodynamic simulations is prohibitively computationally intensive. In our

previous works [10, 17], we have developed a numerical EOS model for argon

based on the Zel′dovich approximation of average ionization [11]. The aver-

age ionization model (AIM) relates the average ionization level m with the
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thermodynamic states as m = AT 3/2

n
exp− I

kT
and computes the pressure as

P = (1 + m)ρRT .

We compare simulations of high-Z gases with molecular deuterium de-

scribed in [9,23,24]. The equation of state model for deuterium that accounts

for dissociation and ionization uses the exact system of Saha equations. We

also compare our results with simulations obtained using the polytropic EOS

model that defines the gas pressure as P = (γ − 1)ρe, where γ is the ratio of

specific heats.

The electron heat flux model is identical to that of the previous works [9,23,

24,59] except the modification of the Coulomb logarithm and the dimensionless

opacity for high-Z atoms. The modified Coulomb logarithm is:

ln Λ =
m

Z
ln Λef +

(1 − m)

Z
ln Λeb

in which Z=atomic number, Λef = 0.2E/~ωpe, ωpe = (4πnee
2/me)

1/2, Λeb =

E/I∗
√

e/2, E ≈ 2Te∞(plasma electron temperature), ne=plasma electron

density, and I∗ is the mean excitation energy (for example, IH
∗ = 19.2 eV,

INe
∗ = 137 eV, and IAr

∗ = 188 eV from [60]). The changed dimensionless

opacity in the spherically symmetric approximation is u = τ/τeff , where

τ(r) = Z
∫ ∞

r
n(r′)dr′, τeff = τ∞

√

2
1+Z

, τ∞ = T 2
e∞

8πe4 ln Λ
.

The pellet surface ablation model is identical to that of [9] with the excep-

tion of some technical improvements, namely the numerical treatment of high

88



gradients of physics quantities near the pellet surface.

In this chapter, all simulations of pellet injection were performed in 1D

spherically symmetric domain with a mesh size of 0.005 cm, the phase tran-

sition boundary condition on pellet surface, and the open boundary at outer

region.

4.2 1D Studies of Ablation of Deuterium Pel-

lets

We start with the simulation of a deuterium pellet using parameters of [9],

namely the pellet radius of rp = 0.2cm, the plasma electron temperature of

Te∞ = 2keV , and the plasma electron density of ne∞ = 1014cm−3. Simulations

with the polytropic EOS demonstrate a transonic ablation flow that starts as

subsonic near the pellet surface and changes to supersonic due to the electron

heat flux (Figure 4.1). When the deuterium plasma EOS is used (Figure 4.1),

the ablation flow is affected by energy sinks due to the dissociation and ioniza-

tion. The dissociation processes slow down the increase of the Mach number

near the pellet surface. The flow accelerates then to supersonic velocities be-

fore the majority ionization processes occur. The ionization energy causes the

shock wave and the drop of the Mach number below unity. The flow then

accelerates again and reached the supersonic state the second time (double

transonic pellet ablation regime). The temperature T ∗ and pressure P ∗ of the

ablation cloud at the sonic radius r∗ are shown in Table 4.1. The ablation
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rate using polytropic EOS in Table 4.1 is consistent with the value of 133 g/s

predicted by the theoretical transonic flow model of [29]. The ablation rate

is reduced by approximately 10.7% when the atomic processes are included in

the EOS.

r* (cm) T* (eV) P* (bar) Ablation rate (g/s)
Polytropic EOS (γ = 7/5) 0.518 3.21 29.25 132.6

Plasma EOS 0.474 1.04 25.54 118.4

Table 4.1: The ablated cloud states of deuterium pellet at the first sonic radius
(r*) for the cases with polytropic EOS and plasma EOS.

4.3 Effect of Ionization on the Ablation of Ar-

gon and Neon Pellets

In the pellet ablation simulation of neon and argon, the states of the ablation

cloud at sonic radius are shown in the table 4.2 and 4.3 and the normalized

quantities based on them are provided in Figures 4.2 and 4.3. For simulations

that neglect ionization using the polytropic EOS, the ablation rates in Tables

4.2 and 4.3 are in reasonably good agreement to the theoretical predictions of

109 g/s for neon and 103 g/s for argon using the transonic flow model [29]. The

ablation flow of the neon pellet exhibits the double transonic regime similar

to the deuterium case. Slowly increasing ionization potentials of the neon

atom corresponding to the ionization levels from 1 to 8 irregularly reduce the

ablation flow acceleration and cause oscillations on the Mach number plot
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Figure 4.1: Normalized ablated cloud profiles of deuterium pellet in 1D spher-
ically symmetric model of ablation (a) without atomic processes (polytropic
EOS), and (b) with atomic processes (plasma EOS).
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in Figure 4.2(b). Despite these energy sinks, the flow accelerated above the

sonic point. Then the large increase of the ionization energy associated with

stripping off the 9th and 10th electrons drop the Mach number below unity

and cause the shock wave. Then the flow again reaches the supersonic state.

The ablation flow regime is more complex for the argon pellets (Figure

4.3(b)). The ionization energy of the argon atom slowly increases with the

increase of the ionization level from 1 to 16, with the exception of a bigger

change of the ionization potential between levels 8 and 9 (see Figure 2.5).

Nevertheless, the Mach number twice drops below unity before the average

ionization reaches level 6 (see Figure 4.4 that shows details of the Mach number

and the average ionization close to the pellet surface). This is caused by the

combination of the increasing ionization energy with statistical weights that

rapidly increase for the ionization level 3 and 6 (see Figure 4.4), causing the

weak shock waves in the ablation flow. Then the flow slowly and steadily

accelerates under constant energy removal by ionization. When the ionization

level reaches 16, the rapid increase of the ionization potential between levels

16 and 17 causes the third shock wave. Then the flow of fully ionized argon

accelerates again above the sonic point.

A large reduction of temperature in the neon and argon pellet simulations

with real gas EOS compared to the polytropic gas simulations can be under-

stood via consecutive ionization energy losses. For the argon pellet, there is

one order of magnitude difference of temperature at the first sonic radius (ta-

ble 4.3) and this difference is consistently observed along the ablation cloud,

as shown in the Figure 4.5. The reductions of the ablation rates for the neon
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and argon pellets by atomic processes, ∼ 15.6% and ∼ 25.3% respectively, is

significantly larger compared to the case of deuterium pellets. The reason for

this is well understood in terms of ionization energy losses.

r* (cm) T* (eV) P* (bar) m* Ablation rate (g/s)
Polytropic EOS (γ = 5/3) 0.603 30.15 22.96 - 112.9

Plasma EOS 0.603 4.84 16.37 1.99 95.3

Table 4.2: The ablated cloud states of neon pellet at the first sonic radius (r*)
for the cases with polytropic EOS and plasma EOS.

r* (cm) T* (eV) P* (bar) m* Ablation rate (g/s)
Polytropic EOS (γ = 5/3) 0.588 61.82 22.62 - 103.6

Plasma EOS 0.415 4.46 20.04 2.49 77.4

Table 4.3: The ablated cloud states of argon pellet at the first sonic radius
(r*) for the cases with polytropic EOS and plasma EOS.
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Figure 4.2: Normalized ablated cloud profiles of neon pellet in 1D spherically
symmetric model of ablation (a) without atomic processes (polytropic EOS),
and (b) with atomic processes (plasma EOS).
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Chapter 5

Conclusion and Future

Directions

5.1 Modeling of Atomic Physics Processes in

Equation-of-State

The EOS models with atomic processes of dissociation and ionization has been

developed for the application in high energy density physics. [9, 10] These

EOS models are applied into the simulation of pellet injection in Tokamak

and PJMIF and provide a reasonable explanation about the internal structure

inside of plasma flow.

The numerical EOS for high-Z atoms has developed based on the average

ionization model in [11] with LTE condition. The coupled system of Saha

equations has reduced into the single nonlinear equation under continuum

assumption of discrete values and it has become possible in hydrodyanmic
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simulation to calculate the average ionizatioin level. This model produces

reasonable values comparing to the average ionization value from the system

of nonlinear equations. To increase the accuracy of this EOS model in the low

temperature region, the continuum value of statistical weight was used and we

obtain more precise result when the average ionization is less than 1. There

are other advantages of this average ionization model beside the reduction of

computation cost, e.g. it can be applied into the mixture of various atoms

for multispecies flow. We are working on the developement of numerical EOS

for other atoms and mixture of atoms and the result will be reported in the

forthcoming paper.

5.2 Plasma Jets Driven Magneto-Inertial Fu-

sion

The concept of PJMIF was proposed in [13] as a method for inertial nuclear

fusion to solve the standoff problem and the corresponding experiments were

performed by PLX team in LANL reported in [45,48,49]. In [6–8,14,46,47], the

theoretical and numerical studies of PJMIF are reported about the properties

of plasma liners and the merging process of discrete plasma jets. But, the

atomic processes such as ionization and the internal structure of the plasma

jets are not resolved fully in these previous works. In this work, we apply the

EOS model with atomic processes in the simulations of plasma liners. The

1D simulations of plasma liners in a spherically symmetric domain are done
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to quantify the effect of the atomic processes during the implosion of plasma

liner. And 2D and 3D simulations of plasma jets merger are made to resolve

the internal structure of plasma jets during the merging process because this

cannot be captured in the 1D simulation case.

In 1D simulations of plasma liners, we have studied the effect of atomic

processes on the implosion of argon plasma liner in spherically symmetric com-

putation domain. The FronTier code with front-tracking method was used in

this numerical work and this code was mainly developed to resolve accurately

material interfaces or multiphase systems with discontinuity in solutions or

material properties. The verification of FronTier code has performed using

the Noh problem in 1D spherically symmetric domain, and good agreement

with theory and second order of convergence has obtained.

For the initialization of 1D simulations of an argon plasma liner, we use

the parameters from PLX in LANL. The initial position of plasma liner is at

the merging radius of 33 cm for the comparison with [7]. The Mach number of

the plasma liner has increased because of the effect of ionization energy sink

resolved by plasma EOS during the propagation of plasma liner. In the head

part of the plasma liner, the average ionization level has increased into 7.2 and

this has led the increase of density and pressure. The dynamics of plasma liner

with plasma EOS model has changed significantly comparing with the case

with the ideal EOS model. By including the energy sink through ionization, the

stagnation pressure of 930 bar is obtained in the case of PLX1 and PLX2 from

[7]. This peak stagnation pressures in our simulation work are approximately

three order of magnitude smaller than the case in [7], which contained the
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effect of radiational transport without ionization process. The peak stagnation

pressure from the HELIOS code with the PROTACEOS non-LTE EOS in

[7] is comparable with our result from the FronTier code with LTE plasma

EOS. Additionally, the times of the target deconfinement and stagnation are

not changed when we include the atomic processes. The overall increase of

efficiency of argon plasma liner with plasma EOS is an approximately doubling

of the Mach number and the stagnation pressure comparing the case with ideal

EOS.

The 3D simulations of plasma jets merger were performed by using the

FronTier code to investigate the internal sturcture of plasma liner produced

from the merger of 30 argon plasma jets with the consistent parameters of PLX

in LANL. To reduce the computational cost, 2D simulation of single plasma

jet propagation from plasma gun in cylindrically symmetric domain was made

and the result has embeded in the optimized 3D computational domain. In

this simulation, we also applied the plasma EOS for argon which can resolve

the ionization effect during the merger process.

From 3D simulations, a cascade of oblique shock waves are resolved nu-

merically in the process of plasma jets merger. These oblique shock waves

during the merger process lead to an increase of temperature, a the reduction

of the Mach number, and the self-collapse pressure in the plasma liner. For

the verification of the FronTier code with the oblique shock theory, we also

perform the 2D simulation of plasma jets merger for the clear comparison. In

this 2D simulation, a good result was obtained and the states after a cascade

of oblique shock waves are consistent well with values from the oblique shock

101



theory. The 3D simulation of a plasma jet merger is complicated to apply the

oblique shock theory directly because of the three plasma jets interaction, the

plasma jets expansion in vacuum condition, and the variation of atom numbers

because of ionization process. So, we analyze this 3D case by using the com-

parison with the 1D simulation performed in spherical symmetric domain. We

initialize two 1D simulations with a sharp density profile and a density profile

extracted from radial average value of 3D simulation result at the merging ra-

dius. The peak self-implosion pressures are 6.4 kbar in 3D simulation case, 64

kbar in 1D simulation with density profile from 3D simulation result, and 320

kbar in 1D simulation with a sharp density profile in the mergin radius. This

difference can be explained via the internal structure of the 3D plasma liner,

which caused by a cascade of oblique shock waves and resolved only through

the 3D simulation. In [8], the maximum pressure values from the uniform

plasma liner and the plasma liner from descrete plasma jets are approximately

same and this is contradiction with our result. Convergence studies using dif-

ferent mesh sizes were performed, and the convergence of the Mach number

was obtained. The dyanamics of plasma jet mergers can be varied depending

on the number of plasma jets. If we put more plasma jets than 30 jets, the

strength of the oblique shock waves will be decreased and the merging radius

of plasma jets will be increased. In this 3D simulation work, the number of

plasma jets is provided from the PLX in LANL and we did not consider the

optimization for plasma liners.

The state profile of 3D plasma liners also was investigated for the interac-

tion between the plasma liner and the potential plasma target in the inertial
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nuclear fusion. In the values of pressure and density, there is a large variation

of factor of 10 on the leading edge of the plasma liner along spherical surfaces

with radius of 10cm. This property of plasma liner as a compressor of plasma

target for nuclear fusion leads a possibility of severe instability during the in-

teraction. The 3D numerical study of the interaction between the plasma liner

and plasma target using the FronTier code is in progress and will be reported

in a following paper. The main advantage of FronTier code is a front-tracking

method which can handle the interfaces between different materials and this

method matches this interaction simulation perfectly.

5.3 Pellet Ablation in Thermonuclear Fusion

Devices

The simulations of high-Z pellet injection in a Tokamak, the numerical EOS

based on AIM is improved by including the statistical weight of bounded elec-

trons and more realistic ionization energy profile. The physical properties such

as multi-transonic flow and ablation rate reduction related to atomic processes

in 1D spherical symmetric case have been observed and compared with [29].

Base on these result, we are planning to make a 2.5-dimensional MHD simu-

lation of high-Z pellet because the funnel phenomena [9] and rotation [24] of

pellet ablation cloud can be resolved only through this simulation, including

the changed ablation rate.
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